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by Jeremy Miller

This project makes progress towards a first calculation of the second-order gravitational

self-force in extreme-mass-ratio binaries. This is an important component in the mod-

eling of these key astrophysical sources of gravitational waves. Computing the second-

order self-force requires the second-order metric perturbation, which can be calculated

by solving the Einstein field equations through second order in the mass ratio. Here

we have developed, for the first time, a practical scheme for solving the second-order

equations. The main ingredient is a certain “puncture” field, which describes the local

metric perturbation near the small member of the binary, and for which we obtain a

useful covariant-form expression. We apply this method to the case of a quasicircular

binary of nonrotating black holes. As a first test we numerically solve the first-order field

equations and compute the first-order self-force, finding good agreement with previous

results obtained using a different method. The calculation of the second-order metric

perturbation brings about two additional technical difficulties: the need for a certain

regularization at infinity and on the event horizon of the large black hole, and the strong

divergence of the second-order source of the field equations near the small object. We

show how these issues can be resolved, first in a simple scalar-field toy model, and then

in the second-order gravitational problem. We finally apply our method in full in order

to numerically solve the second-order perturbation equations in the quasicircular case,

focusing on the monopole piece of the perturbation as a first example.
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Chapter 1

Introduction

1.1 Gravitational-wave astronomy and the binary inspiral

problem

In 1915 Einstein published [3] the theory of General Relativity (GR). The theory came

as a radical generalisation of Newton’s law of gravity and describes gravity in terms of

a geometrical curvature of spacetime. In 1916 Einstein found that the linearized weak-

field equations possessed wave solutions, which spurred the prediction of the existence of

gravitational waves (GWs), tiny ripples in the fabric of spacetime that propagate at the

speed of light. Almost 100 years later, on September 14, 2015, GWs were detected for the

first time [4] at the Laser Interferometer Gravitational-Wave Observatory (LIGO). The

GWs in this observation originated from a binary black-hole system merging into one

black hole. Less than a year later LIGO detected GWs from another black-hole binary

[5]. These landmark observations verify that GWs exist, and stand as an important test

of the validity of GR [6]. They also directly prove the existence of black holes in nature,

and demonstrate that black holes can occur in binaries and merge. LIGO’s observations

mark the dawn of a new age in astronomical research: the age of Gravitational Wave

Astronomy.

1.1.1 Brief history of gravitational waves

GWs are a relativistic phenomenon manifest in spacetimes with a large time-varying

quadrupole moment, or higher multipole moments. An example is the spacetime ge-

ometry of a binary system of two compact bodies, such as neutron stars or black holes

(BHs). The gravitational field of such a system contains propagating GWs.

The very existence of GWs has historically been marked by controversy. Poincaré

first postulated the existence of GWs in 1905 [7], suggesting that by analogy with the

1



2 Chapter 1 Introduction

electromagnetic waves emanating from an accelerated electric charge, so too an accel-

erated mass in a relativistic field theory should emit GWs. Following this Einstein

investigated whether the field equations predicted the existence of GWs, and under cer-

tain assumptions attempted to simplify and cast them into a format analogous to the

Maxwell equations of electromagnetism. Einstein vacillated on the question of their ex-

istence, because people thought the waves were ripples in coordinates, not ripples in the

spacetime geometry. But finally, in 1936 Einstein and Rosen submitted a paper to the

Physical Review claiming that GWs could not exist because any such solution of the field

equations would have a singularity. The paper was reviewed by Robertson who reported

that the singularities in question were simply the harmless coordinate singularities of

the cylindrical coordinates used [8]. Initially Einstein angrily withdrew the manuscript,

but was later convinced by Infeld that the criticism was in fact correct [9], and the paper

was rewritten with the position that GWs do in fact exist, and published in a different

journal [10]. Afterwards the question of whether GWs transmit energy was addressed at

the first GR conference at Chapel Hill in 1957. Richard Feynman answered the question

based on the “sticky bead argument” [11], convincingly demonstrating that GWs do in

fact transmit energy. This was later explained by Bondi in detail in Ref. [12].

The first experimental evidence of GWs came following the discovery of the binary

pulsar PSRB1913+16 by Hulse and Taylor in 1974 [13]. The gradual decay of its orbital

period, observed over many years, precisely agreed with the loss of energy and angular

momentum due to GW radiation as predicted by GR [14].

The binary pulsar provided indirect evidence of GWs. A more direct method for

detecting GWs was proposed by Joseph Weber in the early 1960s, using resonant bars.

Weber’s bar detectors consisted of solid aluminum cylinders, about two meters long and

one meter in diameter, suspended on steel wires. A passing GW would set one of these

cylinders vibrating at its resonant frequency (about 1660 Hz), and piezoelectric crystals

firmly attached around the cylinder’s waist would convert that vibration into an electrical

signal. Weber published his results in 1968 in [15], claiming that he had detected GWs.

However, his experiment was repeated by others, none of whom detected anything but

random noise. By the late 1970s, everyone but Weber agreed that his claimed detections

were spurious.

The main technology used today for detecting GWs is based on the idea of Michael-

son-type laser interferometry. This method was first proposed by Gertsenshtein and Pus-

tovoit in 1962, only a year after Weber’s proposal [16]. After the pioneering development

of the GEO600 detector in Germany during the 1990s, the search for GWs using laser in-

terferometry began in earnest in 2002, when the Laser Interferometer Gravitational-wave

Observatory (LIGO) began its initial phase of operation. The LIGO experiment consists

of two detectors: one in Hanford, Washington, and another in Livingston, Louisiana,

3002 km away. These two widely separated detectors operate in unison, to help rule
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Figure 1.1: Schematic diagram of LIGO, taken from Fig. 2 in Ref. [17]. The laser emits a

light beam, which is split by the beam splitter into two beams that travel repeatedly between

two sets of mirrors. The system is calibrated so that, in the absence of incident GWs, the

interference between the two beams directs all of the light back toward the laser. If there is

any difference between the lengths of the two arms due to a passing GW, some light will travel

to where it can be recorded by a photo-detector

out false signals from local disturbances. Figure 1.1 illustrates the operation principle

of each of the two LIGO interferometers.

Currently there are several more ground-based detectors being constructed that

will complement LIGO’s existing efforts. The Kamioka Gravitational Wave Detector

(KAGRA), Advanced Virgo and LIGO-India detectors will all become operational within

the next decade. There is also a strong motivation for having detectors in space, since

this will open up the possibility of detecting GWs in the mHz band, not accessible from

Earth due to noise from seismic gravity-gradient perturbations. To this end, plans are

underway for the Laser Interferometer Space Antenna (LISA). LISA will be comprised

of three satellites in a triangular formation that follows behind Earth’s orbit around

the Sun. The satellites are separated by a distance of the order of one million km,

and that distance is continuously measured via laser interferometry. There is also a

proposal for the space-based Deci-Hertz Interferometer Gravitational-Wave Observatory

(DECIGO) [18, 19], designed to be sensitive in the frequency band between 0.1 and 10

Hz, filling in the gap between the sensitivity bands of LIGO and LISA.

1.1.2 Inspiralling binaries as sources of gravitational waves

The first directly detected signal [4], GW150914, came from the merger of two BHs

of mass 36+5
−4M⊙ and 29+4

−4M⊙, into a single BH of mass 62+4
−4M⊙, 410 mega-parsecs

from Earth. The second signal, GW151226, detected on December 26 2015 [5], came

from the coalescence of two BHs of mass 14.2+8.3
−3.7M⊙ and 7.5+2.3

−2.3M⊙, into one BH of

mass 20.8+6.1
−1.7M⊙, 440 mega-parsecs from Earth. Both signals were confidently detected,

despite having a gravitational wave-strain as small as 1.0× 10−21.
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Binaries of this kind, comprising two closely bound, very dense objects such as

BHs or neutron stars, are intrinsically strong emitters of GWs. As they radiate, they

continuously lose energy. Consequently, the two bodies spiral in towards each other and

eventually merge.

Such binaries are characterised by the mass-ratio M/µ, M being the mass of the

larger object and µ the mass of the smaller object (see Fig. 1.2). They come in three

categories: comparable-mass inspirals have M/µ values between 1 and a few; extreme

mass-ratio inspirals (EMRIs) have µ ≪ M (104 ≲ M/µ ≲ 107 for astrophysically

relevant sources); and intermediate mass-ratio inspirals (IMRIs) span the intermediate

range of mass ratios (M/µ from a few tens to a few thousand for astrophysically relevant

sources). The GW frequency of inspiralling binaries in the final stage of the inspiral is

roughly inversely proportional to the total mass of the system. A merging binary of two

stellar-size masses emits in the LIGO/Virgo band, while a binary of two massive BHs

(MBHs) emits in the LISA band. Examples of IMRIs include the inspiral of a neutron

star or a stellar-mass BH into an intermediate-mass BH (one of mass between a few tens

and a few thousands); and the inspiral of an intermediate-mass BH into an MBH. The

former are potential sources for LISA, while the latter emit in the LIGO/Virgo band.

This work focuses on EMRIs. EMRIs are binary systems comprised of a stellar-

mass compact object (a white dwarf, neutron star or stellar-mass BH) spiraling into

an MBH. EMRIs emit GWs with frequencies within the bandwidth of LISA. A typical

EMRI spends the last few years of inspiral in a tight orbit around the MBH, emitting

∼ M/µ GW cycles over that period, while the small object is in close proximity to the

event horizon of the BH. This scenario will be discussed in more detail in Sec. 1.1.4.

1.1.3 Models of binary systems

A number of methods are available for modeling binary systems. Different methods apply

in different regimes, depending on the mass ratio and orbital separation. A diagram

showing which methods are relevant for which types of binaries can be found in Fig. 1.2.

At large orbital separations post-Newtonian (PN) theory applies. Numerical relativity

(NR), which solves the full non-linear Einstein equations, is in principle valid across

the entire parameter space depicted in Fig. 1.2. However, in practice, computational

burdens restrict its use to comparable mass inspirals with small orbital separations.

Effective-one-body (EOB) theory is a phenomenological model that is also theoretically

valid across the entire parameter space. It models the binary system as a test particle

moving in an effective external metric, taken to be a deformed Schwarzschild metric with

extra free functions and parameters. NR-calibrated EOB waveforms had an important

role in enabling the exact interpretation of both LIGO’s first [4] and second [5] signal.
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Figure 1.2: The two-dimensional space of the essential parameters of a binary system,
which consists of two compact objects or black holes of masses M and µ. The horizontal axis
shows the mass ratio (M/µ) and the vertical axis shows the orbital separation. The diagram
schematically illustrates the parameter regions where post-Newtonian theory, self-force theory
and numerical relativity apply.

In the case of IMRIs and EMRIs, where µ is significantly smaller thanM , there are

currently no accurate models available. In the case of EMRIs, PN theory is inaccurate

because the system is highly relativistic, and NR cannot accommodate the two very

different length scales and large number of orbits in the inspiral. The natural method

for providing an accurate description of EMRIs is the gravitational self-force (GSF)

model, which (roughly speaking) is an expansion of the binary’s metric in powers of the

mass ratio µ/M . In this expansion, the smaller object’s gravitational field represents a

small perturbation of the field of the larger object, and it exerts a “self-force” back on

the smaller object.

A detailed overview of SF physics and its history is given in Sec. 1.2 of this intro-

duction. Not only is the SF model directly relevant to the EMRI problem, but also GSF

results have an important application further afield in improving models of binaries in

other regimes of the problem. At first order, numerical SF data has been fruitfully used

to fix higher-order terms and otherwise-free parameters in PN [20–23] and EOB [24–27]

models. In addition, SF data set benchmarks in the extreme-mass-ratio limit of NR.

1.1.4 Extreme mass ratio inspirals

Many types of GW sources offer strong observational tests of GR. However, EMRIs

are particularly powerful in that regard. EMRIs have a long inspiral time and they

generate many tens of thousands of GW cycles in the strong-field regime, as the small
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object orbits very close to the MBH. As such, they trace out a detailed map of the

curved spacetime around the MBH, and the emitted radiation carries precise information

about its physical parameters. For example, the mass of the MBH can be measured to

within an accuracy of 0.1 %, as well as the spin and quadrupole moment to within a

similar accuracy [28,29]. The GWs also encode information about the orbital dynamics.

Typically, EMRI orbits can be eccentric, inclined and rapidly precessing, offering a rich

set of relativistic phenomena to study. For example, the precession rate of the orbit can

be extracted from GW signals.

While EMRI GWs transmit information on the physical parameters of the MBH,

the “no-hair” theorem restricts the amount of information that exists. The “no-hair”

theorem states that all stationary vacuum BH solutions of the Einstein equations are

completely characterized by three parameters: mass, spin and electric charge. For as-

trophysical objects the electric charge is typically zero since any net electric charge will

have been neutralized. Thus, the Kerr geometry is believed to represent the unique

final state of any collapsing star [30]. The Kerr metric depends on two parameters, the

mass (M) and spin (aM) of the BH. All higher mass and spin multipole moments of the

spacetime are uniquely determined by M and a.

Information carried by EMRI GWs can be used to directly probe the spacetime in

the region close to the MBH and provide a detailed picture of its curved geometry. In

particular this will tell us whether or not the surrounding spacetime differs from Kerr

spacetime, and hence whether the no-hair theorem is valid. We can also determine if

there is an event horizon present, simply from the sudden truncation of the signal [31].

In order to extract this detailed information, detailed models are needed so that

we can filter out the GW data from instrumental and foreground noises. EMRI signals

are expected to be relatively weak and typically buried deep within the noise. We can

dig them out using the matched filtering technique. An explanation of matched filtering

can be found in the introduction of Ref. [32]. One important reason we need matched

filtering is that GW detectors (unlike optical telescopes) cannot be “pointed” to a source;

they hear all sources mixed together at the same time. To filter out irrelevant sources

we need at our disposal theoretical templates of the waveforms. Inspirals are driven by

the gravitational SF. Therefore, knowledge of the gravitational SF is a prerequisite for

modeling the waveforms.

1.2 The self-force

1.2.1 Historical overview

The history of SF research began with the study of the electromagnetic (EM) radiation-

reaction force. The EM radiation-reaction force acts on an accelerating charged particle
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and is caused by the particle emitting EM radiation. The emission of radiation removes

energy and angular momentum from the particle, which leads to a damping of its ac-

celeration. It was first studied by Abraham and Lorentz [33] prior to the publication of

Special Relativity, and named the Abraham-Lorentz force. Later on, Dirac [34] in 1938

derived its special-relativistic extension.

In 1960 DeWitt and Brehme generalised Dirac’s result to curved spacetime [35]. In

their result, the equation of motion has the same form as Dirac’s, but with an additional

“tail” term. This tail term is the integral of the retarded EM Green’s function along

the past worldline of the particle. The origin of this term, which lies in the scattering

of waves off spacetime curvature, will be explained in Sec. 1.2.3. In flat space the tail

integral vanishes and the equation of motion reduces to Dirac’s equation. In curved

space, the particle deviates from geodesic motion even in the absence of any external

EM forces, due to the tail effect. Hobbs corrected DeWitt and Brehme’s result [36]

some years later, finding the addition of an explicit Ricci-tensor term in the equation of

motion.

The field progressed from EM to linearized gravity in 1997, when Mino, Sasaki

and Tanaka derived the GSF to first order in µ [37], using an approach called matched

asymptotic expansions, to be discussed in Chapter 2. Soon after, the same result was

derived [38] by Quinn and Wald using an axiomatic approach. The equation of motion

they derived, now referred to as the MiSaTaQuWa equation, represents the first sub-

leading correction to the geodesic, test-particle approximation. Like the EM SF, the

GSF was found to arise from tail effects.

Since then, GSF theory has been given a rigorous mathematical foundation [39,40],

extended to arbitrary perturbative order in µ [41], and even developed in the fully

nonlinear context [42]. Explicit equations of motion have been derived through second

order in µ by Gralla [43], Pound [44] and Rosenthal [45]. The formulation of Pound will

provide the basis for the work in this thesis.

1.2.2 The electromagnetic self-force in flat space

In this and in the following sections, we give an overview of the physics underlying SF

theory and some of its main results. Our description closely follows the review article

by Poisson, Pound and Vega [46]. We begin with the Dirac radiation-reaction force [34]

acting on a charged particle in flat space. An electric charge moving in flat spacetime

produces a vector potential Aα that satisfies the wave equation

□Aα = −4πjα, (1.1)
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where jα is the particle’s current density, and the Lorenz gauge condition

∂αA
α = 0. (1.2)

The charge current jα is infinite on the particle’s worldline, and so too is Aα based

on Eq. (1.1). Because the field is infinite, it is unclear what force it exerts on the

charge, or whether there even exists a sensible force. To gain some insight into the

nature of the force, consider the case of a negatively charged particle orbiting a much

heavier, positively charged particle. Neglecting quantum effects, the negative charge

will emit EM radiation, lose energy and eventually spiral into the positive charge. This

inspiral must be driven by a dissipative, time-asymmetric radiation-reaction force in the

particle’s equation of motion. Based on that fact, the form of the radiation-reaction force

can be derived by the following heuristic argument. We first note that in the retarded

solution to Eq. (1.1), Aαret, radiation propagates outwards, breaking the time-reversal

invariance of Maxwell’s theory. Choosing the advanced solution Aαadv instead, radiation

would propagate inwards. The linear combination1

AαS =
1

2
(Aαret +Aαadv) (1.3)

is a solution that restores time-reversal invariance. It corresponds to an equal amount

of radiation propagating outwards and inwards. Hence, no radiation reaction occurs,

rather the particle’s energy remains constant. Ergo, AαS has no contribution to the

radiation-reaction force.

The remaining, time-asymmetric piece of Aα must therefore be entirely responsible

for the radiation-reaction force. Inasmuch as the radiation-reaction force is defined on

the particle, the piece of Aα that generates it must be non-singular on the worldline.

But AαS is just as singular on the worldline as the retarded potential, since Aαret, A
α
adv

and AαS all satisfy Eq. (1.1). Hence, the singular behaviour of Aαret can be removed by

subtracting AαS , leaving a well-behaved, regular-on-the-worldline potential AαR, where
2

AαR = Aαret −AαS =
1

2
(Aαret −Aαadv) . (1.4)

With this in mind, we can reasonably suppose that AαR generates an ordinary

Lorentz force, as

µaµ = f extµ + eFR
µνu

ν , (1.5)

1The subscript “S” refers to its symmetric time-dependence, or the fact that it is singular on the
worldline, as we will see below.

2 The subscript “R” stands for “regular”, because Aα
R is nonsingular on the worldline, or “radiation”

since this field gives rise to the radiation-reaction force.
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where µ is the mass of the charge, FR
µν = ∂µA

R
ν − ∂νA

R
µ and f extµ is any external force

acting on the charge. Dirac arrived at Eq. (1.5) by considering stress-energy conser-

vation in a small tube around the particle’s worldline [34]. It can be most rigorously

derived from stress-energy conservation of an extended charge distribution in the limit

of zero mass, charge, and size [47]. Explicitly evaluating AαR leads to the more concrete

expression

µaµ = f extµ +
2e2

3m
(δµν + uµuν)

dfνext
dτ

. (1.6)

The second term is the radiation-reaction force. It is orthogonal to the four-velocity,

proportional to e2 and depends on the rate of change of the external force.

To prepare the ground for our discussion of the SF in curved spacetime, it is worth-

while to examine the properties of AαS and AαR in the language of Green’s functions. In

analogy with Eqs. (1.3) and (1.4), we may define singular and regular Green’s functions

G α
Sβ′(x, x′) =

1

2

[
G α

+β′(x, x′) +G α
−β′(x, x′)

]
, (1.7)

G α
Rβ′(x, x′) =

1

2

[
G α

+β′(x, x′)−G α
−β′(x, x′)

]
, (1.8)

where a subscript ‘+’ denotes the retarded Green’s function, and a subscript ‘−’ the

advanced Green’s function. Then the potential

AαS(x) =

∫
G α

Sβ′(x, x′)jβ
′
(x′) d4x′ (1.9)

satisfies the flat-space wave equation of Eq. (1.1) and is singular on the worldline, while

AαR(x) =

∫
G α

Rβ′(x, x′)jβ
′
(x′) d4x′ (1.10)

satisfies the flat-space homogeneous equation □Aα = 0 and is smooth on the worldline.

In flat space, the Green’s functions can be written explicitly as

G α
±β′(x, x′) = δαβ′δ(t− t′ ∓ |x− x′|)/|x− x′|. (1.11)

Eq. (1.11) suggests that the retarded potential, Aαret at x, is sourced at the point where

the worldline and x’s past light cone intersect, as depicted in Fig. 1.3. EM radiation

propagates from the point x′ on the past worldline to the field point x, along null curves.

Similarly, the advanced potential, Aαadv, is sourced at the intersection of the worldline

and the future light cone of the field point x, also shown in Fig. 1.3. Away from the

worldline, AαR inherits this noncausal dependence from Aαadv. However, when evaluated

at a point on the worldline, AαR depends only on the state of the particle at that point.
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Figure 1.3: In flat spacetime, the retarded potential at x depends on the parti-
cle’s state of motion at the retarded point x′ , where the worldline intersects the
past light cone of x. The advanced potential depends on the state of motion at
the advanced point x′, where the worldline intersects the future light cone of x.

1.2.3 The electromagnetic self-force in curved space

In a curved spacetime with metric gαβ , the field Aα obeys

□Aα −RαβA
β = −4πjα, (1.12)

where□ = gαβ∇α∇β is the covariant wave operator, ∇α denotes covariant differentiation

consistent with gαβ and Rαβ is the spacetime’s Ricci tensor. The Lorenz gauge condition

(1.2) in curved space becomes

∇αA
α = 0. (1.13)

The retarded/advanced solutions are given in terms of the corresponding Green’s

functions as

Aαret/adv(x) =

∫
G α

±β′(x, x′)jβ
′
(x′)

√
−g d4x′, (1.14)

where g is the determinant of the metric, G α
±β′(x, x′) is the Green’s function for Eq. (1.12),

x is an arbitrary field point and x′ is a source point on the worldline. Tensors at x are

identified with unprimed indices, while primed indices refer to tensors at x′.

In curved spacetime the Green’s functions take a more complicated form than in

flat space. Gα±β′(x, x′) has support not only when x is on the past or future light cone of

x′, but within that light cone. This failure of Huygens’ principle can be interpreted as a

consequence of EM waves scattering off spacetime curvature, effectively causing them to

propagate at all speeds smaller than or equal to the speed of light. Formally speaking,

G α
+β′(x, x′) is nonzero for all x ∈ J+(x′), the entire causal future of x′, and G α

−β′(x, x′)

is nonzero for all x ∈ J−(x′), the entire causal past of x′. Here we define J+(x′) as the

set of events that can be reached by a future directed causal curve, i.e. a curve whose

tangent vector is timelike or null, starting from x′. An analogous definition holds for

J−(x′). This follows the convention that can be found on p.190 in Ref. [48]. Fig. 1.4

describes the retarded and advanced solutions if the source is a point charge.
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Figure 1.4: In curved spacetime, the retarded potential at x depends on the
past history of the worldline, which lies inside the past light cone of x. The
advanced potential at x depends on the future history of the worldline, which
lies inside the future light cone of x.

On the grounds that the curved-space advanced Green’s function has support on

the entire causal future, Gβ
′

Rα as defined in (1.8) would lead to an unphysical SF in curved

space. True, the resulting potential AαR would satisfy the homogeneous equation, and be

regular on the worldline, but it would also depend on the particle’s entire future history.

A SF constructed from this potential would be non-causal, so an alternative definition

for GαRβ′ is needed.

The correct singular and regular Green’s functions were eventually derived by De-

tweiler and Whiting (DW) [49]. They introduced the Green’s functions

G α
Sβ′(x, x′) =

1

2

[
G α

+β′(x, x′) +G α
−β′(x, x′)−Hα

β′(x, x′)
]
, (1.15)

G α
Rβ′(x, x′) =G α

+β′(x, x′)−G α
Sβ′(x, x′)

=
1

2

[
G α

+β′(x, x′)−G α
−β′(x, x′) +Hα

β′(x, x′)
]
. (1.16)

The two-point functionHα
β′(x, x′) is a homogeneous solution to the wave equation (1.12).

Its introduction in Eqs. (1.15) and (1.16) is designed to yield a SF that is causal, through

the following imposed conditions. Firstly,

Hα
β′(x, x′) = G α

−β′(x, x′) when x ∈ I−(x′), (1.17)

where I±(x′) is the chronological future (past) of the point x′. Here we define I+(x′) as

the set of events that can be reached by a future directed chronological curve, i.e. a curve

whose tangent vector is timelike, starting from x′. An analogous definition holds for

I−(x′), where we follow the convention on p.190 in Ref. [48]. Since G α
+β′(x, x′) = 0 when

x ∈ I−(x′), (1.17) guarantees that G α
Sβ′(x, x′) vanishes when x is in the chronological

past of x′. The retarded and advanced Green’s function satisfy the reciprocal property
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Figure 1.5: In curved spacetime, the singular potential at x depends on the
particle’s history during the interval u ≤ τ ≤ v, where (v, u) are the advanced
and retarded time coordinates associated with the point x. The regular potential
at x depends on the particle’s history during the interval −∞ < τ ≤ v.

G+
αβ′(x, x′) = G−

β′α(x
′, x), which implies straight from (1.17) that

Hα
β′(x, x′) = G α

+β′(x, x′) when x ∈ I+(x′). (1.18)

Then, because G α
−β′(x, x′) = 0 when x ∈ I+(x′), (1.18) ensures that G α

Sβ′(x, x′) also

vanishes when x is in the chronological future of x′.

Accordingly, the dependence of AαS(x) is limited to the worldline segment between

times u ≤ τ ≤ v, where (v, u) are the advanced and retarded time coordinates associated

with the point x, as shown in Fig. 1.5. This potential satisfies Eq. (1.12), and thus AαS(x)

is just as singular as the retarded potential close to the worldline.

Similarly, the Detweiler-Whiting regular two-point function (1.16) ensures that the

regular potential has the desired properties. On the right-hand side of (1.16) there is

G α
Sβ′(x, x′), which has support only for spatially separated x and x′, and G α

+β′(x, x′),

which has support on and within the past light cone of x. Hence, the potential AαR(x)

constructed from G α
Rβ′(x, x′) depends on the worldline segment highlighted in Fig. 1.5,

at all times τ prior to the advanced time v. Even though AαR(x) is non-causal when

evaluated away from the worldline, on the worldline it is causal, depending only on the

past history. Furthermore, like its flat-spacetime analogue, it satisfies the homogeneous

wave equation and is smooth on the worldline.

As in the flat-space case, one can show that the self-force is simply the Lorentz

force exerted by the regular field, eFR
µνu

ν , where FR
µν = ∇αA

R
β − ∇βA

R
α . Hence, the

curved-spacetime generalization of the equation of motion (1.5) is

µaµ = f extµ + eFR
µνu

ν , (1.19)
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where aµ = Duµ/dτ is now the covariant acceleration and f extµ accounts for any external

(non-gravitational) forces acting on the particle.

A detailed derivation of the explicit form of FR
µν can be found in the review article

[46]. Substituting it into (1.19) leads to a more concrete version of the equation of

motion, which reads

µaµ =fµext + e2
(
δµν + uµuν

)(2

3

Dfνext
dτ

+
1

3
Rνλu

λ

)
+ 2e2uν

∫ τ−

−∞
∇[µG

ν]
+λ′
(
z(τ), z(τ ′)

)
uλ

′
dτ ′, (1.20)

where all terms in this expression are evaluated at z(τ) on the worldline. The integration

range in the final term stops at τ ′ = τ− ≡ τ − 0+, avoiding the singular behaviour of

the retarded Green’s function at coincidence.

As discussed in Sec. 1.2.1, the equation of motion (1.20) was first derived by DeWitt

and Brehme [35] and later corrected by Hobbs [36]. They followed Dirac’s method, but

as in the flat-space case, the result has since been more rigorously derived by considering

the point-particle limit of an asymptotically small but extended charge distribution [47].

The equation differs from the flat-space result (1.6) most prominently by the presence of

a tail integral. This integral arises from the fact that the Green’s function has support

inside the past light cone, unlike in flat space. It represents radiation emitted earlier

and coming back to the particle after interacting with the spacetime curvature.

1.2.4 The (linearized) gravitational self-force

In this section we review relevant results for the first-order GSF. A detailed derivation of

these results will be given later, in Chapter 2. Consider a small body of mass µmoving in

a smooth vacuum region of spacetime, described by a background metric gαβ ; although

we are primarily interested in EMRIs, the discussion applies in any vacuum background.

The small body generates a gravitational field described by a metric perturbation hαβ.

Fig. 1.6 illustrates this for the particular case of an EMRI. At leading order the small

body moves along a geodesic of the background gαβ , just like a test particle. But due

to its finite mass and size there are corrections to this geodesic motion at each order

of mass µ. At first order in µ, the field hαβ is a linear perturbation of the background

gαβ . The GSF arises due to the back reaction from this perturbation on the small body,

as depicted in Fig. 1.7, accelerating it away from geodesic motion in the background

spacetime.

Our description of the SF in linearized gravity closely parallels the description in

EM. The geometry of the full spacetime is described by the metric gαβ , where gαβ =
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Figure 1.6: The small body of

mass µ gives rise to a gravitational

field hαβ shown in red, and the large

black hole of mass M is the source of

the background spacetime gαβ shown

in blue. At leading order, neglect-

ing the interaction of the small body

with its own field, the small body

moves along a geodesic of the back-

ground gαβ .

M

μ

h αβ

g
αβ
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Figure 1.7: The gravitational field

hαβ of the small body (red) induces

a perturbation to the background

spacetime gαβ (blue). The back reac-

tion of hαβ on the small body accel-

erates it away from geodesic motion

in the background spacetime (solid

black line) to a geodesic in the space-

time described by the effective metric

gαβ + hR
αβ (dotted line).

gαβ + hαβ . It satisfies the Einstein equation

Gαβ [g] = 8πTαβ , (1.21)

where T αβ is the exact energy-momentum tensor of the small body. Here and throughout

this thesis, standard geometrized units are used with G = c = 1. Retaining only linear

terms in h on the left-hand side, and defining the trace-reversed metric perturbation

h̄αβ ≡ hαβ − 1
2

(
gγδhγδ

)
gαβ , leads to the linearized Einstein equation

□h̄αβ + 2Rγ δ
α βh̄γδ = −16πT 1

αβ , (1.22)

where Rγ δ
α β is the Riemann tensor of g, where indices are raised with the inverse of gαβ,

and T 1
αβ is an approximate stress-energy tensor for the small body. As was shown by

D’Eath [50] and later by Gralla and Wald [39], the extended body can be treated as a

point mass at linear order. This is true even if the body is a black hole, when the exact

stress-energy T αβ vanishes; we will explain how this result is derived from the method

of matched asymptotic expansions in Chapter 2. Therefore, T 1
αβ is given by

T 1
αβ = µ

∫
γ
dτ uαuβ

δ4 (x− z (τ))√
−g

, (1.23)

where zµ(τ) are coordinates on the particle’s worldline γ, uα ≡ dzα/dτ is the particle’s

four-velocity, and τ is proper time on γ with respect to the background metric gαβ.

δ4 (x− z(τ)) ≡ δ (x0 − z0(τ)) δ (x1 − z1(τ)) δ (x2 − z2(τ)) δ (x3 − z3(τ)), where δ (x− y)
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is the standard Dirac-delta function. Like in the EM case, we arrived at the wave

equation (1.22) by making a particular choice of gauge. Specifically, we have imposed

∇βh̄
αβ = 0. (1.24)

Eq. (1.24) is the Lorenz-gauge condition for the gravitational field hαβ .

The retarded solution to (1.22) is

h̄αβ(x) = 4µ

∫
γ
G αβ

+ µν(x, z(τ))u
µuν dτ +O(µ2), (1.25)

where G αβ
+ µν(x, z) is the retarded Green’s function associated with Eq. (1.22). In exact

analogy with the DW singular-regular split of the EM field described above, the retarded

field can be written as the singular-regular decomposition [49]

hretαβ = hSαβ + hRαβ . (1.26)

hSαβ is a certain singular piece of the retarded field defined from a Green’s function

analogous to (1.15), which is just as singular as the retarded field on the worldline, and

has no effect on the particle’s motion. It satisfies the wave equation (1.22). hRαβ , defined

from a two-point function analogous to (1.16), is regular on the worldline and is entirely

responsible for the motion of the particle. It satisfies the homogeneous version of the

wave equation (1.22).

Just as the point charge behaves as an ordinary test particle in the regular potential

AR, the point mass behaves as a test particle in the regular metric g+ hR. Its equation

of motion is

aµ = −1

2

(
gµν + uµuν

)(
2hRνλ;ρ − hRλρ;ν

)
uλuρ +O(µ2), (1.27)

where aµ = Duµ/dτ is the four-acceleration and “;” refers to covariant differentiation

consistent with gµν , with all terms on the right-hand side evaluated on γ. Eq. (1.27)

is identical to the geodesic equation in g + hR (expanded to linear order in hR). The

right-hand side of (1.27) can be thought of as an effective gravitational force per unit

mass. Explicitly evaluating it in terms of Green’s functions leads to an expression for

the GSF analogous to (1.20), involving a tail integral. As discussed in Sec. 1.2.1, it was

that form of the equation of motion that was first derived by Mino, Sasaki, and Tanaka

and Quinn and Wald. Like in the EM case, the result is most rigorously derived by

considering an appropriate limiting process for a small body, which we will describe in

Chapter 2.
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1.2.5 Nonlinear gravitational self force

In the above discussion, we have only discussed the linear effects of the small object’s

perturbation. Over the last twenty years, since the MiSaTaQuWa equation was first de-

rived, there has been an international effort to compute those effects in binary inspirals.

Major progress has been made toward that end, which we review in the next section.

However, the first-order GSF alone is insufficient for interpreting GW data coming from

EMRIs because the contribution from the second-order GSF can be important, as the

following argument [1] will demonstrate.

Let us denote the particle’s energy as E and let Ė refer to its rate of change. Note

that E decreases due to the dissipation of GWs. The inspiral will take place over a

time-scale ∆t = E/Ė ∼ M2/µ. Therefore, for a typical EMRI where M/µ ∼ 106, the

inspiral time is very large (compared to the orbital period), and a sufficiently accurate

model is needed that relates the waveforms to the motion over that large time-scale.

To quantify how accurate, consider the acceleration aµ of the smaller object due to the

GSF, which will cause a shift δzµ away from geodesic motion in the background. After

the inspiral time ∆t this shift δzµ will be of the order

δzµ ∼ aµ∆t2 =
(
ϵ0aµ0 + ϵ1aµ1 + ϵ2aµ2 +O(ϵ3)

)
∆t2, (1.28)

where aµ0 , the leading order acceleration, is zero. The parameter ϵ ≡ 1 simply counts

powers of the mass µ. aµn is the nth-order-in-mass piece of the acceleration. Hence,

Eq. (1.28) tells us that after an inspiral time, the second-order correction to the acceler-

ation will lead to an accumulated shift of order ϵ2aµ2∆t
2 ∼M , which is large. Therefore,

we cannot neglect second-order effects. Furthermore, if we include the second-order ac-

celeration term, then the remnant error in Eq. (1.28) is only ϵ3aµ3∆t
2 ∼ µ≪M , which

we can safely neglect. In light of this, we can expect that second-order results will be

both necessary and sufficient to model the waveform produced by an EMRI.

Motivated by this need, several researchers have developed second-order (and

higher) extensions of the MiSaTaQuWa results. Rather than the linearized approxi-

mation (1.22), we must consider the Einstein equations through second order. The

exact Einstein tensor can be expanded in orders of the metric perturbation hαβ , as

Gαβ [g] = Gαβ [g] + δGαβ [h] + δ2Gαβ [h] +O(h3), (1.29)

where the first term is the Einstein tensor associated with the background metric gαβ,

and

δnGαβ [h] ≡
1

n!

dnGαβ [g + λh]

dλn

∣∣∣∣
λ=0

. (1.30)
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We then consider the full metric as a one-parameter family with parameter µ, and

expand it in terms of that parameter:

gαβ = ϵ0gαβ + ϵh1αβ + ϵ2h2αβ +O(ϵ3). (1.31)

After substituting this into Eq. (1.29), we seek equations for the perturbations h1αβ and

h2αβ. However, an obstacle arises in deriving the right-hand sides of those equations

because at second order, the point-mass approximation breaks down. To understand

why we can no longer model the body as a point mass, let us suppose that we could

use a point-mass stress-energy tensor in the full equation (1.21). Staying with the same

notation as Sec. 1.2.4, we shall refer to the worldline of this point mass as γ. Then

substituting Eqs. (1.29) and (1.31) into Eq. (1.21) would lead to the Einstein equations

at each order in µ, through second order, as

δGαβ[h
1] = 8πT 1

αβ, (1.32)

δGαβ[h
2] = −δ2Gαβ [h1, h1] + 8πT 2

αβ , (1.33)

where T 1
αβ and T 2

αβ are the first- and second-order in µ pieces of the stress-energy tensor

for a point mass. The full stress-energy tensor for the point mass would read

Tαβ = µ

∫
γ
dt uαuβ

δ4 (x− z (t))√
−g

, (1.34)

where uα ≡ dzα/dt and t is proper time on the worldline with respect to the metric of

the full spacetime. T 1
αβ would be the correct, well-defined point source in (1.23). But

T 2
αβ would contain terms of the form

µ

∫
γ
dτ uαuβ

(
−1

2
gµνh1µν

)
δ4(x− z(τ))

(−g)1/2
. (1.35)

This leads to difficulties, since the solution for h1αβ diverges as 1/r on the worldline,

where r is a measure of distance to the particle. Consequently, T 2
αβ diverges like δ(r)/r

on the worldline, which is ill-defined and precludes Eq. (1.33) from having a solution.

Even if we do not assume (1.34) but instead take T 2
αβ to be some well-behaved point

source, difficulties still arise from the term δ2G[h1, h1] in Eq. (1.33). Since it has the

schematic form δ2G[h1, h1] =
(
∂h1

)2
+ h1∂2h1, it possesses a 1/r4 divergence. This

divergence is not integrable and not a well-defined distribution.

Rather than seeking a distributional equation for the retarded field, we instead

find a local solution for it outside the object, where we can safely solve vacuum field

equations. Based on that solution, we then define field equations for a different variable,

with a well-behaved source, near the worldline. This will be described in the next section.

Because we cannot write down a valid distributional source at second order, we

also cannot define singular and regular fields in terms of Green’s functions. However, we
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can define analogs to them based on the form of the local solution outside the object as

hnαβ = hSnαβ + hRnαβ . (1.36)

hSn and hRn are the nth-order singular and regular fields, respectively, which are a gen-

eralisation of the first-order singular/regular split of Eq. (1.26). Their precise definition

is very technical, and will be given in the next chapter. We mention a few of their key

properties here, which are preserved from first order. The regular field hRnαβ is a smooth

solution to the nth-order vacuum Einstein field equation and causal on the worldline of

the small object. The singular field hSnαβ is, loosely speaking, the nth-order self-field of

the small object, characterized by the multipole structure of the small object. hS and

hR are identified using matched asymptotic expansions, as will be detailed in Chapter 2.

The equation of motion at second order is given by [41,44]

D2zµ

dτ2
= −1

2
(gµν + uµuν)

(
g γ
ν − hR γ

ν

) (
2hRβγ;α − hRαβ;γ

)
uαuβ +O(ϵ3)

= ϵFµ1 + ϵ2Fµ2 +O(ϵ3) , (1.37)

where Fµn is the nth-order GSF per unit mass, and hRµν = ϵhR1
µν + ϵ

2hR2
µν . Like Eq. (1.27),

Eq. (1.37) is equivalent to the geodesic equation in the vacuum spacetime gµν + hRµν .

Both results can be interpreted as a generalised equivalence principle. We will review

the derivation of this result in Chapter 2.

1.3 Numerical implementations and state of the art

A number of physical effects have been calculated from the conservative part of the

GSF, including the orbital precession in Schwarzschild [51] and in Kerr [52], the shift

in frequency of the innermost stable circular orbit (ISCO) in Schwarzschild [23, 53, 54]

and in Kerr [55], Detweiler’s redshift variable (the ratio of proper time measured along

the geodesic in the regular metric to the time measured by an inertial observer at

infinity) [51, 56], spin precession [57] and tidal effects [58]. The most advanced GSF

code can calculate the GSF along generic bound geodesic orbits in the equatorial plane

of a Kerr BH [52,59].

Generic inspiral orbits incorporating first-order GSF effects have been simulated in

Schwarzschild [60]. Moreover, in Kerr, simulations of bound equatorial inspirals can in

principle be simulated including first-order GSF effects, now that all the necessary input

for the calculation is available [61]. However, these simulations are missing important

second-order effects.

Several strategies are capable of calculating the first-order GSF in the time domain

[62, 63] and in the frequency domain [64–66]. Of these strategies there are three main
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categories: The mode-sum approach, the effective-source approach and the worldline

convolution approach.

The worldline convolution approach [67] computes the GSF by constructing a re-

tarded Green’s function and directly evaluating the tail integrals, like (1.20). It is

historically the most obvious approach, since the MiSaTaQuWa equation, as well as the

scalar and EM self-forces were first written in terms of tail integrals. The drawback

of the method is that it is difficult to accurately compute the Green’s function, and in

principle one needs to compute it for all possible pairs of points. The merit is that once

the Green’s function is known, computing the GSF in any given scenario becomes a

simple matter of evaluating an integral.

The mode-sum approach was introduced in Refs. [68, 69]. The GSF is calculated

from the formula (1.27), as

Fαself = lim
x→z

[Fαret(x)− FαS (x)] , (1.38)

where Fαret and F
α
S are given by µaα where aα is given by Eq. (1.27), with hR replaced

with hret and hS, respectively, and uα replaced with any smooth extension of the four-

velocity off of γ. Here, limx→z denotes the limit from a generic point x off the wordline to

the point z on the worldline. While Fαret(x) and F
α
S (x) blow up on the particle, referring

to a decomposition into spherical-harmonic modes, the ℓ modes Fα ℓret (x) and F
α ℓ
S (x), are

bounded there. Fαself is then obtained from the sum

Fαself =
∞∑
ℓ=0

lim
x→z

[
Fαℓret(x)− FαℓS (x)

]
. (1.39)

The key idea of mode-sum regularisation is to compute individual modes of hret by nu-

merically solving Eq. (1.22), and then subtract off the modes of hS, which are found

analytically from a local expansion of hS near the worldline. It is the most easily imple-

mented method and historically the most commonly used. Its basic idea can be applied

to any quantity constructed from the regular field, and the vast majority of numerical

computations, both in Schwarzschild and in Kerr, have been based on it.

At second order the worldline convolution method does not work because the source

is not a well-defined distribution, preventing us from easily obtaining concrete expres-

sions for the regular field in terms of integrals against Green’s functions. Mode-sum

regularization is also ruled out at second-order because the individual multipole modes

of the second-order retarded field diverge at the particle, and again, we cannot directly

solve for the retarded field because it does not have a distributional source. This only

leaves the effective-source method at second order.

The effective-source method (also called a puncture scheme) was first used by

[70,71]. It was designed for situations in which the physical, retarded numerical variable
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would diverge at the worldline, as is the case when solving for the first-order metric

perturbation in 2+1 or 3+1 dimensions. This made it ideal for solving the Lorenz-gauge

field equations in Kerr, which are nonseparable. At second order it becomes a more

crucial ingredient in the formalism.

In the effective-source method one defines a puncture field hP ∼ hS to be a trun-

cation of the singular field at a certain order in an expansion in the distance to the

particle. The residual field hR is then defined as

hR ≡ hret − hP . (1.40)

We then rewrite the field equations as equations for hR. Having ascertained that we

cannot write the second-order field equation in the point-particle form (1.33), we instead

start with the vacuum equations outside the object,

δGαβ [h
1] = 0, (1.41)

δGαβ [h
2] = −δ2Gαβ [h1, h1]. (1.42)

We then take the solutions to these equations and extend them down to all points

x /∈ γ. We write the punctured version of the equations by moving the punctures to the

right-hand sides, which yields

δGαβ [h
1R] = −δGαβ[h1P ] ≡ S1 eff

αβ , (1.43)

δGαβ [h
2R] = −δGαβ[h2P ]− δ2Gαβ [h

1, h1] ≡ S2 eff
αβ , (1.44)

valid for all points x /∈ γ. Provided that the expansions of h1P and h2P are sufficiently

high order in powers of distance to γ, we may define the right-hand sides of (1.43)

and (1.44) on γ also, by taking the limit from off γ. Note that (1.43) is equivalent to

Eq. (1.22) but for the absence of an explicit T 1
αβ term. More traditionally, we could have

written Eq. (1.43) as the distributional equation δGαβ [h
1R] = 8πT 1

αβ − δGαβ [h
1P ]. In

that case, δGαβ [h
1P ] is treated as a distribution, unlike in (1.43). It contains a delta

function that cancels the one in T 1
αβ . After that cancellation, we are left with a remainder

equivalent to (1.43). But we deliberately did not write the first-order equation like that,

because we cannot write an equation in such a way at second order.

In this way, rather than first solving for the retarded field and then subtracting the

singular field, we directly solve for a field that locally approximates the regular field.

Hence, the effective-source method can be applied at second order because although

we do not have a distributional equation for the retarded field, we can find a local

approximation to it outside the small object. From that local approximation, we can

construct a puncture, and from the puncture we can derive equations for a residual field.

All discussions and derivations of the second-order GSF [41, 43, 44, 72, 73] have

put forward a puncture scheme as the most viable way of solving the second-order field
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equations. Although puncture schemes were initially designed for computations in 2+1D

and 3+1D, they can work just as well, and more accurately, in the 1D frequency domain.

1.4 Outline of the thesis

The overall goal of this thesis is to develop the tools necessary for implementing a

frequency-domain puncture scheme at second order, and to apply them in the simplest

nontrivial scenario of quasicircular orbits in Schwarzschild spacetime.

In Chapter 2 we review the foundations of self-force theory, which are based on

matched asymptotic expansions. Three things emerge from this: a useful definition

of the second-order singular and regular fields, the equation of motion in terms of the

regular field, and a local expansion of the singular field, which will be the starting point

for the puncture scheme. This local expansion is valid in any background spacetime,

but it is expressed in local coordinates centered on the object’s worldline.

In Chapter 3 we describe the puncture scheme in more detail, in 4D, in an arbitrary

background spacetime. The main goal of this chapter is to convert the local expansion

of the singular field into a more practical, covariant form, utilizing the geometrical

definitions of the local coordinates.

In Chapter 4 we begin to specialize to quasicircular orbits in Schwarzschild. Fo-

cusing on first order to illustrate the basic ideas, we decompose the puncture and the

field equations into tensor spherical harmonics and frequency modes. In this chapter,

we approximate the orbit as a fixed circular geodesic, a restriction to be lifted in later

chapters. We present a new version of the frequency-domain puncture scheme, comple-

mentary to the one used by Wardell and Warburton [74], and we present a successful

numerical implementation of it.

In Chapters 5 and 6 we describe two difficulties that arise in applying the methods of

Chapter 4 to second order. Using a simple scalar toy model, we illustrate the difficulties

and how to overcome them. In Chapter 5, we show how computing the source near the

worldline becomes numerically difficult in the context of a mode decomposition. Closer

and closer to the particle, an arbitrarily large number of modes of the first-order field

are needed to calculate a single mode of the second-order source. We overcome this

problem by expressing the most singular piece of the source in terms of the first-order

4D puncture field, instead of as a sum over pairs of first-order modes.

In Chapter 6, we review key results from [75], which showed why incorporating

the inspiral of the orbit is difficult. We introduce a two-timescale expansion of the

field equations, in which the inspiral of the orbit is encoded in the dependence on a

slow-time variable. But this approximation turns out to fail at large distances, and the

retarded integral over the source develops an infrared divergence. In the context of the
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scalar model, this problem can be overcome by introducing a second expansion at large

distances.

In Chapter 7, taking the lessons of the toy model, we lay out a computational

framework for the second-order puncture scheme, specialized to quasicircular orbits

in Schwarzschild. The scheme is based on a two-timescale expansion of the Einstein

equations, combined with additional expansions near infinity and the horizon. The

two-timescale equations can be solved using the methods of Chapter 4, with boundary

conditions provided by the additional two expansions.

In Chapter 8, as a first test of Chapter 7’s framework, we numerically implement

the puncture scheme for the ℓ = 0 mode at second order. We perform a variety of

consistency checks.

In Chapter 9 we summarize our results and draw conclusions from them. We

discuss ways in which the research of this work can be continued.

This thesis contains a number of appendices. In Appendix A we give explicit for-

mulas for the first- and second-order metric perturbations. In Appendix B we summarise

how to construct Fermi-Walker (FW) coordinates and give explicit formulas for the met-

ric and Christoffel symbols in terms of them. In Appendix C we outline the derivation

of the first- and second-order-in-mass punctures, for a point-particle in a Schwarzschild

background. In Appendix D we give formulas for the mixing matrices in the mode-

decomposed field equations, which appear in Chapter 4. In Appendix E we give explicit

formulas, which describe a certain coordinate transformation between two sets of polar

coordinates, needed for the discussion in Chapter 5. In Appendix F we detail the steps

in the evaluation of a certain integral, which is required for the discussion in Chapter 6.

Finally, in Appendix G we derive a number of analytical properties and relations of the

monopole piece of the second-order Ricci tensor.

This thesis uses the following conventions. A “mostly positive” metric signature,

(−,+,+,+), is used for the spacetime metric, the Christoffel symbols are defined by

Γµαβ = 1
2g
µν (gνβ,α + gνα,β − gαβ,ν), the Riemann tensor is Rµναβ = Γµνβ,α − Γµνα,β +

ΓµσβΓ
σ
να − ΓµσαΓσνβ , the Ricci tensor and scalar are Rαβ = Rµαµβ and R = R µ

µ , and

the Einstein equations are Gαβ = Rαβ − 1
2gαβR = 8πTαβ . Greek indices are used for

four-dimensional spacetime components and lower-case Latin letters are used for spatial

components. Capital Latin letters are used for indices on the two-sphere.
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Gravitational self-force formalism

This chapter is a review of previous work done by other authors. A local analysis of the

metric in a small region around the object is given. Two things come out of the analysis:

(i) the equation of motion and (ii) local solutions for the first- and second-order fields,

which will be the starting point for the construction of the puncture. Full details of the

derivation through first order can be found in [46], and through second order in [44]. We

will begin by reviewing the perturbed Einstein field equations and show how to solve

them for the first- and second-order fields of the small body.

To begin with, in Sec. 2.1 we introduce the method of matched asymptotic expan-

sions, which will be used later in Sec. 2.3 to derive the first- and second-order metric

perturbations in the local region. Next, in Sec. 2.2, starting with the full Einstein equa-

tions, we show how to write the perturbed Einstein equations in a form suitable for our

problem. In Sec. 2.3 we go through the steps of deriving the first- and second-order

fields by solving the perturbed field equations, using the method of matched asymptotic

expansions introduced in Sec. 2.1. In Sec. 2.4 we give a precise definition of the singular-

regular split of the metric perturbation, according to the definition of Pound [1]. We

give a brief synopsis of how the equation of motion at first order is derived in Sec. 2.5,

and at second order in Sec. 2.6.

2.1 Matched asymptotic expansions

Matched asymptotic expansions is a standard method used for solving problems with

two different scales. In our case of a binary inspiral, we have a spacetime with two

disparate lengthscales, associated with the dimensions (or masses) of the two objects.

The spacetime geometry close to the small body is predominantly influenced by the

small body’s gravity, whereas far away from the small body the spacetime geometry is

dominated by the gravity of the large black hole. This sets up two distinct regions of

23
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spacetime with different geometries, although they blend into each other in a smooth

transition. In the above two regions the metric of the spacetime can be expanded in

two different ways. The field of the small body is derived by demanding that the two

expansions agree in a certain buffer region.

Let us now describe how to apply this method in more detail. We will denote by

gαβ the metric of the background spacetime associated with the large black hole. But

note that this derivation applies in any vacuum background. Let gαβ(x, ϵ), the metric

of the full spacetime (small compact object + black hole), be an exact solution of the

Einstein equations. We introduce the parameter ϵ in order to count powers of the mass

µ, where µ/M ≪ 1 for EMRIs. ϵ is a formal expansion parameter which is set equal to

1 after expanding the metric perturbation. Let r be a measure of radial distance from

the small body and let R ≫ µ be the radius of curvature of the background spacetime,

which serves to represent the external length scale.

Let us define the two separate regions mentioned above in terms of these two

quantities. The outer region is defined as r ≳ R ≫ µ. In this region the mass µ can be

treated as the source of a small perturbation hαβ(x, ϵ) to the background metric. The

first of three assumptions we make is that in the outer region, the full metric can be

expanded in powers of ϵ as

Buffer
Region

Outer
Region

Inner
Region

μ r

L

R

buffer

Figure 2.1: A schematic representation of the buffer region in which we apply matched
asymptotic expansions. The black blob in the center of the diagram depicts the small compact
body of mass µ in the binary inspiral. L loosely refers to the size of the small body, where
L ∼ µ since the small body is compact. R refers to the radius of curvature of the external
spacetime due to the large black hole, which is used to quantify the scale of the external
spacetime. The outer region depicted here is the region where the radial distance r from the
small body ∼ R. The inner region shown is the region where r ∼ µ. rbuffer refers to the
radial distance from the small body in the buffer region, where µ ≪ rbuffer ≪ R.
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gαβ(x
µ, ϵ) = gαβ(x) + hαβ(x, ϵ) , (2.1)

hαβ(x, ϵ) = ϵh1αβ(x; γ) + ϵ2h2αβ(x; γ) +O(ϵ3), (2.2)

on a manifold ME . We call this the outer expansion. In this setup, (gαβ ,ME) defines

an external background spacetime with no small body in it, and hαβ(x, ϵ) describes

perturbations due to the small body. The perturbation fields hnαβ depend on the motion

of the small body itself. We will encode that motion in a representative, ϵ-dependent

worldline γ ∈ ME , and we write hnαβ = hnαβ(x; γ). Allowing hnαβ to depend on γ in this

way is called the self-consistent approach [40].

The inner region is defined by r ∼ ϵR ≪ R, very near to the small body. We take

the ϵ→ 0 limit in this region by using re-scaled coordinates, where the radial coordinate

gets re-scaled as r̃ ≡ r/ϵ. We fix r̃ when we take the ϵ→ 0 limit, which ensures that we

remain close to the small body. Our second assumption is that in the inner region, the

metric can be expanded as

gαβ(x, ϵ) = gbodyαβ (t, r̃, θA) +Hαβ(t, r̃, θ
A) , (2.3)

Hαβ(t, r̃, θ
A) =

∑
n≥1

ϵnHn
αβ(t, r̃, θ

A), (2.4)

on a manifold MI . We call this the inner expansion. In this setup, (gbodyαβ ,MI) is the

internal background metric, which describes the geometry of the spacetime around the

small body, were it isolated. Hn
αβ are perturbations to the field of the small body due

to interactions with the external spacetime of the black hole.

We define the buffer region to be the region where µ≪ r ≪ R, which lies between

the outer region and the inner region, as depicted in Fig. 2.1. Our third assumption is

that the outer and inner expansions are sufficiently well behaved, such that the overlap

condition holds, namely their domains of validity can be extended into the buffer region

and overlap with one another. This implies that an order-by-order matching condition

holds. To perform the expansion we impose that the inner- and outer-expansions are

both in the Lorenz-gauge and in Fermi-Walker (FW) coordinates (t, r, θA) centered on

γ, as described in Sec. 2.3. As such, when the outer expansion (2.1) is re-expanded

for small r at fixed ϵ, and the inner expansion (2.3) is re-expanded for small ϵ (after

replacing r̃ with r/ϵ) at fixed r, the two expansions must agree order by order in r and

ϵ, because they are expansions of the same exact metric gαβ .

Practically speaking, this means that we take the terms in the outer expansion

(2.2), valid in the outer region r ≫ ϵ, and expand them for r ≪ R as

ϵnhnαβ(x) = ϵn
∑
p≥−n

hn,pαβ (t, θ
A)rp, (2.5)



26 Chapter 2 Gravitational self-force formalism

where θA = (θ, φ) are the usual angular coordinates defined from xa. The expansion

(2.5) starts with the leading-order term of order ϵnr−n, such that

ϵnhnαβ(x) =
ϵn

rn
hn,−nαβ (t, θA) +O(ϵnr−n+1). (2.6)

The reason for this is that we allow no negative powers of ϵ in the inner expansion (2.3)-

(2.4), meaning ϵnhnµν must have no negative powers of ϵ when written as a function of

r̃ = r/ϵ. This follows from our third assumption, that it has to match (2.3) in the buffer

region.

Next we re-expand the terms in the inner-expansion (2.3) for the case where r ≫ ϵ,

as

gbodyαβ (t, r̃, θA) = ηαβ +
∑
p≥1

1

r̃p
gpbodyαβ (t, θA)

= ηαβ +
∑
p≥1

( ϵ
r

)p
gp bodyαβ (t, θA), (2.7)

ϵnHn
αβ(t, r̃, θ

A) = ϵn
∑
p≥−n

1

r̃p
Hn,p
αβ

(
t, θA

)
= ϵn

∑
p≥−n

ϵp

rp
Hn,p
αβ

(
t, θA

)
= rnHn,−n

αβ

(
t, θA

)
+O

(
ϵrn−1

)
, (2.8)

where η = diag (−1, 1, 1, 1) is the flat-space Minkowski metric. The summation limit in

Eq. (2.8) follows from the matching condition: there can be no negative powers of ϵ in

the re-expansion of H at fixed r, because there are no negative powers of ϵ in the outer

expansion in Eq. (2.5).

The matched asymptotic expansions method stipulates that the outer expansion

(2.6) and the inner expansion (2.7) have to match order by order. Hence, the most

singular term in the nth-order perturbation hnαβ (the 1/rn term) is equal to the 1/rn

contribution to the nth-order piece of the metric of the small body gn body
αβ :

hn,−nαβ (t, θA) = gn body
αβ (t, θA). (2.9)

Eq. (2.9) states that at each order in ϵ, the most singular piece of the perturbation hnαβ
in the buffer region is equal to the r ≫ µ asymptotic behaviour of the unperturbed

metric of the small body gbodyαβ . It follows from the fact that when the outer expansion

is written in terms of r̃, ϵnhn,−n/rn = hn,−n/r̃n is the only term that’s independent of

ϵ. This tells us that it must match to something in the zeroth-order metric of the inner

expansion, and the behaviour with r̃ then tells us that gn body/r̃n is the particular term

it must match.
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Because gbodyαβ varies slowly with time (when compared to its spatial variation), it

has standard, well-defined multipole moments, which we can think of as the moments

of the body itself. Each coefficient gn body
αβ in its large-r̃ expansion is fully characterized

by those moments. Therefore, based on the statement in Eq. (2.9), we find that the

leading-order contribution to the nth-order field hnαβ is determined from the multipole

structure of the small body. This important result will be key to deriving the first- and

second-order fields of the small body.

2.2 The perturbed Einstein field equations

In this section we will introduce the perturbed Einstein equations for the binary inspiral,

which we began to describe in Sec. 1.2.5 of the introduction. The vacuum Einstein field

equations of the full spacetime read

Gαβ [ g ] = 0, (2.10)

where Gαβ [ g ] = Rαβ [ g ] − 1
2gαβR [ g ] is the Einstein tensor. Eq. (2.10) applies in the

vacuum region of spacetime outside the small body. Taking the trace of both sides

implies that R [ g ] = 0, so Eq. (2.10) can be re-cast in the equivalent format

Rαβ [ g ] = 0. (2.11)

Let Rαβ [ g ] = Rαβ [ g + h ] be written as an expansion in orders of the metric

perturbation h as

Rαβ [ g ] = Rαβ [ g ] + δRαβ [h ] + δ2Rαβ [h ] +O(h3) = 0, (2.12)

where δnRαβ [h ] is the piece of Rαβ [ g + h ] which is nth-order in h, given by

δnRαβ [h] ≡
1

n!

dnRαβ [g + λh]

dλn

∣∣∣∣
λ=0

. (2.13)

The expression for δRαβ [h ] is given by [46]

δRαβ [h ] = −1

2
(Eαβ [h ]−Bαβ [h ] + gαβ∇νZ

ν [h ]) (2.14)

where

Eαβ [h ] ≡ ∇µ∇µ hαβ + 2Rµ ν
α βhµν , (2.15)

Bαβ [h ] ≡ gαβ∇νZ
ν [h ]−∇αZβ[h ]−∇βZα[h ], (2.16)

Zα[h ] ≡ ∇βh̄αβ . (2.17)
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We will refer to Eαβ [h ] as the wave operator. The covariant derivatives are compatible

with the background g and indices are raised and lowered with g. The formula for the

second-order variation of the Ricci-tensor δ2Rαβ is

δ2Rαβ [h ] =
1

2
∇µh̄

µν
(
2∇(αhβ)ν −∇νhαβ

)
+

1

4
∇αh

µν∇βhµν +
1

2
∇νhµβ∇νhµα − 1

2
∇νhµβ∇µhνα

− 1

2
hµν

(
2∇µ∇(αhβ)ν −∇µ∇νhαβ −∇α∇βhµν

)
. (2.18)

A derivation can be found in Ref. [37].

The perturbations hnαβ depend on ϵ through their dependence on γ. Hence, we

cannot just solve Eq. (2.12) order by order in ϵ. Instead, we impose the Lorenz gauge

condition on the full perturbation. The Lorenz gauge condition reads

Zα[h ] = 0. (2.19)

By imposing the gauge condition on hαβ, we split Eq. (2.12) into two equations, one

being a weakly non-linear wave equation for the perturbation fields, and the other being

the gauge condition, which constrains the matter degrees of freedom, in particular the

equation of motion for γ and evolution equations for the multipole moments of the small

body. Unlike Eq. (2.12), the wave equation can be split up into a sequence of equations

for each subsequent hnαβ , even if γ depends on ϵ, as

O(ϵ0) : Rαβ [ g ] = 0, (2.20)

O(ϵ1) : Eαβ [h
1 ] = 0, (2.21)

O(ϵ2) : Eαβ [h
2 ] = 2δ2Rαβ [h

1, h1 ], (2.22)

...

O(ϵn) : Eαβ [h
n ] = Snαβ [h1, . . . , hn−1 ], (2.23)

where the source term, Snαβ , consists of nonlinear terms in the expansion of the Ricci

tensor. Here we define hnαβ as a functional of γ to be the retarded solution to the nth-

order equation in the sequence, for arbitrary γ. Our goal is to solve Eqs. (2.21) and

(2.22), such that the solution preserves the correct motion of the worldline and agrees

with the inner expansion in the buffer region. The latter requirement acts as a free

boundary value.

We impose the gauge condition in order to determine γ. The gauge condition

splits up into a set of equations, which can be solved exactly for the acceleration of

γ, in the following way. Let zµ(τ) refer to coordinates on γ and τ be proper time on

γ. Proper time is defined with respect to the background metric g. The acceleration

of γ is defined as aµ(τ) ≡ Duµ(τ)/dτ , where D/dτ denotes covariant differentiation
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and uµ(τ) ≡ Dzµ(τ)/dτ is the worldline’s four-velocity. We assume that aµ(τ) can be

expanded in powers of ϵ as

aµ(τ) = aµ0 (τ) + ϵaµ1 (τ ; γ) + ϵ2aµ2 (τ ; γ) +O(ϵ3) . (2.24)

The fields hnαβ will depend on the acceleration, such that when substituted into the

gauge condition (2.19), we recover a set of gauge conditions at each order of ϵ, as

O(ϵ1) : Z0
α[h

1 ] = 0, (2.25)

O(ϵ2) : Z1
α[h

1 ] = −Z0
α[h

2 ], (2.26)

...

O(ϵn+1) : Znα [h
1 ] = −

n∑
m=1

Zn−mα [hm+1 ], (2.27)

where Z0
µ[h ] is the Lorenz-gauge operator acting on hαβ evaluated with aµ = aµ0 , and

Znµ [h ] is the piece of Zµ[h ] linear in terms like an, a1an−1, a1a1an−2, etc. Imposing this

set of gauge conditions on the solutions to the wave equations determines the acceleration

of the worldline, order by order. In this way, the equation of motion can be derived.

2.3 The first and second-order fields

In this section we will outline the approach used to derive the first- and second-order

fields. The full formulas for the first- and second-order fields through O(r) are given in

Appendix A. By constraining the solutions to satisfy the Lorenz gauge condition, the

equation of motion through first order is obtained.

Rather than γ being the worldline of the center of mass of the small object, as one

might expect, in this section γ is a worldline that is allowed to be displaced from the

center of mass. We will ultimately choose γ to be the center-of-mass worldline when

presenting an equation of motion for the body, but it will be useful to have intermediate

results that allow for a slightly different γ. These results will be essential in Chapters 7

and 8, in which we will need to expand the center-of-mass worldline around a different,

nearby worldline.

We begin by introducing new notation. (t, xa) denotes FW coordinates centered on

a given worldline γ. r =
√
δabxaxb is the radial distance from γ and (θ, φ) are the usual

angular coordinates defined from xa. Lowercase Latin indices are raised and lowered

with δab. For a more comprehensive overview of FW coordinates see Appendix B. The

quantity

na =
xa

r
(2.28)
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denotes the radial outward pointing unit vector, such that nan
a = 1. The upper-case

letter L when it appears as an index refers to a multi-index, e.g.

nL = ni1ni2ni3 . . . niℓ . (2.29)

Tensors with indices between angular brackets ⟨ . . . ⟩ refer to symmetric trace-free (STF)

tensors with respect to the flat three-dimensional metric δab, i.e. δ
abA⟨abc⟩ = 0, A⟨abc⟩ =

A⟨cab⟩ = A⟨bca⟩. Tensors with a hat on top indicate that the tensor is STF, e.g.

n̂L = n⟨i1ni2 . . . niℓ⟩. (2.30)

We use the following notation for background tidal quantities:

Eab ≡ R0a0b, (2.31a)

Bab ≡
1

2
εpq(aRb)0pq, (2.31b)

Eabc ≡ STF
abc

R0a0b|c, (2.31c)

Babc ≡
3

8
STF
abc

εpqaRb0pq|c, (2.31d)

where ‘STF’ denotes the STF combination of the indicated indices. Eab and Bab are

the even- and odd-parity tidal quadrupole moments of the background spacetime in

the neighbourhood of γ, and Eabc and Babc are the even- and odd-parity tidal octupole

moments. Eab is symmetric, and trace-free if the Ricci tensor vanishes. Similarly Bab
is symmetric, but trace-free by virtue of the Bianchi identity, regardless of whether the

Ricci tensor vanishes. Note that Eab is transverse in the sense that Eabub = 0. In this

notation, the Riemann tensor’s spatial components can be expressed as

Rabcd =δacEbd + δbdEac − δadEbc − δbcEad , (2.32a)

R0bcd =− εcdiBib. (2.32b)

Note the following contraction identities:

δabEab = 0 , δcdRacbd = Eab , δacR0abc = 0 . (2.33)

The first- and second-order wave equations (2.21) and (2.22) are given explicitly as

∇µ∇µh
1
αβ + 2Rµ ν

α βh
1
µν = 0 , (2.34)

∇µ∇µh
2
αβ + 2Rµ ν

α βh
2
µν = 2δ2Rαβ [h

1 , h1 ] . (2.35)

The covariant derivative and the Riemann-tensor terms in Eqs. (2.34), (2.35) are associ-

ated with the background metric g, which we write in terms of FW coordinates. Explicit
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expressions for the background metric and Christoffel symbols in terms of FW coordi-

nates are given in Eqs. (B.29)-(B.31). It turns out that in these coordinates the covariant

derivative has the form ∇α = xaα∂a +O(r0), such that □ ≡ gαβ∇α∇β = ∂a∂a +O(1/r),

∂a∂a being just the flat-space Laplacian. Hence, the wave operator Eαβ consists of a

flat-space Laplacian plus corrections of order 1/r.

In these coordinates, Eq. (2.5) has the explicit form

h1αβ(x) =
1

r
h1,−1
αβ + h1,0αβ + rh1,1αβ + r2h1,2αβ +O(r3), (2.36)

h2αβ(x) =
1

r2
h2,−2
αβ +

1

r
h2,−1
αβ + h2,0αβ + ln rh2,0,lnαβ + rh2,1αβ +O(r2), (2.37)

where the hn,mαβ are functions of (t, θ, φ) and also have an implicit functional dependence

on γ. To obtain a general solution to the Einstein equation we write each hn,mαβ as an

expansion in terms of irreducible STF pieces as (see p.146 in Ref. [46])

hn,mtt =
∑
ℓ≥0

Â
(n,m)
L n̂L, (2.38a)

hn,mta =
∑
ℓ≥0

B̂
(n,m)
L n̂a

L +
∑
ℓ≥1

[
Ĉ

(n,m)
aL−1 n̂

L−1 + ϵab
cD̂

(n,m)
cL−1 n̂

bL−1
]
, (2.38b)

hn,mab = δab
∑
ℓ≥0

K̂
(n,m)
L n̂L +

∑
ℓ≥0

Ê
(n,m)
L n̂ab

L

+
∑
ℓ≥1

[
F̂

(n,m)
L−1⟨an̂b⟩

L−1 + ϵcd(an̂b)c
L−1Ĝ

(n,m)
dL−1

]
+
∑
ℓ≥2

[
Ĥ

(n,m)
abL−2n̂

L−2 + ϵcd(aÎ
(n,m)
b)dL−2n̂c

L−2
]
. (2.38c)

Note that in the above STF decomposition, the coefficients Â
(n,m)
L , B̂

(n,m)
L , etc. in front

of the n̂L’s are functions of t, while the n̂L depend only on the angular coordinates (θ, φ).

From the definitions of Eqs. (2.28) and (2.29) stem the useful relations ∂ar = na and

na∂an̂
L = 0. The eigenvalue equation

r2∂a∂an̂
L = −ℓ(ℓ+ 1)n̂L (2.39)

makes this expansion particularly useful.

The first-order field is derived by substituting the expansions (2.36) and (2.38) into

Eq. (2.34) and solving order by order in r. To solve the second-order equation, we take

the solution to Eq. (2.34) for h1 and substitute it into the RHS of (2.35), as well as

substituting the expansions (2.37) and (2.38) into the LHS of Eq. (2.35). We then solve

Eq. (2.35) order by order in r to obtain the second-order field.

The bulk of the calculation consists of determining the unknown coefficients Â(n,m),

B̂(n,m), and so on. Some of these coefficients can be determined from the matching con-

dition (2.9) together with the gauge conditions (2.25) and (2.26). Some of the coefficients
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remain undetermined, and these terms go into the unknown, regular piece of h1 and h2,

whose precise definition will be given below.

To see how the matching condition (2.9) is used, consider its explicit form for n = 1.

It tells us that the most singular (1/r) piece of the first-order field, h1,−1
αβ , is equal to the

first-order piece of the metric of the small body g1 bodyαβ . We identify µ with the ADM

mass of the internal background spacetime of the small body. The matching formula

(2.9) allows us to replace g1 body with h1,−1 in the formula for the ADM mass (see Chap.

4 of [76]). Doing so, and writing h1,−1 using the STF decomposition (2.38) leads to the

result

Â(1,−1) = 2µ . (2.40)

Hence, we have recovered h1αβ ∝ 2µ/r +O(r0), where the leading-order term is just the

Newtonian-like potential, as expected.

Likewise at second-order, from Eq. (2.9) the leading-order (1/r2) piece of the

second-order external metric, h2,−2
αβ , and the second-order piece of the small body’s

metric, g2 bodyαβ , are equal. The formulas for the mass dipole moment, Mi, and spin

dipole moment, Si, are given in terms of g2 bodyαβ . Mi = µδzi, where δzi is the coordinate

displacement of gbodyµν ’s center of mass relative to the origin of the coordinates. Si is

equal to the ADM angular momentum of gbodyµν . By replacing g2 bodyαβ with h2,−2
αβ in these

formulas, and writing h2,−2
αβ as the STF decomposition (2.38), we find that

Â
(2,−2)
i = 2Mi, D̂

(2,−2)
i = 2Si. (2.41)

2.4 The singular-regular split of the metric perturbation.

In the introduction we described the singular-regular split of the metric perturbation

at first order. We now give a concrete definition of the singular and regular pieces at

nth order. We use the choice of hRαβ and hSαβ defined by Pound [44]. This definition

agrees locally with the Detweiler-Whiting definition [49] at first order, but unlike the

Detweiler-Whiting definition, applies at all orders.

The metric perturbation in Fermi-Walker coordinates has a local expansion [41]

hnµν =
∑
p≥−n

∑
q,ℓ

rp(ln r)qh
(npqℓ)
µνL (t)n̂L, (2.42)

where we have generalized Eq. (2.5) to allow for logarithms and combined the various

hatted tensors in Eq. (2.38) into the coefficients h
(npqℓ)
µνL . The nth-order singular-regular

split of this field is defined in terms of the coefficients h
(npqℓ)
µνL , which we will now describe.
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Substituting Eq. (2.42) into the wave equations (2.21) and (2.22) transforms them

into a sequence of Poisson equations of the form

∂a∂a

[
rp(ln r)qh

(npqℓ)
µνL (t)n̂L

]
= PµνL[h

(n′<n,p′<p,q′,L′)]n̂L, (2.43)

which can be solved order by order in r. As indicated, the source on the right-hand side

depends on modes with lower n and p. Since we begin with no source at the very lowest

order (n = 1, p = −1), it follows that when solving order by order in r, every mode

h
(npqℓ)
µνL will be written as a linear or nonlinear combination of the modes satisfying the

homogeneous equation

∂a∂a

[
rph

(np0ℓ)
µνL (t)n̂L

]
= 0. (2.44)

These special modes come in the forms

1

rℓ+1
h
(n,−ℓ−1,0,ℓ)
µνL n̂L for modes with p < 0, (2.45)

rℓh
(n,ℓ,0,ℓ)
µνL n̂L for modes with p ≥ 0. (2.46)

The functions h
(n,−ℓ−1,0,ℓ)
µνL (t) and h

(n,ℓ,0,ℓ)
µνL (t) are determined by (i) the multipole

moments of the spacetime gbodyµν , (ii) the gauge condition, and (iii) global boundary

conditions. Factor (i) relates the modes h
(n,−ℓ−1,0,ℓ)
µνL to multipole moments of gbodyµν or

corrections to them. Eqs (2.40) and (2.41) are two such examples. Factor (ii) provides

evolution equations for the multipole moments and relationships between the various

modes. Our choice of singular-regular split is made in a way that is independent of

global boundary conditions. Specifically, we define the regular field to be the piece of

Eq. (2.42) containing no linear or nonlinear combinations of the modes h
(n,−ℓ−1,0,ℓ)
µνL ; in

other words, prior to imposing any global boundary conditions, it does not involve the

object’s multipole moments and is made up of freely specifiable functions. We define

the singular field to be everything else in Eq. (2.42), meaning hSnµν = hnµν − hRnµν .

With these definitions, the regular field hRµν =
∑

n ϵ
nhRnµν possesses several nice

properties [41,44,77]:

• It is C∞ at r = 0.

• It is a solution to the vacuum Einstein equation; through second order that means

Rµν [g + hR] = O(ϵ3), including at r = 0.

• Through second order, the equation of motion is found to be equivalent to geodesic

motion in the effective metric gµν + ϵhR1
µν + ϵ2hR2

µν (assuming the object’s leading-

order spin and quadrupole moments are negligible).

The singular field hSµν =
∑

n ϵ
nhSnµν satisfies the following properties:
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• In any domain that excludes r = 0, its first- and second-order terms are solutions

to the equations δRµν [h
S1] = 0 and Eµν [h

S2] = 2δ2Rµν [h
1, h1]− 2δ2Rµν [h

R1, hR1].

If there exist boundary conditions for which hR1
µν ≡ 0, then with those boundary

conditions and for r ̸= 0, hSµν satisfies the vacuum equation Rµν [g + hS] = O(ϵ3).

• In a domain including r = 0, hS1µν is a solution to the wave equation with a point-

mass source, Eµν [h
S1] = −8πmδµνδ

3(xi), while hS2µν is not known to satisfy any

distributionally well-defined equation.

• Unlike the regular field, it carries local information about the object’s structure;

it is made up entirely of terms that explicitly depend on the object’s multipole

moments or corrections to them.

This list of properties does not uniquely define the singular and regular fields. Neither

is the regular field defined to be the piece of the full field responsible for the GSF.

Alternative choices exist that satisfy all of the above properties. For example, we could

split one of the functions h
(1,ℓ,0,ℓ)
µνL with ℓ ≥ 2 into two pieces, h

(1,ℓ,0,ℓ)
(1)µνL and h

(1,ℓ,0,ℓ)
(2)µνL , and

all terms in the solution (2.42) that are proportional to h
(1,ℓ,0,ℓ)
(2)µνL could then be moved

from the regular field to the singular field. The Pound choice of definitions is convenient,

because before making reference to any global boundary conditions, all the terms that

involve the object’s multipole moments go into the singular field, and all the terms made

up entirely of unknown functions go into the regular field. At least through order r2, the

singular and regular fields hS1µν and hR1
µν defined in this way coincide with those defined

by Detweiler and Whiting [49]. This can be seen concretely in the results displayed in

Chapter 3 below.

The full formulas for the first- and second-order fields through order O(r) can be

found in Appendix A. We briefly describe here their form. The first-order singular field

near γ has the schematic form

hS1αβ =
2µ

r
δαβ + µh̃S1αβ(r, a

i, Eab,Bab ) . (2.47)

The leading-order term in (2.47) is the Newtonian-like potential and h̃S1αβ contains the

O(r0) corrections to hS1αβ , which are functions of tidal quantities and of the acceleration

of γ. The first-order singular field describes the self-field of the small body through first

order. It diverges on the worldline at r = 0. For r ̸= 0 it is a homogeneous solution of

the first-order wave equation, Eαβ [h
S1 ] = 0, and on the domain r ≥ 0 it is a solution

to the point-particle equation Eαβ [h
S1] = 16πT̄ 1

αβ , where T̄
1
αβ is the trace-reversed first-

order point-particle energy-momentum tensor give in Eq. (1.23). On the other hand,

hR1
αβ is a solution everywhere to the homogeneous equation Eαβ [h

R1] = 0, even at r = 0.

hR1
αβ remains unknown analytically and can only be calculated after imposing global

boundary conditions.
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At second order, the singular field hS2αβ can be expressed in the form

hS2αβ = hSSαβ + hSRαβ + hδmαβ + hspinαβ + hδzαβ . (2.48)

The first piece, hSSαβ , can be written schematically as

hSSαβ ∼ µ2

r2
+ µ2h̃SSαβ(r, a

i, Eab,Bab ), (2.49)

where h̃SSαβ(r, a
i, Eab,Bab ) begins at order 1/r and depends on tidal quantities of the back-

ground. The hSS piece is a solution to Eαβ [h
SS] = 2δ2Rαβ [h

S1 , hS1 ] away from the

worldline (i.e., r ̸= 0). The second piece, hSR, is given by

hSRtt = −
µhR1

ab n̂
ab

r
+O(r0), (2.50a)

hSRta = −
µhR1

tb n̂a
b

r
+O(r0), (2.50b)

hSRab =
µ

r

[
2hR1

c(an̂b)
c − δabh

R1
cd n̂

cd −
(
hR1
ij δ

ij + hR1
tt

)
n̂ab

]
+O(r0). (2.50c)

It is a solution to Eαβ [h
SR ] = 2δ2Rαβ [h

S1 , hR1 ] + 2δ2Rαβ [h
R1 , hS1 ]. The term hδm

is given by

hδmtt =
δmtt

r
+O(r0), (2.51a)

hδmta =
δmta

r
+O(r0), (2.51b)

hδmab =
δmab

r
+O(r0). (2.51c)

It is a solution to the homogeneous wave equation Eαβ [h
δm ] = 0 at r ̸= 0. In a

domain that includes r = 0, it is a solution to the sourced wave equation Eαβ [h
δm ] =

−4πδmαβ(t)δ
3(xi). As such, as far as the wave equation is concerned, each component

δmαβ is an arbitrary of function of time, but the gauge condition (2.26) at order O(1/r)

constrains its components to have the form given explicitly in Eqs. (A.9). δmαβ is a

correction to the monopole moment of the small object, that enters into the second-order

field. The term hspin is given by

hspintt = O(1/r), (2.52a)

hspinta =
2Siεaijn

j

r2
+O(1/r), (2.52b)

hspinab = O(1/r), (2.52c)

where εaij is the totally antisymmetric, three-dimensional Levi-Civita tensor.
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The final piece, hδz, is given by

hδztt =
2µδzan

a

r2
+O(r0), (2.53a)

hδzta = O(r0), (2.53b)

hδzab =
2µδzcn

cδab
r2

+O(r0), (2.53c)

where δzα is the deviation of the small object from the reference worldline that lies at

the center of our FW coordinates. hδzαβ is a solution to the homogeneous wave equation

Eαβ [h
δz ] = 0 off r = 0. In a domain including r = 0, it is a solution to the wave

equation with a source equivalent to that created by the displacement of a point mass,

Eαβ[h
δz ] = 8πµδαβδz

a∂aδ
3(xi). (2.54)

In later sections of this chapter, hδzαβ will be set to zero to ensure that γ represents the

center of mass, but it will be utilized in later chapters.

The second-order regular field hR2
αβ satisfies the second-order vacuum equation

Eαβ [h
R2] = 2δ2Rαβ [h

R1, hR1]. Like hR1, it remains unknown analytically and can only

be calculated after imposing global boundary conditions.

The regular field hRαβ ≡ ϵhR1
αβ+ϵ

2hR2
αβ is responsible for the self-force through second

order, and the small body moves on a geodesic in the effective spacetime g+hR. This is

shown by the equation of motion through second order, which we will discuss in Secs. 2.5

and 2.6.

2.5 The first-order equation of motion

The equation of motion through first order is derived by imposing the gauge conditions

(2.25) and (2.26) on the first- and second-order fields. The O(ϵ) gauge condition (2.25)

yields

∂tµ = 0 , a0 = 0 . (2.55)

This tells us that the small body has constant mass and the zeroth-order acceleration

vanishes. Hence, at leading order the small body behaves as a test particle and γ is a

geodesic of the background spacetime.

The first-order equation of motion falls out from the second-order gauge condition

(2.26). Solving (2.26) at each order of r yields the conditions

∂tSa = 0, (2.56)

∂2tMa + EabM b = −µa1a +
µ

2
∂ah

R1
tt − µ∂th

R1
ta − SiBia, (2.57)
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where all quantities are evaluated on γ. Eq. (2.56) tells us that the small body’s spin is

constant at leading order. Eq. (2.57) gives the first-order acceleration of γ. In covariant

form it can be written as

D2Mµ

dτ2
−Rµανβu

αuνMβ = −µaµ1 +
1

2
Rµανβu

αSβν

− µ

2
(gµν + uµuν)

(
2hR1

βν;α − hR1
αβ;ν

)
uαuβ. (2.58)

Eq. (2.58) is the equation of motion of the centre-of-mass of the small body relative to γ,

where Mα ≡ M ixαi , u
µ is the four-velocity along γ, aα1 is the first-order acceleration of

γ, and Sµν = gµagνbSab, Sab = εabiS
i is the spin written in covariant form. The second

term on the LHS represents the fact that the background curvature will cause the small

body to accelerate relative to γ, if the body is displaced from γ. If we set γ to be the

worldline of the small body, then Mα = 0 and aα1 becomes the acceleration of the small

body itself. If we further specialise to a non-spinning object, Eq. (2.58) simplifies to

D2zµ

dτ2
= −1

2
(gµν + uµuν)

(
2hR1

βν;α − hR1
αβ;ν

)
uαuβ +O(ϵ2) . (2.59)

Eq. (2.59) is the first-order equation of motion of the small body. The right-hand side

equals the self-force per unit mass. As Eq. (2.59) shows, the self-force arises due to the

interaction of the small body with its own regular field hR1, whereas the singular field

hS1 does not contribute to the self-force at all.

After some algebra, Eq. (2.59) can be re-arranged to yield

ũα∇̃αũ
β = O(ϵ2), (2.60)

where ∇̃ is the covariant derivative associated with the metric g + hR1, and ũα is the

four-velocity normalized in the effective spacetime as (gαβ +hR1
αβ)ũ

αũβ = −1. Hence, an

important implication of Eq. (2.59) is that the small body moves along a geodesic of the

effective spacetime gαβ + hRαβ through first order.

2.6 The second-order equation of motion

Now we turn to describing the derivation of the equation of motion at second order.

We closely follow the strategy detailed in [44,78], where full details can be found. Note

that the first-order equation of motion was derived from the gauge condition on the

second-order field. Analogously, the second-order equation of motion would be derived

from the third-order field. Rather than tackling the arduous task of directly solving the

third-order field equations in the outer expansion, we instead make greater use of the

inner expansion. We specialize to a small body which is spherical and non-spinning.

Since the equation of motion will be derived in the buffer region, where the metric is
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dictated by the multipole structure of the small body, we can look at an inner expansion

for any such small body which is both spherical and non-spinning. A convenient example

of such a metric that we have at our disposal is that of a tidally-perturbed, non-rotating

black hole gtidal BH
αβ of mass µ, derived by Poisson in [79] through third order in ϵ.

The tidal distortion of the spacetime of the small black hole is caused by the

curvature of the external spacetime, as well as by interactions between the external

spacetime and the small object’s own field. The small black hole metric in [79] is

given in light-cone coordinates
(
v,R, θA

)
, centered on the worldline of the small black

hole. Because we will write this metric as an inner-expansion, we use R for the radial

coordinate, so as not to conflict with r used for the radial coordinate in the outer

expansion in Sec. 2.1. In the buffer region, these coordinates differ from those in the

preceding sections by a small amount, and the matching conditions in Sec. 2.1 is imposed

only after applying a small coordinate transformation, as discussed later in this section.

The metric is written in a certain gauge (not the Lorenz gauge), where mass-dipole

terms and acceleration terms do not appear in the metric, telling us that the black hole

is mass-centered on the worldline and also at rest on it. The way that we will extract

the second order acceleration is to find a gauge transformation that will take us from

this gauge to the Lorenz gauge, while preserving the location of the worldline on which

the black hole is centered.

Let us write this metric in the form of the inner expansion (2.3). We take the metric

of the tidally perturbed black hole in [79], and rewrite it in terms of scaled coordinates

R̃ = R/ϵ. This, as we explained in Sec. 2.1, re-scales the coordinates and keeps us in

a region close to the small body, which in our case is the tidally perturbed black hole.

This gives us an inner expansion of the form

g tidal BH
αβ (v, R̃, θA) =ϵ0gBH

αβ (v, R̃, θ
A) + ϵ1H1

αβ(v, R̃, θ
A) + ϵ2H2

αβ(v, R̃, θ
A)

+ ϵ3H3
αβ(v, R̃, θ

A) +O(ϵ4) . (2.61)

The first term on the right hand side, gtidal BH
αβ , is the metric of the unperturbed black

hole,

g BH
vv = −

(
1− 2µ/R̃

)
, (2.62a)

g BH
vr = 1, (2.62b)

gBH
vA = 0, (2.62c)

1

R2
g BH
AB = ΩAB, (2.62d)

Here, ΩAB is the metric on the two-sphere, with ΩAB ≡
(
1, sin2 θ

)
. Hn

αβ are tidal

perturbations, which are functions of Eab and Bab and their derivatives, where Eab =

E0
ab + ϵδEab + O(ϵ2), Bab = B0

ab + ϵδBab + O(ϵ2). The zeroth order fields E0
ab, B0

ab will

be identified with the tidal fields of the external background. The self-tides δEab and
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δBab, are corrections to the tidal fields due to the field of the small black hole interacting

with the background. The Hn
αβ are given below explicitly, in Tables 2.1-2.3. Symbols

in Table 2.2 are defined in terms of the unit vectors Ωa = (sin θ cosφ, sin θ sinφ, cos θ),

which are related to na by a small transformation. The tidal perturbations are given in

a light-cone gauge, in which HαR = 0 for all α. This gauge preserves the geometrical

meaning of the Eddington-Finkelstein coordinates in the perturbed spacetime: v remains

a label on ingoing lightcones, and R remains an affine parameter on ingoing null rays.

Table 2.1: Tidal perturbation terms Hn
αβ that appear in the inner expansion of the tidally

perturbed black hole metric (2.61). Definitions of the irreducible tidal fields, Eq, Bq and so on,
can be found in Table 2.2. The explicit form of the radial functions en = en(r) and bn = bn(r)
can be found in Table 2.3. A dot on top of a term denotes a time derivative.

H1
αβ = 0

H2
vv = −R̃2e1Eq

H3
vv = −1

3R̃
3e2Ėq − 1

3R̃
3e3Eo − R̃2e1δEq

R−1H2
vA = −2

3R̃
2
(
e4Eq

A − b4Bq
A

)
R−1H3

vA = 1
3R̃

3
(
e5Ėq

A − b5Ḃq
A

)
− 1

4R̃
3 (e6Eo

A − b6Bo
A)

−2
3R̃

2
(
e4δEq

A − b4δBq
A

)
R−2H2

AB = −1
3R̃

2
(
e7Eq

AB − b7Bq
AB

)
R−2H3

AB = 5
18R̃

3
(
e8Ėq

AB − b8Ḃq
AB

)
− 1

6R̃
3 (e9Eo

AB − b9δBo
AB)

−1
3R̃

2
(
e7δEq

AB − b7δBq
AB

)

Currently, the inner metric (2.61) is in a mass-centered rest gauge [44]. Our goal

is to derive an equation of motion, through second order, for the small body in the

Lorenz gauge. Let us refer to the worldline in the mass-centered rest-gauge as γ̃, and

the worldline in the Lorenz gauge as γ. Since γ̃ is a good representative of the black

hole’s center-of-mass position, we impose γ = γ̃. We will derive the equation of motion

by performing a gauge transformation xµ → x′µ = xµ− ξµ from the mass-centered rest-

gauge to the Lorenz gauge. The gauge-vector ξµ shall be determined by the matching of

the inner expansion, Eq. (2.61), with the outer expansion that we have already derived

in Sec. 2.5. We further demand that the smooth part of ξα vanishes at the origin

of our coordinate system. This condition, which will be stated more explicitly below,

preserves the location of the worldline at the coordinate origin. Otherwise the gauge-

transformation would cause a shift in the coordinates’ origin, leading to an arbitrary

relationship between these two coordinates, and an arbitrary relationship between γ

and γ̃.

The calculation proceeds as follows. Take the inner expansion (2.61) and perform

an outer expansion, which means replacing R̃ with R/ϵ and then re-expanding in powers

of ϵ. This is tantamount to expanding in powers of the mass µ of the small black hole.
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Table 2.2: tidal fields, taken from [79], that appear in Table 2.1. Each field is identified
with a sans-serif superscript that specifies its multipole content. A field labeled with a “q” is
a quadrupole field, and one labeled with an “o” is an octupole field. The tidal fields appearing
in Table 2.1 are related to the ones listed here by the coordinate transformations Eq

A = Eq
aΩ

a
A,

Eq
AB = Eq

abΩ
a
AΩ

b
B , and so on, where Ωa

A = ∂Ωa/∂θA.

Eq = E0
abΩ

aΩb

Eq
a = (δ c

a − ΩaΩ
c)E0

cdΩ
d

Eq
ab = 2(δ c

a − ΩaΩ
c)(δ d

b − ΩbΩ
d)E0

cd + (δab − ΩaΩb)Eq

Bq
a = εabcΩ

bB0 c
dΩ

d

Bq
ab = εacdΩ

cB0 d
e(δ

e
b − ΩeΩb) + (a↔ b)

Eo = E0
abcΩ

aΩbΩc

Eo
a = (δ b

a − ΩaΩ
b)E0

bcdΩ
cΩd

Eo
ab = 2(δ c

a − ΩaΩ
c)(δ d

b − ΩbΩ
d)E0

cdeΩ
e + (δab − ΩaΩb)Eo

Bo
a = 4

3εacdΩ
cB0 d

efΩ
eΩf

Bo
ab = 4

3εacdΩ
cB0 d

ef (δ
e
b − ΩeΩb)Ω

f + (a↔ b)

The first step is to transform to pseudo-Cartesian coordinates Xa = RΩa, with Ωa

defined in Table 2.2. We will end up with an expansion that looks like

gαβ(v,X
a; ϵ) = gαβ(v,X

a) + ϵh′ 1αβ(v,X
a) + ϵ2h′ 2αβ(v,X

a) + ϵ3h′ 3αβ(v,X
a)

+O(ϵ4). (2.63)

There are some subtleties related to the ordering of terms, which we will not go into but

which are discussed in [78]. We note that (2.63) is valid not only for a black hole, but

for any non-spinning compact object with no quadrupole moments.

The next thing we want to do is perform a coordinate transformation from light-

cone to FW coordinates, so that the outer expansion (2.63) is in the same coordinates as

the outer expansion we derived in Sec. 2.5. Take the light-cone coordinates (v,Xa) and

write them in terms of ordinary FW normal coordinates (t, xa) centered on the worldline

as the expansions

v = t−R+
∑
p,ℓ,k

Rp lnRkδvLn̂
L , Xi = xi +

∑
p,ℓ,k

Rp lnRkδXi
Ln̂

L , (2.64)

where the δvL, δX
i
L are functions of t. In what follows, a bar above indices refers to com-

ponents in light-cone coordinates, and indices with no bar are components in ordinary

FW coordinates. Aided by these expansions, take the background metric gᾱβ̄(v,X
a),
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Table 2.3: Radial functions that appear in the metrics of Table 2.3, expressed in terms of
x ≡ R̃/(2µ) and f̃ ≡ 1− 2µ/R̃. At R̃ = 2µ we have e7 = 1

2
, e9 = 1

10
, b7 = − 1

2
, and b9 = − 1

10
,

with all other functions vanishing.

e1 = f̃2

e2 = f̃

(
3

4x4
+

7

4x3
− 3

4x2
(4 log x+ 9) +

1

4x
(12 log x+ 5) + 1

)
e3 = f̃2

(
1− 1

2x

)
e4 = f̃

e5 = f̃

(
− 1

2x4
− 3

2x3
− 5

2x2
+

1

6x
(12 log x+ 13) + 1

)
e6 = f̃

(
1− 2

3x

)
e7 = 1− 1

2x2

e8 =
3

5x4
− 1

5x3
(3 log x+ 7)− 9

5x2
+

2

5x
(3 log x+ 4) + 1

e9 = f̃ +
1

10x3

b4 = f̃

b5 = f̃

(
− 1

6x4
− 1

2x3
− 3

2x2
+

1

6x
(12 log x+ 7) + 1

)
b6 = f̃

(
1− 2

3x

)
b7 = 1− 3

2x2

b8 =
1

5x4
− 1

5x3
(3 log x+ 2)− 9

5x2
+

6 log x+ 5

5x
+ 1

b9 = f̃ − 1

10x3

and the h′n
ᾱβ̄

(v,Xa) in light-cone coordinates and transform them to FW coordinates, as

gαβ(t, x
i) =

∂xᾱ

∂xα
∂xβ̄

∂xβ
gᾱβ̄(v,X

i) , (2.65)

h′nαβ(t, x
a) =

∂xᾱ

∂xα
∂xβ̄

∂xβ
h′nᾱβ̄(v,X

a). (2.66)

In this format gαβ(t, x
i) is the background metric of the large black hole in FW coordi-

nates, derived in Eq. (B.29). The numerical coefficients in (2.64) are determined from

Eq. (2.65).

Now inserting (2.64) into (2.65) and (2.66) puts the outer expansion in the same

coordinates as (2.2), except (2.64) is in the rest gauge and (2.2) is in the Lorenz gauge.

We need a gauge transformation that brings (2.64) into the form of (2.2), so that we
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can match them to determine what the form of the gauge transformation should be. To

match the two expansions at orders ϵ and ϵ2, we require a unique gauge transformation

xµ → xµ − ϵ ξµ1 − ϵ2
(
ξµ2 − 1

2ξ
ν
1∂νξ

µ
1

)
+O(ϵ3). We have

h′ 1αβ(t, x
i) = h1αβ(t, x

i) + Lξ1gαβ(t, xi) , (2.67)

h′ 2αβ(t, x
i) = h2αβ(t, x

i) + Lξ2gαβ(t, xi) +
1

2
L2
ξ1gαβ(t, x

i) + Lξ1h1αβ(t, xi) , (2.68)

where h′ 1αβ(t, x
i) are the metric perturbations in the mass-centered rest gauge, and

h1αβ(t, x
i) are the metric perturbations in the Lorenz gauge. Note that all of the terms in

Eqs. (2.67) and (2.68) are expressed in FW coordinates. As such the hnαβ are the same

metric perturbations whose expressions were derived in the previous section. LX repre-

sents the Lie derivative with respect to the vector Xα, and ξ1 and ξ2 are the first-order

and second-order contributions to the gauge vector.

The final step in our derivation is to insert the expansion of the gauge vector,

ξαn =
∑

p,ℓ r
pξα(n,p,ℓ),Ln̂

L, and insert the local expressions for h1αβ and h2αβ derived in

Sec. 2.5 into Eq. (2.67) and Eq. (2.68). We demand that the specific piece ξa(n,0,0), which

corresponds to a translation of the origin, vanishes. This ensures that the worldline

remains at the origin of our coordinates, as discussed above. We find that if ξa(n,0,0) = 0,

then Eqs. (2.67) and (2.68) can only be satisfied if the acceleration terms ain satisfy

certain equations. Fixing all the coefficients in the gauge vector ensures that this result

is unique; all the freedom in the transformation is exhausted, so it cannot be used to

change the result.

Matching the metric perturbations uniquely determines the result of Eq. (2.59) for

the first-order acceleration ϵ aµ1 . Matching order-ϵr2 terms in the metric determines the

δEab and δBαβ as a function of h1αβ . The order ϵ2 transformation up to order r uniquely

determines the second-order acceleration ϵ2 aµ2 . Adding the first-order and second-order

accelerations, aµ = ϵaµ1 + ϵ2 aµ2 , leads to the final expression for the self-force through

second order,

aµ = −1

2
(gµν + uµuν)

(
g γ
ν − hR γ

ν

) (
2hRβγ;α − hRαβ;γ

)
uαuβ , (2.69)

where hRαβ = ϵhR1
αβ + ϵ2hR2

αβ . Eq. (2.69) confirms that at second-order the worldline of

the small body is a geodesic of the effective spacetime gαβ+ ϵh
R1
αβ+ ϵ

2 hR2
αβ . We can write

an equation analogous to Eq. (2.60) as

ũα∇̃αũ
β = O(ϵ3). (2.70)

where ∇̃ is the covariant derivative associated with the metric g + hR, and ũα is the

four-velocity normalized in the effective spacetime as (gαβ + hR1
αβ + hR2

αβ)ũ
αũβ = −1.
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The puncture scheme

In this chapter we begin to develop the puncture scheme that we will use to solve the field

equations (2.21) and (2.22) globally. We recall, as described in the introduction, that

at second order, the source δ2Rαβ is not integrable in any region covering the worldline,

meaning we cannot easily solve for the full field. The puncture scheme gets around

this problem by rewriting Eqs. (2.21) and (2.22) as equations for “residual” fields that

locally approximate hR1 and hR2. This scheme ensures that our total metric perturbation

(puncture plus residual field) agrees with the metric outside a small compact object, as

derived in the previous chapter. As a convenient numerical output, it also directly yields

a field that can be used in the equation of motion (2.69).

There have been a collection of previous implementations of a puncture scheme.

Barack and Golbourn [70] implemented such a scheme for a scalar charge in Schwarzschild

spacetime. A similar calculation was performed by Vega and Detweiler [71]. Whereas

Barack and Golbourn utilized an azimuthal-mode decomposition, with the intention of

later capitalizing on the azimuthal symmetry of Kerr, Vega and Detweiller solved the

scalar wave equation directly in 3+1 dimensions. Later implementations of the punc-

ture method include the calculation of the scalar-field self-force for circular orbits in

Schwarzschild by Barack and Dolan [80], and in Kerr by Barack, Dolan and Wardell [81].

This calculation was generalised to computing the gravitational self-force at first order

for circular orbits in Schwarzschild [63] and in Kerr [82]. Diener et al. calculated the self-

consistent orbital evolution of a (scalar) particle [83] in Schwarzschild in 3+1 dimensions,

and Thornburg and Wardell computed the scalar self-force for highly eccentric orbits in

Kerr in 2+1 dimensions [84]. I in collaboration with Pound [1] have constructed generic

covariant formulas for the first- and second-order punctures, which may be applied to any

spacetime, in any chosen coordinate system. This calculation is detailed in this chapter.

With the eventual aim of numerically implementing our second-order punctures in a 1D,

frequency-domain scheme, Warburton and Wardell have performed frequency-domain

puncture-scheme computations for a scalar field [85] and for the first-order gravitational

field [74].

43



44 Chapter 3 The puncture scheme

This chapter is organised in the following way. In Sec. 3.1 we will show how to

construct the puncture-scheme system of equations, which allows us to solve the field

equations for the residual field. Next in Sec. 3.2 we give an overview of our derivation

of a practical, covariant expression for the puncture field. Finally, in Sec 3.3 we show

how to write the puncture in a specified coordinate system.

3.1 The basic idea of the puncture field

We start by restating the vacuum field equations that we are trying to solve, at first-

and second-order as given in Eqs. (2.21) and (2.22). We take these vacuum equations,

valid in a region outside the small object, and extend them down to all points r > 0, as

Eαβ[h
1 ] = 0 r > 0, (3.1)

Eαβ[h
2 ] = 2δ2Rαβ[h

1, h1 ] r > 0. (3.2)

The goal is then to solve these equations, and to find the corresponding regular fields,

subject to the condition that near r = 0, the solutions must agree with the locally

determined ones in Chapter 2. Based on that condition, as discussed below Eq. (2.47),

we can also write (3.1) in the more familiar form

Eαβ [h
1 ] = −16πT 1

αβ . (3.3)

The basic idea of the puncture method is to subtract a puncture field from the full

field of the small body and then solve for the residual remainder. Given a particular

choice of singular and regular fields, we define a puncture field, hPnαβ , as a truncation of

a local expansion of the nth-order singular field, hSnαβ , in powers of spatial distance from

the worldline of the small object, γ, at a certain order. The puncture contains all the

divergent terms of the field on the worldline, at r = 0. We then define the residual field

hRnαβ ≡ hnαβ − hPnαβ . (3.4)

We then write field equations for hRnαβ instead of the nth-order retarded field, hnαβ.

Removing the puncture field allows us to work in global coordinates everywhere, even in

the region including γ. The better hPnαβ represents hSnαβ , the better hRnαβ represents hRαβ.

For example, if

lim
x→γ

[hPnαβ (x)− hSnαβ(x)] = 0, (3.5)

then

lim
x→γ

[hRnαβ (x)− hRnαβ (x)] = 0, (3.6)

that is, the residual field agrees with the regular field on the worldline. Throughout

the discussion in this chapter, we will use the dimensionless parameter λ(= 1) to count
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powers of distance from the worldline. If hPnαβ is one order more accurate, meaning

hPnαβ − hSnαβ = O(λ), then

lim
x→γ

∇ρhRnαβ = lim
x→γ

∇ρhRnαβ . (3.7)

Because the self-force is constructed from first derivatives of hRnαβ , as in Eq. (2.69), this

condition guarantees that the self-force can be calculated from hRnαβ . That is, we may

calculate the self-force by replacing hRnαβ with hRnαβ in Eq. (2.69), with hRαβ ≡ ϵhR1
αβ+ϵ

2hR2
αβ ,

as

D2zα

dτ2
= −1

2
(gµν + uµuν)

(
g γ
ν − hRγν

) (
2hRβγ;α − hRαβ;γ

)
uαuβ . (3.8)

In some circumstances, we require less of the puncture, and in the calculations in later

chapters, we will use a lower-order truncation than needed for Eq. (3.7).

We are going to calculate the residual fields using the worldtube method [70]. In

this approach, the worldline γ is surrounded by a worldtube Γ. Outside Γ, we solve

the wave equations for the retarded fields h1αβ and h2αβ . Inside Γ, we solve the wave

equations for the residual fields hR1
αβ and hR2

αβ . The puncture scheme is then summarized

by the coupled set of equations

Eαβ [h
R1 ] = −Eαβ [hP1 ] ≡ Seff1

µν inside Γ, (3.9a)

Eαβ [h
1 ] = 0 outside Γ, (3.9b)

Eαβ [h
R2 ] = 2δ2Rαβ [h

1, h1 ]− Eαβ[h
P2 ] ≡ Seff2

µν inside Γ, (3.9c)

Eαβ [h
2 ] = 2δ2Rαβ [h

1, h1 ] outside Γ, (3.9d)

and the equation of motion (3.8). In the self-consistent approach, the puncture diverges

on the worldline zµ determined by (3.8). Solving Eqs. (3.9) for hR1
αβ and hR2

αβ , the motion

of the worldline is calculated by feeding the result into the equation of motion (3.8).

The source terms in Eqs. (3.9a) and (3.9c) are initially only defined for points x /∈ γ,

but we can include γ in our domain as follows. In Eq. (3.9a), we evaluate −E[h 1P ] as a

field on the domain x /∈ γ; unless we have h1P = h 1S exactly, the result will then exhibit

some nonremovable nonsmoothness at γ, but it will be integrable and hence be a valid

source on the whole domain Γ. (As per the discussion in Sec. 1.3, this treatment differs

slightly from the one in which we write the source as −16πT 1 − E[h1P ], but the two

sources are ultimately the same.) Similarly, in (3.9c), we evaluate 2δ2R[h1, h1 ]−E[h2P ]

as a field on the domain x /∈ γ , canceling the nonintegrable singularities, and then

take the resulting integrable function as our effective source on the whole of Γ. If the

expansions of h1P and h2P in powers of distance from γ (powers of λ) are of sufficiently

high order, then the effective sources can be defined on γ by taking the limit from off

γ; however, continuity of the effective source is not necessary, and in this thesis our h2P

will not be of such a high order in λ.
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Now we need a practical way of calculating the puncture field. This will be the

goal of the next section.

3.2 A practical covariant puncture

Having formulated a way of solving the field equations using the puncture scheme, we

now need practical covariant formulas for the puncture field through second order. Such

expressions give us the freedom to write the puncture field in any coordinates we desire.

We follow a two-step procedure, whereby we first obtain the puncture in a tensorial

form, and then write it as a coordinate expansion. In the next chapter, when we come

to solve for the first-order field for circular orbits in Schwarzschild, we will write the

puncture field as a coordinate expansion in Schwarzschild coordinates, suitable for that

scenario.

Throughout the discussion in this chapter we will refer to a generic timelike world-

line as γ, and we will allow γ to differ slightly from the worldline of the center of mass of

the small object, by a small distance of order ϵ. The reasoning behind this set up is that

we will eventually use the two timescale expansion mentioned in the introduction, in

which we expand the center-of-mass worldline of the small object around a slowly evolv-

ing, leading-order worldline. We note however that this slowly evolving, leading-order

worldline is not a geodesic of the background.

3.2.1 Outline of conversion strategy

Currently we have expressions for the singular field components, hS1αβ and hS2αβ , given in

Appendix A in terms of local Fermi-Walker coordinates. These expressions were derived,

using matched asymptotic expansions, as described in Chapter 2. The basic idea is to

take the singular fields and write them in a tensorial form, as

hS = hSttdt⊗ dt+ hSta(dt⊗ dxa + dxa ⊗ dt) + hSabdx
a ⊗ dxb . (3.10)

Here, hS is used as a short-form that refers to the first- or second-order singular fields.

Using geometrical definitions of the Fermi-Walker coordinates, we will express each

of the components and one-forms in Eq. (3.10) in terms of covariant quantities. In

this approach Eq. (3.10) will become a covariant expression which no longer depends

on Fermi-Walker coordinates, or indeed on any other coordinate system. From the

expression (3.10), we are free to pick whatever coordinate system suits us and truncate

the resulting expression at the desired order of distance.

Firstly let us introduce Synge’s world function. Here we follow the formalism that

can be found on p.42 of Ref. [46]. Consider two points x̄ and x, and a geodesic, β that
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� z
β

x

� x� t μ

Figure 3.1: The base point x̄, the field point x, and the geodesic segment β
that links them. The geodesic is described by parametric relations zµ(ξ) and
tµ = dzµ/dξ is its tangent vector.

connects them described by parametric relations zµ(ξ), as illustrated in Fig. 3.1. Let ξ

be an affine parameter along β, with ξ0, ξ1 being the values of ξ at x and x̄, respectively.

In terms of ξ we define the tangent vector tµ at coordinate points zµ(ξ) along β, as

tµ ≡ dzµ/dξ. Synge’s world function is a scalar function of the source point x̄ and the

field point x, defined by

σ(x, x̄) =
1

2
(ξ − ξ0)

∫ ξ1

ξ0

gµν(z)t
µtν dξ, (3.11)

where gµν is the metric of the background spacetime and the integral is evaluated on

the geodesic β that links x to x̄. But we note that the geodesic equation implies that

ζ ≡ gµνt
µtν is constant along β. Hence,

σ(x, x̄) =
1

2
ζ(ξ1 − ξ0)

2. (3.12)

If the geodesic is timelike, we may set ξ equal to the proper time τ , which implies

ζ = −1. If the geodesic is spacelike, then ξ can be set equal to the proper distance s,
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which implies that ζ = 1. If the geodesic is null, then σ(x, x̄) vanishes. Therefore,

σ(x, x̄) =


−1

2 (∆τ)
2 β timelike,

1
2 (∆s)

2 β spacelike,

0 β null,

(3.13)

that is, in general, σ(x, x̄) is half the squared geodesic distance between the points x̄ and

x, assuming that x̄ lies within a normal convex neighbourhood of x. In flat spacetime,

the geodesic linking x to x̄ is a straight line, and σ(x, x̄) = 1
2ηαβ(x − x̄)α(x − x̄)β in

Lorentzian coordinates.

Covariant derivatives are written as σα(x, x̄) ≡ ∇ασ(x, x̄), σᾱ(x, x̄) ≡ ∇ᾱσ(x, x̄),

where barred (unbarred) indices indicate that the derivative is evaluated at the point x̄

(x). σα(x, x̄) is a vector that is tangent to β at the point x and σᾱ(x, x̄) is a vector that

is tangent to β at the point x̄.

Fermi-Walker coordinates (t, xa) are constructed from a tetrad (uᾱ, eᾱa ) established

along γ. The spatial triad is Fermi-Walker transported along the worldline according to

Deᾱa
dτ

= aau
ᾱ, (3.14)

where aa ≡ aµe
µ
a is a spatial component of γ’s acceleration, aµ. At each instant τ̄

of proper time, spatial geodesics are sent out orthogonally from the point x̄ = z(τ̄)

on γ. These geodesics generate a spatial hypersurface Στ̄ , and on that hypersurface,

coordinates xa are defined as

xa = −eaᾱσᾱ. (3.15)

The geodesic distance from x̄ to x is given by r ≡
√
δabxaxb. σ

ᾱ is tangent to a generator

of Στ̄ , satisfying

σᾱu
ᾱ = 0. (3.16)

Each of the hypersurfaces is labeled with time t = τ̄ , defining the coordinates (t, xa) at

each point in the convex normal neighbourhood of γ.

We will frequently write tensor components contracted with members of the tetrad

as, for example

Rū ā b̄ c̄ | d̄ ≡ Rᾱ µ̄ β̄ ν̄ ; γ̄u
ᾱeµ̄ae

β̄
b e
ν̄
ce
γ̄
d . (3.17)

We will use the metric in Fermi-Walker coordinates to raise and lower indices, given

through order r3 in Eqs. (B.29).

Now let us move on to describe how we obtain the covariant puncture. The singular-

field components hS1αβ and hS2αβ are currently written as functions of Fermi-Walker coor-

dinates (t, r, na), as in Eqs. (A.2) and (A.4). We will replace the dependence on t with
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a dependence on x̄, and we will replace r and na through the relations

r =
√
2σ̄ , (3.18)

na = −e
a
ᾱσ

ᾱ

√
2σ̄

. (3.19)

The notation

σ̄ ≡ σ(x, x̄) (3.20)

is adopted to refer to the world function σ(x, x̄).

The other ingredients required to construct the covariant puncture, as in (3.10), are

expressions for the one-forms dt and dxa. We can derive identities for these one-forms

in Fermi-Walker coordinates, by taking total derivatives of Eqs. (3.15) and (3.16) [46].

This derivation is given in Appendix B, while just the final result is stated here:

dt = Bσᾱαu
ᾱdxα , dxa = −eaᾱ

(
σᾱα + µσᾱβ̄σαγ̄u

β̄uγ̄
)
dyα . (3.21)

Here, yα are an arbitrary set of coordinates, and

B = −
(
σᾱβ̄u

ᾱuβ̄ + σᾱa
ᾱ
)−1

. (3.22)

The next step is to re-write these expansions in terms of x′, an arbitrarily chosen

point on the worldline within a convex normal neighbourhood of x. We do this because

expressing the field at x in terms of quantities at x̄ is not ideal. x̄ is always connected to

x by a geodesic that intersects γ orthogonally, and if we wished to implement a puncture

scheme in a particular coordinate system, we would have to express the coordinates at

x̄ in terms of the coordinates at x, which would create unnecessary complications. So

rather than leaving our results in terms of x̄, we expand the dependence on x̄ about

a nearby point x′ on γ. x′ is spatially related to x, but it is otherwise arbitrary. The

general relationship between x, x̄, and x′ is illustrated in Fig. 3.2; since x′ is arbitrary,

its specific relationship to x can be chosen to maximize convenience. For example, x

and x′ can be made to have the same coordinate time in the coordinates one uses in

one’s numerics. In Chapter 4 we will choose x′ to have the same Schwarzschild time as

x. We will use the notation

σ = σ(x, x′) (3.23)

for Synge’s world function for the points x, x′, not to be confused with σ̄. Primed indices,

as in σα′ , σα′β′ , shall refer to derivatives evaluated at the point x′.

The worldline γ is described by the parametric functions zµ(τ). Hence, to express

our quantities in terms of x′, we may write x̄ = z(τ̄) and x′ = z(τ ′), and we expand in

powers of

∆τ ≡ τ̄ − τ ′. (3.24)
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r

γ

Δτ

� x'=z(τ')

� xβ

� x=z(τ)

Figure 3.2: Illustration of the relationship between the points x̄ and x′ on the worldline γ of
the small body, depicted by the thick blue line, and the field point x. The field point x and the
point x̄ are connected by a unique geodesic β of spatial length r, which intersects the worldline
γ orthogonally at x̄. A different point x′ on γ that lies in the convex normal neighbourhood of
x, is also connected to x by a unique geodesic. The two points are separated on the worldline
by the proper-time distance ∆τ .

This procedure is made straightforward by the fact that each of the quantities hStt, h
S
ta,

hSab, dt, and dx
a is a scalar at x̄, meaning each can be expanded in an ordinary power

series. So, for example,

hStt = hStt(x, z(τ̄)) = hStt(x, x
′) +

dhStt
dτ ′

(x, x′)∆τ +O(∆τ2). (3.25)

In the end, we wish our result to be in the form of a near-coincidence expansion in powers

of σα
′
. To achieve that, we will require the standard near-coincidence expansions [86]

σαβ′ = −gα′
α

[
gα′β′ + 1

6λ
2Rα′γ′β′ζ′σ

γ′σζ
′ − 1

12λ
3Rα′γ′β′ζ′;ι′σ

γ′σζ
′
σι

′
+O(λ4)

]
, (3.26a)

σα′β′ = gα′β′ − 1
3λ

2Rα′γ′β′ζ′σ
γ′σζ

′
+ 1

12λ
3Rα′γ′β′ζ′;ι′σ

γ′σζ
′
σι

′
+O(λ4), (3.26b)

gα
′

µ;µ′ = gβ
′

µ

[
− 1

2λR
α′
β′µ′γ′σ

γ′ + 1
6λ

2Rα
′
β′µ′γ′;ζ′σ

γ′σζ
′
+O(λ3)

]
. (3.26c)

Here, gµ
′
µ is a parallel propagator. It takes a vector at x′ and parallel-transports it to x

along the unique geodesic that links these points.

After expanding the components hStt, h
S
ta, h

S
ab around x

′, expanding the one-forms dt

and dxa around x′, and combining the results, we obtain the right-hand side of Eq. (3.10)
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in the form

hSαβdy
αdyβ =

[
hStt

∂t

∂yα
∂t

∂yβ
+ 2hSta

∂t

∂y(α
∂xa

∂yβ)
+ hSab

∂xa

∂yα
∂xb

∂yβ

]
dyαdyβ, (3.27)

with the quantity in square brackets written entirely in terms of tensors containing no

remnant of Fermi-Walker coordinates. We will eliminate the dependence on the triad

legs in this expression using the identity

eαae
aβ = Pαβ (3.28)

where

Pµν ≡ gµν + uµuν (3.29)

projects onto a plane orthogonal to γ. We will then be left with a tensorial expression

for hSαβ .

To simplify expressions, we define the distances

r ≡ uµ′σ
µ′ , (3.30)

which, in a rough sense, describes the proper time between x′ and x, and

s ≡
√
Pµ′ν′σµ

′σν′ , (3.31)

which roughly describes the spatial distance between x′ and x. Both bits of notation

are taken from Ref. [87] by way of Ref. [88]. In terms of these distances, we have the

relation

σµ
′
σµ′ = 2σ(x, x′) = s2 − r2. (3.32)

As stated in the previous section, we do not always require a puncture of sufficiently

high order in λ to ensure that Eq. (3.7) is satisfied. However, for generality, we will

carry all our expansions to that order. Since hS2µν begins at order 1/λ2, and Eq. (3.7)

demands that we include all terms through order λ, we must include four total orders

in our expansions. This is precisely the number of orders included in the FW results in

Chapter 2. For brevity, we truncate some of the explicit expressions at a lower order in

λ, but our full results can be found in Ref. [1].

3.2.2 Expansion of ∆τ

Rather than moving directly to the components of the singular field, we first obtain

expansions for various quantities that go into the expressions for the singular field.

Since our strategy requires expanding the metric components and the one-forms around

the point x′, we first derive an expansion of ∆τ , the time interval in (3.24), in terms of



52 Chapter 3 The puncture scheme

σ. We define the function

p(τ ′) ≡ σα′(x, z(τ ′))uα
′
, (3.33)

and expand p(τ̄) around p(τ ′). Note that from Eq. (3.16), p(τ̄) = 0. Hence 0 = p(τ̄) =

p(τ ′ +∆τ), which we may expand as

p(τ ′ +∆τ) =p(τ ′) + p′(τ ′)∆τ +
1

2!
p′′(τ ′)∆τ2 +

1

3!
p′′′(τ ′)∆τ3 + . . .

=σα′uα
′
+
(
σα′β′uα

′
uβ

′
+ σα′uα

′
)
∆τ

+
1

2

(
σα′β′γ′u

α′
uβ

′
uγ

′
+ 3σα′β′uα

′
uβ

′
+ σα′ ȧα

′
)
∆τ2

+
1

3!

D3σα′uα
′

dτ ′3
∆τ3 +

1

4!

D4σα′uα
′

dτ ′4
∆τ4 +O(∆τ5), (3.34)

where in Eq. (3.34), we have used D/dτ ′ = uα
′∇α′ , and similar identities for higher

derivatives.

The next step is to insert the near-coincidence expansions (3.26b) for σα′β′···; third

and higher derivatives of σ are obtained from (3.26b) recursively. To solve Eq. (3.34)

for ∆τ , we expand ∆τ itself in powers of λ as

∆τ = λ∆1τ + λ2∆2τ + λ3∆3τ + λ4∆4τ +O(λ5). (3.35)

We then insert (3.35) into (3.34), and solve order by order in λ. The results are

∆1τ =r, (3.36a)

∆2τ =− raσ, (3.36b)

∆3τ =− 1

6
r3aα′aα

′
+

1

2
r2ȧσ + r(aσ)2 − 1

3
rRuσuσ, (3.36c)

∆4τ =− 5

24
r4aα

′
ȧα′ +

1

6
r3äσ − 2

3
r3aα′aα

′
aσ +

3

2
r2aσȧσ

+ r(aσ)3 − 1

6
r3aα

′
Rα′uuσ −

1

2
r2aα

′
Rα′σuσ −

2

3
raσRuσuσ

− 1

8
r2Ṙuσuσ +

1

12
rRuσuσ|σ, (3.36d)

where, e.g., Ruσuσ ≡ Rα′β′γ′δ′u
α′
σβ

′
uγ

′
σδ

′
.

3.2.3 Expansion of σ(x, x̄)

Continuing to assemble useful ingredients, we next turn to σ itself. Since the components

hStt, h
S
ta, and h

S
ab involve r =

√
2σ̄, it will be convenient to obtain an expansion of σ(x, x̄)
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around σ(x, x′). We expand σ(x, x̄) in the interval of proper time ∆τ , as

σ(x, z(τ̄)) = σ(x, z(τ ′)) +
dσ

dτ ′
∆τ +

1

2!

d2σ

dτ ′2
∆τ2 +

1

3!

d3σ

dτ ′3
∆τ3 +

1

4!

d4σ

dτ ′4
∆τ4

+
1

5!

d5σ

dτ ′5
∆τ5 +O(λ6), (3.37)

and afterwards insert the expansion (3.35) and the near-coincidence expansions (3.26b).

The outcome is

σ(x, z(τ̄)) = λ2σ2(x, x
′) + λ3σ3(x, x

′) + λ4σ4(x, x
′) + λ5σ5(x, x

′) +O(λ6), (3.38)

where

σ2 =
1

2
s2, (3.39a)

σ3 =− 1

2
r2aσ, (3.39b)

σ4 =
1

6
r3ȧσ −

1

24
r4aα′aα

′
1
2
r2(aσ)

2 − 1

6
r2Ruσuσ, (3.39c)

σ5 =− 1

24
r5aα

′
ȧα′ +

1

24
r4äσ −

1

6
r4aα′aα

′
aσ +

1

2
r3aσȧσ +

1

2
r2(aσ)

3

− 1

24
r4aα

′
Rα′uuσ −

1

6
r3aα

′
Rα′σuσ −

1

3
r2aσRuσuσ

− 1

24
r3Ṙuσuσ +

1

24
r2Ruσuσ|σ. (3.39d)

3.2.4 Expansions of dt and dxa

The expansion of the one-forms dt and dxa follows the same procedure as the expansion of

σ(x, x̄): first expand in powers of ∆τ , then substitute Eq. (3.35) and the near-coincidence

expansion of derivatives of Synge’s world function. In the case of dxa, we will also have

to make use of Eq. (3.14) for the derivative of eaα along the worldline.

It is helpful to first expand B near coincidence; recall this quantity’s appearance

in Eqs. (3.21). The result of that expansion is

B = 1 + λaσ̄ + λ2
[
(aσ̄)

2 − 1
3Rūσ̄ūσ̄

]
+ λ3

[
(aσ̄)

3 − 2
3aσ̄Rūσ̄ūσ̄ +

1
12Rūσ̄ūσ̄|σ̄

]
+O(λ4), (3.40)

where, e.g., Rūσ̄ūσ̄ ≡ Rᾱβ̄γ̄δ̄u
ᾱσβ̄uγ̄σδ̄. We place a bar over the subscripted σ’s and u’s

to distinguish contracted quantities at x̄ from those we defined at x′ as, e.g., Ruσuσ ≡
Rα′β′γ′δ′u

α′
σβ

′
uγ

′
σδ

′
.
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Following the procedure in the case of dt, beginning from Eq. (3.21), we arrive at

dt =
(
t0µ + λt1µ + λ2t2µ + λ3t3µ +O(λ4)

)
dxµ , (3.41)

where

t0µ =− gα
′

µ uα′ , (3.42a)

t1µ =− gα
′

µ (raα′ + aσuα′) , (3.42b)

t2µ =gα
′

µ

(
1

2
r2aµ′a

µ′uα′ − rȧσuα′ − (aσ)
2uα′ − 1

2
r2ȧα′ − 2raα′aσ

− 2

3
rRα′uuσ −

1

6
Rα′σuσ +

1

3
uα′Ruσuσ

)
, (3.42c)

t3µ =gα
′

µ

[
2
3 r

3aµ′a
µ′aα′ − 3

2 r
2aσȧα′ + 2r2aµ′a

µ′aσuα′ − 3raσȧσuα′

− (aσ)
3uα′ − 1

6 r
3äα′ − 3

2 r
2aα′ ȧσ − 3raα′(aσ)

2 + 2
3 raα′Ruσuσ

+ 5
6 r

3aµ
′
ȧµ′uα′ − 1

6 r
3aµ

′
Rα′uµ′u − 1

2 r
2äσuα′

+ 7
12 r

2aµ
′
Rµ′α′uσ − 1

12 r
2aµ

′
Rµ′uα′σ − 5

12 r
2aµ

′
Rµ′σα′u

− 1
6a

µ′rRµ′σα′σ +
1
2a

µ′r2uα′Rµ′uuσ − 4
3 raσRα′uuσ + aµ

′
ruα′Rµ′σuσ

− 1
6aσRα′σuσ +

2
3aσuα′Ruσuσ − 1

4 r
2Ṙα′uuσ − 1

12 rṘα′σuσ

+ 1
4 rRα′uuσ|σ +

1
12Rα′σuσ|σ +

1
4 ruα′Ṙuσuσ − 1

12uα′Ruσuσ|σ

]
. (3.42d)

Following the procedure in the case of dxa, beginning from Eq. (3.21), we arrive at

dxa =
(
xa0µ + λxa1µ + λ2xa2µ + λ3xa3µ +O(λ4)

)
dxµ , (3.43)

where

xa0µ =gβ
′

µ a
a
β′ , (3.44a)

xa1µ =gβ
′

µ e
aα′

ruβ′aα′ , (3.44b)

xa2µ =gβ
′

µ e
aα′
(
1

2
r2aα′aβ′ + raα′aσuβ′ +

1

2
r2ȧα′uβ′ +

1

6
r2Rα′uβ′u

− 1

2
rRα′β′uσ −

1

3
rRσ(α′β′)u +

1

6
Rα′σβ′σ −

1

3
ruβ′Rα′uuσ −

1

3
uβ′Rα′σuσ

)
, (3.44c)

xa3µ =gβ
′

µ e
aα′
[
raα′(aσ)

2uβ′ + 1
3 r

3aβ′ ȧα′ + 1
6 r

3aα′ ȧβ′ + r2aα′aβ′aσ − 1
3 r

2aβ′Rα′uuσ



Chapter 3 The puncture scheme 55

− 1
3 raβ′Rα′σuσ − 1

3 r
3aα′aµ′a

µ′uβ′ + 1
6 r

3aµ
′
Rα′[µ′β′]u − 1

6 r
3aµ

′
uβ′Rα′uµ′u

+ 1
12 r

3aµ
′
Rα′uβ′µ′ + r2aσȧα′uβ′ + 1

2 r
2aα′ ȧσuβ′ + 1

3 r
2aσRα′uβ′u

− 1
6 r

2aµ
′
Rµ′(α′β′)σ − 1

4 r
2aµ

′
Rα′β′µ′σ +

1
3 r

2aµ
′
uβ′Rα′[µ′σ]u − 1

3 r
2aµ

′
uβ′Rα′uµ′σ

− 1
2 raσRα′β′uσ − 1

3 raσRu(α′β′)σ − 1
3 ra

µ′uβ′Rα′σµ′σ − 2
3 raσuβ′Rα′uuσ

− 1
3aσuβ′Rα′σuσ +

1
6 r

3äα′uβ′ + 2
3 r

2aα′Rβ′uuσ +
1
6 raα′Rβ′σuσ

+ 1
12 r

3Ṙα′uβ′u +
1
12 r

3Ṙα′uβ′u − 1
6 r

2Ṙα′β′uσ − 1
6 r

2Ṙσ(β′α′)u

+ 1
12 rṘα′σβ′σ +

1
6 rRα′β′uσ|σ − 1

12 r
2Rα′uβ′u|σ +

1
6 rRσ(β′α′)u|σ

− 1
12Rα′σβ′σ|σ − 2

3 raα′uβ′Ruσuσ − 1
4 r

2uβ′Ṙα′uuσ − 1
4 ruβ′Ṙα′σuσ

+ 1
12 ruβ′Rα′uuσ|σ +

1
12uβ′Rα′σuσ|σ

]
. (3.44d)

3.2.5 Components of hS
αβ in terms of covariant quantities

We now move onto the components of the singular field. Our first step is to express

the components hStt, h
S
ta, and h

S
ab in terms of covariant quantities. We will replace the

dependence on t with a dependence on x̄, and we will replace r with na through the

relations (3.18) and (3.19). In this way, we can re-cast all of the terms in (A.2) and

(A.4) in terms of the Synge world-function σ̄. For example,

ain
i =

aiẽ
i
ᾱσ

ᾱ

√
2σ̄

=
aᾱσ

ᾱ

√
2σ̄

=
aσ̄√
2σ̄

, (3.45)

Eabn̂ab = Ra0b0

(
nanb − 1

3
δab
)

= Rᾱµ̄β̄ν̄e
ᾱ
ae
β̄
b u

µ̄uν̄
ẽaγ̄ ẽ

b
δ̄
σγ̄σδ̄

2σ̄
=
Rᾱūβ̄ūσ

ᾱσβ̄

2σ̄
, (3.46)

where in the second identity the completeness relation (B.5) was invoked and we have

introduced the definitions

Rᾱūβ̄ū ≡ Rᾱµ̄β̄ν̄u
µ̄uν̄ , aσ̄ ≡ aᾱσ

ᾱ. (3.47)

Using the identities given in Table 3.1, the singular-field components hS1αβ in Eq. (A.2)

may be written in terms of σ̄ as

hS1tt =
2µ√
2σ̄

(
2λ−1 − 3λ0aσ̄ +

5

3
λRūσ̄ūσ̄ −

7

12
λ2Rσ̄ūσ̄ū|σ̄

)
+O(λa2, λ2a, λ3) , (3.48a)

hS1ta =
µeᾱa√
2σ̄

(
λ
2

3
Rᾱσ̄σ̄ū − 4σ̄ȧᾱ

)
+ λ2

(
4

3
σ̄Ṙᾱūσ̄ū −

1

6
Rᾱσ̄σ̄ū|σ̄

)
+O(λa2, λ2a, λ3) , (3.48b)
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Table 3.1: Conversion of tidal quantities in Fermi-Walker coordinates to covariant format.
σ̄ ≡ σ(x, x̄), a2 ≡ aia

i, aσ̄ ≡ aᾱσ
ᾱ, Rūᾱūβ̄ ≡ Rµ̄ᾱβ̄ν̄u

µ̄uν̄ .

Eabn̂ab =
Rūσ̄ūσ̄
2σ̄

Eabaan̂b = − aᾱRūᾱūσ̄√
2σ̄

2n̂(aEb)cn̂c =

(
Rūᾱūβ̄ +

gᾱβ̄Rūσ̄ūσ̄

2σ̄
−
Rᾱσ̄β̄σ̄
2σ̄

)
eᾱae

β̄
b

Eabcn̂abc = −
Rūσ̄ūσ̄|σ̄

(2σ̄)3/2

E cd
(a n̂b)cd =

(
−
Rūσ̄ūσ̄|ᾱσβ̄

3(2σ̄)3/2
−

2Rūσ̄ūᾱ|σ̄σβ̄

3(2σ̄)3/2
+

2Rūᾱūβ̄|σ̄

15(2σ̄)3/2
+

4Rūᾱūσ̄|β̄

15(2σ̄)3/2

)
eᾱ(ae

β̄
b)

Ed(aa
cn̂b)cd =

(
−
aσ̄Rūσ̄ūᾱσβ̄

(2σ̄)3/2
+
aγ̄Ruγ̄uᾱσβ̄

5
√
2σ̄

+
Ruσuᾱaβ̄

5
√
2σ̄

+
Rūᾱūβ̄aσ̄

5
√
2σ̄

)
eᾱ(ae

β̄
b)

Ecdn̂cdab =

(
Rūσ̄ūσ̄
2σ̄

(
σ̄ᾱσ̄β̄
2σ̄

− 1

7
gᾱβ̄

)
−

4Rūσ̄ū(ᾱσβ̄)

7σ̄
+

2Rūᾱūβ̄
35

)
eᾱae

β̄
b

Bbcεacdn̂db = −
Rūσ̄ᾱσ̄σβ̄e

ᾱ
ae
β̄
b

(2σ̄)3/2
+
Rūβ̄ᾱσ̄e

ᾱ
ae
β̄
b

5
√
2σ̄

+
Rūσ̄ᾱβ̄e

ᾱ
ae
β̄
b

5
√
2σ̄

Bbcdn̂cdiε b
ia =

(
3Rūσ̄ᾱσ̄|σ̄
4(2σ̄)3/2

− Ṙūσ̄ūσ̄σᾱ

(2σ̄)3/2
+

2Ṙūσ̄ūᾱ

5
√
2σ̄

)
eᾱa

hS1ab =
µeᾱae

β̄
b√

2σ̄

(
2λ−1gᾱβ̄ + λ0gᾱβ̄aσ̄ − λ

[
2

3
Rᾱσ̄β̄σ̄ +

1

3
gᾱβ̄Rūσ̄ūσ̄ + 8σ̄Rᾱūβ̄ū

])
+ λ2

(
1

12
gᾱβ̄Rūσ̄ūσ̄|σ̄ +

1

3
Rᾱσ̄β̄σ̄|σ̄ + 4σ̄Rᾱūβ̄ū|σ̄

)
+O(λa2, λ2a, λ3) . (3.48c)

The components of hS2 = hSS + hSR + hδm + hδz given in (A.4)-(A.10) may be written

in terms of σ̄ as

hSStt = − µ2

λ2σ̄
− λ0

7µ2Rūσ̄ūσ̄
6σ̄

+O(λ, a) , (3.49a)

hSSta = λ0µ2
5eᾱa
3σ̄

Rᾱσ̄σ̄ū +O(λ, a) , (3.49b)

hSSab =
µ2eᾱae

β̄
b

4σ̄2

[
λ−2

(
10σ̄gᾱβ̄ − 7σᾱσβ̄

)
+ λ0

(
2

15
gᾱβ̄σ̄Rūσ̄ūσ̄ −

16

5
σ̄Rᾱσ̄β̄σ̄ +

104

75
σ̄2Rᾱūβ̄ū +

7

5
σᾱσβ̄Rūσ̄ūσ̄

)
− 64

15
σ̄2 ln(λ

√
2σ̄)Rūᾱūβ̄

]
+O(λ lnλ, a) , (3.49c)
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hSRtt = −
µhR1

ᾱβ̄√
2σ̄

(
σᾱσβ̄

2σ̄
− P ᾱβ̄

3

)
+O(λ0) , (3.50a)

hSRta = −
µhR1

γ̄β̄
uγ̄eᾱa√
2σ̄

(
σβ̄σᾱ
2σ̄

− P β̄ᾱ
3

)
+O(λ0) , (3.50b)

hSRab =
µeᾱae

β̄
b√

2σ̄

{
hR1
γ̄(ᾱσβ̄)σ̄

γ̄

σ̄
− 2

3
hR1
ᾱβ̄ + Pᾱβ̄h

R1
µ̄ν̄

(
2

3
P µ̄ν̄ +

1

3
uµ̄uν̄ − σµ̄σν̄

2σ̄

)
−
σᾱσβ̄
2σ̄

hR1
µ̄ν̄

(
P µ̄ν̄ + uµ̄uν̄

)}
+O(λ0) , (3.50c)

where P ᾱβ̄ ≡ gᾱβ̄ + uᾱuβ̄,

hδmtt =
δmᾱβ̄u

ᾱuβ̄
√
2σ̄

+O(λ0) , (3.51a)

hδmta =
δmᾱβ̄u

ᾱeβ̄a√
2σ̄

+O(λ0) , (3.51b)

hδmab =
δmᾱβ̄e

ᾱ
ae
β̄
b√

2σ̄
+O(λ0) , (3.51c)

with

δmᾱβ̄

µ
=

1

3

(
2hR1

ᾱβ̄ + gᾱβ̄h
R1
)
+
(
gᾱβ̄ + 2uᾱuβ̄

)
uµ̄uν̄hR1

µ̄ν̄

+ 4u(ᾱ

(
hR1
β̄)µ̄u

µ̄ + 2δżβ̄)

)
, (3.52)

and

hδztt = −2µδzᾱσ
ᾱ

(2σ̄)3/2
+O(λ0), (3.53a)

hδzta = O(λ0), (3.53b)

hδzab = −2µδzᾱσ
ᾱδab

(2σ̄)3/2
+O(λ0). (3.53c)

3.2.6 Expansion of hS
tt, h

S
ta and hS

ab

The next step in the calculation is to convert the expressions (3.48)–(3.53) in terms of

x̄, to expressions in terms of the point x′ on γ. Inserting Eq. (3.38) into Eqs. (3.48)

yields

hS1tt =
2µ

λs
− µλ0

s3
(r2 + 3s2)aσ +

µλ

3s3
((
r2 + 5s2

)
Ruσuσ −

(
r3 + 9rs2

)
ȧσ
)

− µλ2

12s5

(
r2s2Ruσuσ|σ − r3s2Ṙuσuσ + 7s4Ruσuσ|σ − 13rs4Ṙuσuσ

)
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+O(λa2, λ2a, λ3), (3.54a)

hS1ta = −µeα′
a

{
2λ

3s

(
Rα′σuσ − rRα′uσu + 3s2ȧα′

)
+

µλ2

18s3

(
9rs2Ṙα′σuσ − 3s2Rα′σuσ|σ + 3rs2Rα′uσu|σ − (9r2s2 + 12s4)Ṙα′uσu

)}
+O(λa2, λ2a, λ3), (3.54b)

hS1ab = µeα
′

(ae
β′

b)

[
2gα′β′

λs
+
λ0

s3
gα′β′aσ(s

2 − r2) +
λ

3s2

(
4rs2Ru(α′β′)σ − 2s2Rα′σβ′σ

− 12s4Rα′uβ′u + gα′β′(r2 − s2)Ruσuσ − gα′β′r(r2 − 3s2)ȧσ

)]

+
λ2

12s3

[
gα′β′(r3 − 3rs2)Ṙuσuσ + 4s2Rα′σβ′σ|σ + gα′β′(s2 − r2)Ruσuσ|σ

− 4rs2Ṙα′σβ′σ|σ + 8rs2Ru(α′β′)σ|σ + 8r2s2Ṙu(α′β′)σ

+ 4s2(r2 + 6s2)
(
Rα′uβ′u|σ − rṘα′uβ′u

)]
+O(λa2, λ2a, λ3). (3.54c)

Inserting Eq. (3.38) into Eqs. (3.49)–(3.53) yields the second-order singular field com-

ponents in terms of x′, as

hSStt = − 2µ2

λ2s2
− µ2λ0

3s4
(2r2 + 7s2)Ruσuσ +O(λa), (3.55a)

hSSta = −10µ2λ0eα
′
a

3s2
(Rα′σuσ − rRα′uσu) +O(λa), (3.55b)

hSSab = µ2eα
′
a e

β′

b

{
1

λ2s4
(
5s2gα′β′ − 7σα′σβ′

)
+
λ0

s4

[
gα′β′

(
5

3
r2 +

1

15
s2
)
Ruσuσ +

26

75
s4Rα′uβ′u +

16

5
rs2Ru(α′β′)σ

− 8

5
r2s2Rα′uβ′u −

8

5
s2Rα′σβ′σ +

14

3
rσ(α′Rβ′)σuσ −

7

3
r2σ(α′Rβ′)uσu

+

(
7

5
− 14r2

3s2

)
Ruσuσσα′σβ′

]
− 16

15
ln(λs)Rα′uβ′u

}
+O(λ lnλ, a), (3.55c)

hSRtt =
µ

s3

[
hR1
σσ + 2rhR1

uσ + r2hR1
uu − 1

3
s2
(
hR1 + hR1

uu

) ]
+O(λ0), (3.56a)

hSRta = −µe
α′
a

s3

[ (
hR1
uσ + rhR1

uu

)
σα′ − 1

3
s2hR1

uα′

]
+O(λ0), (3.56b)
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hSRab =
µ2eα

′
a e

β′

b

s3

[
2hR1

σ(α′σβ′) + 2rhR1
u(α′σβ′) −

2

3
s2hR1

α′β′

+ gα′β′

(
2

3
s2hR1 + s2hR1

uu − hR1
σσ − 2rhR1

uσ − r2hR1
uu

)
− σα′σβ′

(
hR1 + 2hR1

uu

) ]
+O(λ0), (3.56c)

where hR1 ≡ gµ
′ν′hR1

µ′ν′ ,

hδmtt =
δmtt(τ

′)

s
+O(λ0), (3.57a)

hδmta =
δmta(τ

′)

s
+O(λ0), (3.57b)

hδmab =
δmab(τ

′)

s
+O(λ0), (3.57c)

and

hδztt = 2µ

[
1

λ2

(
δzσ + δzur

s3

)
+

1

λ

(
δzuraσ

s3
− 3r2aσδzσ

2s5

)]
+O(λ0), (3.58a)

hδzta = O(λ0), (3.58b)

hδzab = 2µδab

[
1

λ2

(
δzσ + δzur

s3

)
+

1

λ

(
δzuraσ

s3
− 3r2aσδzσ

2s5

)]
+O(λ0), (3.58c)

with δzσ ≡ δzα′σα
′
and δzu ≡ δzα′uα

′
.

3.2.7 Covariant form of the singular fields

The final step in the calculation is to combine the covariant expansions of the components

hStt, h
S
ta, and hSab with the expansions (3.30) and (3.31) of the one-forms dt and dxa,

yielding a concrete expression in the form of (3.27). The triad legs are eliminated using

identity (3.28).

The explicit formula for the first-order singular field takes the form

hS1αβ = h
S1/a
αβ + hS1aαβ , (3.59)

where h
S1/a
αβ is the acceleration-independent part, and hS1aαβ is the acceleration-dependent

part. The former is given by

h
S1/a
µν =

2µ

λs
gα

′
µ g

β′
ν

(
gα′β′ + 2uα′uβ′

)
+ λ

µgα
′

µ g
β′
ν

3s3

[(
r2 − s2

) (
gα′β′ + 2uα′uβ′

)
Ruσuσ

− 12s4Rα′uβ′u − 12rs2u(α′Rβ′)uσu

]
+ λ2

µgα
′

µ g
β′
ν

12s3

{
16rs2u(α′Rβ′)uσu|σ
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− 16s2
(
r2 + s2

)
u(α′Ṙβ′)uσu + (gα′β′ + 2uα′uβ′)

[
r(r2 − 3s2)Ṙuσuσ

+ (s2 − r2)Ruσuσ|σ
]
+ 24s4

(
Rα′uβ′u|σ − rṘα′uβ′u

)}
+O(λ3), (3.60)

and the acceleration-dependent terms are given by

hS1 aµν =
µλ0

s3
gα

′
µ g

β′
ν

{(
s2 − r2

)
aσ(gα′β′ + 2uα′uβ′) + 8rs2a(α′uβ′)

}
+
µλ

3s2
gα

′
α g

β′

β

{
12s2(r2 + s2)ȧ(α′)uβ′) + r(3s2 − r2)ȧσ(gα′β′ + 2uα′uβ′)

}
+O(λa2, λ2a, λ3) . (3.61)

The explicit form for the second-order singular field is

hS2µν = hSSµν + hSRµν + hδmµν + hδzµν . (3.62)

The covariant forms of hSSµν , h
SR
µν and hδmµν are given by

hSSµν = λ−2µ
2

s4
gα

′
µ g

β′
ν

(
5s2gα′β′ − 7σα′σβ′ − 14ru(α′σβ′) −

(
7r2 − 3s2

)
uα′uβ′

)
− 16

15
µ2gα

′
µ g

β′
ν ln(λs)Rα′uβ′u + λ0

µ2

150s6
gα

′
µ g

β′
ν

(
10s2gα′β′

(
25r2 + s2

)
+ 20rs2

(
35rσ(α′Rβ′)uσu + (35r2 − 31s2)u(α′Rβ′)uσu − s2Rσ(α′β′)u

)
+ 10s4Rα′σβ′σ − 350rs2σ(α′Rβ′)σuσ − 10s2(35r2 − 17s2)u(α′Rβ′)σuσ

+ 2s4(5r2 + 26s2)Rα′uβ′u − 70

[ (
10r2 − 3s2

)
σα′σβ′

+4r
(
5r2 − 4s2

)
u(α′σβ′)

]
Ruσuσ−20

(
35r4−53r2s2−s4

)
uα′uβ′Ruσuσ

)
, (3.63)

hSRµν = −λ−1
µgα

′
µ g

β′
ν

s3

(
gα′β′

(
2

3
s2hR1 + (s2 − r2)hR1

uu − hR1
σσ − 2rhR1

uσ

)
− 2

3
s2hR1

α′β′ + 2hR1
σ(α′σβ′) + 2hR1

σ(α′uβ′)

− 2hR1
σσuα′uβ′ − hR1

(
σα′σβ′ − 2ru(α′σβ′) +

(
r2 − s2

)
uα′uβ′

)
+ 2rhR1

u(α′σβ′) + 2(r2 − s2) + 2(r2 − s2)hR1
u(α′uβ′)

+ 4rhR1
uσu(α′σβ′) − 2hR1

uuσα′σβ′

)
+O(λ0), (3.64)

hδmµν = −λ−1
µgα

′
µ g

β′
ν δmα′β′

s
+O(λ0), (3.65)
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where

δmαβ = µ

[
1

3

(
2hR1

αβ + gαβh
R1
)
+ 4u(αh

R1
β)µu

µ + (gαβ + 2uαuβ)u
µuνhR1

µν

]
, (3.66)

and

hδzµν = −
2µgα

′
µ g

β′
ν

(
gα′β′ + 2uα′uβ′

)
λ2s3

(
δzρ

′
+ λrδżρ

′
)
σρ′ +O

(
λ0
)
. (3.67)

We are free to cast these formulas into any coordinate system we choose.

3.3 Puncture as a coordinate expansion

To solve Eqs. (3.9) numerically, we will require the puncture field in a specific set of

coordinates. With covariant expressions for the singular field it is straightforward to

construct the puncture field as an expansion in coordinate differences ∆xα
′ ≡ xα − xα

′
,

and truncate at some order of ∆xα
′
to obtain the puncture field. The only ingredients

needed are the coordinate expansions of the covariant quantities σα
′
in powers of ∆xα

′
.

Following [88], the expansion of σα′ is found by writing

σ(x, x′) =
1

2
gα′β′(x′)∆xα

′
∆xβ

′
+Aα′β′γ′(x

′)∆xα
′
∆xβ

′
∆xγ

′

+Bα′β′γ′δ′(x
′)∆xα

′
∆xβ

′
∆xγ

′
∆xδ

′
+ . . . , (3.68)

then acting with partial derivatives on (3.68) to determine the coefficients Aα′β′γ′ ,

Bα′β′γ′δ′ etc. using σα
′
σα′ = 2σ(x, x′). Similarly, the expansion of gα

′
β can be found

by writing the expansion

gα
′

β = δα
′

β′ +Gα
′
β′γ′(x

′)∆xγ
′
+Gα

′
β′γ′δ′(x

′)∆xγ
′
∆xδ

′
+ . . . , (3.69)

acting with partial derivatives, and then determining the coefficients using the identity

σγ
′
gα

′
β;γ′ = gα

′
β,γ′σ

γ′ + Γα
′
γ′δ′g

δ′
β σ

γ′ = 0. The end result is an expansion of the form

hP1
αβ(x, x

′) =
1

λ

P(0)
α′β′

ρ
+ λ0

P(3)
α′β′

ρ3
+ λ

P(6)
α′β′

ρ5
+ λ2

P(9)
α′β′

ρ7
+O(λ3), (3.70)

hP2
αβ(x, x

′) =
1

λ2

P(2)
α′β′

ρ4
+ λ

P(5)
α′β′

ρ6
+ λ0

P(8)
α′β′

ρ8
+ λ

P(11)
α′β′

ρ10
+O(λ2), (3.71)

where ρ ≡
(
Pµ′ν′∆x

µ′∆xν
′
)1/2

. The P(n)
α′β′ are polynomials in ∆xµ

′
of homogeneous

order n. Each polynomial is of the form

P(n)
α′β′(x, x

′) = P̃(n)
α′β′µ′1...µ

′
n
(x′)∆xµ

′
1 . . .∆xµ

′
n . (3.72)
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We are now in a position to use Eqs. (3.9) to solve for the first- and second-order residual

field. In the next chapter we will show how to implement Eqs. (3.9) numerically for

the first-order field, using the puncture field specialised to the case of circular orbits in

Schwarzschild.



Chapter 4

Frequency-domain application of

the puncture scheme at first

order.

We have now formulated a practical way of solving the first- and second-order field equa-

tions, by means of the puncture scheme. Even more, we have constructed a covariant

expression for the puncture field that we can write in any set of coordinates. Now we

want to take this formalism and implement it to solve the field equations, for quasi-

circular orbits in Schwarzschild. In this chapter we will describe a frequency-domain

formulation of the puncture scheme, and we will present results of a concrete numerical

implementation at first order. Similar results have been obtained by numerous authors

using slightly different methods, but our results serve as validation of both our method

and our code. In subsequent chapters, we will discuss and resolve the difficulties that

arise in implementing our formulation at second order. Here, and for the rest of this

thesis, we will refer to standard Schwarzschild coordinates as (t, r, θ, φ).

4.1 Quasicircular orbits in Schwarzschild

We consider the simplest nontrivial scenario: quasicircular orbits in Schwarzschild space-

time. These trajectories are approximately circular on the timescale of a few orbits, but

they gradually lose energy due to the dissipative piece of the self-force. For simplicity,

in this section we neglect the self-force and treat the orbit as a circular geodesic. This is

justified by the fact that on the short timescale of a few orbits, the cumulative effect of

the self-force is small, and the orbit remains within a distance ∼ ϵ of a circular geodesic.

So, in calculating the first-order metric perturbation on the orbital timescale, we may

consistently treat the orbit as that circular geodesic. In later chapters, when proceeding

63
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to second order, we will generalize the discussion to account for the orbit’s dissipative

evolution.

We begin by revisiting some familiar details of Schwarzschild spacetime. The metric

of Schwarzschild spacetime, in Schwarzschild coordinates, is given by

gαβdx
αdxβ = −fdt2 + f−1dr2 + r2dθ2 + r2 sin2 θdφ2 , (4.1)

f ≡ 1− 2M

r
. (4.2)

The event horizon is the hypersurface r = 2M . Consider a timelike geodesic with tangent

four-velocity uα. The spherical symmetry of the background spacetime implies that

angular momentum is conserved, which, in turn, means that orbits are planar. Without

loss of generality, then, let our orbit be confined to the equatorial plane, θ = π/2, so that

uθ is identically zero. Since ξα(t) = δαt and ξα(φ) = δαφ are Killing vectors, the quantities

E ≡ −ξα(t)uα , L ≡ ξα(φ)uα (4.3)

are constants of the motion, representing the (specific) energy and angular momentum

of the orbit, respectively.

The normalisation of the four-velocity, uαuα = −1, together with Eq. (4.3), imply

the following equation of motion for geodesic trajectories in Schwarzschild spacetime:(
dr

dτ

)2

= E 2 − V (r) , V (r) ≡ f

(
1 +

L 2

r2

)
, (4.4)

where V (r) is the effective potential and τ is proper-time along the geodesic. Differen-

tiating the first equation with respect to τ yields

d2r

dτ2
= −1

2

dV (r)

dr
. (4.5)

For circular orbits, the radius r of the orbit is a constant, which we will denote as

r0. Setting d
2r/dτ2 = 0 in Eq. (4.5), and solving for r, we obtain

r0 =
L 2

2M

[
1±

(
1− 12M2

L 2

)1/2 ]
. (4.6)

Eq. (4.6) informs us that circular orbits exist, provided L 2 ≥ 12M2. For a given L

that satisfies L 2 > 12M2, there are two circular-orbit solutions: a stable one [‘+’ in Eq.

(4.6)] and an unstable one [‘-’ in Eq. (4.6)]. For the case L 2 = 12M2 there is a point of

inflection in the effective potential where these two radii converge. This is the radius of

the “innermost stable circular orbit” (ISCO), given by

rISCO = 6M. (4.7)
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From Eq. (4.6) it follows that any circular geodesic orbit at radius r0 has specific angular

momentum

L 2
0 =

Mr0
1− 3M/r0

, (4.8)

and since E 2 = V (r) for circular orbits, it has specific energy

E 2
0 =

f20
1− 3M/r0

, (4.9)

where f0 ≡ 1−2M/r0. Referring to the four-velocity for circular orbits with the notation

uα0 , Eqs. (4.3) tell us that u
t
0 and uφ0 are given by

ut0 =
1

(1− 3M/r0)
1/2

, uφ0 =

(
M/r30

1− 3M/r0

)1/2

. (4.10)

The angular-frequency, Ω ≡ dφ/dt, is easily derived from Eqs. (4.10) using Ω = ut0/u
φ
0

and Ω ≡ dφ/dt = ut0/u
φ
0 , which yields

Ω =

√
M

r30
. (4.11)

The first-order stress-energy tensor for a point mass moving along a generic world-

line was given in (1.23). Specialising to a circular equatorial orbit in Schwarzschild, it

is given by

T 1
αβ =

µ

ut0r
2
0

δ(r − r0)δ(θ − θ0)δ(φ− Ωt)u0αu0β. (4.12)

Here we are taking φ(t = 0) = 0 without loss of generality.

4.2 Fourier-harmonic decomposition

We now focus our attention on how to solve the puncture-scheme Eqs. (3.9a) and (3.9b)

for the first-order field. Rather than solving for the retarded field h1αβ itself, we will

instead solve for its trace reverse, h̄1αβ . The incentive is that the gauge constraint (2.19),

given in terms of h̄1αβ , reduces the number of equations needed to be solved, as we will

see in this section. To take advantage of this, we re-write Eqs. (3.9a) and (3.9b) as

equations for h̄1αβ , as

Eαβ [ h̄
R1 ] = −Eαβ [ h̄P1 ] inside Γ, (4.13a)

Eαβ [ h̄
1 ] = 0 outside Γ. (4.13b)

Our goal now is to solve Eqs. (4.13), for the particular case of circular orbits in Schwarzschild.
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The most economical way to do this is by decomposing the retarded field into

Fourier-harmonic modes. The motive is that the resulting field equations separate,

leading to ordinary differential equations whose derivatives are just with respect to r.

These are much easier to solve numerically than the partial differential equations in four

variables.

We write h̄1αβ as a sum over tensor, spherical-harmonic modes, as

h̄1αβ(t, r, θ, φ) =
µ

r

∞∑
ℓ=0

ℓ∑
m=−ℓ

10∑
i=1

aiℓ h̄iℓm(t, r)Y
iℓm
αβ (θ, φ, r). (4.14)

The factor of µ/r serves to factor out the scaling with µ and the dominant behaviour at

large r. Here we use the particular harmonics introduced by Barack and Lousto [89], as

slightly modified by Barack and Sago [62]:

Y 1ℓm
αβ =

1√
2


1 0 0 0

0 f−2 0 0

0 0 0 0

0 0 0 0

Y ℓm, (4.15a)

Y 2ℓm
αβ =

f−1

√
2


0 1 0 0

1 0 0 0

0 0 0 0

0 0 0 0

Y ℓm, (4.15b)

Y 3ℓm
αβ =

f√
2


1 0 0 0

0 −f−2 0 0

0 0 0 0

0 0 0 0

Y ℓm, (4.15c)

Y 4ℓm
αβ =

r√
2ℓ(ℓ+ 1)


0 0 ∂θ ∂φ

0 0 0 0

∂θ 0 0 0

∂φ 0 0 0

Y ℓm,

(4.15d)

Y 5ℓm
αβ =

rf−1√
2ℓ(ℓ+ 1)


0 0 0 0

0 0 ∂θ ∂φ

0 ∂θ 0 0

0 ∂φ 0 0

Y ℓm, (4.15e)

Y 6ℓm
αβ =

r2√
2


0 0 0 0

0 0 0 0

0 0 1 0

0 0 0 s2

Y ℓm, (4.15f)
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Y 7ℓm
αβ =

r2√
2λℓ(ℓ+ 1)


0 0 0 0

0 0 0 0

0 0 D2 D1

0 0 D1 −s2D2

Y ℓm, (4.15g)

Y 8ℓm
αβ =

r√
2ℓ(ℓ+ 1)


0 0 s−1∂φ −s ∂θ
0 0 0

s−1∂φ 0 0 0

−s ∂θ 0 0 0

Y ℓm, (4.15h)

Y 9ℓm
αβ =

rf−1√
2ℓ(ℓ+ 1)


0 0 0 0

0 0 s−1∂φ −s ∂θ
0 s−1∂φ 0 0

0 −s ∂θ 0 0

Y ℓm, (4.15i)

Y 10ℓm
αβ =

r2√
2λℓ(ℓ+ 1)


0 0 0 0

0 0 0 0

0 0 s−1D1 −sD2

0 0 −sD2 −sD1

Y ℓm. (4.15j)

s ≡ sin θ, λ ≡ (ℓ−1)(ℓ+2), Y ℓm ≡ Y ℓm(θ, φ) are the standard scalar spherical-harmonics,

and

D1 ≡ 2(∂θ − cot θ)∂φ, D2 ≡ ∂θθ − cot θ ∂θ − s−2∂φφ. (4.16)

The radial factors involving r and f are introduced for dimensional balance and for

settling the horizon behaviour.

This basis is orthogonal in the sense that∫ 2π

0
dφ

∫ π

0
dθ sin θηαµηβνY iℓm

µν Y ∗jℓ′m′

αβ = κiδijδℓℓ′δmm′ , (4.17)

where ηαβ = diag
(
1, f−2, r−2, r−2 sin−2 θ

)
, and [62]

κi =

{
f2, i = 3,

1 otherwise.
(4.18)

The coefficients aiℓ are introduced in (4.14) for the purpose of simplifying the form of

Eqs. (4.25) below. They are defined to be

aiℓ =
1√
2
×


1, i = 1, 2, 3, 6,

[ℓ(ℓ+ 1)]−1/2 , i = 4, 5, 8, 9,

[(ℓ− 1) ℓ (ℓ+ 1) (ℓ+ 2)]−1/2 , i = 7, 10.

(4.19)

Let us introduce the parity transformation, θ → π−θ, φ→ π+φ. The i = 1, . . . , 7
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tensor harmonics are even (i.e. do not change sign) under the parity transformation

and the i = 8, 9, 10 tensor harmonics are odd (i.e. change sign) under the parity trans-

formation [90]. We will refer to the i = 1, . . . , 7 modes as even-parity modes, and the

i = 8, 9, 10 modes as the odd-parity modes.

As the mode decomposition stands in Eqs. (4.14), the field equations (3.9) would

separate into a set of two-dimensional partial differential equations in the time domain,

with derivatives in both the t and r variables. We further decompose into frequency-

domain modes as

h̄iℓm(t, r) =

∫ ∞

−∞
dω h̄iℓmω(r)e

−iωt . (4.20)

The range of frequencies of the first-order field may be determined from the fol-

lowing argument. In the same vein as (4.14), T 1
αβ may be projected onto a basis of the

same ten, tensor harmonics in the form

T 1
αβ(x) =

10∑
i=1

∞∑
ℓ=0

ℓ∑
m=−ℓ

∫ ∞

−∞
dω Y iℓm

αβ e−iωtTiℓmω(r) , (4.21)

and, from Eq. (4.17), we readily obtain the iℓmω-modes

Tiℓmω(r) =
1

2πκi

∞∫
−∞

dt

2π∫
0

dφ

π∫
0

dθ sin θ ηαµηβν T 1
αβ Y

∗iℓm
µν eiωt. (4.22)

When we substitute T 1
αβ from Eq. (4.12), recalling the factor δ(φ − Ωt) in T 1

αβ , the

exp(−imφ) factor from the spherical harmonic will integrate against exp(iωt) to yield

δ(ω−mΩ). This tells us that for circular orbits, the frequency modes of the stress-energy

tensor are integer multiples of the angular frequency, Ω. In light of this, the retarded

field naturally picks up the same range of frequencies, as do h1P and h1R, and we may

write the following ansatz for the spectrum of the first-order fields:

ω = ωm ≡ mΩ . (4.23)

Based on this the mode-decompositions (4.14) with (4.20) may be re-cast as

h̄1αβ =
µ

r

10∑
i=1

∞∑
ℓ=0

ℓ∑
m=−ℓ

aiℓ Y
iℓm
αβ e−imΩt h̄iℓm(r) , (4.24)

where in Eq. (4.24) and for the rest of the thesis, we omit the ω-dependence in the

subscript of h̄iℓm(r).

After decomposing the field into tensor-harmonic modes, the partial differential

equations (4.13) separate into a set of ten, coupled, ordinary differential equations for
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each ℓm-mode, which read

Eiℓm[ h̄
R1 ] = −Eiℓm[ h̄P1 ] ≡ S1eff

iℓm inside Γ, (4.25a)

Eiℓm[ h̄
1 ] = 0 outside Γ, (4.25b)

with

Eiℓm[ h̄ ] ≡ □2d
sc h̄iℓm(r) +Mij h̄jℓm, (4.26)

where i, j = 1, . . . , 10, □2d
sc is the scalar-field wave operator, given by

□2d
sc ≡ −1

4

(
f2∂2r +

2M

r2
f∂r + ω2

m

)
+ Vℓ(r), (4.27)

and

Vℓ(r) ≡
f

4

(
2M

r3
+
ℓ(ℓ+ 1)

r2

)
. (4.28)

The second term on the right-hand side of (4.26) is the vector formed by pre-multiplying

the vector h̄jℓm(r) by the matrix Mij . These are first-order differential operators that

couple between the various h̄jℓm’s (with the same ℓ,m). Explicit formulas for them are

given in Appendix D. As expected, one finds that the seven equations for the even-

parity modes h̄iℓm with i = 1, . . . , 7 decouple from the remaining three equations for

the odd-parity modes h̄iℓm with i = 8, 9, 10: we have Mij = 0 for any i = 1, . . . , 7 with

j = 8, 9, 10, and for any i = 8, 9, 10 with j = 1, . . . , 7.

Similarly, the four gauge equations, ∇αh̄αβ = 0, separate into four gauge equations

at each (ℓ,m)-mode. Suppressing the ℓ,m mode numbers in the subscript, they read

iωmh̄1 + f

(
iωmh̄3 + ∂rh̄2 +

h̄2
r

− h̄4
r

)
= 0, (4.29a)

− iωmh̄2 − f∂rh̄1 + f2∂rh̄3 −
f

r

(
h̄1 − h̄5 − fh̄3 − 2fh̄6

)
= 0, (4.29b)

− iωmh̄4 −
f

r

(
r∂rh̄5 + 2h̄5 + ℓ(ℓ+ 1)h̄6 − h̄7

)
= 0, (4.29c)

− iωmh̄8 −
f

r

(
r∂rh̄9 + 2h̄9 − h̄10

)
= 0. (4.29d)

Eqs. (4.25) may be solved numerically for the modes of the residual fields, once

formulas for the modes of the puncture have been provided. Wardell first obtained

analytical formulas for the iℓm modes of the first-order punctures, for circular orbits in

Schwarzschild [74]. I independently derived formulas for them and successfully checked

my own results with those of Wardell. Expressions for the punctures and details of the

derivation of their frequency-domain, harmonic modes are given in Appendix C. In the

coming sections we detail the algorithm for how to solve Eqs. (4.25) numerically.
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Sector Modes calculated Modes calculated Vanishing modes

from the field from the gauge

equations conditions

ℓ ≥ 2, ℓ+m - odd i = 9, 10 i = 8 i = 1− 7

ℓ ≥ 2, ℓ+m - even i = 1, 3, 5, 6, 7 i = 2, 4 i = 8, 9, 10

ℓ = 1, m = 1 i = 1, 3, 5, 6 i = 2, 4 i = 7, 8, 9, 10

ℓ ≥ 2 even , m = 0 i = 1, 3, 5 i = 6, 7 i = 2, 4, 8, 9, 10

ℓ odd,m = 0 - analytic i = 8 none i ̸= 8

ℓ = 1,m = 0 - analytic i = 8, 9 none i ̸= 8, 9

ℓ = 0,m = 0 - analytic i = 1, 3 6 i = 2, 4, 5, 7, 8, 9, 10

Table 4.1: Summary of how the solutions for each mode are obtained. The first column

displays the different sectors, into which the modes are divided. The second column lists

the non-vanishing modes of the fields h̄iℓm that are calculated by directly solving the wave

equations (4.25a) numerically. The third column lists the non-vanishing modes of the fields

that can be calculated by solving the gauge conditions (4.29a)-(4.29d) algebraically. The odd-

parity stationary modes (m = 0 with odd ℓ) and monopole mode (ℓ = 0 = m) can be solved

for analytically.

4.3 Hierarchical structure of the boundary value problem

In this section we will describe the hierarchical structure of the ten coupled equations,

in (4.25a) and (4.25b). This structure significantly simplifies the task of numerically

solving the equations. Focusing on the left-hand side of the equations, we observe that

the odd-parity modes, i = 8, 9, 10 are coupled, and the even-parity, i = 1, . . . , 7 modes

are coupled, but these two sets of modes do not mix. Focusing on the right-hand side

of Eqs. (4.25), we find that the even-parity modes (i = 1, . . . , 7) of the effective source,

Seff1
iℓm as defined in Eq. (4.25a), are non-vanishing for ℓ+m = even, and the odd-parity

modes (i = 8, 9, 10) are non-vanishing for ℓ +m = odd. We emphasise that this holds

for orbits confined to the equatorial plane (θ = π/2), but would not be true in general.

There are also modes that vanish only when m = 0. Overall, the non-vanishing modes

of Seff1
iℓm fall into the structure

ℓ = 0,m = 0, i = 1, 3, 6,

ℓ odd,m = 0, i = 8,

ℓ even,m = 0, i = 1, 3, 5, 6, 7,

ℓ+m odd,m > 0, i = 8, 9, 10,

ℓ = 1,m = 1, i = 1, . . . , 6

ℓ+m even,m > 0, i = 1, . . . , 7.

(4.30)

We impose regularity at the future horizon and future null infinity. Regularity

at the horizon means that the components of the perturbation in coordinates that are

regular on the horizon, like advanced Eddington-Finklestein (aEF) coordinates (v =
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t + r∗(R), R = r, θ, φ), are smooth there. The aEF components, h̄
(aEF )
µν , are related to

the Schwarzschild components, h̄µν , of the metric perturbation via

h̄(aEF )
vv = h̄tt, (4.31a)

h̄
(aEF )
vR = h̄tr − f−1h̄tt, (4.31b)

h̄
(aEF )
RR =

h̄tt
f2

+ h̄rr −
2h̄tr
f
, (4.31c)

h̄
(aEF )
Rθ = h̄rθ − f−1h̄tθ, (4.31d)

h̄
(aEF )
Rφ = h̄rφ − f−1h̄tφ. (4.31e)

and h̄
(aEF )
µν = h̄µν for all other components. Referring to the mode coefficients h̄iℓm(v, r)

in Eq. (4.14), prior to the frequency decomposition, we have the relations

h̄(aEF )
vv =

µ√
2r

[
h̄1ℓm(v, r) + fh̄3ℓm(v, r)

]
Y ℓm, (4.32a)

h̄
(aEF )
vR =

µ√
2r

[
h̄2ℓm(v, r)− h̄1ℓm(v, r)− f−1h̄3ℓm(v, r)

]
Y ℓm, (4.32b)

h̄
(aEF )
RR =

µ√
2rf2

[
h̄1ℓm(v, r)− h̄2ℓm(v, r)

]
Y ℓm, (4.32c)

h̄
(aEF )
Rθ =− µ√

2rfℓ (ℓ+ 1)

[
h̄4ℓm(v, r)− h̄5ℓm(v, r)

]
∂θY

ℓm

+
µ√

2rfℓ (ℓ+ 1)

[
h̄8ℓm(v, r)− h̄9ℓm(v, r)

]
csc θ∂φY

ℓm. (4.32d)

From Eqs. (4.32), we see that for the components to be smooth at the horizon, the

modes have to satisfy the following conditions:

h̄ilm(v, r) = h̄i+1,lm(v, r) + fBiℓm(v, r) (4.33)

for i = 4, 8, where Biℓm is C∞ at r = 2M ,

h̄2ℓm(v, r) = h̄1ℓm(v, r) + f2B2ℓm(v, r), (4.34)

and h̄iℓm(v, r), i = 1, 3, 5, 6, 7, 9, 10 are C∞ at r = 2M .

Regularity at r → ∞ means that the metric perturbation is asymptotically flat at

future null infinity, i.e. its Cartesian components fall off at least as fast as 1/r at large

r (at fixed u = t− r∗), and its r-derivatives fall off faster than that.

For the nonzero-frequency modes, we further specify that the solutions behave as

ingoing waves at the horizon, and outgoing waves at r → ∞.
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The non-vanishing modes of the effective source, given in (4.30), combined with

the boundary conditions given above, specify the non-vanishing modes of the solution.

The gauge conditions (4.29) allow us to solve for a subset of these modes algebraically,

without the need to numerically solve ODEs for them. With this in mind, we may

compute the modes using the hierarchical structure summarised in Table 4.1 [89].

4.4 Homogeneous solutions

In this section we describe how to solve the homogeneous wave equation Eiℓm[h] = 0,

whose solutions will be used to obtain the inhomogeneous solutions to Eqs. (4.25a) and

(4.25b), in the manner to be explained in the following section. We will first quote the

analytically known general homogeneous solutions for the monopole and odd-ℓ, station-

ary sectors, and then proceed to describe the algorithm for solving for the remaining

modes numerically. For each mode, we seek two separate sets of homogeneous solutions.

For each non-stationary mode, one set are regular and behave as outgoing waves at

infinity, and one set are regular and behave as ingoing waves at the horizon. For each

stationary mode, there are no waves at either of the boundaries. Rather we seek two sets

of homogeneous solutions, one set which is regular at infinity, and one which is regular

at the horizon. We will use the notation h+iℓm(r) and h−iℓm(r) respectively, for the two

different types.

To aid the coming discussion it will be useful to write down the homogeneous

equation that we are solving, since we will refer to it frequently in this section. It reads

□2d
sc h̄iℓm(r) +Mij h̄jℓm = 0. (4.35)

4.4.1 Analytical solutions for the monopole (ℓ = 0,m = 0) mode

For the monopole modes, only the i = 1, 3, 6 modes are non-zero. The i = 1, 3 monopole

field equations can be further simplified using the gauge equation (4.29b) to decouple

the h̄600 mode;

h̄600 = − r

2f
∂rh̄100 −

r

2
∂rh̄300 +

1

2f

(
h̄100 − fh̄300

)
. (4.36)

The remaining field equations for h̄100 and h̄300 are given by

∂2r h̄100 = − 1

r2f

[
(r − 4M) ∂rh̄100 − h̄100 − f2

(
r∂rh̄300 − h̄300

)]
, (4.37a)

∂2r h̄300 = − 1

r2

[
r∂rh̄300 − h̄300 +

1

f2
(
(4M − r) ∂rh̄100 + h̄100

)]
. (4.37b)
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Prior to stating the homogeneous solutions, we define

H ≡ M

µ

{
h̄tt, h̄rr,

1

r2
h̄θθ =

1

r2 sin2 θ
h̄φφ

}
=

M

4
√
πr

{
h̄100 + fh̄300,

1

f2
(
h̄100 − fh̄300

)
, h̄600

}
, (4.38)

The inverse relations are

h̄100 = 2
√
π
r

µ

(
h̄tt + f2h̄rr

)
, (4.39)

h̄300 = 2
√
π
r

µf

(
h̄tt − f2h̄rr

)
. (4.40)

h̄600 = 4
√
π

1

µr
h̄θθ, (4.41)

A complete basis of homogeneous solutions to the two coupled monopole field equations

(4.37) is given by [65,89]

HA =
{
−f, f−1, 1

}
, (4.42a)

HB =

{
−fM
r3

P (r),
1

fr3
Q(r),

f

r2
P (r)

}
, (4.42b)

HC =

{
−M

4

r4
,
M3

r4f2
(3M − 2r) ,

M3

r3

}
, (4.42c)

HD =

{
M

r4
[
W (r) + rP (r)f ln f − 8M3 ln(r/M)

]
,

1

f2r4
[
K(r)− rQ(r)f ln f − 8M3(2r − 3M) ln(r/M)

]
,

1

r3
[
3r3 −W (r)− rP (r)f ln f + 8M3 ln(r/M)

]}
, (4.42d)

where

P (r) = r2 + 2rM + 4M2, (4.43a)

Q(r) = r3 − r2M − 2rM2 + 12M3, (4.43b)

W (r) = 3r3 − r2M − 4rM2 − 28

3
M3, (4.43c)

K(r) = r3M − 5r2M2 − 20

3
rM3 + 28M4. (4.43d)

None of the four solutions are regular at both boundaries. Rather, HA and HB are

regular at the horizon, but not regular at r → ∞. HC and HD are regular at r → ∞,

but not regular at the horizon, according to the criteria set out in Sec. 4.3.

As is well known, homogeneous monopole perturbations of Schwarzschild spacetime

are always perturbations toward another Schwarzschild solution. In our case, solution

HA has a mass-energy of 1/2, HD has a mass-energy of 3/2, and HB and HC are pure
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gauge. These mass values can be found by, e.g., transforming the perturbations to a

“Schwarzschild gauge” in which they take the form
∂gαβ

∂M δM and then reading off δM .

4.4.2 Analytical solutions for the axially symmetric, odd-parity modes

Odd ℓ > 1,m = 0 modes of the field are constructed, at each ℓ, from the single function

h̄8 ℓm=0(r). Denoting h̄8 ℓm=0(r) ≡ ϕℓ(r), the homogeneous field equation for h̄8 ℓm=0

[Eq. (4.35) with (D.1h)] takes the form

∂2rϕℓ + Vℓ(r)ϕℓ = 0. (4.44)

The solution takes a different form for ℓ = 1 and ℓ ≥ 2. We will discuss ℓ ≥ 2 first and

then discuss the mode ℓ = 1 separately below. For ℓ ≥ 2, solutions that are regular at

the horizon and at infinity are, respectively [89],

ϕ+ℓ≥2(r) =
x

1 + x

ℓ+1∑
n=0

aℓnx
n, (4.45)

ϕ−ℓ≥2(r) = ϕ+ℓ≥2(r) ln f +
1

1 + x

ℓ+1∑
n=0

bℓnx
n, (4.46)

where

x ≡ r/(2M)− 1, (4.47)

and the coefficients read

aℓn =
ℓ(ℓ+ 1)(ℓ+ n− 1)!

(ℓ− n+ 1)!(n+ 1)!n!
, bℓn =

ℓ−n+1∑
k=0

(−1)k
aℓn+k
k + 1

. (4.48)

These solutions have the following asymptotic behaviour at the horizon (r → 2M , x→ 0,

f → 0) and at infinity (r, x→ ∞):

ϕ−ℓ≥2(r) ∝

{
f, r → 2M,

rℓ+1, r → ∞,
(4.49)

ϕ+ℓ≥2(r) ∝

{
f ln f, r → 2M,

r−ℓ, r → ∞.
(4.50)

The solution ϕ−ℓ≥2(r) is regular (analytic) at the horizon but diverges at r → ∞, whereas

the solution ϕ+ℓ≥2(r) is regular at r → ∞ but irregular at the horizon (it vanishes there,

but it is non-differentiable).

For ℓ = 1, the function ϕ+ℓ (r) of Eq. (4.45) fails to be a solution of the homogeneous

part of Eq. (4.44) (although ϕ−ℓ=1(r) still is a solution). Instead, the general homogeneous
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solution takes the simple form

ϕ+ℓ=1(r) = 1/r, (4.51)

ϕ−ℓ=1(r) = r2. (4.52)

As stated above, the i = 8 mode is the only non-vanishing mode for odd ℓ ≥ 3,m =

0. But for ℓ = 1, we find that a homogeneous solution

h̄−9,1,0 =
4M2h̄−8,1,0(r = 2M)

r2
(4.53)

must be added to ensure regularity at the horizon. This stems from the second regularity

condition below Eq. (4.32d).

4.4.3 Numerical solution for the higher modes

The remainder of the modes are obtained through solving (4.35) numerically, using

retarded boundary conditions at the (future) event horizon and at (future) null infinity.

For the purposes of this discussion it will be useful to sometimes refer to the boundaries

in terms of the tortoise coordinate, r∗ ≡ r + 2M ln [r/(2M)− 1]. Spatial infinity is at

r∗ → ∞, or equivalently r → ∞, and the event horizon is at r∗ → −∞, or equivalently

r → 2M .

Since we are interested in constructing the physical retarded solutions, non-stationary

modes (ωm ̸= 0) should represent purely outgoing waves ∝ e−iωm(t−r∗) at infinity, and

purely ingoing waves ∝ e−iωm(t+r∗) at the horizon. From this we demand that the

solutions exhibit the following asymptotic behaviour:

h̄±iℓm(r∗ → ±∞) ∼ e±iωmr∗ (4.54)

When we construct boundary conditions, at r → ∞ we assume a priori that the radial

fields admit an asymptotic expansion in 1/r up to a factor of exp(iωr∗), and at r− 2M

we assume an asymptotic expansion in r − 2M , up to a factor of exp(−iωr∗). In the

numerical implementation we obviously cannot use r∗ = ±∞ for the location of the

boundaries. Instead, we select finite values rout/in for the location of the boundaries

at infinity/the horizon. These locations are chosen to be close enough to infinity/the

horizon that any change bringing them closer does not affect the first 16 significant digits

of the numerical solution.
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With this in mind, for the radiative modes we use the following expansions for the

boundary conditions:

h̄+iℓm(rout) = eiωmr∗out

k+max∑
k=0

aik
rkout

, (4.55)

h̄−iℓm(rin) = e−iωmr∗in

k−max∑
k=0

bik (rin − 2M)k , (4.56)

where r∗in/out ≡ r∗(rin/out). The coefficients aik and bik depend on ℓ, m, ωm. Since the

equations are second order, we also require boundary conditions for the first derivatives of

the fields, which may be taken from Eqs. (4.55) and (4.56). We numerically determine the

k±max for each of the sums at every ℓmωm mode, based on the requirement that the next

term in the summation has relative magnitude less than 10−14, compared to the partial

sum. The coefficients aik and bii are determined by substituting the ansatz (4.55) and

(4.56) into the field equations themselves and generating recurrence relations between

the aik and (separately) between the bik. We omit these recurrence relations here, but

the reader is directed to Appendix A of [91], where they can be found. For each ℓmωm

there are d freely specifiable parameters aik, and d more freely specifiable parameters bik,

where d is the number of coupled equations to be solved according to the second column

in Table 4.1. If we arrange these freely specifiable parameters in vector form as a⃗ =

{a1, a2, . . . , ad} and b⃗ = {b1, b2, . . . , bd}, then by choosing d linearly independent vectors

a⃗ (⃗b), we obtain a basis of d linearly independent asymptotic homogeneous solutions h̄+kiℓm
(h̄−kiℓm), k = 1, . . . , d, for each ℓm mode. For example [74], for the odd-parity radiative

modes we have d = 2, once the gauge condition (4.29d) has been imposed, i.e., one needs

to solve for h̄9ℓm and h̄10ℓm. For the outer homogeneous solutions the two elements of

the basis are formed by setting
{
a90, a

10
0

}
= {1, 0} and

{
a90, a

10
0

}
= {0, 1}. Similarly, we

can repeat this with
{
b90, b

10
0

}
for the inner solutions.

For even-parity stationary modes (ℓ even, m = 0), there are no ingoing/outgoing

waves at the boundaries. Instead, we impose numerical boundary conditions that are

regular at the horizon/infinity as

h̄+iℓm(rout) =

k+max∑
k=k+min

(
aik + āik log rout

)
rkout

, (4.57)

h̄−iℓm(rin) =

k−max∑
k=k−min

bik (rin − 2M)k . (4.58)

In contrast to Eqs. (4.55) and (4.56), for the static modes the sum in the ansatz starts

at some k±min that is not necessarily zero. How they are determined, and the form of

the recurrence relations for the aik, ā
i
k, b

i
k, is discussed in [91]. The extra log rout term in
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(4.57) is needed due to the fact that (4.55) does not produce the necessary number of

freely specifiable parameters aik (d = 3 in this case - see Table 4.1).

With boundary conditions in place we solve the homogeneous equation (4.35) for

each iℓm mode. The full computational algorithm is described below, in Sec. 4.6. After

computing the homogeneous solutions, we may implement the puncture scheme equa-

tions (4.25a) and (4.25b) using the worldtube method described in the coming section.

4.5 Inhomogeneous solutions and the worldtube method

In this section we will describe the worldtube algorithm for solving the puncture scheme

equations (4.25a) and (4.25b). The worldtube method for solving the first-order equa-

tions was developed in collaboration with Adam Pound and Leor Barack, but its im-

plementation in the later sections of this chapter was entirely my work. Our method

differs from the one used in a similar calculation in [74], where instead of a worldtube, a

window function is used. In our method we construct a worldtube Γ around the particle

located at radius r0, shown schematically in Fig. 4.1, and solve for the residual field

modes, h̄Riℓm, inside Γ and for the retarded field modes, h̄iℓm, outside Γ.

rr0 rr +-

Γ

Figure 4.1: The worldtube Γ : r ∈ [ r− , r+ ] centered on the worldline, such that r0 =
(r+ − r−)/2 .

Let

ψ(r) =

(
h̄1(r)

h̄3(r)

)
for ℓ = 0, m = 0, (4.59a)

ψ(r) =
(
h̄8(r)

)
for ℓ > 0, m = 0, and ℓ odd, (4.59b)
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ψ(r) =

h̄1(r)h̄3(r)

h̄5(r)

 for ℓ > 0, m = 0, and ℓ even, (4.59c)

ψ(r) =


h̄1(r)

h̄3(r)

h̄5(r)

h̄6(r)

 for ℓ = 1, m = 1, (4.59d)

ψ(r) =

(
h̄9(r)

h̄10(r)

)
for ℓ > 0, m > 0, and ℓ+m odd, (4.59e)

ψ(r) =


h̄1(r)

h̄3(r)

h̄5(r)

h̄6(r)

h̄7(r)

 for ℓ > 0, m > 0, and ℓ+m even, (4.59f)

with analogous definitions for ψR and ψP in terms of the modes of the residual field, hRiℓm,

and the modes of the puncture field, hPiℓm, respectively. In this notation the first-order

puncture-scheme equations (4.25) can be cast as

d2ψ

dr2
+B

dψ

dr
+Aψ = 0 outside Γ, (4.60)

d2ψR

dr2
+B

dψR

dr
+AψR = Jeff inside Γ, (4.61)

where A and B are r-dependent d × d matrices and the source Jeff is a column vector

with d elements. It is comprised of modes of S1eff
iℓm in the same format as Eqs. (4.59).

The domain is r ∈ (2M,∞).

Now let ψ̂ =

(
ψ

∂rψ

)
and ψ̂R =

(
ψR

∂rψ
R

)
. Write the ordinary differential equations

in first-order form, such that

dψ̂

dr
+ Âψ̂ = 0̂ outside Γ, (4.62)

dψ̂R

dr
+ Âψ̂R = Ĵeff inside Γ, (4.63)

where Â =

(
0d×d −1d×d

A B

)
is a 2d × 2d matrix and Ĵeff =

(
0d

Jeff

)
has 2d elements.

Then let Φ =
(
ψ̂[1] · · · ψ̂[2d]

)
be a 2d×2d matrix of independent homogeneous solutions

ψ̂[k] =

(
ψ[k]

∂rψ[k]

)
. This implies Φ,r + ÂΦ = 0. The general solution to Eqs. (4.62) and
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(4.63) is

ψ̂− = Φa−, r < r−, (4.64)

ψ̂+ = Φa+, r > r+, (4.65)

ψ̂R = Φ

(∫ r

r−
Φ−1Ĵeffdr′ + aR

)
, r− ≤ r ≤ r+, (4.66)

where a± and aR are arbitrary constant 2d-vectors. Direct substitution of these expres-

sions into Eqs. (4.62)–(4.63) verifies that these are general solutions.

To determine a± and aR, we impose the jump conditions

ψ̂R(r±) = ψ̂±(r±)− ψ̂P(r±), (4.67)

which yield

aR − a− = −Φ−1(r−)ψ̂
P(r−), (4.68)

aR − a+ = −
∫ r+

r−

Φ−1Ĵeffdr′ − Φ−1(r+)ψ̂
P(r+). (4.69)

Here we have two vector equations for the three unknown vectors a± and aR. To

solve the equations, we impose retarded boundary conditions. We write d independent

homogeneous solutions that are regular/ingoing waves at the inner boundary and d that

are regular/outgoing waves at infinity, and we want an inhomogeneous solution that

satisfies both those conditions. The matrix Φ can then be written as

Φ = (ψ̂[1−], . . . , ψ̂[d−], ψ̂[1+], . . . , ψ̂[d+]), (4.70)

where ψ̂[k−] is a homogeneous solution regular at r = 2M , and ψ̂[k+] is a homogeneous

solution regular at ∞. From Eqs. (4.64) and (4.65) and the boundary conditions, we

have

a− = (a−1 , . . . , a
−
d , 0, . . . , 0)

T , (4.71)

a+ = (0, . . . , 0, a+1 , . . . , a
+
d )

T , (4.72)

for some constants a±i .

Writing aR = (aR1−, . . . , a
R
k−, a

R
1+, . . . , a

R
k+)

T , we now have 4d scalar equations,

namely Eqs. (4.68), (4.69), (4.71) and (4.72), for the 4d unknowns, aRi± and a±i . Sub-

tracting Eqs. (4.69) from Eq. (4.68), we find

a =

∫ r+

r−

Φ−1Ĵeffdr +Φ−1(r+)ψ̂
P(r+)− Φ−1(r−)ψ̂

P(r−), (4.73)
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where

a ≡ (−a−1 , . . . ,−a
−
k , a

+
1 , . . . , a

+
k )

T . (4.74)

Substituting this back into Eq. (4.69) or (4.68), we find

aR =

−
r+∫
r−

Φ−1
topĴ

effdr − (Φ−1
topψ̂

P)
∣∣
r+

−(Φ−1
botψ̂

P)
∣∣
r−

 , (4.75)

where Φ−1
top and Φ−1

bot are the top and bottom d rows of Φ−1. The complete solution is

then given by Eqs. (4.64)–(4.66) with Eqs. (4.73) and (4.75).

For the modes obtained from the gauge conditions (as listed in Table 4.1), the

retarded field is calculated using Eqs. (4.29), and the residual field is recovered by

subtracting the puncture directly from the retarded field. (Note that the modes of the

residual field are not guaranteed to satisfy the gauge conditions.)

This completes our formulation of how to solve the puncture scheme equations

(4.25a) and (4.25b). Having calculated hRiℓm, the full residual field components are

found from the mode-sum h̄Rαβ = µ/r
∑

iℓm aiℓh̄
R
iℓmY

iℓm
αβ e−iωmt. In the next section we

will describe how we implemented this at first order and present our results.

4.6 Implementation and results

4.6.1 Computational algorithm

For the purpose of this discussion we will refer to the the ℓ = 0 mode and the odd ℓ,

m = 0 modes as analytical modes. We will refer to the m ̸= 0 modes, and the even ℓ

m = 0 modes that are listed in the second column of Table 4.1 as numerical modes. We

will refer to all of the modes that are listed in the third column of Table 4.1 as gauge

modes. The calculation of the modes of the first-order field proceeds as follows.

• Fix the radius r0 of the orbit, and set the mass of the large black hole to beM = 1.

• For the analytical modes, the homogeneous solutions are obtained analytically as

prescribed earlier in Secs. 4.4.1 and 4.4.2.

• For each numerical mode we construct retarded boundary conditions using the

ansatz in Eqs. (4.55) - (4.58). By substituting the ansatz into the homogeneous

equation (4.35), we obtain recurrence relations for the coefficients. We used Math-

ematica to aid this calculation. The recurrence relations can be found in full detail

in [91]. We have constructed our own recurrence relations and checked our results

numerically against the expressions in [91].
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• For the numerical modes we feed the expressions for the boundary conditions into

a numerical C++ code. The series in the ansatz for the boundary conditions

truncates automatically at k = k±max. We determine the cutoffs k±max for each

ℓ,m, ω, such that the next term in the summation has a relative magnitude less

than 10−14 compared to the partial sum.

• Then for the numerical modes we solve the homogeneous equations (4.35) using

an 8th-order, Runge-Kutta Prince-Dormand routine (RKPD), which can be found

in the Gnu Scientific Library (GSL) repositories [92]. This is an adaptive routine.

In that routine we set the absolute accuracy goal (ϵabs) to 10−16 and the relative

accuracy goal (ϵrel) to 10−14. ϵabs and ϵrel were determined such that reducing

them made no difference to our numerical results up to the 16th significant figure.

We solved using outer BCs from rout to r−, and using inner BCs from rin to r+,

where r± are the boundaries of the worldtube Γ. We set r± = r0 ±M . We set the

outer boundary to be rout = 104M taking into account that moving the boundary

further out did not change our results for the homogeneous solutions up to the

16th significant figure. Using similar considerations we set the inner boundary to

be rin = 2 + 10−8M .

• For all of the modes, we construct Ĵeff from the modes of hP1 given in (C.25).

• We calculate the constant vectors a± and aR for the numerical and the analytical

modes according to Eqs. (4.73) and (4.75), using the following method. We invert

the Φ̂(r) matrix using the LU-decomposition method and compute Φ̂−1(r)Ĵeff(r)

at every value of r, on a grid between r− and r+. We found that we required

a grid-separation of 10−3, in order to evaluate the integrals in (4.73) and (4.75)

accurately. We found that reducing the grid-separation did not alter the result

for these integrals up to machine precision. We calculate these integrals using a

routine based on Simpson’s rule.

• For the analytical and the numerical modes, we calculate the retarded field directly,

in the regions to the left and right of Γ using Eqs. (4.64) and (4.65), respectively.

Inside Γ we calculate the residual field using (4.66), evaluating the integral as

described above, and adding the modes of the puncture to obtain the full retarded

field.

• For the gauge modes, we calculate the retarded field in all regions from the gauge

conditions (4.29). Whilst at every stage of this algorithm it sufficed to use double

precision variables, when it came to computing the gauge modes we encountered

siginificant numerical errors, in particular in the region close to rin. We established

that this was due to subtracting one large number from another in the gauge

conditions (4.29), for which more digits beyond double precision were required.

We found that using long double variables to compute those modes resolved this

issue and gave accurate results.
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• We run a self-consistency check on our solutions by checking that the matching

condition (4.67) holds at the tube boundaries.

The monopole mode requires some additional consideration. Physically, this spherically-

symmetric mode describes the perturbation in the mass of the Schwarzschild background.

More precisely, the perturbed geometry g + hmonopole at r < r0 is Schwarzschild with a

certain mass M + δM<, and the perturbed geometry at r > r0 is again Schwarzschild,

with a different mass M + δM>. It can be shown that the mass difference is simply the

geodesic energy of the particle: δM> − δM< = µE .

Now, the Lorenz-gauge solution constructed as above, which is regular both at the

horizon and at infinity (and anywhere else) was first derived by Berndtson in [93]. It

can be shown (most easily by applying the Abbott-Deser conserved-integral formulation

as explained in Ref. [65]) that, for Berndtson’s solution,

δM> =
µE (r0 − 3M)

(r0 − 2M)
, r > r0, (4.76a)

δM< =µE

[
(r0 − 3M)

(r0 − 2M)
− 1

]
, r < r0. (4.76b)

Historically, a different monopole solution has typically been used, in which

δM> =µE , r > r0, (4.77a)

δM< =0, r < r0. (4.77b)

In this more commonly used solution, the only mass in the perturbation is the mass-

energy of the particle. Unfortunately, the metric perturbation in this solution is not

asymptotically flat, but rather one of its components tend to a constant. This choice of

monopole leads to a poorly behaved, very slowly decaying second-order source. While

most people use this solution, in this work we use the former, asymptotically flat solution,

because otherwise the second-order source would behave badly at infinity.

We wish to highlight that the solution which contains mass inside the orbit remains

a physical solution. We may interpret it as a re-definition of the mass of the background,

M . Whereas in the solution satisfying Eq. (4.77), M is identified with the central BH’s

mass, MBH , we can redefine the background mass as M = MBH − δM<. This just

corresponds to redistributing the total mass of the system between the background

metric, g, and the perturbation metric, h. An alternative interpretation is that instead

of looking at a specific binary with a fixed black-hole and perturbation mass, rather

we are describing a family of binaries, each with a different black-hole and perturbation

mass. As such, going from the solution satisfying (4.77), to the solution satisfying (4.76),

corresponds to switching from a binary with masses µ and M to a different binary with

masses µ and M + δM<.
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4.6.2 Results
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Figure 4.2: Modes of the first-order retarded and residual fields, for a particle in a circular
orbit, with radius r0 = 6M . At the boundaries of the worldtube, at r+ = r0 + M and
r− = r0−M , the plots show that h̄R

iℓm+ h̄P
iℓm = h̄ret

iℓm. At the particle, h̄ret
iℓm is nondifferentiable

whereas h̄R
iℓm is smooth there.

We have performed numerous checks of our results. Fig. 4.2 shows the agreement

between h̄retiℓm and h̄Riℓm+ h̄Piℓm at the boundaries of the worldtube, at r± = r0 ±M . The

plots also show that while h̄retiℓm is nondifferentiable at the particle, h̄Riℓm is differentiable

everywhere within the worldtube.

Fig. 4.3 shows plots for a selection of modes for larger values of r. For the stationary

(m = 0) modes there are no oscillations, as to be expected, while the periodic behaviour

of the m ̸= 0 modes can be seen in the wave zone at large r. For the i = 3 non-stationary

modes, we note a 1/r decay, unlike the other i modes. This is a direct consequence of

the gauge condition (4.29a). h̄3ℓm = h6ℓm, which is proportional to r2ΩABhAB at large

r. So we may interpret the 1/r decay of the h̄3ℓm modes as indicating that the correction

to the surface area of the two-sphere falls off relative quickly at large r, or in other words

the background coordinate r approaches the physical areal radius relatively quickly.



84 Chapter 4 Frequency-domain application of the puncture scheme at first order.

100 200 300 400 500 600 700 800 900 1000
r/M 

−0. 6

−0. 4

−0. 2

0. 0
h̄

re
t

8
1
0

100 200 300 400 500 600 700 800 900 1000
r/M 

−0. 008

−0. 004

0. 0

h̄
re

t
3
2
0

100 200 300 400 500 600 700 800 900 1000
r/M 

−1. 5

−0. 5

0. 5

1. 5

h̄
re

t
6
1
1

100 200 300 400 500 600 700 800 900 1000
r/M 

−1. 5

−0. 5

0. 5

1. 5

h̄
re

t
1
1
1

100 200 300 400 500 600 700 800 900 1000
r/M 

−0. 05

0. 05

0. 15

h̄
re

t
3
3
3

100 200 300 400 500 600 700 800 900 1000
r/M 

−0. 04

0. 0

0. 04

h̄
re

t
3
4
4

Figure 4.3: Sample of results for the modes of the first-order field, for 100M ≤ r ≤ 1000M ,
using the same parameters as in Fig. 4.2. Our results show that stationary (m = 0) modes
have no waves. Non-stationary modes exhibit wave behaviour at sufficiently large values of
r, in line with the boundary conditions imposed at rout. The dashed line in the bottom two
plots is const./r. For i = 3 the modes decay as 1/r.
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Figure 4.4: Relative difference between the retarded field modes computed in this work and
data provided by Warburton, for a Schwarzschild circular orbit at radius r0 = 6M .
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We have compared our numerical results for the retarded-field with Warburton and

Wardell [74], and found a relative difference of between 10−13 and 10−9, as shown in

Figs. 4.4.
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Figure 4.5: Plots of the full retarded field, according to the metric reconstruction formula
(4.24), in the equatorial plane for a circular orbit of radius r0 = 6M , on a log-log scale. The
vertical, dashed line indicates the location of the radius of the orbit, at r = r0. The field is
evaluated at θ = π/2 and φ = Ωt.

Fig. 4.5 shows the diagonal components of h̄retµν , as calculated using the metric

reconstruction formula (4.24), for a circular orbit of radius r0 = 6M . The field falls off

as 1/r at large r, and oscillations can be seen for r ≳ 100M . Sufficiently far away from

the particle, the mode sum in (4.24) converges fast enough to accurately approximate

the components of the field. But moving closer to the particle, the field gets larger and

the convergence becomes slower and slower. The mode sum approximates the field less

accurately as we approach the particle and the divergence at the particle itself cannot

be seen in Fig. 4.5, due to this arbitrarily slow convergence.

As a key test of our implementation, we have assessed the large-ℓ behaviour of the

residual field on the worldline. The ℓ modes of h̄Rµν are given by

h̄Rℓµν (z) =
µ

r0

ℓ∑
m=−ℓ

10∑
i=1

aiℓ Y
iℓm
µν (θ = π/2, φ = Ωt, r0) e

−imωmt h̄Riℓm(r0). (4.78)
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r0/M this work Berndston [93] rel. diff.

6 4.9685669(5)× 10−2 4.9685669× 10−2 < 10−7

10 1.7454613(7)× 10−2 1.7454613× 10−2 < 10−7

Table 4.2: Results for the radial component of the first-order self-force, for circular orbits

in a Schwarzschild background. Our results were calculated with ℓmax = 50, using the punc-

tures that include terms through O(λ2) in powers of distance to the worldline. Numerals in

parentheses show estimates for numerical error.

The more accurately the puncture approximates the singular field, the smoother the

residual field becomes, and therefore the more quickly its mode sum converges. On the

particle, the ℓ modes behave as [88]

h̄Rℓµν (z) ∼ ℓ−2⌊(k+1)/2⌋, (4.79)

where k is the total number of orders of distance in the puncture, and ⌊s⌋ denotes the

largest integer less than or equal to s. Our puncture includes four of orders of distance,

ranging from O(1/λ) to O(λ2). Hence, k = 4, and we expect h̄Rℓµν (z) to fall off at least

as fast as 1/ℓ4. With the residual field in hand, we can compute the self-force using

Eq. (2.59), with h1R replaced with h1R. We add the contribution from ℓ > ℓmax by

fitting a power-law tail A/ℓ4 + B/ℓ6 + C/ℓ8 + D/ℓ10 to the numerical data. In Table.

4.2 we give our results for the radial component of the self-force at a variety of orbital

radii. We find agreement with the results of Berndtson [93] to a relative accuracy of

10−7. We found that our largest source of error was the value of ℓmax, i.e. the number of

modes included in the mode sum (4.78), and the number of terms in the formula for the

tail. We found that for ℓmax ≥ 30 our final value did not change up to seven significant

figures.

Fig. 4.6 shows plots of the ℓ-modes of the non-vanishing components of h̄Rℓµν (z),

as given by Eq. (4.78). h̄Rℓtt , h̄
Rℓ
rr , h̄

Rℓ
θθ , h̄

Rℓ
tφ and h̄Rℓφφ decay like 1/ℓ4, whereas h̄Rℓtr and

h̄Rℓrφ fall off exponentially with ℓ. This exponential decay relates to the puncture either

vanishing for these components, or being time-antisymmetric for these components.
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Figure 4.6: Plots of the non-vanishing components of h̄Rℓ
µν (z) versus ℓ, according to Eq. (4.78),

for a circular orbit of radius r0 = 6M , plotted on a log-log scale. The dots show h̄Rℓ
µν (z) from

ℓ = 1 − 20, the dashed line is 1/ℓ3, the solid (thin) line is 1/ℓ4 and the solid (thick) line is
1/ℓ5.





Chapter 5

Second-order perturbation theory

in a scalar-field toy model: the

problem of infinite mode coupling

While the first-order equation has been solved numerically without too much trouble,

there are several obstacles standing in the way of us solving the second order equation.

The first issue, which is addressed in this chapter, is that very near the worldline a large

number of modes of the first-order field are required to accurately calculate a single mode

of the second-order source. These findings are covered in our paper [2], together with

a strategy for resolving the problem. The second issue is that the large-r behaviour of

the source prevents the retarded integral from converging. The following chapter gives a

detailed overview of this issue and how it is resolved, based on the findings of Ref. [75].

To introduce the problem, we refer back to the Einstein equations through second

order given in Eqs. (3.2) and (3.3). Following the approach described in Sec. 4.2, we

reduce the 4D-field equations into a one-dimensional system by decomposing the fields

into a basis of harmonics, as in Eq. (4.14). The field equations at each iℓm-mode read

Eiℓm[h
1] = 8πT 1

iℓm, (5.1)

Eiℓm[h
2] = −δ2Riℓm[h1, h1]. (5.2)

For the purposes of this discussion, we can continue to neglect the inspiral of the orbit

and work with the frequency spectrum of the circular geodesic. Now consider the source

term δ2Riℓm. Substituting the expansion (4.14) into δ2Rµν leads to a mode-coupling

formula with the schematic form

δ2Riℓm =
∑
i1ℓ1m1
i2ℓ2m2

D i1ℓ1m1i2ℓ2m2
iℓm [h1i1ℓ1m1

, h1i2ℓ2m2
], (5.3)
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where D i1ℓ1m1i2ℓ2m2
iℓm is a bilinear differential operator (given explicitly in Ref. [94]). A

single mode δ2Riℓm is an infinite sum over first-order modes h1iℓm. If h1iℓm falls off

sufficiently rapidly with ℓ, then the summation poses no problem. However, if h1iℓm falls

off slowly with ℓ, then the summation is potentially intractable. This is precisely the

situation near the point-particle singularity in Eq. (5.1). h1µν behaves approximately as

a Coulomb field, blowing up as ∼ 1/ρ, where ρ is a spatial distance from the particle,

as we saw in (2.47). The individual modes h1ilmY
ilm
µν , after summing over m, then go as

∼ l0 on the particle [74, 95], not decaying at all; at points near the particle, the decay

is arbitrarily slow.

This behaviour can be understood from the textbook example of a Coulomb field

ϕ in flat space. For a static charged particle at radius r0, the field’s modes behave as

ϕℓmYℓm ∼ rℓ</r
ℓ+1
> , where r< ≡ min(r0, r) and r> ≡ max(r0, r). On the particle, where

r = r0, we have ϕℓmYℓm ∼ ℓ0. At any point r ̸= r0, we have exponential decay with

ℓ, but that decay is arbitrarily slow when r ≈ r0. Extrapolating this behaviour to the

gravitational case (5.3), we can infer that unless the coupling operator D i1ℓ1m1i2ℓ2m2
iℓm

introduces rapid decay (which it does not), we are faced with the following tenuous

position: to obtain a single mode of the second-order source near the particle, we must

sum over an arbitrarily large number of first-order modes.

In this chapter, we explicate this problem and present a robust, broadly applicable

method of surmounting it. Rather than facing the full gravitational field equations (5.1)–

(5.2) head-on, we use a simplified toy-model set of field equations introduced in Ref. [75],

whose second-order source is designed to exhibit the same behaviour as the second-order

gravitational source. The toy-model equations describe first- and second-order scalar

fields, constructed in Minkowski spacetime as

□ϕ1 = −4πϱ ≡ S(1), (5.4)

□ϕ2 = tαβ∂αϕ
(1)∂βϕ

(1) ≡ S(2). (5.5)

Here, in Cartesian coordinates (t, xi), □ = −∂2t + ∂i∂i is the flat-space d’Alembertian,

ϱ ≡
∫
γ

δ4(x− z(τ))√
−g

dτ =
δ(xi − xip)

dt/dτ
(5.6)

is a point charge distribution moving on a worldline xµp (t) = (t, xi(t)) with proper time

τ , and tµν ≡ diag(1, 1, 1, 1). With our chosen source terms, the first-order field ϕ(1)

mimics the behaviour of h1µν , and the second-order source S(2) mimics the behaviour of

δ2Rilm.

Like Eq. (5.2), Eq. (5.5) is well defined only at points off the worldline. To solve it

globally, one would have to rewrite it as

□ϕ(2)R = S −□ϕ(2)P = tαβ∂αϕ
(1)∂βϕ

(1) −□ϕ(2)P , (5.7)
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where here, and for the rest of this chapter, we drop the superscript on S(2) and use

S instead to refer to the toy-model second-order source. ϕ(2)P is an analytically de-

termined, singular “puncture” that guarantees the total field has the correct physical

behaviour near the particle as described in Sec. 3.1, and ϕ(2)R ≡ ϕ(2)−ϕ(2)P is the regular
“residual” difference between the total field and the puncture. However, here we only

wish to address the preliminary question: given the spherical harmonic modes of ϕ(1),

how can we accurately compute the modes of S? Once that question is answered, the

same method can be carried over directly to the gravitational case to compute the source

δ2Riℓm, and Eq. (5.2) can then be solved via a puncture scheme of the sort described in

Secs. 3.1 and 4.5.

Before describing the technical details of our computations, we summarize the

problem, our strategy for overcoming it, and our successful application of that strategy.

For simplicity, we fix the particle on a circular orbit of radius r0. The modes ϕretℓm of

the first-order retarded field are then easily found; they are given by Eqs. (5.15) and

(5.16). (To streamline the notation, we shall omit the subscript “(1)” on first-order

fields.) From those modes, one can naively attempt to compute the modes Sℓm of the

source using an analog of Eq. (5.3), given explicitly by Eq. (5.31) below. Figure 5.1

shows the failure of this direct computation in the case of the monopole mode S00.

Although the convergence is rapid at points far from the particle, it becomes arbitrarily

slow near the particle’s radial position r0. In principle, this obstacle could be overcome

with brute force, simply adding more modes until we achieve some desired accuracy at

some desired nearest point to the particle. However, that relies on having all the modes

of the retarded field at hand; in the first-order computation described in Chapter 4,

the retarded field modes are found numerically, and the number of modes is limited

by practical computational demands. Hence, we should rephrase the question from the

previous paragraph: given the spherical harmonic modes of ϕ(1) up to some maximum

ℓ = ℓmax, how can we accurately compute the modes of S?

Our answer to this question is to utilize a 4D approximation to the point-particle

singularity. As discussed in Sec. 2.3, the retarded field of a point particle can be split

into two pieces as ϕret = ϕS + ϕR, where ϕS is the singular field, which is a particular

solution to Eq. (5.4), and ϕR is the corresponding regular field, which is a smooth

solution to □ϕR = 0. The Detweiler-Whiting split [49] used here is the precise analog

of the ones defined for the EM and gravity cases in the introduction. This is the same

singular-regular split found in Eq. (1.36) of the metric perturbation, described in the

introductory section 1.2.5. The slow falloff of ϕretℓm with ℓ is entirely isolated in the

modes of the singular field, ϕSℓm; because ϕ
R is smooth, its modes ϕRℓm have a uniform

exponential falloff with ℓ. Generally, there is no way to obtain a closed-form expression

for ϕS, but we can easily obtain a local expansion of ϕS in powers of distance from the

particle (i.e. powers of λ using the notation introduced in Chapter 3). A truncation

of that expansion at some finite order of λ provides a puncture, which we denote by
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Figure 5.1: The source mode S00[ϕ
ret, ϕret] as a function of ∆r ≡ r−r0, with an

orbital radius r0 = 10, as computed from the mode-coupling formula (5.31). To
assess the convergence of the sum in Eq. (5.31), we truncate the first-order field
modes ϕℓm at a maximum ℓ value ℓmax, and we display the behaviour of S00
for various values of ℓmax. The insets show that far from the particle, the sum
converges rapidly with ℓmax. However, near the particle there is no evidence of
numerical convergence.

ϕP ; it is given explicitly by Eq. (5.22) below. It defines a residual field ϕR ≡ ϕret − ϕP

that approximates ϕR. We make use of all this by writing the source in the suggestively

quadratic form S[ϕ, ϕ], and in some region near the particle, splitting the field into the

two pieces ϕP + ϕR. An ℓm mode of S can then be written as

Sℓm = Sℓm[ϕ
R, ϕR] + 2Sℓm[ϕ

R, ϕP ] + Sℓm[ϕ
P , ϕP ]. (5.8)

The first two terms, Sℓm[ϕ
R, ϕR] and Sℓm[ϕ

R, ϕP ], can be computed from the modes

of ϕR and ϕP using Eq. (5.31); for sufficiently smooth ϕR, the convergence will be

sufficiently rapid. The problem of slow convergence is then isolated in the third term,

Sℓm[ϕ
P , ϕP ]. This term cannot be accurately computed from the modes of ϕP . However,

S[ϕP , ϕP ] can be computed in 4D using the 4D expression for ϕP . Its modes Sℓm[ϕ
P , ϕP ]

can then be computed directly, without utilizing the mode-coupling formula (5.31),

simply by integrating the 4D expression against a scalar harmonic.

Our strategy is hence summarized as follows:

1. compute the modes ϕPℓm by direct integration of the 4D expression (5.40). From

the result, and Eqs. (5.15)–(5.16), compute the modes ϕRℓm = ϕretℓm − ϕPℓm
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2. evaluate Sℓm[ϕ
R, ϕR] and Sℓm[ϕ

R, ϕP ] using the mode-coupling formula (5.31)

3. evaluate S[ϕP , ϕP ] in 4D, using Eq. (5.40), and obtain its modes Sℓm[ϕ
P , ϕP ] by

direct integration

4. combine these results in Eq. (5.8).

This strategy is to be applied in some region around r = r0; outside that region, one

may simply use the retarded modes in Eq. (5.31) without difficulty.

Figure 5.2 displays a successful implementation of this strategy. The true source

mode S00, as computed via our strategy, is shown in thick solid blue. The same mode

S00 as computed via mode coupling from ϕretℓm, with a finite ℓmax = 20, is shown in thin

solid grey. As we can see, the two results agree far from the particle, where the source

mode as computed via mode coupling has converged. But near the particle, the results

differ by an arbitrarily large amount; the true source correctly diverges at r = r0, due

to the singularity in the first-order field, while the source computed via mode coupling

remains finite due to the truncation at finite ℓmax.

In the remaining sections of this chapter, we describe the technical details of our

strategy, as well as the challenges that arise in implementing it. Section 5.1 summarizes

the various relevant fields—retarded and advanced, singular and regular, puncture and

residual. Section 5.2 derives the coupling formula that expresses a second-order source

mode Sℓm as a sum over first-order field modes. Section 5.3 details the computation of

Sℓm[ϕ
R, ϕR] and Sℓm[ϕ

R, ϕP ]; Sec. 5.4, the computation of Sℓm[ϕ
P , ϕP ]. In Sec. 5.5, we

reiterate the outline of our strategy as it applies to the gravitational case; the successful

application to gravity will be shown in Chapter 8.

To avoid repetition, we state in advance that all plots are for a particle at radius

r0 = 10.

5.1 First-order fields

5.1.1 Retarded and advanced solutions

To begin, we work in spherical polar coordinates (t, r, θA), where θA ≡ (θ, φ). We place

the particle on the equatorial circular orbit xµp (t) = (t, r0, π/2,Ωt) with normalized four-

velocity uµ = (1−r20Ω2)−1/2(1, 0, 0,Ω), and we adopt a Keplerian frequency Ω =
√

1/r30.

The point source (5.6) can then be expanded in spherical and frequency harmonics by

rewriting it as

ϱ =
δ(r − rp)

r2ut

∑
ℓm

Y ∗
ℓm(θ

A
p )Ylm(θ

A) (5.9)

and using Y ∗
ℓm(θ

A
p ) = e−imΩtYℓm(π/2, 0). Here ut = dt

dτ = (1− r20Ω
2)−1/2.
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Figure 5.2: The source mode S00[ϕ
ret, ϕret] as computed with the strategy outlined in the

text. The dot-dashed red curve shows the contribution from S00[ϕ
R, ϕR] + 2S00[ϕ

R, ϕP ], the
dashed black curve shows the contribution from S00[ϕ

P , ϕP ], and the thick solid blue curve
shows their sum S00[ϕ

ret, ϕret], which diverges at ∆r = 0. On the scale of the main plot,
S00[ϕ

P , ϕP ] is indistinguishable from S00[ϕ
ret, ϕret]; the insets show that they differ by a small,

but distinguishable amount, which is made up by S00[ϕ
R, ϕR]+2S00[ϕ

R, ϕP ]. For comparison,
the thin grey curve displays the result for S00[ϕ

ret, ϕret] as computed from the mode-coupling
formula (5.31), which agrees with the correct result far from the particle but differs strongly
from it near the particle. All curves were generated with r0 = 10, all four orders in the
puncture (5.22), and ℓmax = 20.

Most of the fields we are interested in can be constructed by integrating this source

against a Green’s function. The retarded and advanced Green’s functions satisfying

□G(x, x′) = −4πδ4(x− x′) are given by

Gret/adv(x, x′) =
δ(t− t′ ∓ |x⃗− x⃗′|)

|x⃗− x⃗′|
, (5.10)
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where x⃗ is a Cartesian three-vector. The Fourier transforms, G
ret/adv
ω =∫

eiω(t−t
′)Gret/adv(x, x′)dt, are

Gret/adv
ω =

e±iω|x⃗−x⃗
′|

|x⃗− x⃗′|
, (5.11)

which can be expanded in spherical harmonics as

Gret/adv
ω = ∓i

∑
ℓm

ωjℓ(ωr<)h
(1,2)
ℓ (ωr>)Y

∗
ℓm(θ

A′
)Yℓm(θ

A). (5.12)

Here the upper sign and h
(1)
ℓ correspond to the retarded solution, and the lower sign

and h
(2)
ℓ to the advanced. h

(1)
ℓ and h

(2)
ℓ are the spherical Hankel functions of the first

and second kind, jℓ is the spherical Bessel function of the first kind, and when used in

the Green’s function, r≶ ≡ min/max(r, r′). In the static limit ω → 0, the retarded and

advanced Green’s functions both reduce to

Gret/adv =
1

|x⃗− x⃗′|
=
∑
ℓm

1

2ℓ+ 1

rℓ<

rℓ+1
>

Y ∗
ℓm(θ

A′
)Yℓm(θ

A). (5.13)

Integrating against these Green’s functions, we find the retarded and advanced

solutions

ϕret/adv =
∑
ℓm

ϕ
ret/adv
ℓm (r)e−imΩtYℓm(θ

A), (5.14)

where

ϕ
ret/adv
ℓm = ±4πi

ut
NℓmmΩjℓ(mΩr<)h

(1,2)
ℓ (mΩr>) (5.15)

for m ̸= 0, and

ϕ
ret/adv
ℓ0 =

4π

ut
Nl0

2ℓ+ 1

rℓ<

rℓ+1
>

(5.16)

for m = 0. Here

Nℓm ≡ Yℓm (π/2, 0) (5.17)

and we have reverted to the previous notation r≶ ≡ min/max(r, r0).

As discussed in the introduction to this chapter, the large-ℓ behaviour of these fields

is the source of the infinite-coupling problem. Noting that Nℓ0 ∼ ℓ0, we see that the

stationary modes in Eq. (5.16) behave as ϕℓ0 ∼ 1
ℓ
rℓ<
rℓ+1
>

. Hence, ϕℓ0 decays exponentially

with ℓ at points far from r = r0, still exponentially but more slowly at points close to

r = r0, and as ℓ−1 at r = r0. The oscillatory, m ̸= 0 modes exhibit similar behaviour,

although it is not obvious from Eq. (5.15). After summing ϕℓmYℓm over m, the large-

ℓ behaviour becomes ∼ ℓ0 on the particle, with an exponential but arbitrarily weak

suppression at points slightly off the particle. The quantitative consequences of this,

already displayed in Fig. 5.1, will be spelled out in later sections.
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5.1.2 Singular and regular fields

In flat space, the Detweiler-Whiting singular field is simply ϕS ≡ 1
2(ϕ

ret + ϕadv). Its

four-dimensional form can be written as

ϕS =
1

2

∫
[Gret(x, x′) +Gadv(x, x′)]ϱ(x′)d4x′. (5.18)

Its modes are more easily found directly from Eqs. (5.15) and (5.16). For m ̸= 0,

ϕSℓm =
4π

ut
NℓmmΩjℓ(mΩr<)yℓ(mΩr>), (5.19)

where yℓ is the spherical Bessel function of the second kind. For m = 0, ϕSℓ0 = ϕ
ret/adv
ℓ0 .

Correspondingly, in flat space the regular field is ϕR = ϕret − ϕS = 1
2(ϕ

ret − ϕadv).

Its four-dimensional form can be written as an integral analogous to (5.18). Its modes

can be found straightforwardly from Eqs. (5.15) and (5.16). For m ̸= 0,

ϕRℓm =
4πi

ut
NℓmmΩjℓ(mΩr<)jℓ(mΩr>), (5.20)

and for m = 0, ϕRℓ0 = 0.

5.1.3 Puncture and residual fields

The puncture field ϕP is obtained in 4D by performing a local expansion of the integral

representation (5.18) of the singular field. That procedure is common in the literature,

and so we do not belabour it here; instead we refer the reader to, e.g., Ref. [88] for details,

and give here only the main results. Letting λ ≡ 1 count powers of distance from the

particle, the covariant expansion of the flat-space puncture to fourth-from-leading order

in distance is

ϕS(x, x′) =
1

s
+
σa
(
s2 − r2

)
2s3

+
a2s2

(
r4 − 6r2s2 − 3s4

)
+ 9σ2a

(
r2 − s2

)2 − 4rs2σȧ
(
r2 − 3s2

)
24s5

+
1

48s7

[
2rs4aαȧα

(
r4 − 10r2s2 − 15s4

)
− 3a2s2σa

(
r6 − 5r4s2 + 15r2s4 + 5s6

)
+ 4σaσȧrs

2(3r4 − 10r2s2 + 15s4)

− 15σ3a(r
2 − s2)3 − 2σäs

4(r4 − 6r2s2 − 3s4)
]
+O(λ3). (5.21)

where the terms are O(λ−1), O(λ0), O(λ1) and O(λ2), respectively. Here we follow the

notation of Chapter 3, in which σX ≡ σα′Xα′
for any vector Xα; the bi-scalar σ(x, x′)

is the Synge world function, equal to one half of the squared geodesic distance between

x and x′, and σα ≡ ∂σ
∂xα′ ; the vectors aα ≡ uβ∇βu

α, ȧα ≡ uβ∇βa
α and äα ≡ uβ∇β ȧ

α
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are the acceleration and its first and second derivatives, respectively; and the quantities

r ≡ σα′uα
′
and s ≡

√
(gαβ + uα′uβ′)σα′σβ′ are projected components of the geodesic

distance from the field point to the reference point x′ on the worldline. In our case, gαβ

is the metric of flat spacetime and ∇α is the covariant derivative compatible with it.

To facilitate the computation of spherical harmonic modes, it is customary to

express the field in a rotated coordinate system in which the particle is momentarily at

the north pole. We refer back to Appendix. C, where we used these coordinates in the

derivation of the modes of the first-order puncture. We label the angles in this system

αA
′ ≡ (α, β), such that at a given instant t, the particle sits at α = 0. More details can

be found in Appendix E. As we describe there and in later sections of this chapter, in our

calculations this rotation introduces new complications and loses some of its traditional

advantages. Nevertheless, its benefits outweigh its drawbacks.

In terms of the rotated angles αA
′
, a puncture satisfying ϕP = ϕS + O(λ3) can

be obtained from a coordinate expansion of Eq. (5.21). For the circular orbits we are

interested in here, this is given explicitly by

ϕP = λ−1ϕP(−1) + λ0ϕP(0) + λϕP(1) + λ2ϕP(2), (5.22)

where

ϕP(−1) =
1

ρ
, (5.23a)

ϕP(0) = − ∆r

2r0ρχ
(1− 2v2s2) +

∆r3

2r0χ0χρ3
(1− 2v2s2 + v4s2), (5.23b)

ϕP(1) =
3∆r6

8r20ρ
5χ2

0χ
2

(
1− 2v2s2 + v4s2

)2
+

ρv2

24r20χ
2
0χ

2
[3v6s2 − 3(1 + s2)− 3v2(2− 7s2)

+ v4(1− 5s2 − 8s4)] +
∆r2

24r20ρχ
2
0χ

2
[9− 18v2(1 + s2)− 6v8s2(1− 4s2)

+ 3v4(5 + 8s2 + 8s4)− 2v6(1 + 4s2 + 22s4)] +
∆r4

24r20ρ
3χ2

0χ
2
[−18 + 3v8s2(1− 9s2)

+ 3v2(7 + 19s2)− 3v4(1 + 21s2 + 20s4) + v6(1 + s2 + 88s4)], (5.23c)

ϕP(2) =
5∆r9

16r30ρ
7χ3

0χ
3
(1− 2v2s2 + v4s2)3 − ∆rρv2

48r30χ
3
0χ

3
[6v10s4 + 3(1 + s2)

+ v8s2(7− 8s2 − 32s4) + 3v2(11− 14s2 + 2s4) + v4(13− 62s2 + 16s4)

− v6(1 + 50s2 − 124s4 + 16s6)]− ∆r7

16r30ρ
5χ3

0χ
3
[15− 3v12s4(1− 7s2)

− 3v2(6 + 25s2) + 3v4(1 + 33s2 + 46s4)− v10s2(1− 8s2 + 112s4)

+ v8s2(2 + 65s2 + 188s4)− v6(1 + 22s2 + 211s4 + 96s6)]
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− ∆r3

48r30ρχ
3
0χ

3
[15− 3v12s4(7− 16s2)− 3v2(16 + 17s2)− v10s2(17− 13s2 + 128s4)

+ 3v4(11 + 61s2 + 14s4)− v6(26 + 158s2 + 125s4 + 48s6)

+ v8(2 + 115s2 + 19s4 + 152s6)] +
∆r5

48r30ρ
3χ3

0χ
3
[45− 6v12s4(4− 15s2)

− 3v2(33 + 61s2)− v10s2(13− 47s2 + 400s4) + 3v4(23 + 131s2 + 94s4)

− 2v6(5 + 134s2 + 281s4 + 108s6) + v8(1 + 53s2 + 275s4 + 520s6)]. (5.23d)

Here v2 ≡ r20Ω
2, s ≡ sinβ, χ ≡ 1− v2s2, χ0 ≡ 1− v2 = 1/(ut)2, and

ρ ≡
[2r20χ
χ0

(δ2 + 1− cosα)
]1/2

, (5.24)

with δ2 ≡ χ0∆r2

2r20χ
. Note that the only dependence of the singular field on α appears

through ρ, while β appears through ρ, χ, and the explicit powers of s. Also note that

the above expression for ϕP(αA
′
) is valid only at the instant when the particle is at the

north pole of the rotated coordinate system.

Given this choice of puncture field, the residual field is defined implicitly by ϕR ≡
ϕret − ϕP . Since we do not have a closed-form expression for ϕret, we cannot write an

exact result for ϕR in 4D. However, we can compute its modes from those of ϕret and

ϕP using ϕRℓm = ϕretℓm − ϕPℓm.

Before proceeding, note that in Eq. (5.22), we have kept the first four orders from

the local expansion of ϕS. We refer to this as a fourth-order puncture; if in a particular

calculation we include only the first three of them, we refer to it as a third-order puncture,

and so on. The higher the order of the puncture, the smoother the residual field, and

hence the more rapid the falloff of ϕRℓm with ℓ. In the following sections we will explore

how our strategy of computing S is impacted by this, and we shall find that the puncture

must be of at least third order for our strategy to succeed.

5.2 Second-order source

We are now interested in how the modes of the fields are coupled in the source

S = tµν∂µϕ1∂νϕ1. For later use, we derive the mode-coupling formula in both θA and

αA
′
coordinates. The method of derivation, and the end result in θA coordinates, was

previously presented in Ref. [75], and so we omit some details here.
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5.2.1 In θA coordinates

Written as a bilinear functional, S is given more explicitly by

S[ϕ(1), ϕ(2)] = ∂tϕ
(1)∂tϕ

(2) + ∂rϕ
(1)∂rϕ

(2) +
1

r2
ΩAB∂Aϕ

(1)∂Bϕ
(2), (5.25)

where ϕ(1) and ϕ(2) are any two differentiable fields, ΩAB = diag(1, sin2 θ) is the metric

of the unit sphere and ΩAB is its inverse. Substituting ϕ(n) =
∑

ℓm ϕ
(n)
ℓm(r)e−imΩtYℓm,

we get

S =
∑
ℓ1m1
ℓ2m2

e−i(m1+m2)Ωt
[(
∂rϕ

(1)
ℓ1m1

∂rϕ
(2)
ℓ2m2

−m1m2Ω
2ϕ

(1)
ℓ1m1

ϕ
(2)
ℓ2m2

)
Yℓ1m1Yℓ2m2+

1

r2
ϕ
(1)
ℓ1m1

ϕ
(2)
ℓ2m2

∂AYℓ1m1∂AYℓ2m2

]
, (5.26)

where indices are raised with ΩAB.

To obtain the spherical-harmonic coefficient of Eq. (5.26), we first rewrite ∂AYℓm

in terms of spin-weighted harmonics sYℓm (see Ref. [96] for an overview), as

∂AY
ℓm =

1

2

√
ℓ(ℓ+ 1)

(
−1Y

ℓmmA − 1Y
ℓmm∗

A

)
, (5.27)

where mA ≡
(
1, i

sin θ

)
and its complex conjugate m∗A form a null basis on the unit

sphere. This allows us to compute Sℓm, which is an integral against Y ∗
ℓm = 0Y

∗
ℓm, by

appealing to the general formula∮
sY

ℓm∗
s1Y

ℓ1m1
s2Y

ℓ2m2dΩ = Cℓmsℓ1m1s1ℓ2m2s2 , (5.28)

(see for example Sec. 30B of the text by Hecht [97]) where dΩ = sin θ dθ dϕ and for

s = s1 + s2,

Cℓmsℓ1m1s1ℓ2m2s2 =

(−1)m+s

√
(2ℓ+ 1)(2ℓ1 + 1)(2ℓ2 + 1)

4π

(
ℓ ℓ1 ℓ2

s −s1 −s2

)(
ℓ ℓ1 ℓ2

−m m1 m2

)
. (5.29)

Here the arrays are 3j symbols, which enforce

m =m1 +m2, (5.30a)

s =s1 + s2, (5.30b)

|ℓ1 − ℓ2| ≤ℓ ≤ ℓ1 + ℓ2. (5.30c)

We refer to (5.30c) as the triangle inequality. If s = s1 = s2 = 0, Eq. (5.28) reduces to

the standard formula for the integral of three ordinary spherical harmonics. We refer

the reader to Ref. [75] for more details.
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After using Eq. (5.27), mAmA = 0, mAm∗
A = 2, and Eq. (5.28), we find that

Eq. (5.26) can be written as S =
∑

ℓm Sℓm(r)e
−imΩtYℓm, with modes given by

Sℓm[ϕ
(1), ϕ(2)] =

∑
ℓ1m1
ℓ2m2

[
Cℓm0
ℓ1m10ℓ2m20

(
∂rϕ

(1)
ℓ1m1

∂rϕ
(2)
ℓ2m2

−m1m2Ω
2ϕ

(1)
ℓ1m1

ϕ
(2)
ℓ2m2

)

− 1

2r2

√
ℓ1(ℓ1 + 1)ℓ2(ℓ2 + 1)Cℓm0

ℓ1m1−1ℓ2m21

(
ϕ
(1)
ℓ1m1

ϕ
(2)
ℓ2m2

+ ϕ
(2)
ℓ1m1

ϕ
(1)
ℓ2m2

)]
. (5.31)

We have used the freedom to relabel ℓ1m1 ↔ ℓ2m2 and the symmetry Cℓmsℓ1m1s1ℓ2m2s2
=

Cℓmsℓ2m2s2ℓ1m1s1
to slightly simplify this result. We note that the range of the sum is

restricted by the 3j symbols in Cℓmsℓ1m1s1ℓ2m2s2
, which enforce (5.30a) and (5.30c). The

first of these restrictions has been used to replace e−i(m1+m2)Ωt with e−imΩt, and it can

be further used to eliminate the sum over m2.

In our toy model, Eq. (5.31) plays the role of Eq. (5.3) from the gravitational case.

When we only have access to a finite number of modes ϕ
(n)
ℓm up to ℓ = ℓmax, then the

sum is truncated: explicitly, it becomes the partial sum

Sℓmax
ℓm ≡

ℓmax∑
ℓ1=0

ℓmax∑
ℓ2=0

ℓ1∑
m1=−ℓ1

Sℓ1m1ℓ2,m−m1

ℓm , (5.32)

where we have eliminated the sum over m2, and for brevity we have suppressed the

functional arguments and defined Sℓ1m1ℓ2m2
ℓm as the summand in Eq. (5.31). By appeal-

ing to the triangle inequality, we could write the second sum even more explicitly as∑min(ℓmax,ℓ+l1)
ℓ2=|ℓ−ℓ1| .

The slow convergence of the limit Sℓmax
ℓm → Sℓm was illustrated in Fig. 5.1. Its

behaviour will be more carefully analyzed in the following sections.

5.2.2 In αA
′
coordinates

Although Eq. (5.31) is the mode-coupling formula that we will utilize in explicit compu-

tations, we will also make use of the analogous formula in the rotated coordinates αA
′
.

Deriving that result additionally provides an opportunity to introduce the 4D form of

S in these coordinates, which will be essential in Sec. 5.4.

Obtaining the source in the rotated coordinates involves a new subtlety: the 4D

expression for S involves t derivatives, while our expression (5.22) for ϕP(αA
′
) is intended

to only be instantaneously valid at the instant when the particle is at the north pole

of the rotated coordinate system. We discuss this subtlety in Appendix E. In brief, we

may treat the coordinates αA
′
as themselves dependent on t, and appropriately account

for that time dependence when acting with t derivatives. The 4D expression for S is
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then given by Eq. (E.4), which we reproduce here for convenience:

S[ϕ(1), ϕ(2)] = α̇A
′
∂A′ϕ(1)α̇A

′
∂A′ϕ(2) + ∂rϕ

(1)∂rϕ
(2) +

1

r2
ΩA

′B′
∂A′ϕ(1)∂B′ϕ(1), (5.33)

where ΩA
′B′

= diag(1, csc2 α) is the inverse metric on the unit sphere in the rotated

coordinates, and the time derivatives in Eq. (5.25) now manifest in the quantity α̇A
′
=

Ω(− cosβ, cotα sinβ).

The modes of the source in the rotated coordinates are given by

Sℓm′ =

∮
S(αA

′
)Y ∗
ℓm′(αA

′
)dΩ′. (5.34)

We will consistently use m′ to denote the azimuthal number in the rotated coordinates;

because ℓ is invariant under rotations, it is the same in both sets of coordinates.

In Sec. 5.4 we will evaluate the integral (5.34) for S[ϕP , ϕP ] without first decompos-

ing ϕP into modes. But generically, if we expand each ϕ(n) as
∑

ℓm′ ϕ
(n)
ℓm′Yℓm′ , then we

can evaluate the integral analytically in the same way as we did for Sℓm. This is made

possible by first writing α̇A
′
in terms of spin-weight ±1 harmonics as

α̇A
′
=

√
π

3
Ω
[
(−1Y11 + −1Y1,−1)m

A′
+ (1Y11 + 1Y1,−1)m

∗A′]
. (5.35)

Next, we use Eq. (5.27), which is covariant on the unit sphere and hence also applies

in αA
′
coordinates. Combining these results, invoking Eqs. (5.28)-(5.29), and using the

properties of the 3j symbols to simplify, we find

α̇A
′
∂A′ϕ =

Ω

2

∑
ℓm′

(µ−ℓm′ϕℓ,m′+1 − µ+ℓm′ϕℓ,m′−1)Yℓm′ , (5.36)

where µ±ℓm′ ≡
√

(ℓ±m′)(ℓ∓m′ + 1).

Substituting Eq. (5.36) into Eq. (5.33) and following the same procedure as in the

previous section, we find

Sℓm′ =
∑
ℓ1m′

1
ℓ2m′

2

{
Cℓm

′0
ℓ1m′

10ℓ2m
′
20

[
∂rϕ

(1)
ℓ1m′

1
∂rϕ

(2)
ℓ2m′

2

+ 1
4Ω

2(µ−1 ϕ
(1)
ℓ1,m′

1+1
− µ+1 ϕℓ1,m′

1−1)(µ
−
2 ϕℓ2,m′

2+1 − µ+2 ϕℓ2,m′
2−1)

]
− 1

2r2

√
ℓ1(ℓ1 + 1)ℓ2(ℓ2 + 1)Cℓm

′0
ℓ1m′

1−1ℓ2m′
21

(
ϕ
(1)
ℓ1m′

1
ϕ
(2)
ℓ2m′

2
+ ϕ

(2)
ℓ1m′

1
ϕ
(1)
ℓ2m′

2

)}
, (5.37)

where µ±i ≡ µ±
lim′

i
. Note that unlike Eq. (5.31), which gave the coefficient in∑

ℓm Sℓm(r)e
−imΩtYℓm(θ

A), Eq. (5.37) gives the coefficient in
∑

ℓm Sℓm′(r)Yℓm(α
A′
), with

no phase factor; the time dependence is entirely contained in the αA
′
dependence.
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5.3 Computing Sℓm[ϕ
R, ϕR] and Sℓm[ϕ

R, ϕP ]

Following the strategy outlined in the introduction, we now compute Sℓm[ϕ
R, ϕR] and

Sℓm[ϕ
R, ϕP ] from the modes of ϕR and ϕP using the mode-coupling formula (5.31). In

Sec. 5.4 we will then complete our calculation by computing Sℓm[ϕ
P , ϕP ] from the 4D

expression for ϕP .

5.3.1 Outline of the strategy

As input for Sℓm[ϕ
R, ϕR] and Sℓm[ϕ

R, ϕP ] in Eq. (5.31), we require the modes ϕPℓm. We

begin by computing the modes

ϕPℓm′ =

∮
ϕP(αA

′
)Y ∗
ℓm′(αA

′
)dΩ′ (5.38)

in the rotated coordinates αA
′
. The modes in the unrotated coordinates θA are then

retrieved using

ϕPℓm =
∑
m′

ϕPℓm′Dℓ
mm′(π, π/2, π/2), (5.39)

where Dl
mm′ is a Wigner D matrix element. Equation (5.39) yields the modes in a

coordinate system in which the particle is on the equator at an azimuthal angle ϕp = 0.

An additional rotation brings it to its original position ϕp = Ωt. The sole effect of that

rotation is to introduce the phase e−imΩt: ϕℓm → ϕℓme
−imΩt.

Given the modes ϕPℓm, the rest of the procedure is straightforward. In summary, it

involves four steps:1

1. Decompose the puncture field (5.22) into ℓm′ modes using Eq. (5.38).

2. Use Eq. (5.39) to obtain the ℓm modes ϕPℓm.

3. Compute the residual-field modes ϕRℓm = ϕretℓm−ϕPℓm [with ϕretℓm given in Eqs. (5.15)

and (5.16)].

4. Use Eq. (5.31) to compute Sℓm[ϕ
R, ϕR] and Sℓm[ϕ

R, ϕP ].

Sections 5.3.2–5.3.6 describe the first three steps, and Sec. 5.3.7 presents and discusses

the results of the final step.

1We could alternatively compute the modes Sℓm′ [ϕR, ϕR] and Sℓm′ [ϕR, ϕP ] directly from ϕP
ℓm′ using

Eq. (5.37). Sℓm[ϕR, ϕR] and Sℓm[ϕR, ϕP ] would then be computed using the analogs of Eq. (5.39).
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5.3.2 Calculation of ϕP
ℓm

Concretely evaluating the integrals (5.38) is a nontrivial task. Before addressing that

topic, we make several prefatory remarks.

First, we note that although integrals like (5.38) of local expansions like (5.22) are

common in the literature, in our context they introduce a unique challenge. Typically,

integrals of this sort appear in mode-sum regularization and puncture schemes [95, 98].

In those contexts, one’s primary goal is to compute the Detweiler-Whiting regular field

(or some finite number of its derivatives) on the particle’s worldline. This gives one

considerable leeway: If one is interested in computing n derivatives of the regular field,

for example, then so long as one preserves the puncture through order λn, one can

smoothly deform the integrand in Eq. (5.38), and one can do so in a different way for

each ℓm′ mode. Similarly, one can evaluate the integral with a local expansion in the

limit ∆r → 0, which generally simplifies the integration. And since Yℓm′ vanishes at

α = 0 for m′ ̸= 0, one need only evaluate the m′ = 0 mode (or in the calculations in

Ref. [74], the m′ = 0,±1,±2 modes); traditionally, this restriction to m′ = 0 has been a

major advantage of using rotated coordinates like αA
′
.

In our calculation, we have none of these luxuries. Because we compute Sℓm[ϕ
P , ϕP ]

from the 4D expression for ϕP while we compute Sℓm[ϕ
R, ϕP ] and Sℓm[ϕ

R, ϕR] from the

modes ϕPℓm′ , the modes must correspond to an exact evaluation of Eq. (5.38); otherwise,

Sℓm[ϕ
P , ϕP ] + 2Sℓm[ϕ

R, ϕP ] + Sℓm[ϕ
R, ϕR] would not be equal to Sℓm[ϕ

ret, ϕret]. This

means that if we deform the integrand in Eq. (5.38), then we must make an identical

deformation of the 4D expression for ϕP . Similarly, any expansion in powers of ∆r

would have to be performed for both the ℓm′ modes and the 4D expression; because we

must evaluate these quantities over a range of ∆r values, we cannot rely on eventually

taking the limit ∆r → 0. And finally, we cannot limit our computation to m′ = 0; since

we do not evaluate any quantities at α = 0, there is no a priori limit to the number of

m′ modes we must compute. (If we only required S on the particle, then we would only

require the modes Sℓ0′ , but even these modes depend on all m′ modes of ϕ.)

In brief, we must be exact. We must compute all ℓm′ modes of ϕP without intro-

ducing any approximations. The lone exception to this, to be discussed in Sec. 5.3.8, is

that in practice we can truncate the number of m′ modes at some |m′| = m′
max. This

is possible because the modes fall off rapidly with |m′|, allowing us to neglect large-|m′|
modes without introducing significant numerical error.

We must address one more issue before detailing the evaluation of Eq. (5.38). As

discussed in Ref. [74], our puncture ϕP is not smooth at all points off the particle.

The particle sits at the north pole α = 0 of the sphere at ∆r = 0, and ϕP correctly

diverges as 1/λ there. But even away from the particle, for each fixed ∆r ̸= 0, ϕP

has a directional discontinuity at the south pole α = π, inherited from a directional
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discontinuity in the quantity ρ. This discontinuity is nonphysical. ϕP is originally

defined from a local expansion in the neighbourhood of the particle, but in order to

evaluate the integrals (5.38), it must be extended over the entire sphere spanned by

αA. The particular discontinuity we face is a consequence of the particular manner in

which we have performed that extension. Because the total field ϕP + ϕR is smooth

at all points off the particle, this singularity at α = π must be canceled by one in ϕR.

And because nonsmoothness of a field leads to slow falloff with ℓ, this discontinuity

limits the convergence rate of Sℓm[ϕ
P , ϕR] and Sℓm[ϕ

R, ϕR] with ℓmax. Concretely, the

discontinuity introduces terms of the form (−1)ℓ

ℓ into ϕRℓm′ for all m′ ̸= 0.

To eliminate the discontinuity, we must adopt a different extension of ϕP over the

sphere. Following Ref. [74], we do so by introducing a regularizing factor:

ϕP(∆r, αA
′
) → Wn

m(cosα)ϕ
P(∆r, αA

′
). (5.40)

Here the parameters n and m are chosen such that n ≥ k and m ≥ m′
max, where k is the

order of the puncture and m′
max is the maximum value of |m′| we use. Wn

m’s dependence

on these two parameters is dictated by the required behaviour at the two poles. To

control the behaviour at the south pole, we choose a regularizing factor that scales as

Wn
m = O[(π − α)m], which makes Wn

mϕ
P a Cm−1 function at α = π. For an otherwise

smooth function, standard estimation methods [99] show that this degree of smoothness

ensures that the modes |ϕPℓm′ |, and hence |ϕRℓm′ |, fall off as ≲ ℓ−m±1; for sufficiently large

m, this nonspectral decay will be negligible compared to the slow convergence coming

from the singularity at the particle. Now, at the same time as satisfying these conditions

at the south pole, we must keep control of the behaviour at the north pole. Specifically,

Wn
m must leave all k orders intact in the kth-order puncture, implying that it must

behave as Wn
m = 1 + O(αn) near α = 0. We satisfy the requirements at both poles by

choosing

Wn
m ≡ 1− n

2

(
(m+ n− 2)/2

n/2

)
B

(
1− cosα

2
;
n

2
,
m

2

)
, (5.41)

where

(
p

q

)
is the Binomial coefficient, and B(z; a, b) is the incomplete Beta function.

This choice has the required properties at the poles provided n and m are positive

integers, and additionally thatm is even. This is not a significant restriction; as discussed

below, the β integrals ensure that only even m′ need be considered in our circular-orbit

toy model, and even if this were not the case we could always choose m to be the smallest

even number greater than m′
max. With these restrictions on n and m, Wn

m takes the

straightforward form of a polynomial in y ≡ 1−cosα
2 , whose coefficients and degree both

depend on the particular choice of n and m. For example, in all our computations we use
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n = 4 (equal to the highest order of puncture we use) and m = 10 (equal to the value of

m′
max we almost exclusively use), in which case W4

10 = 1−15y2+40y3−45y4+24y5−5y6.

Heeding the warnings above about our need for exactness, we must apply this regu-

larization consistently to the 4D puncture in all our calculations, not solely in evaluating

the integrals (5.38). So henceforth, we will always use Eq. (5.40) as our puncture, with

fixed n and m independent of the particular ℓ,m′ mode being considered.

With our preparations out of the way, we now describe our evaluation of the in-

tegrals (5.38). We use two methods for computing the double integral (5.38), namely

(i) evaluate the α integrals analytically and subsequently evaluate the β integrals as

numerical elliptic-type integrals, and (ii) evaluate both the α and β integrals entirely

numerically. The second method is computationally more expensive than the first. How-

ever, we used both methods as an internal consistency check. We will describe method

(i) first and begin by explaining the steps in the the analytical evaluation of the α

integrals.

5.3.3 Integration over α

We first recall that all of the α dependence of the puncture (5.23) is contained inside

the quantity ρ. Hence, the integral that we need to evaluate takes the general form∫ 1

−1
Wk

m(x)P
m′
ℓ (x)ρn dx, (5.42)

where x = cosα, Pm
′

ℓ (x) are the associated Legendre polynomials, and n is an odd

integer.

Furthermore, the simple form of Wn
m as a power series in 1−cosα

2 means that we can

use Eq. (5.24) to rewrite it as an even power series in ∆r and ρ. The integrals (5.42)

can therefore all be written in the form∫ 1

−1
Pm

′
ℓ (x)ρn dx (5.43)

for n an odd integer.

Concentrating first on the simplest case of m′ = 0, the integration can be done

analytically using

∫ 1

−1
(δ2 + 1− x)n/2P 0

ℓ (x) dx =
(−1)

n+1
2 (δ2 + 2)

n
2
+1
[(

1
2

)
n+1
2

]2(
ℓ− n

2

)
n+2

2F1(−ℓ, ℓ+ 1;−n
2 ;−

δ2

2 )

− 2 |δ| δn+1

n+ 2
2F1(−ℓ, ℓ+ 1; n2 + 2;− δ2

2 ). (5.44)
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For any given odd integer n, this is merely a pair of even polynomials of degree 2l in δ,

one multiplying (δ2 + 2)
p
2
+1 and the other multiplying |δ|δp+1.

Turning to the m′ ̸= 0 case, these can now be written in terms of the m′ = 0 result.

Using the definition for the associated Legendre polynomials in terms of the Legendre

polynomials,

Pmℓ (x) = (−1)m(1− x2)m/2
dm

dxm
Pℓ(x), (5.45)

the integral (5.43) can be integrated by parts m′ times, resulting in an integral of the

form (5.44) along with a set of m′ boundary terms. These boundary terms are given by

m′−1∑
k=0

[
(−1)k

dkρn

dxk
dm

′−k−1

dxm′−k−1
Pℓ(x)

]x=1

x=−1
, (5.46)

and are therefore power series in δ of the same kind as in Eq. (5.44). The integrals over

β then have the same form as for the m′ = 0 case.

5.3.4 Alternative method for evaluating α integrals

An alternative, but equivalent strategy for evaluating the α integrals, Eq. (5.42), is

based on expressing Wn
m(x) and P

m′
ℓ (x) as finite polynomials in (1+x) and (1−x). For

example n = 4 and m = 10, Eq. (5.41) can be written as

W4
10(x) =

3

16
(1 + x)5 − 5

64
(1 + x)6. (5.47)

Similarly, for m ≥ 0,

Pmℓ (x) =

ℓ∑
p=0

m∑
q=0

cℓmpq(1 + x)p+q−m/2(1− x)ℓ−p−q+m/2 , (5.48)

where cℓmpq are x-independent constants given by

cℓmpq =
(−1)m+ℓ−p+q

2ℓ

(
ℓ

p

)2(m
q

)
(ℓ− p)!

(ℓ− p− q)!

p!

(p−m+ q)!
. (5.49)

Equation (5.48) can be derived by using the standard representation Pℓ(x) =
1
2ℓ

∑ℓ
p=0

(
ℓ
p

)2
(x − 1)ℓ−p(x + 1)p in the formula Pmℓ = (−1)m(1 − x2)m/2 dm

dxmPℓ(x) and

appealing to the Leibniz rule. The analogue of Eq. (5.48) for m < 0 follows from

P−m
ℓ = (−1)m (ℓ−m)!

(ℓ+m)!P
m
ℓ ; but in practice we need not evaluate the integrals (5.42) for

m′ < 0, since for real-valued ϕP we have ϕPℓ,−m′ = (−1)m
′
ϕP∗
ℓm′

Substituting the polynomials (5.47) and (5.48) into (5.42) yields a sum of integrals

of the form Fabn(δ) ≡
∫ 1
−1dx (1+ x)a/2(1− x)b/2(δ2 +1− x)n/2, where a, b, n are positive

integers. We write the α integral in Eq. (5.38) as a linear combination of these integrals
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Fabn. Using Wolfram Mathematica, we tabulate analytical formulae for all Fabn that

appear in this linear combination for ϕPℓm′ to ℓ = 200 and m′ = 10. Each of the

tabulated formulae is a finite polynomial in δ, and once tabulated, these formulae allow

us to almost instantaneously evaluate the α integral.

5.3.5 Integration over β

We next turn to computing the β integrals. The explicit β-dependent terms in the

puncture, Eq. (5.23), appear in the form of positive, even powers of sinβ. The other

dependences on β in the integrand appear through ρ (where they appear as powers of

χ = 1−r20Ω2 sin2 β), through χ itself, and through the factor of e−im
′β from the spherical

harmonic. With this in mind it can readily be shown that odd-m′ modes vanish and all

of the non-vanishing modes are purely real.

Furthermore, following from this structure the net dependence on β has two possible

forms. The first term in Eq. (5.44) above yields integrals of the form

∫ 2π

0

(
2 +

χ0∆r
2

2r20χ

)n
2
+1

χk/2dβ, (5.50)

where n is an odd integer. For n = −1 and k = −1 this can be recognized as a complete

elliptic integral of the third kind, with arguments that depend on ∆r, r0, and Ω (through

χ0). All other values of n and k can be reduced to this case by integrating by parts

a sufficient number of times. The second type of integral arises from the second term

in Eq. (5.44). This yields integrands involving χn with n an integer; their integral is

a polynomial involving r0Ω. Combining these results, we can therefore compute the

integrals over β exactly and analytically (in terms of elliptic integrals).

In practice we found it sufficiently efficient (and simpler) to evaluate the β integral

directly using numerical integration, rather than manipulating it into elliptic integral

form. In that case, we used the fact that the integrand is symmetric in the sense that∫ 2π

0
f(β)ℓm′dβ = 2

∫ π

0
f(β)ℓm′dβ (5.51)

to reduce the computational cost. To compute the integrals we used a C++ code

employing a 15-point Gauss-Kronrod rule.

5.3.6 Two-dimensional numerical integration

As a check on our methods, we also evaluated Eq. (5.38) by computing the double

integral entirely numerically. We used a C++ code employing a 25-point Clenshaw-

Curtis integration rule. As the azimuthal mode number m′ increases, the β integrals



108
Chapter 5 Second-order perturbation theory in a scalar-field toy model: the problem of

infinite mode coupling

-0.00026

-0.00022

-0.00018

-0.00014

-0.00012

S
00

lmax

5
10
15

20
25
30

-0.1 0 0.1
-1.84e-4

-1.8e-4

-1.76e-4
-1.74e-4

-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
∆r

5e-05

6e-05

7e-05

8e-05

S
00

lmax

2
4

6
8

-0.01 0 0.01
6.55e-05

6.56e-05

6.57e-05

6.58e-05

Figure 5.3: Demonstration of rapid convergence of the sum (5.31) for
S00[ϕ

R, ϕP ] (top panel) and S00[ϕ
R, ϕR] (bottom panel). The mode S00 is plot-

ted as a function of ∆r for a range of values of ℓmax. Here we use r0 = 10,
m′

max = 10, and all four orders in the puncture (5.22).

become highly oscillatory, resulting in loss of accuracy. We found that to improve the

accuracy of our results, it was necessary to split the β integral, over the range [0, π], into

a sum of m′ separate integrals, each over the range β ∈ [(i− 1)/(m′π), i/(m′π)], where

i runs from 1 to m′. In all cases, this fully numerical method agreed with the mixed

analytical-numerical method described above.

5.3.7 Calculation of Sℓm[ϕ
R, ϕR] and Sℓm[ϕ

R, ϕP ]

After obtaining the modes of ϕP , we implement the final three steps in the strategy

outlined at the end of Sec. 5.3.1. The results are shown in Fig. 5.3 for the monopole

modes S00[ϕ
R, ϕP ] and S00[ϕ

R, ϕR]. We see that unlike Sℓm[ϕ
ret, ϕret], Sℓm[ϕ

R, ϕP ] and

Sℓm[ϕ
R, ϕR] both converge rapidly with increasing ℓmax. On the scale of the main plot,

Sℓm[ϕ
R, ϕP ] has numerically converged by ℓmax = 10 and Sℓm[ϕ

R, ϕR] by ℓmax = 6; the

insets show the small changes at larger ℓmax.

However, to make useful predictions about how our strategy extends to gravita-

tional fields, we must say more than that it works; we must say something about how
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and when it works. We do this by considering two important convergence properties of

Eq. (5.31):

1. How quickly do Sℓm[ϕ
R, ϕP ] and Sℓm[ϕ

R, ϕR] converge as m′
max → ∞?

2. How does the convergence of Sℓm[ϕ
R, ϕP ] and Sℓm[ϕ

R, ϕR] with ℓmax depend on

the order of the puncture ϕP? More pointedly, how high order must the puncture

be in order to guarantee convergence with ℓmax?

The last of these is the most pertinent: as we shall discuss below, if the puncture is of

too low order, then our strategy simply does not work. However, to elucidate that issue,

it will be useful to first determine the convergence with m′
max.

5.3.8 Convergence with m′
max

To assess the rate of convergence with m′
max, we introduce the finite difference

∆S
m′

max
ℓm ≡ S

m′
max

ℓm − S
m′

max−1
ℓm , (5.52)

where S
m′

max
ℓm is given by Eq. (5.31) with ϕ

(1)
ℓm′ and ϕ

(2)
ℓm′ set to zero for |m′| > m′

max.

Concretely, this means truncating the sum (5.39) at |m′| = m′
max.

Figure 5.4 displays the quantity ∆S
m′

max
00 [ϕR, ϕR] as a function of m′

max at a fixed

value of ℓmax and ∆r. On the semilogarithmic scale of the plot, ∆S
m′

max
00 falls lin-

early, indicating exponential decay. Although we do not display it, the behaviour of

∆S
m′

max
00 [ϕR, ϕP ] is identical, and the behaviour is independent of ∆r. Given this rapid

decay, we conclude that in practice, we need include only a small number of m′ modes;

in all other figures in this paper, we use m′
max = 10.

Sℓm’s rapid convergence with m′
max is a consequence of ϕPℓm′ ’s rapid falloff with m′.

As shown in the inset of Fig. 5.4, this falloff is exponential, like that of ∆S
m′

max
ℓm . The

exponential falloff naturally extends from ϕPℓm′ to ϕRℓm′ , since ϕret will never possess worse

convergence properties than those of ϕP , and from there it extends to the convergence

of the sum (5.39) and finally to Eq. (5.31).

We can best understand this behaviour, and predict its extension to the gravity

case, by obtaining analytical estimates of ϕPℓm′ ’s falloff. First consider the decomposition

into m′ modes, without the attendant decomposition into ℓ modes. An m′ mode is

defined by ϕPm′ =
∫ 2π
0 e−im

′βϕPdβ. For all α ̸= 0, we can integrate by parts p times to

express this as

ϕPm′ =

(
−i
m′

)p ∫ 2π

0
e−im

′β∂pβϕ
Pdβ. (5.53)
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Figure 5.4: Influence of m′ modes on Sℓm. The main plot shows

∆S
m′

max
00 [ϕR, ϕR], which is seen to fall off linearly on the plot’s semilog scale,

implying exponential decay with m′
max. The inset shows ϕPℓm′ as a function of

m′ for ℓ = 10 (open blue circles), ℓ = 20 (closed black circles), and ℓ = 30
(open red triangles). In all cases, the modes decay exponentially with m′; this

behaviour carries over to ϕRℓm′ and explains the falloff of ∆S
m′

max
ℓm . To obtain

this data we used a fourth-order puncture, ℓmax = 30, and ∆r = 10−4.

Hence,

|ϕPm′ | ≤
C(∆r, α)

|m′|p
, (5.54)

where C(∆r, α) ≡ 2πmaxβ |∂pβϕ
P | is independent of m′. Since ϕP is a C∞ function of β

at each fixed α ̸= 0, π, the bound (5.54) holds for all integers p ≥ 0, and we can see by

induction that ϕPm′ falls faster than any inverse power of |m′|. This rate is uniform in

∆r for each α ̸= 0, π; it is not uniform in (∆r, α) because the divergence at the particle

implies supC(∆r, α) = ∞.

Now consider the decomposition into ℓm′ modes, which we may write as

ϕPℓm′ = Nℓm′
∫ π
0 ϕ

P
m′Pm

′
ℓ (cosα) sinαdα, where Nℓm′ =

√
2ℓ+1
4π

(ℓ−m′)!
(ℓ+m′)! . Because the expo-

nential falloff of ϕm′ is nonuniform, we might worry that it does not extend to ϕℓm′ .

However, we can quickly deduce that that is not the case. Using the bound [100]

|Nℓm′Pm
′

ℓ | ≤
√

2ℓ+1
8π and Eq. (5.53), we have

|ϕPℓm′ | ≤
1

|m′|p

√
2ℓ+ 1

8π

∫ π

0

∫ 2π

0
|∂pβϕ

P sinα|dα. (5.55)
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Next we note that ∂pβϕ
P has the same behaviour as ϕP : it is finite except at ∆r = 0,

where it diverges as ∼ 1/α at small α; the derivatives with respect to β do not alter

this behaviour. Hence, the ℓm′-independent integral
∫ π
0

∫ 2π
0 |∂pβϕ

P sinα|dα exists for all

integers p ≥ 0, and we infer by induction that ϕPℓm′ falls off faster than any power of

|m′|. Of course, we can only consider large m′ if ℓ is at least as large. But because the

only ℓ dependence in the bound (5.55) is the factor
√
2ℓ+ 1, this consideration does not

affect our conclusion.

Of course, exponential convergence does not necessarily mean usefully fast con-

vergence. As we have seen, the falloff of ϕPℓm with ℓ is exponentially fast at all points

away from ∆r = 0, but for practical purposes it is slow for small ∆r. However, that is

an artefact of the convergence rate being nonuniform. Crucially, the convergence with

m′
max is uniform in ∆r.

The (uniformly) rapid falloff of ∆S
m′

max
ℓm [ϕR, ϕP ] and ∆S

m′
max

ℓm [ϕR, ϕR] with m′
max

now follows directly from the rapid falloff of ϕPℓm′ . Because this conclusion relies only

on generic behaviour of the puncture, it will also apply in the gravity case.

5.3.9 Convergence with ℓmax

We now turn to the central issue of the convergence rate with ℓmax. To assess that, we

examine the finite difference

∆Sℓmax
ℓm ≡ Sℓmax

ℓm − Sℓmax−1
ℓm , (5.56)

where Sℓmax
ℓm is the partial sum in Eq. (5.32).

Figure 5.5 displays ∆Sℓmax
00 [ϕR, ϕP ] and ∆Sℓmax

00 [ϕR, ϕR] at a point very near the

particle (∆r = 10−12). We see that when so close to the particle, the sum (5.31)

exhibits power law convergence. At large enough ℓmax, this will morph into exponential

convergence, as ϕℓm’s slow exponential decay with ℓ eventually takes over. The further

we move from the particle, the less clean the power laws, and the more quickly the

exponential convergence dominates.

The most important aspect of the power laws are their dependence on the order

of the puncture. As we will discuss below, a subtle competition between power laws

makes determining the true asymptotics nontrivial, and the numerical results can be

misleading. Nevertheless, the numerics provide a useful frame for the discussion. For a

kth-order puncture, Fig. 5.5 suggests that S00[ϕ
R, ϕR] converges as

∆Sℓmax
00 [ϕR, ϕR] ∼


ℓ−1
max if k = 1,

ℓ−3
max if k = 2,

ℓ−7
max if k = 3 or 4;

(5.57)
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Figure 5.5: The impact of the puncture order k on Sℓm’s convergence with ℓmax.
∆Sℓmax

00 [ϕR, ϕP ] (left panel) and ∆Sℓmax
00 [ϕR, ϕR] (right) are plotted as functions

of ℓmax. In both panels, results are shown for k = 1 (red crosses), k = 2 (blue
triangles), k = 3 (solid black circles), and k = 4 (open purple circles) and
∆r = 10−12. The straight lines show the asymptotic behaviour ∝ lpmax of the
data. In the left panel, listed from top to bottom, they are proportional to ℓ0max,
ℓ−1
max, and ℓ

−3
max; in the right panel, ℓ−1

max, ℓ
−3
max, and ℓ

−7
max.

we will demonstrate below that for k = 3, this inferred falloff is incorrect, and that one

would have to go to much larger values of ℓmax to see the true asymptotic behaviour. But

the essential facts are unaltered by that: In order for Sℓm to converge with ℓmax, ∆S
ℓmax
ℓm

must fall off at least as ℓ−1−p
max with p > 0. Hence, to ensure numerical convergence

of S00[ϕ
R, ϕR], we must use at least a second-order puncture. Although exponential

convergence would eventually manifest, in a concrete situation where we have access to

modes up to ℓ = ℓmax, the exponential convergence would only assist us at distances

|∆r| ∼ r0 from the particle.

Because ϕP is singular, S00[ϕ
R, ϕP ] converges more slowly than S00[ϕ

R, ϕR]. Ac-

cording to Fig. 5.5,

∆Sℓmax
00 [ϕR, ϕP ] ∼


ℓ0max if k = 1,

ℓ−1
max if k = 2,

ℓ−3
max if k = 3 or 4;

(5.58)

again, the inferred falloff for k = 3 is incorrect. But again, we can nevertheless draw

the essential conclusions: Because they are slower than those of Eq. (5.57), the falloff

rates in Eq. (5.58) are the ultimate determiner of how high order our puncture must be.
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To ensure numerical convergence of S00[ϕ
R, ϕR] + 2S00[ϕ

R, ϕP ], and hence to allow our

overarching strategy to succeed, we must use at least a third-order puncture.

All of the behaviour we have just described is generic; it is not particular to the

monopole. We now argue, by way of scaling estimates for arbitrary k, that it also

extends to the gravitational case. As a byproduct of our derivation, we will also discover,

as alluded to above, that the power laws in Eqs. (5.57) and (5.58) are not the true

asymptotic falloffs for k = 3.

First let us continue to focus on S00. We will afterward generalize to arbitrary ℓm.

Although in practice we use Eq. (5.31) to compute Sℓm, Eq. (5.37) will be more useful

for our argument. For ℓ = 0, Eq. (5.29) simplifies to

C000
ℓ1m1s1ℓ2m2s2 =

(−1)m1+s1
√
4π

δℓ1ℓ2δ
m1
−m2

δs1−s2 , (5.59)

where δij is a Kronecker delta. Substituting this into Eq. (5.37) and simplifying, we find

S00 =
1√
4π

∑
ℓm′

[
∂rϕ

(1)
ℓm′∂rϕ

(2)∗
ℓm′ +

ℓ(ℓ+ 1)

r2
ϕ
(1)
ℓm′ϕ

(2)∗
ℓm′

+
Ω2

4
(µ−ℓm′ϕ

(1)
ℓ,m′+1 − µ+ℓm′ϕ

(1)
ℓ,m′−1)(µ

−
ℓm′ϕ

(2)∗
ℓ,m′+1 − µ+ℓm′ϕ

(2)∗
ℓ,m′−1)

]
. (5.60)

Based on the result that ϕℓm′ decays exponentially with m′, we may disregard the sum

over m′ for the purpose of finding the scaling with ℓmax. We then obtain the estimate

∆Sℓmax
00 ∼ ∂rϕ

(1)
ℓmax0′

∂rϕ
(2)
ℓmax0′

+ l2maxϕ
(1)
ℓmax0′

ϕ
(2)
ℓmax0′

. (5.61)

Note that the t derivatives in the original source simply contribute to the second term

here. They appear in Eq. (5.60) as the term proportional to Ω2, the dominant piece of

which is given by 1
2Ω

2ℓ(ℓ+ 1)ϕ
(1)
ℓ0′ϕ

(2)
ℓ0′ .

We now appeal to standard results for the large-ℓ behaviour of ϕPℓ0′ and ϕ
R
ℓ0′ [88]. It

is well known that when evaluated on the particle, (a) ∂nr ϕ
P
ℓ0′Yℓ0′ ∼ ℓn and ∂nr ϕ

R
ℓ0′Yℓ0′ ∼

ℓn−k for a kth-order puncture, and (b) the odd negative powers of ℓ in ∂nr ϕ
R
ℓ0′Yℓ0′ iden-

tically vanish. Noting that Yℓ0′(0, β) ∼ ℓ1/2, we infer that ϕPℓ0′ ∼ ℓ−1/2, ∂rϕ
P
ℓ0′ ∼ ℓ1/2,

ϕRℓ0′ ∼ ℓ−5/2−2⌊ k−1
2

⌋, and ∂rϕ
R
ℓ0′ ∼ ℓ−1/2−2⌊ k

2
⌋, where ⌊s⌋ denotes the largest integer less

than or equal to s. These results hold at ∆r = 0; at finite ∆r, they transition into ex-

ponential decay in the now familiar manner. Substituting this behaviour into Eq. (5.61)

yields

∆Sℓmax
00 [ϕR, ϕR] ∼ ℓ

−1−4⌊ k
2
⌋

max + ℓ
−3−4⌊ k−1

2
⌋

max (5.62a)

∼ ℓ1−2k
max (5.62b)
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and

∆Sℓmax
00 [ϕR, ϕP ] ∼ ℓ

−2⌊ k
2
⌋

max + ℓ
−1−2⌊ k−1

2
⌋

max (5.63a)

∼ ℓ1−kmax. (5.63b)

In Eqs. (5.62a) and (5.63a), the first term arises from (∂rϕ)
2 and the second arises from

(∂tϕ)
2 + 1

r2
∂Aϕ∂

Aϕ; these two terms alternate in dominance from one k to the next.

To extend our estimates to generic ℓm modes, we note that in Eq. (5.32), when

ℓ1 ∼ ℓmax ≫ l, the triangle inequality also enforces ℓ2 ∼ ℓmax ≫ ℓ. We can then appeal

to the approximation(
ℓ ℓ1 ℓ2

m m1 m2

)
≈ (−1)ℓ2+m2

dℓm,ℓ2−ℓ1(γ)√
ℓ1 + ℓ2 + 1

∼ 1

ℓ
1/2
max

(5.64)

for ℓ≪ ℓ1, ℓ2, where cos γ = (m1 −m2)/(ℓ1 + ℓ2 + 1). This implies

Cℓmsℓ1m′s1ℓ2m2s2 ∼ ℓ0max. (5.65)

Given this, we can apply the same arguments as above and find the same scaling es-

timates: ∆Sℓmax
ℓm [ϕR, ϕR] ∼ ℓ1−2k

max and ∆Sℓmax
ℓm [ϕR, ϕP ] ∼ ℓ1−kmax. From this, we again

conclude that at least a third-order puncture is needed to ensure convergence.

We now return to the numerically determined scalings in Eqs. (5.57) and (5.58).

Comparing them to Eqs. (5.62b) and (5.63b), we see that the numerical estimates agree

with the analytical ones except in the case of k = 3, as mentioned previously. This

discrepancy stems from Eqs. (5.62a) and (5.63a). There we see that for a given k, two

power laws compete for dominance. In practice, we find that the coefficients of these

power laws can dramatically differ. Let us focus on ∆Sℓmax
00 [ϕR, ϕR] for concreteness.

For k = 3, the dominant power in Eq. (5.62a) is ℓ−5
max, and it arises from (∂rϕ)

2; the

subdominant power is ℓ−7
max, and it arises from (∂tϕ)

2 + 1
r2
∂Aϕ∂

Aϕ. In our numerical

results, we only see the latter, subdominant behaviour. Why? Because it comes with an

enormously larger numerical coefficient. This is demonstrated in Fig. ??, which plots the

contributions from (∂rϕ)
2 and (∂tϕ)

2+ 1
r2
∂Aϕ∂

Aϕ separately. Each of the separate terms

is in agreement with Eqs. (5.62a) and (5.63a), but we see that for k = 3, ∆[(∂rϕ)
2]ℓmax
00

is hugely suppressed relative to ∆[(∂tϕ)
2 + 1

r2
∂Aϕ∂

Aϕ]ℓmax
00 , even though ∆[(∂rϕ)

2]ℓmax
00

is decaying more slowly. In fact, by fitting the curves, we can estimate that for k = 3

and r0 = 10, the true asymptotic behaviour would only become numerically apparent

at ℓmax > 450.

This competition between terms appears to be a robust feature of the model:

numerical investigations show that it is independent of ℓ and m and largely independent

of r0, though it subsides at smaller values of r0. Furthermore, the underlying cause is not

confined to k = 3, as we find that the coefficients of various powers of 1/ℓmax in ∆Sℓmax
ℓm
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often differ by factors of 104 or more. Indeed, this is true not just in ∆Sℓmax
ℓm , but also

within the individual contributions ∆[(∂rϕ)
2]ℓmax
ℓm , ∆[(∂tϕ)

2]ℓmax
ℓm , and 1

r2
[∂Aϕ∂

Aϕ]ℓmax
ℓm .

We have no reason to believe that this is particular to our model. Wildly disparate

coefficients of the powers of 1/ℓmax could very well occur in the gravitational case as

well. Because of this, in principle, one might encounter a situation in which one’s

numerical results had appeared to converge, when in fact a divergent power of 1/ℓmax

was still waiting to emerge at larger ℓmax. One can only eliminate this possibility by

appealing to analytical estimates of the sort in Eqs. (5.62b) and (5.63b).

With this additional impetus, we now extend our estimates to the gravitational

case. Because δ2Giℓm has the same form as Sℓm, and because h1Rilm′ and h1Pilm′ have

the same behaviour as ϕPℓm′ and ϕRℓm′ , similar estimates will apply. The only difference

between the two cases is that δ2G contains terms of the form h∂2h and terms that mix

t, r, θA derivatives. Assume we can account for these changes by adopting a generic form

∆δ2Gℓmax
iℓm ∼ ∂rhjℓmax0′∂rhkℓmax0′ + ℓmax

2hjℓmax0′hkℓmax0′ + ℓmaxhjℓmax0′∂rhkℓmax0′

+ hjℓmax0′∂
2
rhkℓmax0′ (5.66)

in place of Eq. (5.61). Using ∂2rh
P
iℓ0′ ∼ ℓ3/2, ∂2rh

R
iℓ0′ ∼ ℓ1/2 for k = 1, ∂2rh

R
iℓ0′ ∼

ℓ−1/2−2⌊ k−1
2

⌋ for k > 1, and the scalings given above for the lower derivatives, we find

that ∆δ2Gℓmax
iℓm [hR, hP ] ∼ ℓmax

1−k and ∆δ2Gℓmax
iℓm [hR, hR] ∼ ℓmax

−k−2⌊ k−1
2

⌋. The first of

these convergence rates is the slower of the two, and it is identical to the scalar model.

Therefore, we conclude that like in the scalar model, for our strategy to be effective in

the gravitational case, it requires at least a third-order puncture h1Pµν .

5.4 Computing Sℓm[ϕ
P , ϕP ]

The only term that remains to be computed in Eq. (5.8) is Sℓm[ϕ
P , ϕP ]. As we described

in the outline of our strategy, we calculate the modes of Sℓm[ϕ
P , ϕP ] by substituting the

4D expression (5.40) into the 4D expression for S and then integrating against spherical

harmonics to obtain the modes.

More precisely, our procedure is summarized by the following four steps:

1. Begin with the puncture field (5.40) in the rotated coordinates αA
′
.

2. Construct the 4D expression S[ϕP , ϕP ] in αA
′
coordinates using Eq. (5.33).

3. Decompose S[ϕP , ϕP ] into ℓm′ modes Sℓm′ [ϕP , ϕP ] by evaluating the inte-

grals (5.34).

4. Use Eq. (5.39) to obtain the ℓm modes Sℓm[ϕ
P , ϕP ].
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The nontrivial step in this procedure is the evaluation of the integrals (5.34). We

perform that evaluation in the same manner as we did the integrals in Sec. 5.3.2. Again

we use two independent methods of evaluation: fully numerical and mixed analytical-

numerical. The only new features of the integrals is that the integrand now contains

explicit factors of sinα and cosα as well as higher powers, and even powers, of ρ in

their denominator. Because Eq. (5.44) is defined only for odd n, the method described

in Sec. 5.3.3 is not immediately applicable; an even-n analog of Eq. (5.44) would be

required. However, the even powers of n are readily handled by the methods described

in Secs. 5.3.4 and 5.3.6.

After performing the integrals, we arrive at our promised result displayed in

Fig. 5.2. There we see that near the particle, where Sℓm[ϕ
ret, ϕret] converges too slowly

with ℓmax to see any singularity at ∆r = 0, our computed Sℓm correctly behaves as

1/(∆r)2. Further from the particle, where Sℓm[ϕ
ret, ϕret] rapidly converges with ℓmax,

our computed Sℓm correctly recovers Sℓm[ϕ
ret, ϕret].

5.5 Conclusion

We have now demonstrated that our strategy successfully circumvents the problem of

slow convergence described in the introduction. This success is encapsulated by Fig. 5.2.

The core tools in our strategy are adopted from mode-sum regularization and

effective-source schemes, but our analysis has highlighted several unforeseen complica-

tions in applying these standard methods. Specifically, we have found that notable

intricacies arise in computing mode decompositions in rotated coordinates that place

the particle at the north pole. Traditionally, the time dependence of the rotation could

be treated cavalierly, but in the calculations described here, it must be handled with

care; traditionally, as explained in Sec. 4.6 only the m = 0,±1,±2 azimuthal modes are

required in the rotated coordinates (see the mode-decomposition of the puncture given

in Eq. (C.16)), but here a significant number must be computed; and traditionally, the

relevant Legendre integrals can often be simplified by analyzing them in the limit r → r0,

but here they must be evaluated exactly in some finite range of r around r0.

Although our implementation has been in a simple scalar toy model, our strategy

and computational tools are not in any way specific to that model, and they can be

applied directly to the physically relevant gravitational problem. This strategy will be

implemented in Chapter 8.
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Figure 5.6: Comparison of two contributions to ∆Sℓmax
00 [ϕR, ϕP ] (upper panel) and

∆Sℓmax
00 [ϕR, ϕR] (lower), using the same parameters as in Fig. 5.5. ∆1S

ℓmax
00 [ϕ(1), ϕ(2)] rep-

resents the contribution from ∂rϕ
(1)∂rϕ

(2) and ∆2S
ℓmax
00 [ϕ(1), ϕ(2)] represents the contribution

from ∂tϕ
(1)∂tϕ

(2) + 1
r2
ΩAB∂Aϕ

(1)∂Bϕ
(2). For k = 1, the dominant contribution comes from

large solid magenta circles; for k = 2, from open black squares; for k = 4, from small solid
green circles. For k = 3, the dominant contribution appears to come from small solid green
circles, but because the solid blue triangles are falling more slowly, they will eventually become
dominant at sufficiently large ℓmax.





Chapter 6

Second-order perturbation theory

in a scalar-field toy model: the

problem of infrared divergences

In Chapter 4, we have computed the first-order field by treating the source orbit as

circular, based on looking at a short interval of time. But going to second order, we

cannot calculate the field with a geodesic source orbit over long timescales.

On the orbital timescale, T = 2π/Ω ∼ ϵ0, deviations from a geodesic in the back-

ground are small (∼ ϵ) and can be neglected in the first-order field h1µν(x; γ). As such we

can solve the linearized Einstein equations with a geodesic source orbit. Conveniently,

such a source has a discrete frequency spectrum, allowing us to solve the equations in

the frequency domain as we did in Chapter 4.

But if we want to model the EMRI over long timescales, we will not have the

luxury of this method because the deviation from geodesic motion grows large in both

the past and the future. Because this deviation contributes to the second-order source,

the accumulated error due to this approximation manifests as a secular growth in the

second-order field. We can quantify this effect by appealing to (1.28). On the orbital

timescale (∆torbit ∼ ϵ0), the deviation, δzµ from a geodesic due to first-order self-force

effects, is small [∼ O (ϵ)]. But during the time of inspiral (∆tinspiral ∼ 1/ϵ), the deviation

δzµ (specifically, the error in the orbital phase, δφp) grows to be much larger.

Even more, because errors propagate at finite speeds, secular errors at large past

times cause growing errors at large distances at fixed time. This is illustrated in Fig. 6.1.

Consider a hypersurface of constant time, t = t0, and some point along the worldline at

some time tpast to its past. The radial extent of the domain of influence of the event

tpast within that hypersurface grows linearly with the time interval t0 − t. Thus, secular

errors in the far past can produce large errors at large distances at present.

119
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γ

 (A)
Δt~1/ϵ

Δt~ϵ 0

t = t
0

r increasing

t  past

past
 t (B)

Figure 6.1: At a fixed time t0, fields from source-points on γ within the time scale ∆t ∼ 1/ϵ
(such as B), propagate along null lines to points at larger r than the fields from source points
within the time scale ∆t ∼ ϵ0 along γ, such as A.

An obvious workaround would be to restrict ourselves to small timescales, in which

we can approximate the source orbit to be bound and periodic. But this leads to a second

problem. Such a bound periodic source at first order, leads to an everywhere-divergent

retarded solution at second order. These divergences are a feature of the fact that the

first-order field itself generates curvature, which induces a non-compact source at second

order, in the sense that it propagates from every point in spacetime. Mathematically

this manifests in a source whose leading-order behaviour falls off too slowly to form

a convergent integral against the retarded Green’s function over all spacetime. This

results in an infrared divergence.

In this chapter, which is entirely based on [75], we show how to overcome both

problems that arise at large r. In doing so we develop a framework that includes all the

physical effects, works on both short and long timescales, and still allows us to work in

the frequency domain. We resolve the problem of secular growth using a two-timescale

expansion of the field. An infrared divergence of the type just described still arises in

this approximation. We cure it by cutting off the retarded integral over r at some large-r

cutoff, and adding a homogeneous solution with a constant coefficient, to account for the

piece of the field that was removed. We refer to the region beyond the cutoff as the far

zone; the region below the cutoff, as the near zone. The coefficient is fixed by matching
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to an exact solution in the far zone, derived via a post-Minkowski (PM) expansion. We

use the scalar-field toy model introduced in Chapter 5 to do the hard work of developing

an approach for resolving these obstacles. We will carry this strategy over to the full

field equations in gravity, when we come to solving them in Chapters 7 and 8.

6.1 Multiscale expansion

In a multiscale expansion of a function f(λ, ϵ), where ϵ ≪ 1, we define a fast time

λfast(λ, ϵ) ∼ ϵ0λ, and a slow time λslow(λ, ϵ) ∼ ϵλ. We then assume that the function

can be uniformly approximated as

f (λ, ϵ) =
∑
n

ϵnf̃n(λfast, λslow). (6.1)

We may calculate derivatives of f (λ, ϵ) with respect to λ using the chain rule

df̃

dλ
=

∂f̃

∂λfast

dλfast
dλ

+
∂f̃

∂λslow

dλslow
dλ

. (6.2)

Then, in order to solve differential equations in the dependent variable f(λ, ϵ), we sub-

stitute Eq. (6.1) for f(λ, ϵ), write derivatives as in Eq. (6.2) and we treat λfast and λslow

as independent variables.

In our problem, we adopt t̃ ≡ ϵt as the slow variable on the worldline zµ, and as the

fast variable we adopt the azimuthal angle φp. The extension away from the worldline

will be discussed below. Writing everything in terms of these two timescales, we expand

in powers of ϵ at fixed t̃ and φp. The slow-time t̃ only changes appreciably over the

radiation-reaction time scale t ∼ 1/ϵ; on that scale, t̃ ∼ 1.

6.1.1 Expansion of the worldline

We assume that the worldline depends on a small parameter ϵ ≪ 1 analogous to µ/M .

By analogy with the equation of motion (1.37), we write the equation of motion that is

coupled to the toy-model field equations (5.4) and (5.7), as

D2zµ

dτ2
= fµext + ϵf1µself + ϵ2f2µself +O(ϵ3), (6.3)

where

fµext = −U
2

r2p
δµr (6.4)

is a relativistic Coulomb-type radial force per unit mass, where U(t) ≡ ut(t) and uµ =

dzµ/dτ is the four velocity of the worldline, τ being proper time on the worldline. fnµself
is the nth-order SF per unit mass.
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We write the worldline in the parametric form

zµ(t, ϵ) = {t, rp(t, ϵ), π/2, φp(t, ϵ)}. (6.5)

From the normalisation uµuνηµν = −1 in flat space, we straightforwardly find that

U(t, ϵ) = 1/
√
1− rp(t, ϵ)2Ω(t, ϵ)2, (6.6)

where Ω(t, ϵ) ≡ dφp(t, ϵ)/dt.

We next write the worldline coordinates in Eq. (6.5) in terms of a slow-time t̃ ≡ ϵt,

as rp(t, ϵ) = r̃p(t̃, ϵ) and φp(t, ϵ) = φ̃p(t̃, ϵ). Since the orbital radius and frequency evolve

slowly, we may write r̃p(t̃, ϵ) and Ω(t, ϵ) = Ω̃(t̃, ϵ) as

r̃p(t̃, ϵ) = r̃0(t̃) + ϵr̃1(t̃) +O(ϵ2), (6.7)

Ω̃(t̃, ϵ) = Ω̃0(t̃) + ϵΩ̃1(t̃) +O(ϵ2). (6.8)

The orbital phase, φp(t, ϵ) = φ̃p(t̃, ϵ), is recovered from the frequency as

φ̃p(t̃, ϵ) =
1

ϵ

∫ t̃

0
ds̃
[
Ω̃0(s̃) + ϵΩ̃1(s̃)

]
+O(ϵ)

=
1

ϵ

[
φ̃0(t̃) + ϵφ̃1(t̃) +O(ϵ2)

]
. (6.9)

Similarly, writing U(t, ϵ) in terms of slow time as U(t, ϵ) = Ũ(t̃, ϵ) and inserting the

expansions (6.7) and (6.9) into (6.6), we may derive the expansion

Ũ(t̃, ϵ) = Ũ0(t̃) + ϵŨ1(t̃) +O(ϵ2), (6.10)

where Ũ0 = 1/
√

1− r̃20Ω̃
2
0 and Ũ1(t̃) = ϵ∂Ũ(t̃,ϵ)

∂ϵ (t̃, 0).

Expressions for the r̃n and Ω̃n may be derived in terms of fnµself , by solving the

equation of motion order by order in ϵ. Because there is no motion in the θ direction

and
(
D2zµ/dτ2

)
uµ = 0, only two components of the equation of motion are independent,

which we select to be the t and r directions, following the choice in [75]. Inserting the

expansions (6.7) and (6.8) and using d/dt = ϵd/dt̃, we find that the t component of (6.3)

reads

ϵ
dU

dt̃
=

1

U

[
ϵf1tself + ϵ2f2tself +O(ϵ3)

]
, (6.11)

and the r component reads

ϵ2
d2rp

dt̃2
+ ϵ2

1

U

dU

dt̃

drp

dt̃
− rpΩ

2 = − 1

r2p
+

1

U2

[
ϵf1rself + ϵ2f2rself +O(ϵ3)

]
. (6.12)
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Following the approach in [75], on the right hand side of (6.11) and (6.12), we write

the self-forces as a function of slow time, as fnµself(t, ϵ) = f̃nµself(t̃, ϵ) and expand them in

powers of ϵ at fixed slow time, to yield

ϵf1µself(t, ϵ) + ϵ2f2µself(t, ϵ) = ϵf̃1µ(t̃) + ϵ2f̃2µ(t̃), (6.13)

where

f̃1µ(t̃) ≡ f̃1µself(t̃, 0), (6.14)

f̃2µ(t̃) ≡ f̃2µself(t̃, 0) +
∂f̃1µself
∂ϵ

(t̃, 0). (6.15)

Explicit expressions for f̃nµ can be found in [75]. Substituting the expansions (6.7), (6.9)

and (6.13) into the equations of motion (6.11) and (6.12), we may derive expressions for

r̃n(t̃) and Ω̃n(t̃) in terms of f̃µn .

At zeroth order in ϵ, (6.11) is trivial but (6.12) yields

Ω̃0(t̃) =

√
1

r̃0(t̃)3
. (6.16)

At linear order in ϵ, (6.11) yields an equation for the slow evolution of r̃0, as

dr̃0

dt̃
= −2r̃20

Ũ4
0

f̃ t1. (6.17)

This slow evolution is caused by the dissipative piece of the SF, as the right hand side

of (6.17) implies. At linear order in ϵ, (6.12) yields an equation for Ω̃1

Ω̃1 = − 1

2r̃
5/2
0

[
(1− r̃0) r̃

2
0 f̃

1r − 3r̃1

]
. (6.18)

6.1.2 Expansion of the field

For the expansion of the scalar field, we require an extension of the two-timescale co-

ordinates away from the worldline. This requires slow and fast variables as fields on

spacetime, not only on the worldline. The first-order source is an oscillatory function

of φp, with an amplitude that varies slowly with time t. The retarded Green’s function

propagates this behaviour outward along null cones, leading to a first-order solution

that (at least at large distances) oscillates with a phase φp(u) and has an amplitude

that varies slowly with u, where u = t − r. With this in mind, for our slow and fast

variables we adopt ũ ≡ ϵu and φ̃p(ũ, ϵ). For conciseness, we refer to the latter as φ̃p(ũ).

Using the same notation as in Chapter 5 for the first- and second-order fields, we

write them as harmonic expansions, ϕn(x, ϵ) =
∑

ℓm ϕ
n
ℓm(t, r, ϵ)Y

ℓm(θA), and then write
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the coefficients in terms of two-timescale coordinates, as

ϕnℓm(t, r, ϵ) = ϕ̃nℓm(ũ, r, φ̃p(ũ), ϵ). (6.19)

Now expand the coefficients in powers of ϵ at fixed ũ and fixed φ̃p(ũ), to yield

ϕ̃nℓm(ũ, r, φ̃p(ũ), ϵ) = ϕ̃nℓm(ũ, r, φ̃p(ũ), 0) + ϵ
∂ϕ̃nℓm
∂ϵ

(ũ, r, φ̃p(ũ), 0) +O(ϵ2). (6.20)

We may then define new first- and second-order fields:

ϕ̃1ℓm(ũ, r, φ̃p(ũ)) = ϕ̃1ℓm(ũ, r, φ̃p(ũ), 0), (6.21)

ϕ̃2ℓm(ũ, r, φ̃p(ũ)) = ϕ̃2ℓm(ũ, r, φ̃p(ũ), 0) + ϵ
∂ϕ̃1ℓm
∂ϵ

(ũ, r, φ̃p(ũ), 0). (6.22)

We may write each of the variables ϕ̃nℓm explicitly in terms of φ̃p(ũ) as

ϕ̃nℓm(ũ, r, φ̃p(ũ)) = R̃nℓm(ũ, r)e
−imφ̃p(ũ). (6.23)

Similarly, we may expand the source-term, ϱ, in Eq. (5.4) as the harmonic expansion

ϱ(x, ϵ) =
∑

ℓm ϱℓm(t, r, ϵ)Y
ℓm
(
θA
)
, and write the coefficients in terms of two-timescale

coordinates, as ϱℓm(t, r, ϵ) = ϱ̃ℓm(ũ, r, φ̃r(ũ), ϵ). We may then define the new source

variables

ϱ̃1ℓm(ũ, r, φ̃p(ũ)) = ϱ̃ℓm(ũ, r, φ̃p(ũ), 0), (6.24)

ϱ̃2ℓm(ũ, r, φ̃p(ũ)) = ϱ̃ℓm(ũ, r, φ̃p(ũ), 0) + ϵ
∂ϱ̃ℓm
∂ϵ

(ũ, r, φ̃p(ũ), 0), (6.25)

with

ϱ̃nℓm(ũ, r, φ̃p(ũ)) = ϱ̃nℓm(ũ, r)e
−imφ̃p(ũ). (6.26)

Explicit expressions are found by substituting Eqs. (6.7)-(6.9) into Eq. (5.9), and then

expanding functions of t̃ around ũ = t̃− ϵr, which yields

ϱ̃1ℓm(ũ, r) = NℓmŨ
−1
0 (ũ)

e−imΩ̃0(ũ)r

r2
δ(r−r̃0(ũ)), (6.27)

ϱ̃2ℓm(ũ, r) = −NℓmŨ
−1
0 (ũ)

e−imΩ̃0(ũ)r

r2

{[
r̃1(ũ) + r ˙̃r0(ũ)

]
δ′(r−r̃0(ũ))

+ Ũ−1
0 (ũ)

[
Ũ1(ũ) + r ˙̃U0(ũ)

]
δ(r−r̃0(ũ))

+ im

[
rΩ̃1(ũ) +

1

2
r2 ˙̃Ω0(ũ)

]
δ(r−r̃0(ũ))

}
, (6.28)

with Nℓm given by Eq. (5.17).
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After combining all of the above expansions in Eqs. (5.4) and (5.7), we group terms

by powers of ϵ at fixed ũ and φ̃p(ũ, ϵ). This leads to the equations

∂2r R̃
n
ℓm +

2

r

(
1 + imΩ̃0r

)
∂rR̃

n
ℓm +

1

r2

[
2imΩ̃0r − ℓ(ℓ+ 1)

]
R̃nℓm = S̃nℓm, (6.29)

where the sources are

S̃1
ℓm = −4πϱ̃1ℓm, (6.30)

S̃2
ℓm = S̃2

ℓm − 4πϱ̃2ℓm + 2(∂ũ − imΩ̃1)

(
∂rR̃

1
ℓm +

1

r
R̃1
ℓm

)
. (6.31)

S̃2
ℓm are the modes of the nonlinear source term tαβ∂αϕ

1∂βϕ
1 in Eq. (5.7). We have

dropped □ϕ(2)P , where ϕ(2)P is the puncture at the particle from Eq. (5.7), because

we will solve for the second-order field in a large-r region in which ϕ(2)P vanishes. We

will define this region more precisely, when we come to solve for the second-order field

in Sec. 6.3.

An explicit formula for S̃2
ℓm may be derived by setting tαβ∂αϕ

1∂βϕ
1 =∑

ℓm YℓmS̃
2
ℓme

−imϕ̃p(ũ), and substituting Eq. (6.23) into the left hand side. Integrating

both sides against Y ∗
ℓm over the unit two-sphere, the formula for S̃2

ℓm is readily obtained.

The details of the derivation can be found in Sec. 5.2.1. The result is

S̃2
ℓm =

∑
ℓ′m′

∑
ℓ′′m′′

[
Cℓm0
ℓ′m′0ℓ′′m′′0

(
−2m′m′′Ω̃2

0R̃
1
ℓ′m′R̃1

ℓ′′m′′ + im′Ω̃0R̃
1
ℓ′m′∂rR̃

1
ℓ′′m′′

+im′′Ω̃0∂rR̃
1
ℓ′m′R̃1

ℓ′′m′′ + ∂rR̃
1
ℓ′m′∂rR̃

1
ℓ′′m′′

)
− 1

2r2
(Cℓm0

ℓ′m′−1ℓ′′m′′1 + Cℓm0
ℓ′m′1ℓ′′m′′−1)

√
ℓ′(ℓ′ + 1)ℓ′′(ℓ′′ + 1)R̃1

ℓ′m′R̃1
ℓ′′m′′

]
. (6.32)

where Cℓmsℓ1m1s1ℓ2m2s2
is given by Eq. (5.29).

6.2 First-order solution

We obtain the first-order solution to Eq. (6.29) via the method of variation of parameters,

just as in Chapter 4. The solution has the form

R̃1
ℓm(r)=c̃

1+
ℓm (r)R̃+

ℓm(r) + c̃ 1−ℓm (r)R̃−
ℓm(r), (6.33)

where R̃−
ℓm(r) is a homogeneous solution regular at the origin, and where R̃+

ℓm(r) is a

homogeneous solution regular at r → ∞. The coefficients are

c̃ 1+ℓm (r) =

∫ r

0

R̃−
ℓm(r

′)S̃1
ℓm(r

′)

W̃ℓm(r′)
dr′, (6.34)
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c̃ 1−ℓm (r) =

∫ ∞

r

R̃+
ℓm(r

′)S̃1
ℓm(r

′)

W̃ℓm(r′)
dr′. (6.35)

For m ̸= 0 the homogeneous solutions are

R̃+
ℓm = e−imΩ̃0rh

(1)
ℓ (mΩ̃0r), (6.36)

R̃−
ℓm = e−imΩ̃0rjℓ(mΩ̃0r), (6.37)

where h
(1)
ℓ is the spherical Hankel function of the first kind, jℓ is the spherical Bessel

function of the first kind, and the Wronskian is

W̃ℓm = −e
−2imΩ̃0r

imΩ̃0r2
. (6.38)

For m = 0, the homogeneous solutions are

R̃+
ℓ0 =

1

rℓ+1
, (6.39)

R̃−
ℓ0 = rℓ, (6.40)

and the Wronskian is

Wℓ0 = −2ℓ+ 1

r2
. (6.41)

6.3 Infrared divergence in the second-order source

To characterize the behaviour of the second-order solution, we split it into two terms,

namely ϕ̃2 = ψ̃ + δϕ̃1, with a corresponding split

R̃2
ℓm = R̃ψ̃ℓm + R̃δϕ̃1ℓm . (6.42)

The first term is generated by S̃2
ℓm in Eq. (6.31). R̃δϕ̃1ℓm is sourced by the remaining

terms in Eq. (6.31), which arise due to the slow evolution of the worldline. The infrared

divergence of the source comes solely from the S̃2
ℓm piece, as we will now show.

The equation for R̃ψ̃ℓm reads

∂2r R̃
ψ̃
ℓm +

2

r

(
1 + imΩ̃0r

)
∂rR̃

ψ̃
ℓm +

1

r2

[
2imΩ̃0r − ℓ(ℓ+ 1)

]
R̃ψ̃ℓm = S̃2

ℓm. (6.43)

We solve (6.43) using the method of variation of parameters, to yield the retarded

solution. We restrict our solution to r > r+ for some very large r+, which ensures

that the dominant piece of R̃2
ℓm comes from the leading-order, 1/r2 piece of S2

ℓm (see

Eq. (6.46) below). r+ is a function of slow retarded-time, as r+ = r̃+(ũ), but to save

on notation we suppress this dependence. Ignoring the contribution of the source in the
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region r < r+, we write the solution as

R̃ψ̃ℓm(r) =

[∫ r

r+

R̃−
ℓm(r

′)S̃2
ℓm(r

′)

Wℓm(r′)
dr′

]
R̃+
ℓm(r) +

[∫ ∞

r

R̃+
ℓm(r

′)S̃2
ℓm(r

′)

Wℓm(r′)
dr′

]
R̃−
ℓm(r). (6.44)

The homogeneous solutions R̃±
ℓm are precisely the same as the ones given in Eqs. (6.36),

(6.37),(6.39) and (6.40). If we take a look at the asymptotic behaviour of (6.32), and

note that the 3j-symbols impose m = m′ +m′′, we find that the slowest decaying terms

in S̃2
ℓm behave as

eim
′Ω̃0r

r

eim
′′Ω̃0r

r
=
eimΩ̃0r

r2
, (6.45)

coming from the terms ∂tR̃
1
ℓ′m′∂tR̃

1
ℓ′′m′′ ∼ ∂t

(
r−1e−im

′Ω̃0(t−r)
)
∂t

(
r−1e−im

′′Ω̃0(t−r)
)
and

∂rR̃
1
ℓ′m′∂tR̃

1
ℓ′′m′′ ∼ ∂r

(
r−1e−im

′Ω̃0(t−r)
)
∂r

(
r−1e−im

′′Ω̃0(t−r)
)
. Note that only oscilla-

tory, m ̸= 0 modes in ϕ̃1 contribute to the 1/r2 piece of the source. The stationary

modes, which are t-independent, do not contribute at order 1/r2, but rather decay as

1/r4. Eq. (6.45) is exactly the bad behaviour which emerges in the second-order grav-

itational source δ2Rµν . The toy-model source was designed in order to exhibit this

behaviour.

We will show now how a source term of the form (6.45) leads to a badly behaved

retarded solution in (6.44). Let us write the source modes as

S̃2
ℓm =

S̃
(−2)
ℓm eimΩ̃0r

r2
+O(1/r3), (6.46)

where S̃
(−2)
ℓm is a constant. With this in mind, let R̃

(−2)
ℓm be the part of the solution

sourced by r−2S̃
(−2)
ℓm eimΩ̃0r at points r > r+. Then,

R̃
(−2)
ℓm (r) =S̃

(−2)
ℓm

[
R̃+
ℓm(r)

∫ r

r+

R̃−
ℓm(r

′)eimΩ̃0r′

r′2W̃ℓm(r′)
dr′ + R̃−

ℓm(r)

∫ ∞

r

R̃+
ℓm(r

′)eimΩ̃0r′

r′2W̃ℓm(r′)
dr′

]
. (6.47)

We are primarily interested in the integral that extends to infinity, the part of the

solution which draws information about the first-order solution over large distances.

For m ̸= 0, Eq. (6.47) reads

R̃
(−2)
ℓm = −imΩ̃0S̃

(−2)
ℓm

[
h
(1)
ℓ (r̃)

∫ r

r+

jℓ(r̃
′)eir̃

′
dr′ + jℓ(r̃)

∫ ∞

r
h
(1)
ℓ (r̃′)eir̃

′
dr′
]
, (6.48)

where r̃′ = mΩ̃0r
′. At large r, the behaviour of h

(1)
ℓ and jℓ is

h
(1)
ℓ (z) = (−i)ℓ+1 e

iz

z
+O(1/z2), (6.49)
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and

jℓ(z) =


(−1)ℓ/2

sin(z)

z
+O(1/z2) for even ℓ,

(−1)(ℓ+1)/2 cos(z)

z
+O(1/z2) for odd ℓ.

(6.50)

These asymptotic expressions show that∫ r

r+
jℓ(r̃

′)eir̃
′
dr′ =

iℓ+1 ln r

2mΩ̃0

+O(r0), (6.51)∫ ∞

r
h
(1)
ℓ (r̃′)eir̃

′
dr′ =

(−1)ℓe2imΩ̃0r

2m2Ω̃2
0r

+O(1/r2). (6.52)

Hence,

R̃
(−2)
ℓm =

[
C ′
ℓm + S̃

(−2)
ℓm ln r

]
eimΩ̃0r

2imΩ̃0r
+O

(
r−2 ln r

)
, (6.53)

for some constant C ′
ℓm. Due to the logarithm, this behaviour is not smooth at null

infinity. In the gravitational problem, such terms would violate asymptotic flatness at

future null infinity. However, when we apply the matching procedure in Sec. 6.4, we

will find out that this behaviour correctly describes solution in the large-r region of the

near zone. In PM theory [101, 102], terms with this type of behaviour arise due to the

metric perturbation deforming light cones, along which the solution to the wave equation

propagates. They can be removed through a gauge transformation to an asymptotically

regular gauge [102].

The most worrisome case is when m = 0, for which Eq. (6.46) reduces to

S̃2
ℓ0 =

S̃
(−2)
ℓ0

r2
+O(1/r3). (6.54)

Eq. (6.54) is stationary and non-oscillatory, and stems from destructive interference from

waves of opposite phase in the coupling formula (6.32). The contribution from (6.54) to

the source leads to the infrared divergence problem in the second-order field, as we will

now show.

Substituting Eqs. (6.39)–(6.40) into Eq. (6.47) yields

R̃
(−2)
ℓ0 = − 1

rℓ+1
S̃
(−2)
ℓ0

∫ r

r+

r′ℓ

2ℓ+ 1
dr′ − rℓS̃

(−2)
ℓ0

∫ ∞

r

r′−ℓ−1

2ℓ+ 1
dr′. (6.55)

For ℓ > 0 Eq. (6.55) evaluates to

R̃
(−2)
ℓ0 = −

S̃
(−2)
ℓ0

ℓ(ℓ+ 1)
+O(1/rℓ+1). (6.56)

Hence, every m = 0, ℓ > 0 mode approaches a constant at large r. In the gravity

problem, this seemingly corresponds to a lack of asymptotic flatness. But like the
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behaviour for m ̸= 0, we will find that it is physically correct in the large-r limit of the

near zone.

For the ℓ = 0 mode, Eq. (6.55) yields

R̃
(−2)
00 =

(
r+

r
− 1 + lim

R→∞
ln
r

R

)
S̃
(−2)
00 . (6.57)

The final term is infinite and the solution diverges at all values of r. In the next section

we will shed light on the origin of the divergence and explain how to rectify it.

6.4 Curing the divergence using matched asymptotic ex-

pansions

6.4.1 Boundary conditions at infinity

To cure the infrared divergence of the source, we choose a large-r boundary at r = R,

cut off the retarded integrals at that point, and then add a homogeneous solution to

account for the part of the source that lies at r > R, multiplied by some unknown

constant. The constant is determined by matching the multiscale expansion in the near

zone to the exact solution for the retarded field at large distances, as found from the

PM methods of Blanchet and Damour [101–106]. The matching procedure will be the

subject of Sec. 6.4.2.

To ensure regularity at r = 0, the added homogeneous solution must be regular

there. In terms of the variables R̃2
ℓm, this implies

R̃2
ℓm = c̃ 2+ℓm (r)R̃+

ℓm + [c̃ 2−ℓm (r) + kℓm]R̃
−
ℓm, (6.58)

with coefficients

c̃ 2+ℓm (r) =

∫ r

r+

R̃−
ℓm(r

′)S̃2
ℓm(r

′)

W̃ℓm(r′)
dr′, (6.59)

c̃ 2−ℓm (r) =

∫ R

r

R̃+
ℓm(r

′)S̃2
ℓm(r

′)

W̃ℓm(r′)
dr′, (6.60)

and some unknown, r-independent functions kℓm(ũ,R) that are to be determined by

matching. This is the most general solution compatible with (i) the assumptions of the

multiscale expansion and the ansatz (6.23), (ii) retarded propagation inside the near

zone, and (iii) regularity at r = 0. We then find that the analogues of Eqs. (6.53) and

(6.56) are

R̃
(−2)
ℓm =

(C̃ℓm + S̃
(−2)
ℓm ln r)

2imΩ̃0r
+ kℓm(ũ,R)jℓ(mΩ̃0r) +O(r−2 ln r) (6.61)



130
Chapter 6 Second-order perturbation theory in a scalar-field toy model: the problem of

infrared divergences

for the m ̸= 0 modes, and

R̃
(−2)
ℓ0 = −

S̃
(−2)
ℓ0

ℓ(ℓ+ 1)
+ kℓ0(ũ,R)rℓ +O(1/rℓ+1) (6.62)

for the m = 0, ℓ > 0 modes. From the matching procedure to be described in Sec. 6.4.2,

the following result is derived [75]:

kℓm(ũ,R) = 0 for ℓ ̸= 0. (6.63)

In other words, for ℓ ̸= 0 we need not have restricted the solution to the near zone, and

we may simply send R → ∞. For ℓ = 0 we cannot send R to ∞, because the result for

the field reads

R̃
(−2)
00 =

(
r+

r
− 1 + ln

r

R

)
S̃
(−2)
00 + k00(ũ,R). (6.64)

Instead we write the total monopole mode as

R̃2
00 =

(
r+

r
− 1

)
S̃
(−2)
00 + ln(r)S̃

(−2)
00 + k00(ũ,R)− ln(R)S̃

(−2)
00

= ln(r)S̃
(−2)
00 + k̃00 +O(r−1 ln r), (6.65)

where

k̃00(ũ) ≡ k00(ũ,R)− ln(R)S̃
(−2)
00 (6.66)

must be independent of R. We will calculate k̃00 using the matching procedure in

Sec. 6.4.2.

Thus, for all modes ℓ > 0, we can set R = ∞. While this is not the case for

the ℓ = 0 mode, we can nevertheless find a more convenient form for dealing with the

ln r-divergence in (6.65), by introducing a puncture.

We define the puncture at infinity as

R̃P∞(ũ, r) = θ(r − r∞) ln(r)S̃
(−2)
00 (ũ), (6.67)

where r∞(ũ) > r+(ũ) is arbitrary. Then we can define an effective variable, similar to

the residual field defined in Chapter 3, as

R̃eff
00 ≡ R̃2

00 − R̃P∞ − k̃00. (6.68)

Then we transfer R̃P∞ to the right-hand side of the field equation (6.29), leading to the

equation

(∂2r + 2r−1∂r)R̃
eff
00 = S̃eff

00 (6.69)
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where S̃eff
00 is the effective source given by

S̃eff
00 = S̃2

00 − (∂2r + 2r−1∂r)R̃
P∞ (6.70)

= S̃2
00 −

S̃
(−2)
00

r2
for r > r∞. (6.71)

The effective source, S̃eff
00 , falls off as 1/r3, and we can write the solution using the

standard method of variation of parameters as

R̃eff
00 = c̃ eff+00 R̃+

00 + c̃ eff−00 R̃−
00, (6.72)

where

c̃ eff+00 =

∫ r

0

R̃−
00(r

′)S̃eff
00 (r

′)

W̃00(r′)
dr′, (6.73)

c̃ eff−200 =

∫ ∞

r

R̃+
00(r

′)S̃eff
00 (r

′)

W̃00(r′)
dr′. (6.74)

The Wronskian W̃00(r
′) = ∂rR̃

+
00(r)R̃

−
00(r)− ∂rR̃

−
00(r)R̃

+
00(r) is given in Eq. (6.41). The

physical field can then be recovered using

R̃2
00 = R̃eff

00 + R̃P∞ + k̃00. (6.75)

6.4.2 Matching to the exact solution in the far zone

To determine the constant k̃00, we will match to the known PM solution using an

approach developed by Blanchet and Damour [103]. They derived a general formula

[101–104, 106] for the retarded solution to the PM field equations, which is valid at all

points outside of the source. They also showed [103] how to construct a global solution,

by matching this general form to an expansion in a suitable, smaller zone containing the

matter. Our method in the discussion below closely follows their approach.

The general retarded solution to the first-order equation (5.4) at all points r >

rp(u), is given by

ϕ1 =
∑
ℓ

(−1)ℓ

ℓ!
∂L
F 1
L(u)

r
, (6.76)

where L = i1 . . . iℓ is a multi-index, ∂L = ∂i1 . . . ∂iℓ , and summation over the ℓ contracted

indices is implied. This is the generic form of a homogeneous solution containing no

incoming waves. When the matching procedure is applied, the set of functions F 1
L(u)

may be determined by matching to the expansion at large r in the near zone.

Again at points r > rp(u), the retarded solution to the second-order equation (5.5)

reads

ϕ2 = ϕpart + ϕhom, (6.77)
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where

ϕhom =
∑
ℓ

(−1)ℓ

ℓ!
∂L
F 2
L(u)

r
(6.78)

is another homogeneous solution containing no incoming radiation, and

ϕpart = FP□−1
ret(r

BS[F 1
L]) (6.79)

is a particular solution also containing no incoming radiation. In the region r > r+(u)

where the puncture field vanishes, S[F 1
L] is the source tαβ∇αϕ1∇βϕ1 with ϕ1 given by

Eq. (5.4), □−1
ret denotes integration against the standard retarded Green’s function over

all spacetime, and “FP” denotes the “finite part”, obtained by extracting the coefficient

of B0 in the Laurent series around B = 0.

Physically speaking, Eqs. (6.77) and (6.79) are the same thing as taking a particular

solution □−1
retS(x

′)|∞r+ where R = r+, whose source S is valid in the region r > r+(u), and

then in the region r < r+ we replace the physical source with the analytical extension

of the source from r > r+. We can see this from the fact that Eq. (6.79) can be written

as the sum of the retarded integral of the true source over the region r > r+ and a

homogeneous solution given by the finite part of the retarded integral of the fictitious

source rBS[F 1
L] .

Based on (6.76) for ϕ1, the source S can be conveniently written as a sum in explicit

powers of r as

S =
∑
ℓ

∑
k≥2

1

rk
S
(−k)
L (u)n̂L. (6.80)

As described in [103], for each term in the source (6.80), the retarded integral appearing

in Eq. (6.79) can be simplified to

FP□−1
ret

(
rB−kS

(−k)
L n̂L

)
= FP

1

K(B, k)

∫ ∞

r
dz S

(−k)
L (t− z)∂̂L

[
(z − r)B−k+ℓ+2 − (z + r)B−k+ℓ+2

r

]
, (6.81)

where

K(B, k) = 2B−k+3 (B − k + 2)!

(B − k − ℓ+ 1)!
. (6.82)

We are only concerned with the most slowly falling term in the source, r−2S
(−2)
L n̂L. As

discussed above, terms that fall off faster than 1/r2 generate retarded solutions that fall

off as ∼ 1/r. With this in mind, we will specialize Eq. (6.81) to k = 2. Since 1/r2 is

integrable at r = 0, for this term in the source the FP operation is equivalent to taking

the limit B → 0. Thus, the retarded integral of the leading-order term in (6.80), which

we may denote as Ψℓ, can be written as

Ψℓ ≡ □−1
ret

(
r−2S

(−2)
L n̂L

)
. (6.83)
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The details of how to evaluate the integral (6.83) for the case of ℓ = 0 are left for the

Appendix F. The final result, which is derived in Eq. (F.17), reads

Ψℓ=0 =

(
ln

2r

ϵ
− 1

)
S̃
(−2)
00 (ũ)−

∫ ∞

0
ds̃ ˙̃S

(−2)
00 (ũ− s̃) ln s̃+ o(ϵ0), (6.84)

where “o(ϵp)” means “goes to zero faster than ϵp”. Since ϕ200 = □−1
ret

(
r−2S

(−2)
00

)
+O(1/r),

Eq. (6.84) provides the leading large-r behaviour of the second-order monopole. It must

agree with the previous expression (6.65) from the multiscale expansion, which fixes the

previously unknown function k̃00(ũ). A direct comparison with Eq. (6.65) leads to the

conclusion that

k̃00 = −S̃(−2)
00 (ũ)

(
1 + ln

ϵ

2

)
−
∫ ∞

0
ds̃ ˙̃S

(−2)
00 (ũ− s̃) ln s̃. (6.85)

Equipped with this result, the infrared divergence is resolved. The final term

in Eq. (6.85) shows that the divergence was caused by neglecting hereditary effects

in the wave propagation, which could not have been determined within the near-zone

expansion. The first term in Eq. (6.85) shows that these hereditary effects introduce ln ϵ

terms into the field, a well-known fact in PN theory. Again, this logarithm could not

have been determined without knowledge of the solution outside the near zone.

The integrals for ℓ > 0,m = 0 and ℓ > 0,m > 0 are evaluated following similar

steps to those outlined in Appendix F. We just quote the results here and refer the

reader to [75] for details:

Ψℓ0 = −
S̃
(−2)
ℓ0 (ũ)

ℓ (ℓ+ 1)
+ o(ϵ0), (6.86)

Ψℓm = −
ln (r) S̃

(−2)
ℓm e−imφ̃p(ũ)

2imΩ̃0r
+O

(
r−1
)
+ o(ϵ0), (6.87)

where the O(r−1) remainder has the form “constant/r” +O(r−2 ln r). Comparison of

(6.86) with (6.62) shows that kℓ0 = 0, because no terms of the form rℓ appear in (6.86).

Similarly, comparison of (6.87) with (6.61) shows that kℓm = 0, since no terms of the

form “oscillation/r” appear in (6.87).





Chapter 7

Computational framework for

second-order gravitational

self-force

In the previous two chapters we developed a treatment in the scalar toy-model for

resolving the problems we encounter on the particle and at large r. In this chapter we

show how to apply the lessons we learned in the scalar toy-model to the gravity case,

and set up the equations that we will solve for the monopole piece of the second-order

field, in Chapter 8. The material in this chapter was developed in collaboration with

Adam Pound but its implementation in Chapter 8 was entirely my work.

We divide the spacetime outside the black hole into three zones: The near-horizon

zone where we expand around r ∼ 2M , the near zone |r∗ − r∗p| ≪ M/ϵ where we use a

multiscale expansion, and finally the far zone r∗ ≫ M where we use a Post-Minkowski

expansion. In this chapter we derive the multiscale expansion of the field equations

explicitly, for the monopole piece of the second-order field. The expansions in the near-

horizon zone and the far-zone provide boundary conditions for these equations. One

could apply these these expansions to calculate physical quantities including the flux,

total mass and angular-momentum of the system, and the multipole moments of the

black hole.

This chapter is structured in the following way. In Sec. 7.1 we describe the mul-

tiscale expansion, based largely on the material of the previous chapter. In Sec. 7.2

we derive the multiscale expansion of the equation of motion. In Sec. 7.3 we present

the multiscale expansion of the field equations for generic ℓ-modes of the second-order

field. Such an expansion was first suggested by Hinderer and Flanagan [107], but this

represents the first time it has been worked out in detail. In Sec. 7.4 we discuss bound-

ary conditions near the horizon. Physical boundary conditions at the horizon have not

yet been worked out, but in the meantime, we present a method of deriving boundary

135
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conditions that at least avoids the infrared divergence of the retarded integral. Sec. 7.5

describes the Post-Minkowski expansion in the far zone, used to construct boundary

conditions at r → ∞. This section also draws most of its results from the previous

chapter. Appendix G contains a number of asymptotic results for the monopole piece

of the second-order source, from which we derive a formula for the energy flux at null

infinity.

7.1 Multiscale expansion

7.1.1 Multiscale expansion of the worldline

We write the coordinates zµ on the worldline of the particle, moving along a quasicircular

orbit, as in Eq. (6.5), and we use the same two-timescale coordinates described in Section

6.1.1. That is, we adopt t̃ ≡ ϵt as the slow time and φp(t, ϵ) as the fast time. Then,

the coordinates on the worldline may be written in the slowly evolving, quasicircular

form rp(t, ϵ) = r̃p(t̃, ϵ) and φp(t, ϵ) = φ̃p(t̃, ϵ), where r̃p(t̃, ϵ) and φ̃p(t̃, ϵ) are given by

the two-timescale expansions in Eqs. (6.7) and (6.9), respectively. The orbital phase is

recovered from the frequency, as in Eq. (6.8).

7.1.2 Multiscale expansion of the fields

Just like we constructed a multiscale expansion of the scalar field in Sec. 6.1.2, we expand

the fields h̄nµν in gravity in a multiscale form. We use a slow time, w̃, defined as [108] 1

w̃ = ϵ [t− k(r)] . (7.1)

Surfaces of constant w̃ foliate the spacetime as horizon-penetrating hyperboloidal slices,

as shown in Fig. 7.1. k(r) is chosen such that w̃ tends towards slow retarded time, ϵu,

close to future null infinity, and slow advanced time, ϵv, close to the future horizon of the

background BH. Elsewhere over a large spatial region, w̃ is close to ϵt. In our numerical

computation of the monopole piece of h̄2µν , we use the simpler choice of t̃ = ϵt. We

will come to this in Sec. 7.3. As the fast time we adopt φp(t, ϵ). We write it in slowly

evolving form in terms of w̃ as φp(t, ϵ) = φ̃(w̃, ϵ).

In analogy with the multiscale expansion in Eqs. (6.19)–(6.20), we write the grav-

itational field h̄nµν = h̃nµν(w̃, r, θ
A, φ̃p, ϵ) as

h̃nµν(w̃, r, θ
A, φ̃p, ϵ) = h̃nµν(w̃, r, θ

A, φ̃p, 0) + ϵ∂ϵh̃
n
µν(w̃, r, θ

A, φ̃p, 0) +O(ϵ2). (7.2)

1In [108] the notation h(r) is used instead of k(r) in the definition of w̃. We choose k(r) to avoid
confusion with the metric perturbation.
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 w=ϵ[t-k(r)]=const.

𝒥

𝒾

γ

Figure 7.1: Penrose diagram of Schwarzschild spacetime illustrating the slow-time coordinate
w̃. γ is the particle’s inspiralling worldline.

This yields new first- and second-order fields, analogous to Eqs. (6.21) and (6.22):

h̃1µν(w̃, r, θ
A, φ̃p) ≡ h̃1µν(w̃, r, θ

A, φ̃p, 0), (7.3)

h̃2µν(w̃, r, θ
A, φ̃p) ≡ h̃2µν(w̃, r, θ

A, φ̃p, 0) + ∂ϵh̃
1
µν(w̃, r, θ

A, φ̃p, 0). (7.4)

We decompose Eqs. (7.3)–(7.4) into tensor spherical-harmonic modes, as

h̃nµν =
µ

r

∑
iℓm

aiℓh̃
n
iℓm(r, w̃)e

−imφ̃p(w̃)Y iℓm
µν , (7.5)

where Y iℓm
µν are the Barack-Sago basis of tensor spherical harmonics, given explicitly in

Eqs. (4.15).

Substituting the two-timescale expansion of the field leads to a two-timescale ex-

pansion of the second-order Ricci tensor. We may write it as a decomposition into

tensor-harmonic modes, in a form analogous to (7.5), as

δ2R̃µν [ h̃
1, h̃1 ] =

10∑
i=1

∞∑
ℓ=0

ℓ∑
m=−ℓ

δ2R̃0
iℓm[ h̃

1, h̃1 ]e−imφ̃p(w̃)Y iℓm
µν +O(ϵ). (7.6)
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The mode coefficients δ2R̃0
iℓm[ h̃

1, h̃1 ] depend on r and w̃. They only include the leading

order piece, Ω̃0 of the frequency, and do not include any slow time derivatives. An

explanation of how to compute these modes is postponed until Chapter 8.

7.2 Multiscale expansion of the equation of motion

The equation of motion in Schwarzschild coordinates reads

d2zµ

dt2
+ U−1dU

dt

dzµ

dt
+ Γµβγ

dzβ

dt

dzγ

dt
= U−2Fµ, (7.7)

where U ≡ dt/dτ , with τ being proper time on the worldline, and Fµ is the self-force

per unit mass. Our goal is to substitute the form of (6.5) for the worldline coordinates,

and derive expressions for them at each order of ϵ.

Fµ is a functional of zµ, so we write it in the form

Fµ(t, ϵ) = ϵFµ1 (z; γ) + ϵ2Fµ2 (z; γ) +O(ϵ3), (7.8)

where on the right-hand side, z = z(t), and each Fµn is a functional of the worldline γ.

The self-force through second order, ϵFµ1 (z; γ) + ϵ2Fµ1 (z; γ) is given by the right-hand

side of Eq. (2.69), in terms of the regular field. By substituting for the regular field the

form of Eq. (7.5) and then evaluating all the derivatives, the φ and φp dependence has

the same form as the right-hand side of Eq. (7.5). With that, on γ, φ = φp and the

e−imφp cancels with the φp dependence in the tensor spherical-harmonic. So, we end up

with an expression for the self-force independent of fast-time. The self-force is then a

sum over modes h̃niℓm(r, w̃), their derivatives, and terms like Ω̃(w̃)h̃niℓm(r, w̃). h̃
n
iℓm(r, w̃)

depends on slow time through the source-modes’ dependence on the orbital radius, and

the explicit powers of frequency that appear in the field equations. Like in Sec. 6.1.1,

the frequency can be written in terms of the orbital radius. Therefore, we can express

the w̃ dependence of the self-force in terms of the orbital radius, and write it as

Fµ(t, ϵ) = ϵFµ1 (r̃p; r̃p) + ϵ2Fµ2 (r̃p; r̃p) +O(ϵ3). (7.9)

Here, r̃p = r̃p(w̃). The first argument refers to the radius at which we evaluate the regular

field in the self-force formula. The second argument refers to the implicit dependence

on the radius of the source orbit.

By substituting the expansions (6.7) and (6.9) into Eq. (7.9), we find that

Fµ(t, ϵ) = ϵFµ1 (r0; r0) + ϵ2F̂µ2 (r0; r0, r1) +O(ϵ3), (7.10)
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where

F̂µ2 ≡ Fµ2 (r0; r0) +

[
∂

∂r0
Fµ1 (r0; r0) +

δ

δr0
Fµ1 (r0; r0)

]
r1, (7.11)

where ∂
∂r0

acts on the first argument in Fµ1 (r0; r0), and
δ
δr0

on the second.

Substituting Eqs. (6.5), (6.7), (6.8), and Eq. (7.10) into Eq. (7.7) leads to a sequence

of equations for the terms r̃n(t̃) and Ω̃n(t̃) in the expansions of the orbital radius and

frequency. At order ϵ0, the only nontrivial piece of Eq. (7.7) is the r component, which

yields

Ω̃0 =

√
M

r̃30
. (7.12)

This is precisely the same result derived in Eq. (4.11) for the frequency Ω of an exactly

circular orbit with radius r0.

At higher order in ϵ we will need an expansion for U , which can be found from the

normalization condition U2gµν ż
µżν = −1. By substituting Eqs. (6.5) and (7.12) into

this expression, we derive

U−2 = 1− 3M

r̃0
− 2ϵr̃20Ω̃0Ω̃1 +O(ϵ3). (7.13)

At linear order in ϵ, from the t component of Eq. (7.7), we find an equation for the

slow evolution of r0 as

dr̃0

dt̃
=

2(r̃0 − 3M)2(r̃0 − 2M)

M(r̃0 − 6M)
F t1(r̃0; r̃0). (7.14)

This tells us that the slow evolution of the radius is because of the dissipative piece of

the first-order self-force. From the r component of Eq. (7.7), we obtain an equation for

Ω̃1 as

Ω̃1 = − 1

2r̃0f0Ω̃0

[
U−2
0 F r1 (r̃0; r̃0) +

3M

r̃30
f0r̃1

]
, (7.15)

where U−2
0 = 1−3M/r̃0 and f0 = 1−2M/r̃0. Eq. (7.15) relates the first-order correction

to the radius, r̃1, and the first-order correction to the orbital frequency, Ω̃1, to the

conservative piece of the first-order self-force.

At second order in ϵ, from the t component of Eq. (7.7), we obtain an equation for

the slow evolution of r̃1 as

2M

r̃20f0

dr̃1

dt̃
+

(
r̃0
U0

)2

Ω̃0
dΩ̃1

dt̃
+

[
(r̃0 + 3M)(r̃0 − 3M)2r̃0f0

M(r̃0 − 6M)
+ 2r̃20

]
Ω̃0Ω̃1F

t
1(r0; r0)

= U−2
0 F̂ t2(r̃0; r̃0, r̃1). (7.16)

This tells us that the slow evolution of r̃1 and Ω̃1 are due to the dissipative piece of the

second-order self-force.
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In Chapter 4, at first order we fixed the orbital frequency, but at second order we

cannot expand the orbit at fixed frequency, because all quantities are evolving with slow

time due to dissipative self-force effects. We only have the freedom to fix the frequency

if we choose a preferred value of slow time t̃(=const). In our calculation of the monopole

piece of the second-order field, we do just that. This affords us the freedom to set Ω̃ = Ω̃0

and Ω̃1 = 0. As a result, a formula for r̃1 in terms of F r1 emerges from Eq. (7.15), as

r̃1 = − r̃
3
0F

r
1 (r̃0; r̃0)

3MU2
0 f0

. (7.17)

7.3 Multiscale expansion of the field equations

The equations that we want to solve through second order are given in Eqs. (3.9). While

we are primarily interested in solving the second-order equations (3.9c) and (3.9d), we

include the first-order equations (3.9a) and (3.9b) in the discussion because the two-

timescale expansion yields second-order contributions from them. We remind the reader

that we solve for the trace-reversed field variable h̄2µν , as we did at first order for reasons

explained in Sec. 4.2. With this in mind, the wave equations obtained by trace-reversing

Eqs. (3.9) are

Eαβ [ h̄
R1 ] = −Eαβ[ h̄P1 ] inside Γ, (7.18a)

Eαβ [ h̄
1 ] = 0 outside Γ, (7.18b)

Eαβ [ h̄
R2 ] = 2δ2R̄αβ [h

1, h1 ]− Eαβ [ h̄
P2 ] inside Γ, (7.18c)

Eαβ [ h̄
2 ] = 2δ2R̄αβ [h

1, h1 ] outside Γ. (7.18d)

Now we want to replace h̄nµν(t, r, θ
A) with its counterpart h̃nµν(t̃, r, θ

A, φ̃p). Then

we want to substitute the decomposition (7.5) into Eqs. (7.18), in much the same way

as we did in Chapter 4. To do the substitution, we note that the derivatives take the

form

∂t

(
h̃niℓme

−imφ̃p

)
=
(
−imΩ̃h̃niℓm + ϵ∂w̃h̃

n
iℓm

)
e−imφ̃p(w̃), (7.19a)

∂r

(
h̃niℓme

−imφ̃p

)
=
(
∂rh̃

n
iℓm + imΩ̃Hf−1h̃niℓm − ϵHf−1∂w̃h̃

n
iℓm

)
e−imφ̃p(w̃), (7.19b)

where Ω̃ is given by the expansion (6.8), f = 1 − 2M/r, and following the notation

in Ref. [108], we have defined H(r) ≡ dk(r)/dr∗. The first term in parentheses on

the right-hand side of Eq. (7.19a), and the first term in parentheses on the right-hand

side of (7.19b), are precisely the same derivatives that appear in the frequency-domain

equations (4.25). The second term in parentheses in Eq. (7.19b) arises from our use of

w = t− k instead of t; the same term would appear if we used an expansion in Fourier

modes e−imΩw, without a two-timescale expansion. The final terms in Eqs. (7.19) arise

from the slow evolution of the system
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In this way we derive new first- and second-order equations, as

Ẽ0
iℓm[ h̃

R1 ] =− Ẽ0
iℓm[ h̃

P1 ] inside Γ, (7.20a)

Ẽ0
iℓm[ h̃

1 ] =0 outside Γ, (7.20b)

Ẽ0
iℓm[ h̃

R2 ] =− r

2aiℓ
δ2R̃0

iℓm[ h̃
1, h̃1 ]− Ẽ0

iℓm[ h̃
P2 ]− Ẽ1

iℓm[ h̃
P1 ] inside Γ, (7.20c)

Ẽ0
iℓm[ h̃

2 ] =− r

2aiℓ
δ2R̃0

iℓm[ h̃
1, h̃1 ]− Ẽ1

iℓm[ h̃
1 ] outside Γ. (7.20d)

Here, h̃Pnµν and h̃Rnµν are two-timescale expansions of h̄Pnµν and h̄Rnµν , that appear in

Eqs. (7.18). They have forms analogous to (7.5), with corresponding mode coefficients

h̃Pniℓm(r, w̃) and h̃
Rn
iℓm(r, w̃). Ẽ

0 and Ẽ1 are given by

Ẽ0
iℓm[ h̃ ] ≡ □̃0h̃iℓm(r, w̃) + M̃ij

0 h̃jℓm(r, w̃), (7.21a)

Ẽ1
iℓm[ h̃ ] ≡ □̃1h̃iℓm(r, w̃) + M̃ij

1 h̃jℓm(r, w̃), (7.21b)

where

□̃0 ≡− 1

4

[
f2∂2r +

2M

r2f
∂r + imΩ̃0Hf∂r + imΩ̃0fH

′ −m2Ω̃2
0

]
+ Vℓ(r), (7.22a)

□̃1 ≡− 1

4

[
2m2Ω̃0Ω̃1 − imΩ̃1fH

′imΩ̃1fH∂r

+2imΩ̃0∂w̃ + fH ′∂w̃ + fH∂r∂w̃

]
, (7.22b)

with H ′ = ∂rH and Vℓ given in Eq. (4.28). M̃ij
0 are given by Mij in Eqs. (D.1) with

the replacements ∂r → ∂r+ imΩ̃0H/f and ωm = mΩ → mΩ̃0. The terms M̃ij
1 are given

by Mij with the replacements ∂r → imΩ̃1Hf
−1 − Hf−1∂w̃, iωm → imΩ̃1 − ∂w̃ and

ω2
m = 2imΩ̃0Ω̃1− imΩ̃0∂w̃, and including only terms containing exactly one w̃ derivative

or factor of Ω̃1.

To satisfy the Einstein equations, the solution to the wave equations must also

satisfy the gauge condition ∇µh̃nµν = 0. By substituting the mode decomposition (7.5),

we derive gauge conditions analogous to Eqs. (4.29), as

D0
n[ h̃

1 ] =0, (7.23a)

D0
n[ h̃

2 ] =− D1
n[ h̃

1 ], (7.23b)

n = 1, 2, 3, 4, where

D0
1 [ h̃ ] ≡ imΩ̃0h̃1ℓm

+ f

[
imΩ̃0h̃3ℓm + ∂rh̃2ℓm + imΩ̃0Hf

−1h̃2ℓm +
h̃2ℓm
r

− h̃4ℓm
r

]
, (7.24a)

D0
2 [ h̃ ] ≡− imΩ̃0h̃2ℓm − f∂rh̃1ℓm − imΩ̃0Hh̃1ℓm + f2∂rh̃3ℓm + imΩ̃0Hfh̃3ℓm



142 Chapter 7 Computational framework for second-order gravitational self-force

− f

r

[
h̃1ℓm − h̃5ℓm − fh̃13ℓm − 2fh̃6ℓm

]
, (7.24b)

D0
3 [ h̃ ] ≡− imΩ̃0h̃4ℓm

− f

r

[
r∂rh̃5ℓm + imΩ̃0Hf

−1rh̃5ℓm + 2h̃5ℓm + ℓ(ℓ+ 1)h̃6ℓm − h̃7ℓm

]
, (7.24c)

D0
4 [ h̃ ] ≡− imΩ̃0h̃8ℓm − f

r

[
r∂rh̃9ℓm + imΩ̃0Hf

−1rh̃9ℓm + 2h̃9ℓm − h̃10ℓm

]
, (7.24d)

and

D1
1 [ h̃ ] ≡ imΩ̃1h̃1ℓm − ∂w̃h̃1ℓm

+ f
(
imΩ̃1h̃3ℓm − ∂w̃h̃3ℓm + imΩ̃1Hf

−1h̃2ℓm −Hf−1∂w̃h̃2ℓm

)
, (7.25a)

D1
2 [ h̃ ] ≡− imΩ̃1h̃2ℓm + ∂w̃h̃2ℓm − imΩ̃1Hh̃1ℓm

−H∂w̃h̃1ℓm − imΩ̃1Hfh̃3ℓm +Hf∂w̃h̃3ℓm, (7.25b)

D1
3 [ h̃ ] ≡ imΩ̃1h̃4ℓm − ∂w̃h̃4ℓm − imΩ̃1Hh̃9ℓm +H∂w̃h̃9ℓm, (7.25c)

D1
4 [ h̃ ] ≡− imΩ̃1h̃8ℓm + ∂w̃h̃8ℓm − imΩ̃1Hh̃5ℓm +H∂w̃h̃5ℓm. (7.25d)

Combining the expansion of the equation of motion with the expansion of the field

equations, we end up with frequency-domain equations (7.20) that can be solved at

each fixed value of slow time, plus evolution equations (7.14), (7.16), and (7.23b) that

determine the evolution with slow time. The wave equations (7.20c)–(7.20d) and gauge

condition (7.23b) have different roles in that respect: because the wave equation can

be solved for any source, slow-time derivatives in (7.20) do not constrain the evolution,

instead simply acting as sources; the gauge condition (7.23b) then serves to determine

the evolution, just as it served to determine the equation of motion in Chapter 2.

7.3.1 General retarded solutions

To find a solution we use the same method of variation of parameters used in Chapter

4, but with different boundary conditions. These boundary conditions will be absorbed

into punctures, allowing us to use the methods of Chapter 4 even more directly.

We can write the general solution in this domain as

ψ̃nℓm(w̃, r) =

(
C n−
ℓm (w̃, r) +K n−

ℓm (w̃)

)
ψ̃−
ℓm(r) +

(
C n+
ℓm (w̃, r) +K n+

ℓm (w̃)

)
ψ̃+
ℓm(r), (7.26)

where ψ̃nℓm(w̃, r) is a column vector of d solutions, h̃niℓm(w̃, r), whose elements are in

the format of (4.59). Likewise, ψ̃±
ℓm(r) is a column vector of d homogeneous solutions,

h̃±iℓm(r), whose elements follow the same format. h̃+iℓm(r) are regular at infinity and

h̃−iℓm(r) are regular at the horizon. The weighting coefficients, C n±
ℓm (w̃, r) are d × d

matrices, determined using the method of variation of parameters. Kn±
ℓm in Eq. (7.26)
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are d × d matrices of constants that are determined by matching the general solution

in the near-zone to an exact solution in the far zone, which we calculate using a Post-

Minkowski expansion, as described in Sec. 7.5. Kn−
ℓm in Eq. (7.26) are d × d matrices

of constants that are determined by matching the general solution in the near-zone to

an exact solution in the near-horizon zone. Unlike the former, the latter are yet to be

obtained. We will return to a discussion of this in Sec. 7.4.

The C n±
ℓm (w̃, r) are computed by first defining the 2d× 2d matrix

Φ̃(w̃, r) =

(
ψ̃−(w̃, r)T ψ̃+(w̃, r)T

∂rψ̃
−(w̃, r)T ∂rψ̃

+(w̃, r)T

)
, (7.27)

and then using the standard variation of parameters approach:

C n−
ℓm (w̃, r) =

[∫ R+

r
dr′Φ̃−1(w̃, r′)

(
0d

J̃nℓm(w̃, r
′)

)]
top d entries

, (7.28)

C n+
ℓm (w̃, r) =

[∫ r

R−

dr′Φ̃−1(w̃, r′)

(
0d

J̃nℓm(w̃, r
′)

)]
bottom d entries

, (7.29)

where J̃nℓm is a column vector of modes of the source S̃n eff
iℓm , where S̃1 eff

iℓm is defined to be

the effective source on the right-hand side of either Eq. (7.20a) or (7.20b), and S̃2 eff
iℓm is

defined to be the effective source on the right-hand side of either Eq. (7.20c) or (7.20d).

R+ is a suitably chosen radial position of the outer boundary of the near zone at which

we match the general solution in the near-zone to a physical solution in the far-zone, and

R− is a suitably chosen radial position of the inner boundary of the near zone at which

we match the general solution in the near zone to a physical solution in the near-horizon

zone. The elements of J̃nℓm are in the format of (4.59), and Vtop (bottom) d entries means

the d-vector formed by taking the top (bottom) d elements of the 2d-vector V .

7.3.2 The first-order solution

We begin by considering whether the first-order solution in Chapter 4 remains valid in

the context of our two-timescale expansion. Rather than moving directly to the general

solution (7.26) in the Lorenz gauge, we start by writing the most general, first-order

solution valid in any gauge, as

ψ̃1
ℓm(w̃, r) = ψ̃hom

ℓm (w̃, r) + ψ̃1pp
ℓm (w̃, r), (7.30)

where ψ̃hom
ℓm (w̃, r) is any homogeneous solution in an arbitrary gauge, and ψ̃1pp

ℓm (w̃, r) is

the particular Lorenz-gauge solution, obtained in Chapter 4. The superscript “pp” refers

to it being the solution for a point-particle. Now, as mentioned above, unlike in the far

zone, we do not yet have a physical retarded solution to match with near the horizon.
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However, we assume that a complete matching procedure would establish that in some

gauge, the near-zone solution ψ̃1
ℓm must be regular at the future horizon; the matching

procedure in Chapter 6, extended to gravity, already establishes that it must be regular

at future null infinity. The no-hair theorem tells us that any pure homogeneous solution

(i.e. any vacuum solution) with a discrete Fourier spectrum can only be regular at both

boundaries if it is comprised solely of a mass perturbation, a spin perturbation and terms

that are pure gauge (see pp.875–876 of Ref. [109]). Thus, the globally regular solution

in some gauge has the form

ψ̃1
ℓm(w̃, r) = ψ̃pure gauge

ℓm (w̃, r) + ψ̃1pp
ℓm (w̃, r) + ψ̃δMℓm (w̃, r) + ψ̃δJℓm(w̃, r). (7.31)

Now we want to write Eq. (7.31) in the Lorenz gauge. We already know from our

discussion in Chapter 4 that ψ̃1pp
ℓm (w̃, r) is very close to being the only Lorenz-gauge

solution that is globally regular. The only freedom to alter it, while maintaining regu-

larity at the boundaries, comes precisely in the freedom to add an angular-momentum

perturbation ψ̃δJℓm. (In Chapter 4 we eliminated that freedom by specifying that the only

angular momentum in the system was the orbital angular momentum of the particle.)

Crucially, that freedom does not extend to the mass perturbation: it is impossible to

make ψ̃δMℓm regular at both boundaries in the Lorenz gauge. We choose it to be regular

at r → ∞ and sacrifice regularity at the horizon, because we already have a known phys-

ical solution to match to in the far zone, whereas we have not yet obtained a physical

solution to match to in the near-horizon zone. So, we write the Lorenz-gauge solution

as

ψ̃1,LG
ℓm (w̃, r) = ψ̃pure gauge,LG

ℓm (w̃, r) + ψ̃1pp
ℓm (w̃, r) + ψ̃δM,LG

ℓm (w̃, r) + ψ̃δJ,LGℓm (w̃, r). (7.32)

where the superscript “LG” denotes that the solution is now in the Lorenz gauge.

If we allow our near-horizon and far-zone solutions to differ from our near-zone

solution by a gauge transformation then we can freely set ψ̃pure gauge,LG
ℓm = 0. With that,

and dropping the “LG” superscript, we write the Lorenz-gauge solution at first order,

as

ψ̃1
ℓm(w̃, r) = ψ̃1pp

ℓm (w̃, r) + ψ̃δMℓm (w̃, r) + ψ̃δJℓm(w̃, r). (7.33)

In Chapter 4 we only considered the particular solution ψ̃1pp and ignored ψ̃δMℓm and

ψ̃δJℓm. Physically, these additional perturbations arise from the slow change of the large

BH’s mass and angular momentum due to the gravitational-wave fluxes into the horizon.

The content of ψ̃δMℓm bears special note. ψ̃δMℓm adds mass to the solution, which we will

denote δMpert(w̃). But the slow evolution of the BH mass also draws a contribution

from ψ̃1pp, because in the Lorenz gauge, this solution includes a nonzero mass content

even inside the orbital radius, which is ascribed to the BH. We will denote this mass as
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δMpp
< . Through δMpp

< (r̃0) being a function of the orbital radius, its evolution with slow

time is entirely determined by Eq. (7.14). δMpert(w̃) adds to δMpp
< (r̃0) to ensure that

the total increase in the BH’s mass,

δMBH (w̃) = δMpp
< (w̃) + δMpert (w̃) , (7.34)

satisfies the Einstein equations (7.20d) and (7.23b).

Now let us analyze the exact form of the first-order solution. ψ̃1pp
ℓm was calculated

in Chapter 4. By analogy with Eq. (4.76), we write its mass content δMpp
< inside the

region r < r̃0, and its mass content δMpp
> outside the region r > r̃0, as

δMpp
> (w̃) =

µE (w̃) (r̃0 − 3M)

(r̃0 − 2M)
, r > r̃0, (7.35a)

δMpp
< (w̃) =µE (w̃)

[
(r̃0 − 3M)

(r̃0 − 2M)
− 1

]
, r < r̃0, (7.35b)

where µE (w̃) is the energy of the orbit of the small object. As we mentioned above,

they are explicit functions of the orbital radius r̃0, which is determined by Eq. (7.14).

So, we write them simply as functions of slow-time, as δM≷ = δM≷ (w̃).

We construct the mass-perturbation term ψ̃δMℓm by writing a linear combination of

the four solutions HA, HB, HC , and HD given in (4.42). Imposing asymptotic flatness

eliminates bothHA andHB. Imposing that the mass is δMpert then restricts the solution

to the form c̃HC + 2/3δMpertHD, where c̃ = c̃(w̃) can be chosen arbitrarily.

We write the total mass content of the complete first-order solution, ψ̃1
ℓm, as

δM> (w̃) =µE (w̃) + δMBH (w̃) , r > r̃0, (7.36a)

δM< (w̃) =δMBH (w̃) , r < r̃0. (7.36b)

δMBH (w̃) describes the physical evolution of the BH’s mass with slow time. The fact

that δM< (w̃) is nonzero reflects the fact that the first-order field carries a flux of energy

through the future horizon, causing the mass of the BH to evolve with time as MBH =

M + δMBH . δMBH (w̃) is determined by the Einstein equation to satisfy

dδMBH (w̃)

dw̃
= ĖH (w̃) , (7.37)

where ĖH is the flux of energy into the horizon.

The perturbation ψ̃δJℓm is more easily obtained. By linearizing the Kerr metric

with respect to J = Ma in Boyer-Lindquist coordinates, we get an angular-momentum

perturbation in the Lorenz gauge. The result is purely an i = 8 term. Adding a
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homogeneous i = 9 solution to satisfy the regularity condition (4.33), we obtain

h̃δJi=8,ℓ=0,m=0 =− 8

√
π

3

δJpert (w̃)

r
, (7.38a)

h̃δJi=9,ℓ=0,m=0 =− 8

√
π

3

δJpert (w̃)

r
. (7.38b)

The analog of Eq. (7.36) is

δJ<(w̃) = δJBH(w̃), (7.39a)

δJ>(w̃) = µL (w̃) + δJBH(w̃). (7.39b)

where µL (w̃) is the angular momentum of the orbit, and δJBH = δJpert, the angular

momentum content of hδJℓm in Eq. (7.33).

7.3.3 Field equations for the monopole piece of the second-order field

In this section we will write down a simple example of the general equations (7.20), for

the monopole (ℓ = m = 0) mode. Solving these will be our focus in Chapter 8. When

we come to compute the monopole mode of the field in Chapter 8, we use w̃ = t̃ for our

slow time coordinate.

Let us first write the field equations (7.20) with w̃ = t̃. With this choice, H(r) = 0

and we find that

Ẽ0
iℓm[ h̃ ] =− 1

4

[
f2∂2r +

2M

r2f
∂r −m2Ω̃2

0

]
h̃iℓm(r, t̃) + Vℓ(r)h̃iℓm(r, t̃)

+ M̃ij
0 h̃jℓm(r, t̃), (7.40a)

Ẽ1
iℓm[ h̃ ] =− 1

2
m2Ω̃0Ω̃1h̃iℓm(r, t̃)−

im

2
Ω̃0∂t̃h̃iℓm(r, t̃) + M̃ij

1 h̃jℓm(r, t̃), (7.40b)

where M̃ij
1 has the form described above but with H(r) = 0, and t̃ derivatives instead

of w̃ derivatives. Ẽ0
iℓm is equal to Eiℓm given in (4.26). Hence, Eqs. (7.20a) and (7.20b)

are identical to the frequency-domain field equations (4.25).

Now we turn to the monopole (ℓ = 0) second-order equations (7.20c) and (7.20d).

The non-vanishing modes of the monopole piece of the field are i = 1, 2, 3, 6. We need

not solve an ordinary differential equation to find h̃600, but rather we can obtain it

algebraically using the gauge condition (7.43a), given below. For the i = 1, 2, 3 modes

we solve the ordinary differential equations (7.20c) and (7.20d). They have the form

∆i00[ h̃
R2 ] =

√
2r

f
δ2R̃0

i00 −∆i00[ h̃
P2 ] +

4M

r2f2
δi2∂t̃h̃

P1
100 inside Γ, (7.41a)

∆i00[ h̃
2 ] =

√
2r

f
δ2R̃0

i00 +
4M

r2f2
δi2∂t̃h̃

1
100 outside Γ, (7.41b)
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where all terms depend on r and t̃, and

∆100[ h̃ ] ≡ ∂2r h̃100 +
1

rf

(
1− 4M

r

)
∂rh̃100 −

f

r
∂rh̃300 −

1

r2f
h̃100 +

f

r2
h̃300, (7.42a)

∆200[ h̃ ] ≡ ∂2r h̃200 −
f ′

f
∂rh̃200 −

2 (r −M)

r3f
h̃200, (7.42b)

∆300[ h̃ ] ≡ ∂2r h̃300 −
1

rf2

(
1− 4M

r

)
∂rh̃100 −

1

r
∂rh̃300 +

1

r2f2
h̃100 −

1

r2
h̃300, (7.42c)

∆600[ h̃ ] ≡ ∂2r h̃600 +
1

rf2

(
1− 4M

r

)
∂r

(
f∂rh̃300 −

f

r
h̃300 − ∂rh̃100

)
+

1

r2f2
h̃100

+
f ′

rf

(
r∂rh̃600 − h̃600

)
. (7.42d)

As we mentioned above, the i = 6 mode is obtained by solving the gauge conditions

(7.23). For the monopole, the non-trivial conditions at second order are D0
n[ h̃

2 ] =

−D1
n[ h̃

1 ], n = 1, 2. Explicitly they read

−f∂rh̃2100 + f2∂rh̃
2
300 −

f

r

(
h̃2100 − fh̃2300 − 2fh̃2600

)
=0, (7.43a)

f∂rh̃
2
200 +

f

r
h̃2200 − ∂t̃h̃

1
100 − f∂t̃h̃

1
300 =0. (7.43b)

Then, h̃2600 is determined from Eq. (7.43a).

The dependence on t̃ in Eq. (7.41) and in the gauge condition is entirely contained

in two quantities: r0(t̃) and δM(t̃). In the i = 1, 3, 6 equations, only r̃0 appears. So

we can solve Eq. (7.41) for h̃2i=1,3,6 as functions of r and r̃0. Their t̃ evolution is then

determined by Eq. (7.14). We note that by substituting the general first-order solution

(7.33) into the i = 2 wave equation (7.41) and the i = 2 gauge condition (7.43b), the

slow-time derivative of the mass, δṀ ≡ ∂t̃M appears in both. We can solve those two

equations for the i = 2 field as a function of r and r̃0 and for δṀ as a function of r̃0.

The entire evolution of all four fields (i = 1, 2, 3, 6) is then governed by Eq. (7.14).

7.4 Near-horizon expansion

In the region close to the horizon at r = 2M , we could derive boundary conditions at the

horizon, in analogy with how we construct boundary conditions at the far zone, namely

by matching to a known analytical retarded solution in the far zone , as described below

in Sec. 7.5. We have not yet formulated a way to do this. Instead, what we have

done is derived formulas for a set of particular solutions to Eqs. (7.41), by writing

an expansion in powers of (r − 2M) and fixing the coefficients by solving Eqs. (7.41)

order by order. The resulting particular solutions act as punctures at the horizon in the

manner explained below in this section.
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In preparation for the computations in Chapter 8, we focus on ℓ = 0. Let h̃PHi00
denote the i, ℓ = 0,m = 0 mode of the puncture near the horizon. Then in a region

close to the horizon we may write the monopole piece of the retarded field as h̃PHi00 plus

a residual piece, which we will denote as h̃RHi00 :

h̃i00 = h̃PHi00 + h̃RHi00 . (7.44)

From the form of the second-order Ricci tensor in (2.18), it is comprised of smooth

combinations of the background metric and the perturbations, all of which are smooth

at the horizon (in regular coordinates). With that, we found that we can write any

particular solution as an expansion in powers of r − 2M and ln(r − 2M). In this vein,

we substitute the following ansatz into Eqs (7.41):

h̃PHi00 = h̃PHnolog
i00 + h̃PHlog

i00 ln(r − 2M), (7.45)

where h̃PHnolog
i00 and h̃PHlog

i00 are power series in r−2M . Using this approach the following

results are readily derived:

h̃PH100 =−
√
2s200(r − 2M) +

1√
2M

[
2M2δ2R̃0

300(2M) + s200

]
(r − 2M)2

+
1

6

[
− 3s200√

2M2
− 2

√
2B̃100(2M) + 4

√
2Mδ2R̃0 ′

300(2M) +
√
2δ2R̃0

300(2M)

+4
√
2δ2R̃0

600(2M)
]
(r − 2M)3, (7.46a)

h̃PH200 =−
√
2s200(r − 2M), (7.46b)

h̃PH300 =−
√
2rs200 log(r − 2M) +

√
2

M

[
2M3δ2R̃0 ′

300(2M)−M2B̃100(2M)

+4M2δ2R̃0
300(2M) + s200

]
(r − 2M)2, (7.46c)

h̃PH600 =
√
2rs200 log(r − 2M)

+
1√
2M

[
8M5δ2R̃0 ′

600(2M)− 8M4rδ2R̃0 ′
600(2M) + 2M3r2δ2R̃0 ′

600(2M)

+2M2
(
12M2 − 6Mr + r2

)
δ2R̃0

300(2M) + 12M2s200

+
(
2M2r2 − 8M4

)
δ2R̃0

600(2M)− 7Mrs200 + r2s200

]
. (7.46d)

Here, δ2R̃0
i00(2M) and δ2R̃0 ′

i00(2M) are the values of δ2R̃0
i00(r) and its first derivative

with respect to r at r = 2M , respectively. B̃100(r) is a C
∞ function, related to δ2R̃0

100

and δ2R̃0
200 through

δ2R̃200 = δ2R̃100 + f2B̃100(r), (7.47)

analogous to Eq. (4.34). s200 is the constant in the formula δ2R̃0
200 = s200/r

2, which

stems from the property that δ2R̃0
200(r) behaves exactly as 1/r2, as we show in Ap-

pendix G. δ2R̃0
i00(2M), δ2R̃0 ′

i00(2M) and s200 are determined by matching to the numer-

ical data, as we will describe in Chapter 8.
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Equipped with the punctures at the horizon, the divergence in the source term

on the right hand side of Eq. (7.41b) at r = 2M , gets canceled by the action of the

differential operator ∆i00 defined in (7.42) acting on the puncture at the horizon. Note

that δ2R̃0
i00 itself is regular at r = 2M , rather the divergence comes from the factor of

1/f in front. We may then solve an effective source equation near the horizon:

∆i00[ h̃
RH ] = SeffH

i00 , (7.48)

where the effective source is given by

SeffH
i00 =

√
2r

f
δ2R̃0

i00(r)− δi2
4M

r2f2
∂t̃h̃

1
i00 −∆i00[ h̃

PH ]. (7.49)

Although our puncture is not physically motivated, we can justify our use of it at

a particular value of slow time. Because hPH must be a particular solution to the field

equations, altering it can only change our final result for hPH +hRH by a homogeneous

solution. But an ℓ = 0 homogeneous solution only has mass content and pure gauge,

which we can always absorb into the background mass.

However, this argument will no longer apply to the higher-ℓ modes. It will also

no longer be the case once we are doing an evolution, because once the mass is varying

with time, it can no longer be absorbed into the background mass. Therefore, we will

eventually require a thorough matching procedure at the horizon.

7.5 Post-Minkowski expansion

The last remaining region to consider is the far zone. In this section we will construct

a post-Minkowski (PM) solution valid in the far zone, closely following the method

described in Sec. 6.4.2. In order to find the solution at large r, we will restrict the range

of spatial coordinates to points outside of supp(h2P), namely r > R+. In this region the

field equations (7.18) reduce to

Eµν [ h̄
1 ] = 0, (7.50)

Eµν [ h̄
2 ] = 2δ2R̄µν [h

1, h1]. (7.51)

We then write gµν and h̄nµν in a PM form by expanding in powers of M , using the

following approach.

We expand at fixed Cartesian coordinates (u ≡ t − r, xi) and at fixed zµ. After

performing the expansion, we adopt background coordinates (t, xi), where t = u + r

(which differs from the Schwarzschild time coordinate by a gauge transformation of
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order M lnM). The expansion puts the operators E and δ2R̄ in the form

E = □+
∑
n≥1

MnEn, (7.52)

δ2R̄ =
∑
n≥0

Mnδ2R̄n, (7.53)

and the metric perturbations in the form

h̄nµν =
∑
p≥0

Mph̄n,pµν (t, x
i; z). (7.54)

Here, all components are in coordinates (t, xi), in which □ = ηµν∂µ∂ν and ηµν =

diag(−1, 1, 1, 1). In particular, we choose the h̄1 solutions in the far zone such that

as r → ∞, the leading oscillatory term in h̄1,p+1 falls off faster than the leading os-

cillatory term in h̄1,p. Then the “oscillation /r” term in h̄1,0 will be identical to the

“oscillation /r” term in h̄1. This point is key to the discussion in Appendix G.

With these expansions, the field equations become a sequence of equations, one at

each order in M . The leading-order equations read

□h̄1,0µν = 0, (7.55)

□h̄2,0µν = 2δ2R̄0
µν [h

1,0, h1,0]. (7.56)

The retarded solution to Eq. (7.55) can be written as

h̄1,0tt = 4
∑
ℓ≥0

(−1)ℓ

ℓ!
∂L
FL(u)

r
, (7.57a)

h̄1,0ti = 4
∑
ℓ≥0

(−1)ℓ

ℓ!
∂L
GiL(u)

r
, (7.57b)

h̄1,0ij = 4
∑
ℓ≥0

(−1)ℓ

ℓ!
∂L
HijL(u)

r
, (7.57c)

where r =
√
δijxixj and u = t− r, and the STF multipole moments FL, GiL, and HijL

are to be determined by matching to the near-zone solution. The notation used here is

the same notation employed in Sec. 6.4.2.

The retarded solution to Eq. (7.56) can be written, in the same way that we wrote

Eq. (6.77), as

h̄2,0µν = h̄partµν + h̄homµν , (7.58)

where the homogeneous solution h̄homµν has a form identical to Eq. (7.57), and the par-

ticular solution is

h̄partµν = FP□−1
ret(r

BSµν), (7.59)
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with Sµν ≡ 2δ2R̄µν being the source term on the right-hand side of (7.51).

To determine boundary conditions for our near-zone expansion we need only exam-

ine the part of the solution sourced by the most slowly falling piece of the source term,

2δ2R̄0
µν , on the right-hand side of Eq. (7.56), as described in Chapter 6. We may write

the source by isolating the leading-order piece that falls off as 1/r2 plus terms that fall

off faster than that, in the form

2δ2R̄0
µν =

sµν(u, n
i)

r2
+O(1/r3). (7.60)

In the same style of notation as Sec. 6.4.2, we define jµν to be the finite part of the

retarded integral of the slowest decaying piece of the source against the Green’s function,

jµν = FP□−1
ret(r

B−2sµν) = □−1
ret(r

−2sµν). (7.61)

Our original field variable h̄2µν can then be written as

h̄2µν = jµν +O(ln r/r). (7.62)

7.5.1 Calculation of the monopole piece of jµν

Now we turn to deriving an expression for the monopole (ℓ = 0) piece of jµν . In

Chapter 6 it was shown that for a scalar field, only the monopole (ℓ = 0) mode of (the

analog of) Eq. (7.61) is required for matching. We will carry this result over to the 4D

second-order field, and use the matching procedure for the monopole mode to determine

jµν . To begin, we write the components of jµν as an expansion in terms of irreducible

symmetric trace-free pieces, analogous to Eqs. (2.38), as

jtt =
∑
ℓ≥0

ÂℓLn̂
L, (7.63a)

jta =
∑
ℓ≥0

B̂ℓ+1
L n̂a

L +
∑
ℓ≥1

[
Ĉℓ−1
aL−1n̂

L−1 + ϵab
cD̂ℓ

cL−1n̂
bL−1

]
, (7.63b)

jab = δab
∑
ℓ≥0

K̂ℓ
Ln̂

L +
∑
ℓ≥0

Êℓ+2
L n̂ab

L +
∑
ℓ≥1

[
F̂ ℓL−1⟨an̂b⟩

L−1 + ϵcd(an̂b)c
L−1Ĝℓ+1

dL−1

]
+
∑
ℓ≥2

[
Ĥℓ−2
abL−2n̂

L−2 + ϵcd(aÎ
ℓ−1
b)dL−2n̂c

L−2
]
. (7.63c)

We will use the notation ℓ̄ for the superscript on the coefficients, for example in the

term ÂℓLn̂
L, ℓ̄ = ℓ, and for the term B̂ℓ+1

L n̂ L
a , ℓ̄ = ℓ + 1, and so on. We may write

analogous STF expansions for the components sµν . We will refer to the coefficients in

that expansion as ˆ̃Aℓ̄L,
ˆ̃B ℓ̄
L, and so on. Let ĵ ℓ̄L be an element of the set

{
Âℓ̄L, B̂

ℓ̄
L, . . .

}
and ŝℓ̄L be an element of the set

{
ˆ̃Aℓ̄L,

ˆ̃B ℓ̄
L, . . .

}
. From the analysis in Chapter 6, the
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quasistationary pieces of the retarded solutions are given by

ĵ ℓ̄L =


F [ŝℓ̄L] if ℓ̄ = 0,

− ŝℓ̄L
ℓ̄(ℓ̄+ 1)

if ℓ̄ > 0,
(7.64)

where in analogy with Eqs. (6.65) and (6.85),

F [ŝ](w̃) ≡ ŝ(w̃) ln r − ŝ(w̃) + k[ŝ](w̃) (7.65)

and

k[ŝ](w̃) ≡ −ŝ(w̃) ln 2

ϵ
−
∫ ∞

0
dz̃ ˙̂s(w̃ − z̃) ln z̃. (7.66)

Explicitly, for the ℓ = 0 terms, we derive

Â0 = F [ ˆ̃A0], K̂0 = F [ ˆ̃K0],

B̂1 = −1

2
ˆ̃B1, Ê2 = −1

6
ˆ̃E2.

(7.67)

We may extract the ℓ = 0 scalar, spherical harmonic of any of these components by

integrating them against Y ∗
00 over the unit two-sphere. Then, we find that the scalar

spherical-harmonic monopole of the components is

j00tt =2
√
πÂ0, (7.68a)

j00tr =2
√
πB̂1, (7.68b)

j00rr =2
√
π

(
K̂0 +

2

3
Ê2

)
, (7.68c)

j00 =2
√
π

(
K̂0 − 1

3
Ê2

)
, (7.68d)

where j00µν ≡
∮
dΩjµνY

∗
00 and j00 ≡

∮
dΩjY ∗

00, where j is the trace. We find a similar

set of relations for s00tt ,s
00
tr , s

00
rr and s00 in terms of ˆ̃A0, ˆ̃B1, ˆ̃K0 and ˆ̃E2, where s00µν is

defined analogously to j00µν . By analogy with the above discussion, the scalar harmonic

monopole of sµν is

s00tt =2
√
π ˆ̃A0, (7.69a)

s00tr =2
√
π ˆ̃B1, (7.69b)

s00rr =2
√
π

(
ˆ̃K0 +

2

3
ˆ̃E2

)
, (7.69c)

s00 =2
√
π

(
ˆ̃K0 − 1

3
ˆ̃E2

)
. (7.69d)
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Combining Eqs. (7.67)–(7.69), we obtain relationships between the monopole pieces

of the jµν and sµν as

j00tt = s00tt ln r − s00tt + k
[
s00tt
]
, (7.70a)

j00tr = −1

2
s00tr , (7.70b)

j00rr =
1

3

(
s00rr + 2s00

)
ln r − 4

9
s00rr −

5

9
s00 +

1

3
k
[
s00rr + 2s00

]
, (7.70c)

j00 =
1

3

(
s00rr + 2s00

)
ln r − 1

18

(
5s00rr + 13s00

)
+

1

3
k
[
s00rr + 2s00

]
. (7.70d)

Using the relations

s00tt = s100 + s300, s00tr = s200, s00rr = s100 − s300, s00 = s600, (7.71)

with a similar set of expressions for {j00tt , j00tr , j00rr , j00} in terms of {j100, j200, j300, j600},
we derive that

j100 =
2

3
s100 ln r −

1

18
s100 + 2κ, (7.72a)

j200 =
1

2
s100, (7.72b)

j300 = j600 =
1

3
s100 ln r +

1

18
s100 + κ, (7.72c)

where

κ ≡ −1

3

(
1 + ln

ϵ

2

)
s100 −

1

3

∫ ∞

0
dz̃ ˙̃s100(ũ− z̃) ln z̃. (7.73)

In Appendix G we derive a physically informative expression for s100. The ji00 are used

to define a puncture at infinity, as in the previous chapter.

7.5.2 Punctures at infinity

The punctures at infinity are constructed using the analogous method for the scalar

case, outlined in Sec. 6.4.1. The expressions for the monopole modes are

h̄P∞
100 =

√
2rj100(r) +

1

3

(
8
√
2
)
Ms200 log(r) +

2

9

√
2M(11s200 − 36κ), (7.74a)

h̄P∞
200 =

√
2rj200(r), (7.74b)

h̄P∞
300 =

√
2rj300(r), (7.74c)

h̄P∞
600 =

√
2rj600(r) + 2

√
2Ms200, (7.74d)

where the factor of
√
2r arises from the factor aiℓ/r in Eq. (4.14), where the ji00 and κ

were derived in Eqs. (7.72) and (7.73), respectively. s200 is the proportionality constant

in δ2R̄200[h
1, h1 ] = s200/r

2. Its value may be extracted from the numerical data for

δ2R̄200[h
1, h1 ], which is discussed in Sec. 8.4.
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The punctures in (7.74) include terms one order higher in 1/r than those derived in

(7.72). Those extra terms were derived following an approach similar to the one we used

near the horizon, by inserting an expansion of the form h̄i00 =
√
2rji00(r)+Ai log(r)+Bi,

with Ai and Bi independent of r. The terms in addition to ji00 ensure that subleading

terms (terms that decay slower than 1/r2) also cancel in Eq. (7.51). Our puncture can be

altered by adding an asymptotically flat homogeneous solution. However, changing the

puncture by such a solution merely moves terms between the puncture and the residual

field, leaving the total field unaltered.

To summarise, in this chapter we have constructed boundary conditions at the

horizon in Eqs. (7.46), and at infinity in Eqs. (7.74). In the next chapter, we are going

to use these boundary conditions to solve equations (7.41), for the monopole mode of

the second-order field.



Chapter 8

Results for the monopole mode of

the second-order field

In this chapter we describe our calculation of the monopole piece of the second-order

field, and present our results. In Sec. 8.1 we give an overview of the puncture scheme

used in the calculation. Next, in Sec. 8.2 we go into detail about how we implement

the puncture scheme to solve the second-order field equations. In Sec. 8.3, we move

on to explain how the modes of the second-order source are computed. This follows

from the technique described in Chapter 5 for computing the modes of the source in the

toy model. We extend that technique to the computation of the second-order source in

gravity. In Sec. 8.4, we present our numerical results for the source, and compare our

findings with analytical predictions derived in Appendix G. In Sec. 8.5 we give formulas

for the punctures at the particle. In Sec. 8.6 we describe how we compute the effective

source. Putting all this together, we calculate the monopole piece of the second-order

field, and present our results in Sec. 8.7.

8.1 Overview of the calculation

Our goal is to compute the monopole mode of the second-order field, for an orbit of radius

r̃0. We remind the reader that r̃0 is the leading-order contribution to the orbital radius

in the context of the two-timescale expansion of the worldline. The field equations are

comprised of equations at fixed slow time, t̃, and equations that describe the evolution

of the system with t̃. We will only concentrate on the equations at some fixed t̃ = t̃0

in this chapter. At this fixed time, we make several simplifications. As mentioned in

Chapter 7, we choose Ω̃1(t̃0) = 0. We also choose δMpert(t̃0) = δJpert(t̃0) = 0, such that

the first-order solution ψ̃1
ℓm described in Sec. 7.3.2 reduces to the solution ψ̃1pp

ℓm obtained

in Chapter 4. But note that we do not have the freedom to set slow-time derivatives of

these quantities to zero.

155
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2M rH r r r r

-

0 + ∞

ΓΓΓΓ ΓH ∞

-

+P

r

Figure 8.1: The worldtube boundaries in the second-order puncture scheme. ΓH is the
region r ∈ (2M, rH), where rH is chosen to be suitably close to the horizon in a way which we
will describe below. ΓP is the worldtube centered on the particle at r̃0, as r ∈ (r−, r+). Γ∞
refers to the asymptotic region r ∈ (r∞,∞).

We also emphasize that in our expressions (7.74) for the punctures near infinity,

we set κ = 0. We have the freedom to do this, since picking a particular value for κ

is equivalent to adding a homogeneous solution. Because the only invariant content in

a homogeneous solution is mass, we can absorb it into the background mass M . The

reason for setting it to zero is because it introduces a ln(ϵ) into our solution, hence, we

would no longer be calculating the coefficient of ϵ2; our results would depend on the

specific value of the mass ratio.

We now want to generalise Eqs. (7.41) to a set of equations that include punc-

tures at the horizon and at infinity. With this in mind we define the following regions

ΓH ,Γ−,ΓP,Γ+,Γ∞ , as illustrated in Fig. 8.1. In ΓH we use the puncture at the horizon,

h̃PHµν given in Eqs. (7.46), in ΓP we use the puncture at the particle, h̃PP
µν given below

in Eq. (8.28), and in Γ∞ we use the puncture at infinity, h̃P∞
µν given in Eqs. (7.74). We

remind the reader that h̃µν refers to the trace reverse of the field written in two-timescale

coordinates, in the manner described in Chapter 7.

We may define residual fields in these regions, analogous to (3.4), as

h̃RHµν ≡ h̃2µν − h̃PHµν , (8.1a)

h̃RP
µν ≡ h̃2µν − h̃PP

µν , (8.1b)

h̃R∞
µν ≡ h̃2µν − h̃P∞

µν . (8.1c)

The non-punctured regions are Γ−, where r ∈ (rH , r−), and Γ+, where r ∈ (r+, r∞).

Proceeding as we did at first order, we write each of the fields h̃2µν , h̃
PH
µν , h̃PP

µν ,

h̃P∞
µν , h̃RHµν , h̃RP

µν , h̃R∞
µν as a decomposition into modes analogous to Eq. (7.5). We will
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use the notation h̃iℓm for the harmonic modes of h̃2µν , and h̃
PH
iℓm, h̃PP

iℓm, h̃
P∞
iℓm , h̃RHiℓm , h̃RP

iℓm,

h̃R∞
iℓm for the modes of h̃PHµν , h̃PP

µν , h̃
P∞
µν , h̃RHµν , h̃RP

µν , h̃R∞
µν , respectively. δ2R̃0

µν [h
1, h1 ] is

decomposed in an analogous way, as given in Eq. (7.6). The exact form of the modes

δ2R̃0
iℓm will be discussed in Sec. 8.3.

The non-vanishing modes of the monopole (ℓ = 0) piece of the field are i = 1, 2, 3, 6.

Unlike at first order, the i = 2, ℓ = m = 0 effective source is non-zero and the inhomo-

geneous solutions are not trivially zero. So, we need to obtain solutions for this mode at

second order. The i = 2 equations (7.41) and (7.43b) differ from the others in that they

contain slow-time derivatives of the first-order field; Adam Pound has separately solved

these equations for i = 2 analytically. Given that the i = 2 mode is not coupled to the

i = 1, 3, 6 modes, we will neglect the i = 2 equation in this work and focus only on the

i = 1, 3, 6 modes. For these modes, the effective-source equations (7.41), generalised to

include punctures at the horizon and at infinity, are given explicitly by

∆i00[ h̃
Rs ] = S effs

i00 (r) inside Γs, (8.2)

where s ∈ {H,−,P,+,∞},

S effs
i00 (r) ≡

√
2r

f
δ2R̃0

i00 −∆i00[ h̃
Ps ], (8.3)

and the ∆i00[ h̃ ] are defined in Eqs. (7.42). We note that hP± = 0 in the non-punctured

regions, Γ±. Just like at first order, we can solve the gauge constraint given in Eq. (7.43a)

for h̃600, and we need not solve the i = 6 equation (8.2).

8.2 The worldtube method for punctures at the particle

and at the boundaries

In this section we will outline the worldtube method for solving the puncture-scheme

equations (8.2), which is an extension of the worldtube method used in Sec. 4.5, to

include punctures at the horizon and at infinity. The worldtube method for solving

the second-order equations was developed in collaboration with Adam Pound, but its

implementation in the later sections of this chapter was entirely my work.

Let ψ(r) be a column vector comprised of ℓ = m = 0 modes of the retarded field,

given by

ψ(r) =

(
h̃100(r)

h̃300(r)

)
. (8.4)

We define

ψRs(r) ≡ ψ(r)− ψPs(r), (8.5)



158 Chapter 8 Results for the monopole mode of the second-order field

where s ∈ {H,−,P,+,∞}. ψRs is defined by

ψRs(r) ≡

(
h̃Rs100(r)

h̃Rs300(r)

)
(8.6)

for s ∈ {H,−,P,+,∞}, ψPs is defined by

ψPs(r) ≡

(
h̃Ps100(r)

h̃Ps300(r)

)
(8.7)

for s ∈ {H,P,∞}, and ψP+ = ψP− ≡ (0, 0, 0)T . We define the column vector

Jeffs(r) ≡

(
Seffs
100 (r)

Seffs
300 (r)

)
. (8.8)

While this discussion focuses on the monopole modes, we can apply it to generic

ℓ > 0 modes, by using the format of Eq. (4.59) for column vectors instead of Eqs. (8.4)-

(8.8). d(= 2) shall denote the number of elements in each vector. Keeping d symbolic is

convenient for the next part of the discussion and allows us to easily generalise to ℓ > 0

modes, for which d is different.

Then, analogous to Eqs. (4.62) and (4.63), we may write Eqs. (8.2) as

dψ̂s

dr
+ Âψ̂s = Ĵs inside Γs, (8.9)

where ψ̂s =

(
ψs

∂rψ
s

)
is a column vector with 2d elements, Â is a 2d× 2d matrix and the

source term Ĵs =

(
0d

Jeff s

)
has 2d elements. The general solution in each region is

ψ̂s = Φ̂

(∫ r

rs

Φ̂−1Ĵsdr + as
)
, (8.10)

where Φ̂ =
(
ψ̂[1] · · · ψ̂[2d]

)
is a 2d × 2d matrix of independent homogeneous solutions

ψ̂[k] =

(
ψ[k]

∂rψ[k]

)
, as is an r-independent d-vector to be determined by jump conditions

at the boundaries of Γs in the manner described below, and rs ∈ {2M, rH , r−, r+, r∞}
is the left boundary of the domain of ψ̂s.

The jump conditions are

aH − a− = −
∫ rH

2M
Φ̂−1ĴHdr − Φ̂−1ψ̂PH(rH), (8.11a)

aP − a− =

∫ r−

rH

Φ̂−1Ĵ−dr − Φ̂−1ψ̂PP(r−), (8.11b)
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aP − a+ = −
∫ r+

r−
Φ̂−1ĴPdr − Φ̂−1ψ̂PP(r+), (8.11c)

a∞ − a+ =

∫ r∞

r+

Φ̂−1Ĵ∞dr − Φ̂−1ψ̂P∞(r∞), (8.11d)

and the regularity conditions are

aH = (aH1 , . . . , a
H
d , 0, . . . , 0)

T , (8.12a)

a∞ = −
∫ ∞

r∞

Φ−1Ĵ∞dr + (0, . . . , 0, a∞1 , . . . , a
∞
d )T . (8.12b)

We first solve for a∞−H ≡
(
−aH1 , . . . ,−aHd , a∞1 , . . . , a∞d

)T
by taking the difference

of Eqs. (8.11d) and (8.11a) and substituting the difference of Eqs. (8.11c) and (8.11b).

This yields

a∞−H =

∫ ∞

2M
Φ−1Ĵ dr +Φ−1ψ̂PH(rH)− Φ−1ψ̂PP(r−)

+ Φ−1ψ̂PP(r+)− Φ−1ψ̂P∞(r∞), (8.13)

where in the first integral on the right-hand side, going from r = 2M to r → ∞, Ĵ = Ĵs

when r ∈ Γs. Substituting this result back into Eqs. (8.11a) and (8.11d), we find

a− =

−
∫ ∞

rH

Φ−1
top Ĵ dr +Φ−1

top ψ̂
PP(r−)− Φ−1

top ψ̂
PP(r+) + Φ−1

top ψ̂
P∞(r∞)∫ rH

2M
Φ−1
bot Ĵ dr +Φ−1

bot ψ̂
PH(rH)

 , (8.14)

a+ =

 −
∫ ∞

r+

Φ−1
top Ĵ dr +Φ−1

top ψ̂
P∞(r∞)∫ r+

2M
Φ−1
bot Ĵ dr +Φ−1

bot ψ̂
PH(rH)− Φ−1

bot ψ̂
PP(r−) + Φ−1

bot ψ̂
PP(r+)

 , (8.15)

where Φ̂top and Φ̂bot, as defined in Sec. 4.5, are the top and bottom d rows of the matrix

Φ̂(r). Finally, substitution of a− into Eq. (8.11b) gives us

aP =

−
∫ ∞

r−

Φ−1
top Ĵ dr +Φ−1

top ψ̂
P∞(r∞)− Φ−1

top ψ̂
PP(r+)∫ r−

2M
Φ−1
bot Ĵ dr +Φ−1

bot ψ̂
PH(rH)− Φ−1

bot ψ̂
PP(r−)

 . (8.16)

Given homogeneous solutions, we may compute the residual fields using Eq. (8.10).

But we still need a strategy for computing the modes of the source. We will address this

in the next section.
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8.3 Computation of the source

In this section we will outline how to calculate the mode coefficients δ2R̃0
iℓm[ h̃

1, h̃1 ].

8.3.1 Summary of the computation strategy

To compute the modes δ2R̃0
iℓm[ h̃

1, h̃1 ], we apply an analogous strategy to the one used

to calculate the toy-model source, as explained in Chapter 5. We write the first-order

retarded field as the sum of the puncture plus the residual field, as h̃1 = h̃1R+ h̃1P . The

steps involved in the calculation are as follows:

1. We begin with two ingredients:

(a) numerically computed tensor-harmonic modes h̃1iℓm of the first-order retarded

field in the unrotated coordinates (t, r, θA),

(b) a 4D expression for the puncture h̃1Pµν in the rotated coordinates (t, r, αA
′
).

For a given numerical accuracy target, the higher the order of the puncture, the

fewer modes h̃1iℓm are required; correspondingly, the more modes of h̃1iℓm are com-

puted, the lower the necessary order of the puncture. We use a puncture that is

quadratic in order of distance from the particle.

2. Using the coupling formula, given schematically below in Eq. (8.23) and explicitly

in [94], we compute the modes δ2R̃0
iℓm[h̃

1, h̃1]. They are computed over the entire

numerical domain except in the worldtube region ΓP around the particle (as defined

in Sec. 8.2), choosing ΓP such that it contains all points at which the sums in the

coupling formula fail to numerically converge.

3. In the region ΓP, we compute the tensor-harmonic modes h̃1Piℓm′ in the rotated

system and then use Wigner D matrices to obtain the modes h̃1Piℓm in the unrotated

system, as described in Appendix C. From the result, we compute the modes

h̃1Riℓm = h̃1iℓm − h̃1Piℓm of the residual field.

4. Using the coupling formula we compute the modes δ2R̃0
iℓm[h̃

1P , h̃1R],

δ2R̃0
iℓm[h̃

1R, h̃1P ] and δ2R̃0
iℓm[h̃

1R, h̃1R] in ΓP.

5. Following the treatment of time derivatives in Appendix E, we express

δ2R̃0
µν [ h̃

1P , h̃1P ] in the rotated coordinates (t, r, αA
′
). In ΓP, we compute the

modes δ2R̃0
iℓm[ h̃

1P , h̃1P ] in the same manner that we computed h̃1Piℓm.

6. We sum the results δ2R̃0
iℓm[ h̃

1P , h̃1P ] + δ2R̃0
iℓm[h̃

1P , h̃1R] + δ2R̃0
iℓm[h̃

1R, h̃1P ] +

δ2R̃0
iℓm[h̃

1R, h̃1R] to obtain the complete δ2R̃0
iℓm in the region ΓP. Combined with

the result from step 2, this provides δ2R̃0
iℓm everywhere in the numerical domain.
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8.3.2 The mode-coupling formula

In this section we give a brief description of the mode-coupling formula for the modes of

δ2Rµν [h
1, h1 ] and its derivation. Full details can be found in a forthcoming paper [77].

The derivation and the end result are analogous to that of the coupling formula (5.31)

for the toy-model source, described in Chapter 5.

Our starting point is the explicit formula for δ2Rµν [h
1, h1 ], given in Eq. (2.18).

Because we will use the coupling formula to calculate the pieces δ2Rµν [h
1R, h1P ] and

δ2Rµν [h
1R, h1R ] of the second-order Ricci tensor, it will be useful to re-state the formula

for δ2Rµν in the form

δ2Rµν [h
1(A), h1(B) ] =

1

2
∇ρh̄

1(A) ρτ
(
2∇(µh

1(B)
ν)τ −∇τh

1(B)
µν

)
+

1

4
∇µh

1(A) ρτ∇νh
1(B)
ρτ +

1

2
∇τh1(A) ρν ∇τh

1(B)
ρµ − 1

2
∇τh1(A) ρν ∇ρh

1(B)
τµ

− 1

2
hAρτ

(
2∇ρ∇(µh

1(B)
ν)τ −∇ρ∇τh

1(B)
µν −∇µ∇νh

1(B)
ρτ

)
. (8.17)

After expressing h1µν in terms of h̄1µν , we substitute the expansion (7.5). In terms of the

trace-reversed field, the first term that appears in Eq. (8.17) is δ2R
[ 1 ]
µν [ h̄1(A), h̄1(B) ] ≡

∇ρh̄
1(A) ρτ∇(µh̄

1(B)
ν)τ . Substituting the multiscale expansion yields

δ2R̃[ 1 ]
µν [ h̃

1(A), h̃1(B) ] =
∑
i1ℓ1m1
i2ℓ2m2

ai1ℓ1ai2ℓ2

∇ρ

(
1

r
Y ρτ i1ℓ1m1 h̃

1(A)
i1ℓ1m1

e−im1φp

)
∇(µ

(
1

r
Y i2ℓ2m2

ν)τ h̃
1(B)
i2ℓ2m2

e−im2φp

)
, (8.18)

where 1 ≤ ij ≤ 10, 0 ≤ ℓj ≤ ∞, −ℓj ≤ mj ≤ ℓj for the summation limits. Let us write

the left-hand side as the mode sum

δ2R̃[1]
µν [ h̃

1(A), h̃1(B) ] =
∑
iℓm

Y iℓm
µν δ2R̃

[ 1 ]
iℓm[ h̃

1(A), h̃1(B) ] e−imφp , (8.19)

with the modes given by

δ2R̃
[ 1 ]
iℓm[ h̃

1(A), h̃1(B) ] =
κi
2π

∫ 2π

0
dφpe

imφp

∫ 2π

0
dφ

∫ π

0
dθ sin θ

δ2R̃[ 1 ]
µν [ h̃

1(A), h̃1(B) ]Y ∗iℓm
ρτ ηρµ ηντ , (8.20)

where κi is defined in Eq. (4.18). By substituting Eq. (8.18) into Eq. (8.20), we find

that

δ2R̃
[ 1 ]
iℓm[ h̃

1(A), h̃1(B) ] =
κi
2π

∫ 2π

0
dφpe

imφp

∫ 2π

0
dφ

∫ π

0
dθ sin θ

∑
i1ℓ1m1
i2ℓ2m2

ai1ℓ1ai2ℓ2Y
∗iℓm
ρτ ηργ ητσ
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∇µ

(
1

r
Y µν i1ℓ1m1 h̃

1(A)
i1ℓ1m1

e−im1φp

)
×∇(γ

(
1

r
Y i2ℓ2m2

σ)ν h̃
1(B)
i2ℓ2m2

e−im2φp

)
. (8.21)

Applying the same strategy to the remaining terms in Eq. (2.18), we obtain ex-

pressions similar to Eq. (8.21). The result can be written, in schematic form, as

δ2R̃0
iℓm[ h̃

1(A), h̃1(B) ] =
∑
s

i1ℓ1m1s1
i2ℓ2m2s2

R iℓm
i1ℓ1m1
i2ℓ2m2

(
h̃
1(A)
i1ℓ1m1

, h̃
1(B)
i2ℓ2m2

)
∫ 2π

0
dφ

∫ π

0
dθ sin θ sY

∗
ℓm s1Yℓ1m1 s2Yℓ2m2 , (8.22)

where sY
∗
ℓm are spin-weighted spherical harmonics. The summation limits for the i, ℓ,m

are the same as in Eq. (8.18), s ranges from −2 to 2 and s1, s2 range between −4 and

4. We may substitute the formula (5.28) for the integral in (8.22), with Cℓmsℓ1m1s1ℓ2m2s2

given by Eq. (5.29). Then we may write Eq. (8.22) as

δ2R̃0
iℓm[ h̃

1(A), h̃1(B) ] =
∑

i1ℓ1m1s1
i2ℓ2m2s2

R iℓm
i1ℓ1m1
i2ℓ2m2

(
h̃
1(A)
i1ℓ1m1

, h̃
1(B)
i2ℓ2m2

)
Cℓmsℓ1m1s1ℓ2m2s2 . (8.23)

Eq. (8.23) gives the form of the mode-coupling formula for the modes of

δ2R̃0
µν [ h̃

1(A), h̃1(B) ], in terms of modes of h̃1(A) and h̃1(B). We will use this method

to compute the modes δ2R̃0
iℓm[ h̃

1R, h̃1P ], δ2R̃0
iℓm[ h̃

1P , h̃1R ] and δ2R̃0
iℓm[ h̃

1R, h̃1R ]. But

this method will not work for the modes of δ2R̃0
iℓm[ h̃

1P , h̃1P ], for reasons explained in

Chapter 5. Rather we compute this piece as explained in the coming subsection.

8.3.3 Calculation of the divergent piece of the source

The modes δ2R̃0
iℓm[ h̃

1P , h̃1P ] are computed by directly integrating δ2R̃0
µν [ h̃

1P , h̃1P ],

against the tensor harmonics over the two-sphere, as

δ2R̃0
iℓm′ [ h̃1P , h̃1P ] =

∫ 2π

0
dα

∫ π

0
dβ sinβ δ2R̃0

µν [ h̃
1P , h̃1P ]Y ∗(ilm)

ρτ ηµρηντ . (8.24)

Here, δ2R̃0
µν [ h̃

1P , h̃1P ] is calculated by inserting the expressions for h̃1Pµν , whose lead-

ing order pieces are given in Eqs. (C.13), into Eq. (8.17). The α-integral may be

evaluated analytically and the β-integral numerically, using an analogous approach

to the one described in Chapter 5. This part of the computation has been per-

formed in collaboration with Barry Wardell. We calculate δ2R̃0
iℓm[ h̃

1P , h̃1P ] in unro-

tated coordinates from δ2R̃0
iℓm′ [ h̃1P , h̃1P ] in rotated coordinates as δ2R̃0

iℓm[ h̃
1P , h̃1P ] =∑

m′ Dℓmm′
(
π, π2 ,

π
2

)
δ2R̃0

iℓm′ [ h̃1P , h̃1P ], where the Dℓmm′ are Wigner-D matrices.
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i k Bi
k

1 0 −1.53854115804011041721520436365× 10−5

1 −R1
1

2 3.16104669037757890492912338232

3 −10.4725537977717966242607872118

4 18.4561479788650437683372729225

2 0 R1
0

1 R1
1

2 −1.15390586853008281291140327274× 10−5

3 7.69270579020055378014191632685× 10−6

4 −4.80794111887534547731398726356× 10−6

3 0 15.8951030477012764663413690869

1 −101.194324286140172830528172199

2 281.453610014203604805516079068

3 −529.893514220868496522598434240

4 789.411581933436082181287929416

6 0 −3.76837738717146741862507042242

1 0.517507257215248483994685102516

2 28.2745219170346828718720644247

3 −89.2706023395906100859065190889

4 172.065492328370112318225437775

Table 8.1: Table of values for coefficients in the the near-horizon expansion of δ2R̃0
i00 given

in Eq. (8.25). The coefficients were computed from data for the modes of the first-order field,
h1
iℓm sourced by a quasicircular orbit of radius r0 = 6M .

8.4 Numerical results for the second-order source

In this section we present our results from a numerical computation of the modes

δ2R̃0
i00[h

1, h1 ], using the strategy described in the previous section. Although we do

not solve the i = 2 equations, we include the computation of the source as it has a

distinct analytical behaviour, given by Eq. (G.3); comparing to that prediction provides

a strong check of our numerics. For all numerical calculations in this chapter, we use

data for the modes of the first-order field, with r̃0 = 6M , on a grid of r-values from

rin = (2 + 10−7)M up to rout = 104M .

In the region r ⪅
(
2 + 10−5

)
M , numerical errors in our first-order fields lead to

numerical errors in δ2R̃0
i00[h

1, h1 ] that accumulate as we approach the horizon. The

net result is that the modes, δ2R̃0
i00[h

1, h1 ] blow up in the region r ⪅
(
2 + 10−5

)
M

as we approach the horizon. We found two methods to overcome this, that both work

and give the same result. The first strategy is to replace the numerical computation

with a near-horizon expansion for δ2R̃0
i00[h

1, h1 ], provided by Adam Pound. This is

obtained by substituting for the modes of the first-order field in the coupling formula,

the asymptotic solutions given in Eqs. (4.56) and (4.58). This leads to the near-horizon
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expansion for the second-order Ricci tensor:

δ2R̃0
i00[h

1, h1 ] =

kmax∑
k=0

Bi
k (r − 2M)k , (8.25)

where the Bi
k are r-independent coefficients. They depend on the coefficients bik from

Eqs. (4.56) and (4.58), which we have already computed to obtain boundary conditions

for the first-order solutions, as we explained in Chapter 4. We found that for kmax ≥ 4

our results did not change beyond the 16th significant figure, so, we set kmax = 4. Our

results for the values of the coefficients in (8.25) are given above in Table 8.1.

The second method is to generate data for the first-order modes themselves, to an

accuracy beyond machine precision. To do so, instead of using the GSL ODE solver

as reported in Sec. 4.6.1, we employ the Boost ODE solver [110] that allows us to go

to arbitrary precision. Because the latter method is computationally very expensive,

we wanted to apply it to as few modes as possible. We found that it sufficed to use

the Boost ODE solver for ℓ ≤ 6 and then revert back to the GSL ODE solver for the

ℓ > 6 modes. But owing to the computational burden of this method, we used the

near-horizon expansion of the second-order Ricci tensor to resolve the issue.

Fig. 8.2 shows that δ2R̃0
100[h

1, h1 ] behaves like 1/r2 with increasing r, in agreement

with the prediction of Eq. (G.4). δ2R̃0
100[h

1, h1 ] is dominated by behaviour proportional

to f2 as r decreases, but approaches a constant value near the horizon. Fig. 8.2 also shows

that δ2R̃0
200[h

1, h1 ] is proportional to 1/r2 for the entire range of r values, which agrees

with the analytical prediction in Eq. (G.3). Fig. 8.2 shows that both the δ2R̃0
300[h

1, h1 ]

and δ2R̃0
600[h

1, h1 ] behave like 1/r4 at large r. This is consistent with but much stronger

than the prediction (G.5). In the data for δ2R̃i00 displayed in Fig. 8.2 and used in all of

the computations described in this chapter, we used the near-horizon expansion in the

region r ≤ 2.1M and the coupling formula everywhere else. We found agreement of at

least 16 significant figures, i.e. up to all digits available at machine precision between

the data from the coupling formula and data from the near-horizon expansion, as can

be seen from the smooth transition in the plots in Fig. 8.2 at r = 2.1M . We observe

that δ2R̃0
100 passes through zero at a certain value r = rc between 2.001M and 2.01M ,

in the region where the near-horizon expansion is applied. We calculated rc by finding

the real roots of the polynomial in (8.25). The relevant root is the one that is real and

greater than 2M , yielding rc = 2.00221M .

We observe from Fig. 8.2 that δ2R̃0
100 and δ2R̃0

200 tend to the same constant ap-

proaching the horizon, which is consistent with the condition for regularity given in

Eq. (7.47). We also note that they tend to the same magnitude at r → ∞. This is to

be expected, because, at large r, δ2R̃0
200 and −δ2R̃0

100 are both equal to the energy flux

at null infinity (up to a numerical factor over r2). Since δ2R̃0
300 is proportional to the
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Figure 8.2: Monopole modes of the second-order Ricci tensor, where all plots are shown on
a log-log scale. The i = 1 mode tends to a constant near the horizon and behaves as 1/r2 at
large r. Elsewhere it behaves as f2. The i = 2 mode behaves as 1/r2 across the entire domain;
this is shown most starkly in the inset inside the upper plot. Both the i = 3 and i = 6 modes
behave like 1/r4 at large r. All features of the plot are consistent with analytical predictions
in Eqs. (G.3)–(G.5).

trace of δ2R̃0
αβ , then δ

2R̃0
300 ∼ 1/r4 tells us that the trace of the curvature due to the

small object decays more rapidly than the trace-free part.

Using the definition of the flux of gravitational energy (see Eq. (B.2) in [111]),

Ė = −ϵr2f
∮
dΩ

(
−1

8π

)
δ2Rtr, (8.26)
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Figure 8.3: δ2R̃0
i00[h

ret, hret ] calculated in two different ways: (1) 2D integral for SS part
and the coupling formula for SR and RR parts (solid line), and (2) the result of a direct
application of the coupling formula (dashed line).
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Figure 8.4: δ2R̃i00[h
P , hP ] calculated via the 2D-integral versus the coupling formula. The

dashed line is data from the coupling formula, and the solid line is data from the 2D-integral.

where for the flux at ∞, ϵ = 1 and the flux through the horizon, ϵ = −1, we may

derive the following relation between the i = 2 monopole mode and Ė. From the result

(G.3), we may replace δ2Rtr = s200Y
00/(

√
2fr2) (plus higher modes, which integrate

to zero). s200 is a constant that takes different values for r < r̃0 and r > r̃0. Then,

straightforwardly evaluating the spherical integral, we determine these two values for



Chapter 8 Results for the monopole mode of the second-order field 167

s200 either side of the particle, such that

δ2R̃0
200 =


−2

√
8π
ĖH
r2

r < r̃0,

+2
√
8π
Ė∞
r2

r > r̃0.

(8.27)

We have numerically checked that our numerical result for δ2R̃0
200 agrees with the for-

mulas (8.27).

In Figs. 8.3 we have plotted the monopole modes δ2R̃0
i00[h

1ret, h1ret] =

δ2R̃0
i00[h

1P , h1P ] + δ2R̃0
i00[h

1R, h1P ] + δ2R̃0
i00[h

1P , h1R ] + δ2R̃0
i00[h

1R, h1R ], using two

different methods of computation: calculating the most divergent piece at the particle,

δ2R̃0
i00[h

1P , h1P ] using the mode-coupling formula, and by direct integration against

the tensor harmonics over the 2D sphere as in (8.24), while the remaining three pieces

are computed using the coupling formula. While the two methods agree sufficiently far

away from the particle, closer and closer to the particle the lack of convergence of the

coupling formula becomes worse and worse, except for i = 2. The lack of convergence

of the sum in the coupling formula is isolated to the δ2R̃0
i00[h

1P , h1P ] piece. For i = 2,

δ2R̃0
200[h

1P , h1P ] = 0, and therefore there is no issue of non-convergence for this mode

and the two methods agree.

In Figs. 8.4 we have plotted data of the contribution from δ2R̃0
i00[h

1P , h1P ], com-

puted using the two different approaches. In these plots we clearly see that the coupling

formula does not converge close to the particle, as opposed to the 2D integral (8.24)

which does, while both methods agree sufficiently far away from the particle.

8.5 Punctures at the particle

The second-order puncture fields at the particle are derived in an analogous way to the

method used to derive the first-order punctures. We start with the covariant expressions

for pieces of the second-order singular field, namely h̃SSµν , h̃
SR
µν , h̃

δm
µν and h̃δzµν , derived in

Sec. 3.2.7. We write them as coordinate expansions in Schwarzschild coordinates, for

a quasicircular orbit around a Schwarzschild black hole, using the prescription given in

Appendix C. We do this in rotated Schwarzschild coordinates (t, r, α̃, β̃). We obtain

the tensor-harmonic modes by integrating the full punctures over α̃ and β̃, against the

tensor spherical-harmonics, as described in detail in Appendix C.

We use expressions that are O(λ0) for h̃SRµν , h̃
δm
µν and h̃δzµν , in order to obtain an

effective source that is continuous at the particle (we remind the reader that we use

λ(≡ 1) to count powers of distance from the particle). To understand this, first observe

that since the left-hand side of Eq. (8.2) is obtained by taking two derivatives and two

integrals of the residual field, it has the same degree of smoothness as the 4D residual
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field. Since the effective source modes must also be equal to the left-hand side of Eq.

(8.2), they also have that same degree of smoothness. For h̃SSµν we use all the available

orders through O(λ lnλ), because they have a relatively simple form. We then expand

these expressions for all pieces of the puncture in powers of ∆r, through O(∆r2).

We give results here for the monopole (ℓ = 0,m = 0) modes of the punctures. They

have the form

h̃PP
i00 = hSSi00 + hSRi00 + hδmi00 + hδzi00. (8.28)

We have derived explicit formulas for h̃SRµν , h̃
δm
µν , h

δz
i00 through order O(λ0), as expansions

in powers of ∆r up to quadratic order. Similarly, we have derived an explicit formula

for h̃SSµν through O(λ lnλ) as an expansion in powers of ∆r up to quadratic order. These

expressions are too long to include in this thesis, so we only state the result through

O(log (∆r)):

h̃SS100 =

√
3M − r̃0
2M − r̃0

(
19M − 6r̃0

4
√
π

)
log(|∆r|) +O(∆r), (8.29a)

h̃SS200 = 0, (8.29b)

h̃SS300 =

√
3M − r̃0
2M − r̃0

(
41M − 14r̃0

4
√
π(3M − r̃0)r̃0

)
log(|∆r|) +O(∆r), (8.29c)

h̃SS600 =

√
3M − r̃0
2M − r̃0

(
19M − 6r̃0

4
√
π(3M − r̃0)r̃0

)
log(|∆r|) +O(∆r), (8.29d)

h̃SR100 =
E (K)

3π3/2r̃30(3M − r̃0)(
3Mr̃30h

1R
tt − 2r̃40h

1R
tt + 12M Ω̃0r̃

3
0h

1R
rθ − 6Ω̃0r̃

4
0h

1R
rθ + 12M3r̃0h

1R
rr

−20M2r̃20h
1R
rr + 11Mr̃30h

1R
rr − 2r̃40h

1R
rr + 6M2h1Rθθ − 3Mr̃0h

1R
θθ

−6M2h1Rφφ + 3Mr̃0h
1R
φφ

)
+O(∆r, |∆r|), (8.30a)

h̃SR200 =
2h1Rtr

(
6M2 − 7Mr̃0 + 2r̃20

)
E (K)

3π3/2r̃0(r̃0 − 3M)
+

2h1Rrθ Ω̃0(r̃0 − 2M)2E (K)

π3/2r̃0(r̃0 − 3M)

+ 2E (K)
1

3π3/2r̃0(3M − r̃0)
+O(∆r, |∆r|), (8.30b)

h̃SR300 =−
2r̃0h

1R
tθ Ω̃0E (K)

π3/2(r̃0 − 3M)
+
h1Rθθ (3M − 2r̃0)E (K)

3π3/2r̃20(r̃0 − 3M)

+
h1Rφφ(3M − 2r̃0)E (K)

3π3/2r̃20(r̃0 − 3M)
− r̃0h

1R
tt (3M − 2r̃0)E (K)

3π3/2(2M − r̃0)(r̃0 − 3M)

+
h1Rrr (r̃0 − 2M)(2r̃0 − 3M)E (K)

3π3/2r̃0(r̃0 − 3M)
+O(∆r, |∆r|)), (8.30c)

h̃SR600 =
r̃0h

R(1)
tt (3M − 2r̃0)E (K)

3π3/2
(
6M2 − 5Mr̃0 + r̃20

) + 2r̃0h
R(1)
tθ Ω̃0E (K)

π3/2(3M − r̃0)
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−
h
R(1)
θθ (3M − 2r̃0)E (K)

3π3/2r̃20(3M − r̃0)
− h

R(1)
φφ (3M − 2r̃0)E (K)

3π3/2r̃20(3M − r̃0)

− h
R(1)
rr (3M − 2r̃0)(2M − r̃0)E (K)

3π3/2r̃0(3M − r̃0)
+O(∆r, |∆r|)), (8.30d)

where E is the elliptic function of the first kind and K ≡ r̃0/ (r̃0 − 2M) and Ω̃0 ≡√
M/r̃30. We also obtain

h̃δz100 =−
2
(
δr
(
−4M2 − 3Mr̃0 + 2r̃20

)
E (K)

)
π3/2r̃20(r̃0 − 3M)

+O(∆r, |∆r|), (8.31a)

h̃δz200 =0, (8.31b)

h̃δz300 =−
2
(
δr
(
−4M2 − 3Mr̃0 + 2r̃20

)
E (K)

)
π3/2r̃20(r̃0 − 3M)

+O(∆r, |∆r|), (8.31c)

h̃δz600 =
2δrE (K)

π3/2r̃0(2M − r̃0)(3M − r̃0)

(
4M2 − 2r̃20 + 3Mr̃0

)
+

∆rδr

π3/2r̃20(2M − r̃0)2(3M − r̃0)
E (K)

(
16M3 + 4M2r̃0 + 2r̃30 − 9Mr̃20

)
+O(∆r, |∆r|). (8.31d)

where

δr ≡
(
r̃30(r̃0 − 3M)

3M(r̃0 − 2M)

)
F 1r, (8.32)

with F 1r being the r-component of the self-force at first order. h̃δzi00 in Eqs.(8.31) relates

to the two-timescale expansion by the fact that δr is the first-order correction, r̃1, to

the orbital radius, as we have already seen in Eq. (7.17). We have ignored terms that

include ˙̃r0, which would otherwise appear in the two-timescale expansion of the i = 2

punctures. Finally

h̃δm100 =
4E (K)

3π3/2r̃30(3M − r̃0)2
{
36M4r̃0h

1R
rr − 60M3r̃20h

1R
rr + 12M3h1Rφφ

−15M2r̃30h
1R
tt − 12M2r̃30h

1R
tφ Ω̃0 + 37M2r̃30h

1R
rr − 12M2r̃0h

1R
φφ

+12Mr̃40h
1R
tt − 10Mr̃40h

1R
rr + 3Mr̃20h

1R
φφ + 6Mr̃40h

1R
tφ Ω̃0 − 2r̃50h

1R
tt

+r̃50h
1R
rr + 72δrM3r̃0 − 60δrM2r̃20 + 12δrMr̃30

}
+O(∆r, |∆r|), (8.33a)

h̃δm200 =
8(2M − r̃0)E (K)

3π3/2r̃0(3M − r̃0)

(
3Mh1Rtr − 2r0h1Rtr + 6M Ω̃0h

1R
rφ − 3Ω̃0r0h

1R
rφ

)
+O(∆r, |∆r|), (8.33b)

h̃δm300 =
4E (K)

3π3/2r̃30(3M − r̃0)2
(
36M4r̃0h

1R
rr − 60M3r̃20h

1R
rr + 12M3h1Rφφ − 15M2r̃30h

1R
tt

−12M2r̃30h
1R
tφ Ω̃0 + 37M2r̃30h

1R
rr − 12M2r̃0h

1R
φφ + 12Mr̃40h

1R
tt − 10Mr̃40h

1R
rr

+3Mr̃20h
1R
φφ + 6Mr̃40h

1R
tφ Ω̃0 − 2r̃50h

1R
tt + r̃50h

1R
rr

+72δrM3r̃0 − 60δrM2r̃20 + 12δrMr̃30
)
+O(∆r, |∆r|), (8.33c)
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h̃δm600 =
4r̃0h

1R
tt

(
3M2 − 6Mr̃0 + 2r̃20

)
E (K)

3π3/2(r̃0 − 3M)2(r̃0 − 2M)

−
4
(
6M2h1RφφE (K)− 2r̃20h

1R
φφE (K) + 3Mr̃0h

1R
φφE (K)

)
3π3/2r̃20(3M − r̃0)2

−
8r̃0h

1R
tφ (5M − 2r̃0)Ω̃0E (K)

π3/2(3M − r̃0)2
+

8h1Rθθ E (K)

3π3/2r̃20

− 4h1Rrr (2M − r̃0)E (K)

3π3/2r̃0
− 16δrME (K)

π3/2r̃0(3M − r̃0)
+O(∆r, |∆r|). (8.33d)

Barry Wardell provided these formulas for all of the ℓ = 0 modes of the punctures

at the particle. Independently, I derived expressions for hSRiℓm for generic iℓm through

O(λ), and successfully checked my formulas for the ℓ = 0 modes with the formulas of

Wardell. Hence, in my computation I use my formulas h̃SRi00 through O(λ). h̃SRi00 requires

data for the 4D components of the first-order regular-field, and its first derivatives and

second derivatives, for which I used data that I myself computed using the methodology

detailed in Chapter 4. For the remaining pieces, h̃SSi00, h̃
δz
i00 and h̃δmi00, I use the formulas

of Wardell.

8.6 The effective source

Now that we have derived formulas for the puncture fields, we may calculate the effective

source, Seff
i00 defined in Eq. (8.3). We will refer to the piece

√
2rf−1δ2R̃0

i00 as the raw

source. We computed Seff
i00 using our data for δ2R̃0

i00, which was presented in Sec. 8.4.

We computed ∆i00[ h̃
Ps ] in the punctured regions using the same numerical parameters

used for δ2R̃0
i00, for a quasicircular orbit of radius r̃0 = 6M , on the same grid of r-values

from rin = (2 + 10−7)M up to rout = 104M that was used to compute δ2R̃0
i00. For the

boundaries of the regions Γs, we set rH = 2.1M , r± = r̃0 ± 2M and r∞ = 100M . The

punctures at the particle require data for the components hR1
αβ on the particle, and data

for the first-order self-force. We used our own data for these quantities for r̃0 = 6M ,

obtained using the computation methods described in Chapter 4.

We are confronted by difficulties in the region r ⪅ 2.01M , where we need to

subtract two large numbers to compute the effective source, requiring access to a number

of significant figures beyond machine precision. To overcome this, in this region we use

long double variables to compute the effective source, as part of our C++ code used to

carry out the full computation of the monopole second-order field, described in Sec. 8.7.1.

Figs. 8.5–8.10 display numerical results for Seff
i00 for the whole range of r values,

and for the region ΓP, magnified for clarity. Our results show that in the non-punctured

regions, Γ±, the effective source agrees with the raw source. In the region close to the

particle, ΓP, the raw source diverges at the particle (r = r̃0), whereas the effective source
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does not diverge there. We also observe that as we approach the particle, ∆i00[h
PP ]

and the raw source coincide, because the dominant behaviour in the raw source comes

from ∆i00[h
PP ] close to the particle.

8.7 The second-order monopole field

8.7.1 Computational algorithm

We compute the i = 1, 3, ℓ = 0,m = 0 modes of the second-order field, using the

worldtube method outlined in Sec. 8.2, for a quasicircular orbit of radius r̃0 = 6M , using

a grid of r-values from rin = (2 + 10−7)M up to rout = 104M , and setting rH = 2.1M ,

r± = r̃0 ± 2M and r∞ = 100M . We found that our results are insensitive to the

location of the boundaries between regions. To implement this strategy we required

two ingredients: homogeneous solutions and data for the effective source. The effective

source was computed as described in Sec. 8.6. For the i = 1, 3 monopole, homogeneous

solutions, we used the basis of solutions given analytically in Eqs. (4.42).

We used a straightforward C++ code to carry out the full computation. Our

algorithm follows these steps:

• Input the analytical formulas for the homogeneous solutions, and compute Φ̂(r)

on a grid of r values.

• Compute the effective source Js(r) on a grid of r values, using the method de-

scribed in Sec. 8.6.

• Calculate the integrand Φ̂−1(r)Ĵs(r) everywhere on the grid, using a standard

LU-decomposition routine to invert Φ̂(r).

• Evaluate the integrals
∫ r
rs
dr′Φ̂−1(r′)Js(r′) at all points r along the grid, using

Simpson’s rule. We found that to obtain results which no longer changed beyond

the 16th significant figure, in the region ΓH we required the grid spacing to be no

larger than 10−8 close to rin, which can become gradually larger as we approach

rH , approaching 10−3, but even close to rH the grid spacing cannot be larger than

10−3. In the regions ΓP and Γ∞ we required a grid spacing no larger than 10−3.

• Calculate the constants as from Eqs. (8.13) and (8.16). At this stage we perform

a self-consistency check on our code, making sure that the as satisfy the jump

conditions (8.11) and regularity conditions (8.12).

• Finally, we compute the i = 1, 3 residual fields, h̃Ri00, and their r derivatives, using

Eq. (8.10).
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10−7 10−6 10−5 10−4 10−3 10−2 rH r− r+ r∞ 103 104

r− 2M

10−13
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10−1

103

107 √
2rf−1δ 2R̃0

100

S eff
100

f 2

1/f

1/r2

1/r

Figure 8.5: Comparison of the i = 1 raw source with the i = 1 effective source. Both axes
are log scaled. As we approach the horizon the raw source diverges like 1/f but the effective
source falls off as f2. The region ΓP is shown in Fig 8.6. In Γ∞ the raw source decays like
1/r and the effective source falls off as 1/r2. In the non-punctured regions, Γ±, the effective
source and the raw source agree.
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S eff
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Figure 8.6: Comparison of the i = 1 raw source with the i = 1 effective source, in the region
ΓP. The vertical axis is log scaled. The raw source and ∆100[h

PP ] agree close to the particle
and diverge at the particle. Seff

100 does not diverge there.
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S eff
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Figure 8.7: Comparison of the i = 3 raw source with the i = 3 effective source. Both axes
are log scaled. As we approach the horizon the raw source diverges like 1/f but the effective
source falls off as f . The region ΓP is shown in Fig 8.8. In Γ∞ both the raw source and the
effective source fall off as 1/r3. In the non-punctured regions, Γ±, the effective source and the
raw source agree.
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S eff
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Figure 8.8: Comparison of the i = 3 raw source with the i = 3 effective source, in the region
ΓP . The vertical axis is log scaled. The raw source and ∆300[h

PP ] agree close to the particle
and diverge at the particle. Seff

300 does not diverge there.
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Figure 8.9: Comparison of the i = 6 raw source with the i = 6 effective source. Both axes
are log scaled. As we approach the horizon the raw source diverges like 1/f but the effective
source falls off as f . The region ΓP is shown in Fig 8.10. In Γ∞ both the raw source and the
effective source fall off as 1/r3. In the non-punctured regions, Γ±, the effective source and the
raw source agree.
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Figure 8.10: Comparison of the i = 6 raw source with the i = 6 effective source, in the
region ΓP . The vertical axis is log scaled. The raw source and ∆600[h

PP ] agree close to the
particle and diverge at the particle. Seff

600 does not diverge there.
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• We calculate the retarded fields, h̃reti00 by adding h̃Psi00 to the residual field in the

punctured regions Γs, for s = (H,P,∞). By substituting h̃reti00 i = 1, 3 into the

gauge condition (7.43a), we may compute h̃ret600. Then, we calculate h̃R600 by sub-

tracting the puncture in the punctured regions. But we note that unlike h̃ret600, h̃
R
600

will not automatically satisfy the gauge condition.

8.7.2 Numerical results

r0 this work Warburton rel. diff.

h2R
100(rin) 6 0 0

h2R
100(r0) 6 −1.2776905081034842 −1.31223 3× 10−2

h2R
100(rout) 6 −2.2896611175870656 −2.36304 3× 10−2

h2R
300(rin) 6 −4.6266797468335925 −4.62267 < 10−3

h2R
300(r0) 6 6.190042979233179 6.1308 < 10−2

h2R
300(rout) 6 −2.2890768331107143 −2.36247 3× 10−2

h2R
600(rin) 6 −35.871083609313445

h2R
600(r0) 6 0.5319088368041207

h2R
600(rout) 6 0.0005317661529034012 0.0005320145402265553 5× 10−4

h2R
100(rin) 8 0 0

h2R
100(r0) 8 −1.8174057692884025 −1.87312 3× 10−2

h2R
100(rout) 8 −1.2758926343764194 −1.36183 6× 10−2

h2R
300(rin) 8 −3.4796240776963505 −3.38134 2× 10−2

h2R
300(r0) 8 5.37093884874699 5.31596 10−2

h2R
300(rout) 8 −1.2744918717716103 −1.36044 6× 10−2

h2R
600(rin) 8 −51.08133309932423

h2R
600(r0) 8 1.297003784933751

h2R
600(rout) 8 0.000830180386799384 0.0008312334095705864 1.2× 10−3

h2R
100(rin) 10 0 0

h2R
100(r0) 10 −2.199972780725526 −2.21554 7× 10−3

h2R
100(rout) 10 −0.9388565339196675 −0.962272 2× 10−2

h2R
300(rin) 10 −2.7815250036479293 −2.6301 5× 10−2

h2R
300(r0) 10 5.048353178504122 5.06855 4× 10−3

h2R
300(rout) 10 −0.9370583887302292 −0.960462 2× 10−2

h2R
600(rin) 10 −74.07264254530617

h2R
600(r0) 10 1.7920187427192475

h2R
600(rout) 10 0.000993626756134347 0.001002267487052677 < 10−2

Table 8.2: Data for the second-order, monopole piece of the residual field. The absolute
error in the data from this work is between 10−5 to 10−6 for all quantities.

In Table 8.2 we show data for hRi00(r) (i = 1, 3, 6) , at points r = rin, r0, rout,

for quasicircular orbits for a variety of radii. We stress that these results are still only

provisional. We compare our results to results for the same quantities obtained in parallel

by Warburton, using the same worldtube method described in this work. Blank spaces

in the table correspond to quantities that I have not compared with Warburton. We

believe that the difference in the numerical data between this work and Warburton can
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be explained by the fact that we have used more grid points than Warburton to evaluate

the numerical integrals required for calculating the residual field modes.

Our results for h̃reti00, h̃
R
i00 and their derivatives are plotted in Figs. 8.11–8.16. In

all of the plots we see that h̃reti00 and h̃Ri00 agree in the non-punctured regions. In all

cases h̃reti00 diverges as r ln r, whereas h̃Ri00 either tends to a constant or falls off to zero as

r → ∞. We remind the reader that in the sum over frequency-domain tensor-harmonic

modes (4.24), there is a factor of 1/r outside, so the monopole contribution to the full

residual field falls off at least as fast as 1/r at large r.

The results in this section represent a milestone in self-force research: they are the

first direct computation of a mode of the second-order field.
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Figure 8.11: h̃ret
100 and h̃R

100 on a log log scale. As we approach the horizon h̃ret
100 falls off like

f , whereas h̃R
100 falls off faster, as f3. h̃ret

100 diverges like r ln r but h̃R
100 tends to a constant as

r → ∞. In the non-punctured regions, Γ±, h̃
ret
100 and h̃R

100 agree.
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Figure 8.12: ∂rh̃
ret
100 and ∂rh̃

R
100 on a log log scale. As we approach the horizon ∂rh̃

ret
100 tends

to a constant whereas ∂rh̃
R
100 falls off as f2. ∂rh̃

ret
100 diverges like ln r but ∂h̃R

100 approaches
zero as r → ∞. In the non-punctured regions, Γ±, ∂rh̃

ret
100 and ∂rh̃

R
100 agree.
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Figure 8.13: h̃ret
300 and h̃R

300 on a log log scale. As we approach the horizon h̃ret
300 and h̃R

300

both tend to a constant. h̃ret
300 diverges like r ln r but h̃R

300 tends to a constant as r → ∞. In
the non-punctured regions, Γ±, h̃

ret
300 and h̃R

300 agree.
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Figure 8.14: ∂rh̃
ret
300 and ∂rh̃

R
300 on a log log scale. As we approach the horizon ∂rh̃

ret
300 blows

up as 1/f but ∂rh̃
R
300 tends to a constant. ∂rh̃

ret
300 diverges like ln r but ∂h̃R

300 falls off like 1/r2

as r → ∞. In the non-punctured regions, Γ±, ∂rh̃
ret
300 and ∂rh̃

R
300 agree.



Chapter 8 Results for the monopole mode of the second-order field 179

10−6 10−4 10−2 rH r−r+ r∞ 104

r− 2M

10−8

10−6

10−4

10−2

100

102

104

h̄R600

h̄R600

h̄ret
600

rlnr

r− r̃0 r+
10−3

10−1

101
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600 on a log log scale. As we approach the horizon h̃ret
600 and h̃R
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both tend to a constant. h̃ret
600 diverges like r ln r but h̃R

600 approaches zero as r → ∞. In the
non-punctured regions, Γ±, h̃
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600 agree.
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ret
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600 on a log log scale. As we approach the horizon ∂rh̃

ret
600 blows

up as 1/f but ∂rh̃
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600 tends to a constant. ∂rh̃

ret
600 diverges like ln r but ∂h̃R

600 falls off like 1/r2
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R
600 agree.





Chapter 9

Summary and conclusion

9.1 Summary of results

The research of this thesis was motivated by the goal of modeling GWs from binary

inspirals. We have discussed different types of binaries, including comparable-mass

inspirals, IMRIs and EMRIs. In this work we have focused exclusively on EMRIs,

comprised of a small compact object orbiting a MBH. They have a long inspiral time,

generating many tens of thousands of GW cycles as the small object orbits very close

to the MBH. As such, EMRIs trace out a detailed map of the curved spacetime around

the MBH, and this information is encoded in the emitted GWs. The GWs also encode

information about the orbital dynamics. For example, EMRI orbits can be eccentric,

inclined and rapidly precessing. As such, EMRIs offer a rich set of relativistic phenomena

to study, which can be extracted from GW signals.

We have described a number of models available for modeling binary inspirals,

including NR, EOB and PN theory. But for EMRIs, PN theory is inaccurate because the

system is highly relativistic, and NR cannot accommodate the two very different length

scales and large number of orbits in the inspiral. The only model able to accurately

model EMRIs is the gravitational self-force model. That is the main motive to calculate

the gravitational self-force. The first-order gravitational self-force has been computed,

but prior to our research, second-order results were yet to be obtained, and without

including the effect of the second-order gravitational self-force we cannot accurately

model an EMRI over the inspiral time.

We have discussed different approaches that have been used to calculate the first-

order gravitational self-force, including the mode-sum approach, the worldline convolu-

tion approach and the puncture-scheme approach. But at second-order, the worldline

convolution and mode-sum approaches cannot be implemented, for reasons that were

described in the introduction. The only viable method for a computation at second
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order is the puncture scheme approach. Hence the central goal of this thesis: to develop

a new puncture scheme that can be applied at second order and used to calculate the

second-order gravitational self-force.

The essential analytical ingredients needed to compute the second-order self-force

are (i) a local expression for the small object’s self-field hSµν , and (ii) an equation of

motion for the small object’s center of mass in terms of a certain effective field hRµν .

Both of these results were available to us in the beginning of this project, as reviewed in

detail in Chapter 2. There we discussed how to derive formulas for the first- and second-

order fields of the small object using the methods of matched asymptotic expansions

developed in [39, 40]. In that context we found that the fields can be written locally as

hnµν = hSnµν+h
Rn
µν (n = 1, 2), where the self-fields hSn encapsulate local information about

the object’s multipole structure, and the effective fields hRn are vacuum perturbations

that are determined by global boundary conditions imposed on hnµν . There are different

ways of defining this singular-regular split, but in this work we have used the Pound

choice [44], as described in Sec. 2.4.

hSµν and hRµν are defined locally in a neighbourhood outside the object. A puncture

scheme proceeds by analytically continuing these fields into the region where the object

would lie in the full, physical spacetime. The analytically continued self-field hSµν diverges

at a worldline γ that represents the motion of the center of mass of the small object in

the background spacetime. It is hence referred to as the singular field. In contrast, the

analytically continued field hRµν is smooth at γ, and is referred to as the regular field.

With our convention for the singular-regular split, the effective metric gµν+h
R
µν is a C∞

solution to the vacuum Einstein equation, and γ is a geodesic in that vacuum metric

through second order. Splitting the field in this way, we can replace the field equations

with effective source equations. The divergent source has now been replaced with an

effective source, which does not diverge at the particle.

More concretely, we define a puncture, hPµν , which is a truncation of a local expan-

sion of the singular field, in powers of spatial distance from the worldline, at a specified

order. We then define a residual field, hRµν ≡ hretµν − hPµν , and we construct an effective

source for it by moving all terms including the puncture to the right-hand side of the

field equations. In this manner, terms involving the puncture get subtracted from the

raw source and the divergence at the particle cancels. We are left with an effective source

equation, which we may solve for the residual field numerically, using retarded boundary

conditions. Then, the self-force may be computed from the equation of motion (2.69),

by replacing hRµν with hRµν .

We have derived formulas for the first- and second-order puncture fields, as co-

variant expansions of the first- and second-order singular fields in an arbitrary vacuum

background. These are given in Eqs. (3.59)-(3.67). For a practical numerical implemen-

tation of a puncture scheme, all we need to do is to write the punctures in a specified
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coordinate system, and then expand in coordinate distances from the worldline, as in

Eqs. (3.70) and (3.71).

As a first test of our puncture scheme, we implemented it to solve the first-order

equations for the case of quasicircular orbits in Schwarzschild. We devised a worldtube

strategy, in which we solved the effective source equation for the residual field inside a

worldtube centered on the worldline, and outside the worldtube we solved the vacuum

equations for the retarded field directly. This method can be used to solve the full

non-linear equations in 3+1 dimensions, but we approached the problem by decompos-

ing the puncture and the field equations into tensor spherical-harmonic and frequency

modes. We have performed numerous checks of our results. For individual modes of the

perturbation, we have obtained agreement with results of Warburton up to a relative

difference of between 10−13 and 10−9, as shown in Fig. 4.4. Our results for the first-

order self-force, shown in Table. 4.2, agree with previously published data in [93] up to

a relative difference smaller than 10−7.

After successfully testing our puncture scheme at first order, we progressed to

applying it at second order. We encountered two hurdles. Firstly, we found that closer

and closer to the particle an arbitrarily large number of modes of the first-order field are

needed to calculate a single mode of the Ricci tensor. Rather than facing the problem

head-on in gravity, we used a flat-space scalar toy model, whose second-order source

was designed to have the same problematic properties as its full counterpart in gravity.

Fig. 5.1 illustrates the problem with the example of the monopole mode of the toy-model

source S00
(
ϕret, ϕret

)
; near the particle the sum shows no signs of numerical convergence

with ℓmax. In Chapter 5 we sought a way of circumventing the bad convergence of the

mode sum near the particle using an analytical approximation for the singular field.

The essential idea was to compute the modes of the most singular piece of the source

by direct integration of the full 4D expression against the scalar spherical-harmonics,

instead of using the coupling formula (5.31), where the non-convergence arises. This

strategy was applied in some region around r = r0; outside that region, we simply used

the retarded modes in Eq. (5.31) without difficulty. Later, in Chapter 8, we applied

the lessons learned from the toy-model source to the second-order Ricci tensor. Our

results are displayed in Figs 8.3 and 8.4. This attests to the veracity of our data for the

first-order modes and the correctness of our method.

The second problem is that the large-r behaviour of the source prevents the retarded

integral from converging. The problem at large r can be divided into two separate

issues, which are associated with two separate pieces of the second-order source. The

first exhibits secular growth at large r. The second piece falls off too slowly, such that

its retarded-integral against the Green’s function leads to an infrared divergence. The

cause of both of these problems is that we assume the trajectory of the small body can

be approximated to be a circular orbit in a Schwarzschild background spacetime. The

issue of secular growth is resolved by applying a two-timescale expansion to the field.
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The infrared divergence is resolved by truncating the retarded integral at some value of

r, adding a homogeneous field times a constant to account for the piece of the solution

removed by truncating the retarded integral, and determining the constant by matching

to a known solution. This was discussed in Chapter 6.

In Chapter 7 we have applied the two-timescale method to the field equations

in gravity, using the formalism developed in the toy-model in Chapter 6. We derived

boundary conditions at the horizon and at infinity, as well as deriving a two-timescale ex-

pansion of the second-order field equations. We note that while our boundary conditions

at the horizon are a particular solution to the field equations, they are not physically

motivated. However, we have argued that we nevertheless obtain a physical solution for

ℓ = 0, at a fixed value of slow time.

Finally, we have implemented our puncture scheme at second-order for calculating

the monopole piece of the second-order field. We have computed the second-order Ricci

tensor based on our data for the first-order field, and we found that it behaves according

to analytical predictions. This reinforces the accuracy of our first-order data and the

correctness of the coupling formula itself. We have constructed a second-order puncture

scheme that caters for including punctures at the horizon and at infinity, developed

in Chapter 7, and punctures at the particle, developed in collaboration with Wardell.

Using these punctures we have constructed an effective source, which is precisely as

smooth as we would predict from the order of our puncture. It falls off at the horizon,

and at infinity, exactly as we would predict from the form of the punctures we use in

those regions. We have successfully applied our puncture scheme to directly compute

the monopole (i = 1, 3, 6) modes of the second-order field. Our results are displayed

in Figs. 8.11–8.16. This stands as the first direct computation of a second-order metric

perturbation.

In summary, we have constructed a puncture scheme that can be applied at second

order, successfully tested it at first order, and implemented it as the first direct compu-

tation of a mode of the second-order field. We can use the same strategy to compute

the ℓ > 0 modes of the second-order field, using the second-order puncture scheme set

out in Chapter 8. Such results will provide all the numerical ingredients for computing

the second-order self-force.

9.2 Outlook

In Chapter 8 we focused on obtaining the second-order metric perturbation, an intrinsi-

cally gauge-dependent quantity. Going forward, our first goal will be to extract physical

quantities from the perturbation. In principle, we already have the necessary ingredients

to compute one such quantity: the binding energy of the system. The specific binding
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energy may be defined as

Ebinding =
MBondi − µ−MBH

ν
, (9.1)

where MBondi is the total Bondi mass of the system, MBH is the central BH’s mass,

and ν ≡ µMBH/(µ +MBH) is the reduced mass of the binary. Through first order,

MBH is simply M + ϵδMBH , as given by Eq. (7.34). Similarly, the Bondi mass is simply

M + ϵ(δMBH + µE ), as described in Eq. (7.36a). The binding energy at first order is

then simply the kinetic energy of the small mass, ϵµ(E − 1).

At second order, the binding energy measures the energy stored in the field, and its

computation becomes more delicate. The second-order contribution to the Bondi mass

can be read off of the asymptotic form of the second-order ℓ = 0 field, but it must be

measured at null infinity, not in the near zone; hence, we require a careful application

of the matching procedure described in Chapter 7 to determine how the Bondi mass of

the full physical field relates to our numerically computed residual field hR2
µν at r → ∞.

We must also decide upon a measure of the slowly evolving BH’s mass. A useful choice

is to identify it with the irreducible mass Mirr, defined as

Mirr =

√
σAH

16π
, (9.2)

where σAH is the surface area of the apparent horizon that surrounds the BH. Again,

the contribution to Eq. (9.2) from the second-order field requires only the ℓ = 0 mode.

However, we must consider whether our ad hoc boundary conditions at the horizon

allows a meaningful measurement of mass. A different choice of puncture at the horizon

would correspond to a different choice of particular solution, altering our results by the

addition of a homogeneous solution. At first glance, it appears that this should not alter

the binding energy: a homogeneous solution would add the same mass to MBondi as

to MBH , leaving Ebinding in Eq. (9.1) unchanged. However, this demands more careful

analysis because our puncture is singular at the horizon, with an unclear contribution to

Eq. (9.2). We are currently undertaking a comparison of preliminary results for Ebinding

with a prediction from the first law of binary mechanics [23].

The puncture scheme that we developed in this thesis can, in principle, be applied to

generic orbits in any vacuum spacetime. Aside from quasicircular orbits in Schwarzschild

that we focused on, the next simplest scenario would be eccentric orbits in Schwarzschild.

But unlike circular orbits which only have one frequency for each ℓm mode, eccentric

orbits requires summing over a range of discrete Fourier modes to compute a single ℓ,m

mode of the field. In this approach we would encounter an already well known problem

that the sum over frequency modes does not converge well near the particle. This is

an example of a general problem of trying to reconstruct a non-smooth function using

Fourier modes, known as the Gibbs phenomenon. A method for resolving this problem

that allows one to compute the first-order self-force from eccentric source orbits, is the
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method of extended homogeneous solutions [112], explained as follows. Analogous to

the homogeneous solutions we found for circular source orbits, for eccentric orbits one

finds two sets of homogeneous solutions that are regular at the horizon and at r → ∞,

and valid for r ≤ rmin and r ≥ rmax respectively, where rmin and rmax are the minimum

and maximum values of the radial coordinate along an eccentric orbit. One extends

the domain of these solutions from a vacuum region to the entire region r > 2M , to

include the non-vacuum region where the particle lies. Then, instead of computing ℓ

modes of the self-force by summing ℓmω modes of the inhomogeneous self-field, one

computes it using ℓmω modes of the extended homogeneous field. This method avoids

the lack of convergent summation over frequency modes. While this method works well

at first order, at second order difficulties still arise because the second-order source is

not localised like it is at first order, rather it has support everywhere. So, the extended

homogeneous solutions method will not apply at second order and it is not immediately

obvious how to overcome the lack of convergent summation over Fourier modes at second

order.

Restricting ourselves to quasicircular orbits but generalizing to Kerr spacetime,

our frequency domain approach cannot be directly applied because the wave equations

do not separate into ordinary differential equations at each ℓm mode like they do in

Schwarzschild. However, the puncture scheme itself does not require us to do any kind

of mode decomposition, so we could in principle apply it to the full 3+1D field equations.

For this we would need to construct punctures from our covariant expressions constructed

in Chapter 3, in a Kerr background. Alternatively, we can decompose the equations into

2+1D equations at each m-mode. This type of decomposition was already performed by

Barack and Dolan in Schwarzchild [63], and in Kerr, although the latter has not yet been

published. If we wanted to solve the equations in the frequency domain we would have

to develop a suitable extension of the metric reconstruction formalism in [52, 113, 114]

to second order, which is not an easy task.

However, instead of generalizing to eccentric orbits or a Kerr background, our more

immediate goal for the future is to compute the higher, ℓ > 0 modes of the second-order

field for quasicircular orbits in Schwarzschild. We have already calculated analytical

expressions for the tensor-harmonic-modes of the punctures at the particle for generic

i, ℓ,m. We have also written a code capable of computing the higher modes of the

second-order field, using the same worldtube strategy developed in Sec. 8.2. At first

sight, based on our data of the higher modes of the second-order Ricci tensor, it seems

that we will need punctures at the horizon. These are yet to be constructed. Once

we have derived these, we will be in a position to compute the higher modes of the

second-order field, which will allow us to calculate the dissipative piece of the second-

order self-force. This will enable us to compute the evolution of the orbit of the small

object in the inspiral. This would be the first instance of a computation of the orbital

evolution in a binary inspiral, taking into account second-order effects. As we argued
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in the introduction, an accurate model of the evolution can only be done by including

second-order effects. Even more, we would be able to accurately model GWs from such

an orbital evolution with second-order results. Moreover access to all the modes of the

field will afford us the ability to calculate a range of gauge-invariant quantities, including

the second-order contribution to the Detweiler redshift, and higher multipole moments,

e.g. the quadrupole moment of the system. We will also be able to calculate a number of

quantities relevant to the orbital dynamics, such as the ISCO shift, pericenter advance

and spin precession.

Further afield, besides the obvious relevance of second-order gravitational self-force

results to EMRIs, second-order results will be useful for improving models of other two-

body systems, possibly pushing into the IMRI regime. Second-order gravitational self-

force data will enable us to fix higher-order terms in PN theory and the EOB model,

which describe binary systems of arbitrary mass ratios.





Appendix A

The first-order and second-order

metric perturbations

In this appendix we give the formulas for the first- and second-order fields, whose deriva-

tion was outlined in Chapter 2. h1αβ and h2αβ split into a singular and a regular piece as

h1αβ = hS1αβ + hR1
αβ , (A.1a)

h2αβ = hS2αβ + hR2
αβ . (A.1b)

The full expressions for the singular field components take the form [1,46]

hS1tt =
2µ
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abȧa −

19

30
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Ėbcn̂abc +

7

9
Bcdε i

ac a
bn̂bdi

− 2

9
Bbcdε i

ab n̂cdi

]
+O(r3), (A.2b)
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The O(1/r) term in Eqs. (A.2) is the Newtonian-like field of the small body. The higher-

order terms in Eq. (A.2) are generalisations of the “Newtonian” field to include the

acceleration of the small body’s worldline and tidal forces due to the external spacetime

of the black hole. The first-order regular-field components, in terms of the coefficients

in the STF expansion (2.38), are given by [46]

hR1
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(1,1)
i ni , (A.3a)
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hR1
αβ is a vacuum solution of the first-order wave equation Eαβ [h

R1 ] = 0, finite and

C∞ everywhere, including on the worldline. The regular field is unknown analytically.

It can be calculated by solving the first-order field equation numerically with retarded

boundary conditions. This is explained in more detail in Chapter 4.

The second-order singular field splits into the sum of four pieces [1, 46] as

hS2αβ = hSSαβ + hSRαβ + hδmαβ + hδzαβ . (A.4)

The first piece,
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is a solution to Eαβ[h
SS] = 2δ2Rαβ [h

S1 , hS1 ] away from the worldline, i.e. r ̸= 0. The

second piece,

hSRtt = −
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r
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is a solution to Eαβ [h
SR ] = 2δ2Rαβ [h

S1 , hR1 ] + 2δ2Rαβ [h
R1 , hS1 ], away from the

worldline (r ̸= 0). In Eqs. (A.6), hR1(γ) denotes the first-order regular field evaluated

on the worldline γ. The third piece,

hδmtt =
δmtt

r
+O(r0) , (A.7a)

hδmta =
δmta

r
+O(r0) , (A.7b)

hδmab =
δmab

r
+O(r0) , (A.7c)

is a solution to the homogeneous wave equation Eαβ [h
δm ] = 0 at r ̸= 0. In a domain

that includes r = 0 it is a solution to the sourced equation

Eαβ [h
δm ] = −4πδmαβ(t)δ

3(xi). (A.8)

The components δmαβ are constrained by the gauge condition (2.26) at order O(1/r) to

be

δmtt = −2µhR1
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The final piece, hδzαβ, is given by

hδztt =
2µδzan

a

r2
+O(r0), (A.10a)

hδzta = O(r0), (A.10b)
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hδzab =
2µδzcn

cδab
r2

+O(r0). (A.10c)

hδzαβ is a solution to the homogeneous wave equation Eαβ [h
δz ] = 0 off r = 0. In a domain

including r = 0 it is a solution to the wave equation with a source equivalent to that

created by the displacement of a point mass,

Eαβ [h
δz ] = 8πµδαβδz

a∂aδ
3(xi). (A.11)



Appendix B

Fermi-Walker coordinates

We begin with a description of Fermi-Walker coordinates and associated notation, rel-

evant to the discussion in Chapter 3. Let γ refer to a generic time-like worldline, as

depicted in Fig. B.1 and coordinates on γ shall be denoted as x̄ with a bar on top. We

assume that x̄ lies within a normal convex neighbourhood of x. The spacelike geodesic

β links the points x and x̄, where β intercepts γ orthogonally at x̄. The tangent vector

on β is −σᾱ. We will refer to ordinary coordinates off γ as x without a bar. Indices of

tensor quantities evaluated on γ shall be denoted by Greek letters with a bar on top,

e.g. uᾱ and those evaluated off γ shall be denoted by Greek letters, without a bar. Let

uᾱ be the four-velocity on γ and let τ refer to proper time on γ. We will use β to refer

to the unique, spacelike geodesic that connects the points x and x̄, and intersects γ at

x̄ orthogonally, as shown in Fig. B.1. The spatial geodesic distance between x and x̄

is given by 2σ(x, x̄), where σ(x, x̄) is the Synge world-function [46]. Note that in this

construction uᾱσ
ᾱ = 0.

We begin by constructing the tetrad

eᾱµ(x̄) =

{
uᾱ(x̄), eᾱa (x̄)

}
, (B.1)

and the dual-tetrad

ẽµᾱ(x̄) =

{
− uᾱ(x̄), ẽ

a
ᾱ(x̄)

}
(B.2)

on γ, such that

eᾱν ẽ
µ
ᾱ = δµν . (B.3)

The tetrad and dual tetrad satisfy the orthogonality relations

gᾱβ̄ e
ᾱ
µ e

β̄
ν = ηµν gᾱβ̄ ẽµᾱ ẽ

ν
β̄ = ηµν , (B.4)
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α

γ(τ)

x

xβ

αu

-σ

r

Figure B.1: The point x̄ on the generic timelike worldline γ, whose tangent
vector is uᾱ. Proper time on γ is τ . The spacelike geodesic β links the points
x and x̄, where β intercepts γ orthogonally at x̄, and r =

√
2σ(x, x̄) is the

spatial geodesic distance between x and x̄, where σ(x, x̄) is the Synge world-
function [46]. The tangent vector along β is −σα. Fermi-Walker coordinates
(t, xa) are constructed at the point x, such that t = τ̄ , the proper time on γ at x̄,
and xa = −eaᾱσᾱ, where (uᾱ, eᾱa ) is the tetrad which is orthogonal Fermi-Walker
transported along γ, according to (B.7).

and the completeness relations,

gᾱβ̄ = ẽµᾱ ẽ
ν
β̄ ηµν gᾱβ̄ = eᾱµ e

β̄
ν η

µν . (B.5)

The tetrad eᾱa is said to be Fermi-Walker transported along γ if [46]

Deᾱa
dτ

= aβ̄e
β̄
au

ᾱ − uβ̄e
β̄
aa

ᾱ (B.6)

holds true, where aᾱ ≡ Duᾱ/dτ is the four-acceleration of γ. Eq. (B.6) guarantees that

D(uᾱe
ᾱ
a )/dτ = 0, such that if uᾱe

ᾱ
a = 0 at some point x̄0 on γ, uᾱ and eᾱa will remain

orthogonal everywhere on γ. Hence, for uᾱ and eᾱa orthogonal, they are Fermi-Walker

transported along γ as
Deᾱa
dτ

= aau
ᾱ, (B.7)

where aa ≡ aᾱe
ᾱ
a are the spatial components of γ’s acceleration.

Fermi-Walker coordinates (t, xa) are constructed from a tetrad (uᾱ, eᾱa ) established

along γ, which are Fermi-Walker transported according to (B.7). At each instant τ̄ of
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proper time, spatial geodesics are sent out orthogonally from the point x̄ = z(τ̄) on γ (see

Fig. B.1). These geodesics generate a spatial hypersurface Στ̄ , and on that hypersurface

coordinates xa are defined as

xa = −eaᾱσᾱ. (B.8)

Each of the hypersurfaces is labelled with time t = τ̄ , defining the coordinates (t, xa) at

each point in the convex normal neighbourhood of γ. As such, the time coordinate t at

x is equal to the proper time τ on γ̄ at the point x̄, where β intersects γ (orthogonally).

Using the definition of the Synge world-function, we may define the spatial unit

vector na as

na ≡ xa

r
, (B.9)

r =
√
2σ̄, (B.10)

where we use the notation

σ̄ ≡ σ(x, x̄) (B.11)

to refer to the world-function σ(x, x̄).

Consider what happens when the field point shifts from x to x + δx. Since the

field point x and the source point x̄ are inextricably linked through β, this will induce a

corresponding variation in the source point, from x̄ to x̄+ δx̄. This can be expressed as

δx̄ᾱ = uᾱδτ , where δτ , the proper time difference on γ between the points x̄ and x̄+ δx̄,

is equal to δt in Fermi-Walker coordinates.

From Eq. (B.8), the relationship between δx and δx̄ is

xa → xa + δxa = −ẽaᾱ(x̄+ δx̄)σᾱ(x+ δx, x̄+ δx̄)

= −ẽaᾱ(x̄)σᾱ(x, x̄)− uβ̄∇β̄ ẽ
a
ᾱδtσ

ᾱ − ẽaᾱσ
ᾱ
β̄ δu

β̄δt− ẽaᾱσ
ᾱ
β δx

β. (B.12)

Equating the coefficients of δx yields

δxa = −aauᾱσᾱδt− ẽaᾱσ
ᾱ
β̄u

β̄δt− ẽaᾱσ
ᾱ
β̄ δx

β. (B.13)

δt is determined by imposing that (3.16) should hold true even after varying x, such

that

σᾱ(x+ δx, x̄+ δx̄)uᾱ(x̄+ δx̄) = σᾱ(x, x̄)u
ᾱ(x̄) + σᾱβu

ᾱδxβ + σᾱβ̄u
ᾱuβ̄δt

+ σᾱ(∇β̄u
ᾱ)uβ̄δt

= 0. (B.14)
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After rearranging terms, we find

δt = Bσᾱβu
ᾱδxβ , B ≡ −

(
σᾱβ̄u

ᾱuβ̄ + σᾱa
ᾱ
)−1

, (B.15)

where in the last step, aᾱ ≡ uᾱ
;β̄
uβ̄ was used. Substituting Eq. (B.15) into Eq. (B.13)

yields

δxa = −ẽaᾱ
(
σᾱβ +Bσᾱβ̄u

β̄σβγ̄u
γ̄
)
δxβ. (B.16)

Eqs. (B.15) and (B.16) give the one-forms dt and dxa, in terms of Fermi-Walker coor-

dinates.

Now let us proceed to derive expressions for dt and dxa in covariant form. We will

make use of the following expressions [46] for the parallel propagator,

gᾱβ (x, x̄) = ẽµβ(x)e
ᾱ
µ(x̄) = uᾱ(x̄)ẽ0β(x) + eᾱa (x̄)ẽ

a
β(x), (B.17)

the near-coincidence expansions,

σᾱβ̄ = gᾱβ̄ −
1

3
Rᾱµ̄β̄ν̄σ

µ̄σν̄ − 1

12
∇γ̄Rᾱµ̄β̄ν̄σ

γ̄σµ̄σν̄ +O(r4), (B.18)

σᾱβ = −gγ̄α
(
gᾱγ̄ +

1

6
Rᾱµ̄β̄ν̄σ

µ̄σν̄ +
1

12
∇λ̄Rᾱµ̄β̄ν̄σ

λ̄σµ̄σν̄
)
+O(r4), (B.19)

and the definitions

R0µ̄0ν̄ = Rᾱµ̄β̄ν̄u
ᾱuβ̄, Rᾱaβ̄b = Rᾱµ̄β̄ν̄ ẽ

µ̄
a ẽ
ν̄
b , ab = ẽᾱb aᾱ, ∇c = ẽγ̄c∇γ̄ . (B.20)

Inserting Eqs. (B.18) and (B.19) into Eq. (B.15) returns

B =

(
1 +

1

3
R0a0bx

axb +
1

12
∇cR0a0bx

axbxc + abx
b

)−1

= 1− abx
b + (abx

b)2 − 1

3
R0a0bx

axb − (abx
b)3 +

2

3
acR0a0bx

axbxc

− 1

12
∇cR0a0bx

axbxc +O(x4). (B.21)

Now, making use of the near-coincidence expansion (B.19), we find that

σᾱβu
ᾱ =

(
1− 1

6
R0a0bx

axb − 1

12
∇cR0a0bx

axbxc
)
ẽ0β

−
(
1

6
R0bacx

bxc +
1

12
∇dR0bacx

bxcxd
)
ẽaβ. (B.22)
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Substituting this and (B.21) into (B.15), and using the covariant form tα ≡ ∂αt, leads

to the result

tα =

(
1− abx

b + (abx
b)2 − 1

2
R0a0bx

axb − (abx
b)3 +

5

6
acR0a0bx

axbxc

− 1

6
∇cR0a0bx

axbxc
)
ẽ0α −

(
R0bac

(
1− adx

d
)
xbxc

+
1

2
∇dR0bacx

bxcxd
)
ẽaα. (B.23)

From the definition of the parallel propagator (B.17), the near-coincidence expan-

sions (B.18) and (B.19), and the result of Eq. (B.22), we find

−ẽaᾱσᾱβ =

(
δai +

1

6
Rabicx

bxc +
1

12
∇dR

a
bicx

bxcxd
)
ẽiβ

+

(
1

6
Rab0cx

bxc +
1

12
∇dR

a
b0cx

bxcxd
)
ẽ0β, (B.24)

and

−Bẽaᾱσᾱβ̄σβ γ̄u
β̄uγ̄ =

(
1

3
Rab0cx

bxc +
1

12
∇dR

a
b0cx

bxcxd − 1

3
adR

a
b0cx

bxcxd
)
ẽ0β. (B.25)

Now substituting Eqs. (B.24) and (B.25) into Eq. (B.16), and using the covariant form

xaα ≡ ∂αx
a, yields

xaα =

(
1

2
Rab0cx

bxc +
1

6
∇dR

a
b0cx

bxcxd − 1

3
adR

a
b0cx

bxcxd
)
ẽ0α

+

(
δab +

1

6
Racbdx

cxd +
1

12
∇eR

a
cbdx

cxdxe
)
ẽbα. (B.26)

The formulas in (B.23) and (B.26) are needed in Chapter 3, where we write covariant

expressions for the puncture field.

In order to derive expressions for the metric in Fermi-Walker coordinates, the

formulas (B.23) and (B.26) need to be inverted to find expressions for ẽ0α and ẽaα. Write

tα and xaα in the format tα = Aẽ0α + Baẽ
a
α and xaα = Caẽ0α + Da

b ẽ
b
α. This implies that

ẽ0α = A−1(tα−Baẽaα) and ẽbα = (Da
b −A−1CaBb)

−1(xaα−A−1Catα). A and Ba are easily

read off Eq. (B.23). Inverting them yields the result

ẽ0α =

(
1 + abx

b +
1

2
R0a0bx

axb +
1

6
acR0a0bx

axbxc +
1

6
∇dR0bacx

bxcxd
)
tα

+
1

6

(
R0bacx

bxc +
1

2
∇dR0bacx

bxcxd
)
xaα +O(r4). (B.27)
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Likewise, Ca and Da
b are easily read off Eq. (B.26). The Da

b are inverted using the

expansion (Da
b )

−1 = (δab +∆a
b )

−1 = δba −∆b
a +∆b

c∆
c
a −∆b

c∆
c
d∆

d
a + . . . . Overall we find

ẽbα =

(
δba −

1

6
Rbcadx

cxd − 1

12
∇eR

b
cadx

cxdxe
)
xaα

−
(
1

2
Rbj0kx

jxk +
1

6
aℓR

b
j0kx

jxkxℓ +
1

6
∇ℓR

b
j0kx

jxkxℓ
)
tα +O(r4). (B.28)

Now substituting Eqs. (B.27) and (B.28) into the completeness relations (B.5), we

derive the metric components in Fermi-Walker coordinates as

gtt = −1− 2abx
b − (abx

b)− Eabxaxb −
4

3
acEabxaxbxc −

1

3
Eab|cxaxbxc +O(r4), (B.29a)

gta = −2

3
ϵaciBibxbxc −

1

3
εaciadBibxbxcxd −

1

4
εaciBib|dx

bxcxd +O(r4), (B.29b)

gab = δab −
1

3
δabEijxixj −

1

3
Eabr2 −

1

3
Eaixixb −

1

3
Ebixixa

− 1

6
δabEab|cxaxbxc −

1

6
Eab|cxaxbxc −

1

3
Eab|ixaxbxi +O(r4). (B.29c)

where the notation| refers to covariant differentiation with respect to spatial coordinates,

as in Eq. (3.17). For example Eab|c = R0a0b|c = R0ᾱ0β̄;µ̄e
ᾱ
ae
β̄
b e
µ̄
c . The inverse-metric

components are

gtt = −1 + 2abx
b − 3(abx

b) + Eabxaxb +O(r3), (B.30a)

gta = −2

3
εaciBibxbxc +O(r3), (B.30b)

gab = δab +
1

3
δabEijxixj +

1

3
Eabr2 − 1

3
Eaixixb − 1

3
Ebixixa +O(r3). (B.30c)

The Christoffel symbols are readily derived from the metric and inverse-metric

components. We find the non-vanishing components to be

Γttt = ȧix
i +O(r2), (B.31a)

Γtbt = ab − abaix
i + Ebixi +O(r2), (B.31b)

Γbtt = ab + abaix
i + Ebixi +O(r2), (B.31c)

Γcab =
2

3
δabEcixi +

2

3
Eabxc −

2

3
δc(aEb)ix

i − 2

3
x(aEcb) +O(r2), (B.31d)

Γtab = −1

3
εbijBjaxi −

1

3
εaijBjbx

i +O(r2), (B.31e)

Γatb = εabiBijxj +O(r2). (B.31f)

This completes our overview of Fermi-Walker coordinates.



Appendix C

First-order puncture fields and

their harmonic decomposition.

In this appendix we explain how we derive the non-vanishing components of the first-

order puncture field, in Schwarzschild coordinates for a circular orbit in a Schwarzschild

background spacetime. After obtaining these expressions, we derive the frequency-

domain, tensor-harmonic modes. Wardell was the first to derive these formulas for

the modes [74], but I independently derived formulas for them and successfully checked

my own results with those of Wardell.

We will explain how to write our covariant expression (3.60) for the first-order

singular field for a circular orbit in Schwarzschild, using the leading order term as an

example. The same method may be applied to all remaining terms. The leading-order

piece comes out of the first term in (3.60),

hS1 [1]µν =
2µ

s
gτ

′
µ g

κ′
ν (gτ ′κ′ + 2uτ ′uκ′) , (C.1)

where uµ
′
is the four velocity of γ. We remind the reader of the relations in Eqs. (3.30)

and (3.31): s2 = r2 +2σ and r = σµ′u
µ′ , where σ = σ(x, x′) is the Synge world function.

We recall from the discussion in Chapter 3 that x denotes the coordinates of a generic

point off γ and x′ denotes coordinates of some point on γ.

From the coordinate expansions in Eq. (3.68) for σ, we find that

s =
[
λ2ρ2 + λ3Aτ ′κ′ν′∆x

τ ′∆xκ
′
∆xν

′
+O(λ4)

]1/2
, (C.2)

with ∆xν
′ ≡ xν − xν

′
, Aτ ′κ′ν′ = gτ ′κ′,ν′(x

′)/4 from [88], and

ρ =

[(
gµ′ν′∆x

µ′uν
′
)2

+ gµ′ν′∆x
µ′∆xν

′
]1/2

. (C.3)
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By inserting Eq. (C.2) and the coordinate expansion (3.69) into (C.1), we find that the

leading-order piece of the first-order singular field is

hS1LOµν =
2µ

λρ
(gµν + 2uµuν) . (C.4)

It was pointed out in [115] that the most efficient way to decompose the field into

tensor-harmonic modes is to write the components in rotated coordinates (t, r, α̃, β̃),

where the particle is momentarily located at the north pole. The advantage is that a

large number of modes vanish in these coordinates. After calculating the modes in this

frame, we rotate back to our original coordinates, (t, r, θ, φ), where the particle lies on

the equator (θ = π/2). Note that we used these coordinates in Chapter 5. But here,

unlike in Chapter 5, we add tildes to the angular coordinates to distinguish them from

Greek letters, in order not to confuse them with spacetime indices.

We follow the formalism in [88] to write ρ in terms of rotated coordinates. We

introduce Riemann normal coordinates on the two-sphere, centered on the particle at

x′, as

w1 = 2 sin

(
α̃

2

)
cos β̃, w2 = 2 sin

(
α̃

2

)
sin β̃, (C.5)

where α̃ and β̃ are rotated angular coordinates given by

sin θ cosφ =cos α̃, (C.6a)

sin θ sinφ =sin α̃ cos β̃, (C.6b)

cos θ =sin α̃ sin β̃. (C.6c)

In Riemann-normal coordinates the Schwarzschild metric takes the form

dx2 =− fdt2 +
dr2

f
+ r2

(
16− w2

2k1
k2

)
dw2

1 + r2
(
16− w2

1k1
k2

)
dw2

2

+ 2r2
w1w2k1
k2

dw1dw2, (C.7)

with f = 1− 2M/r, k1 ≡ 8− w2
1 − w2

2 and k2 ≡ 16− 4w2
1 − 4w2

2.

Using the relations E = −ut and L = uφ from Eqs. (4.3), and the components

of the metric (C.7), and labeling coordinates on the worldline in the rotated frame as(
r0, t0, α̃0, β̃0

)
, we find that [88]

ρ2 =
1

r20f
2
0

(
r20E

2 − f0L
2
)
∆r2 +

(
L 2 + r20

)
∆w2

1 − 2E

(
1

f0
ṙ0∆r + L∆w1

)
∆t

+
2

f0
L ṙ0∆r∆w1 +

(
E 2 − f0

)
∆t2 + r20∆w

2
2. (C.8)
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Now we let γ be an exactly circular orbit with fixed radius r0. Accordingly, we

set the specific energy to be that for a circular orbit, E0, given in (4.9), and the specific

angular momentum to be that of a circular orbit, L0, given in (4.8). If we let ∆t = 0,

then

ρ2 =
1

f0
∆r2 +

(
L 2

0 + r20
)
∆w2

1 + r20∆w
2
2, (C.9)

where ∆r ≡ r−r0 is the radial distance from the particle. But ∆w2
1 = 2 (1− cos α̃) cos2 β̃

and ∆w2
2 = 2 (1− cos α̃) sin2 β̃, so we may write ρ as

ρ ≡
(
2r20 (r0 − 2M)

r0 − 3M
χ

)1/2 (
δ2 + 1− cos α̃

)1/2
, (C.10)

where the quantities χ and δ are defined as

δ2 ≡ (r0 − 3M)∆r2

2r0(r0 − 2M)χ
, (C.11)

χ ≡ 1− M sin2 β̃

r0 − 2M
. (C.12)

We may write the components of the leading-order piece of the puncture from

Eq. (C.4), by substituting the expressions for the non-vanishing components of the four

velocity given in Eqs. (4.10). All higher order terms in the puncture can be found in a

similar way, and we find that, schematically, the puncture can be written as in Eq. (3.70).

Let us denote the O(λn) piece of the (trace-reversed) puncture as h̄P1,n
µν . We find

that the non-vanishing components of the O(λ−1) and O(λ0) terms are

h̄1P,−1
tt =

4K2

ρ
, h̄1P,−1

tα̃ = −1

ρ

4r30K2Ω

(r0 − 2M)
cos β̃,

h̄1P,−1

tβ̃
=

1

ρ

4r30K2Ω

(r0 − 2M)
sin α̃ sin β̃, h̄1P,−1

α̃α̃ =
1

ρ

4Mr20K2

(r0 − 2M)2
cos2 β̃,

h̄1P,−1

α̃β̃
= −1

ρ

4Mr20K2

(r0 − 2M)2
sin α̃ sin β̃ cos β̃, h̄1P,−1

β̃β̃
=

1

ρ

4Mr20K2 sin2 α̃ sin2 β̃

(r0 − 2M)2
,

(C.13)

where

K2 ≡ (r0 − 2M)2

r0(r0 − 3M)
, (C.14)

and

h̄1P,0tt =− 1

ρ

2∆r

r20 (r0 − 3M)

[
r20 − 7Mr0 + 10M2 − 2M (r0 − 4M) sin2 β̃

χ

]
, (C.15a)

h̄1P,0tr =− 1

ρ

4 r20 ΩK2 sin α̃ cos β̃

(r0 − 2M)
, (C.15b)

h̄1P,0tα̃ =− 1

ρ

2∆r r0Ω

(r0 − 3M)

[
r20 − 3Mr0 + 2M2 − 2M2 sin2 β̃

(r0 − 2M)χ

]
cos β̃, (C.15c)
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h̄1P,0
tβ̃

=
1

ρ

2∆r r0Ω

(r0 − 3M)

[
r20 − 3Mr0 + 2M2 − 2M2 sin2 β̃

(r0 − 2M)χ

]
sin α̃ sin β̃, (C.15d)

h̄1P,0rα̃ =
1

ρ

4Mr0 sin α̃ cos2 β̃

(r0 − 3M)
, (C.15e)

h̄1P,0
rβ̃

=− 1

ρ

4Mr0 sin
2 α̃ cos β̃ sin β̃

(r0 − 3M)
, (C.15f)

h̄1P,0α̃α̃ =
1

ρ

2∆rM r0
(r0 − 3M)

[
3r0 − 7M − 2M2 sin2 β̃

(r0 − 2M)χ

]
cos2 β̃, (C.15g)

h̄1P,0
α̃β̃

=− 1

ρ

2∆rM r0
(r0 − 3M)

[
3r0 − 7M − 2M2 sin2 β̃

(r0 − 2M)χ

]
sin α̃ sin β̃ cos β̃, (C.15h)

h̄1P,0
α̃β̃

=
1

ρ

2∆rM r0
(r0 − 3M)

[
3r0 − 7M − 2M2 sin2 β̃

(r0 − 2M)χ

]
sin2 α̃ sin2 β̃. (C.15i)

We have derived formulas through O(λ2), but the higher order terms are too long

to be included in this work, so we omit them.

Now we want to decompose the full 4D expressions into frequency-domain, tensor

harmonic modes. We will use the notation iℓm′ for the modes of quantities defined

in terms of coordinates (t, r, α̃, β̃), and iℓm for modes of quantities defined in terms of

(t, r, θ, φ). This choice of notation reflects the fact that the rotation, which takes us

from (t, r, α̃, β̃) to (t, r, θ, φ) coordinates, induces a transformation between the corre-

sponding m-modes. They have different m-mode numbers while the iℓ mode numbers

are unaffected by the rotation.

We want to expand the components in the basis of tensor spherical-harmonics in

the frequency-domain, as

h̄Pµν =
∞∑
ℓ=0

ℓ∑
m′=−ℓ

10∑
i=1

Y iℓm′
µν (α̃, β̃, r)e−im

′Ωth̄Piℓm′(r) . (C.16)

The coefficients are given by

h̄Piℓm′(r) =

∫ 2π

0
dβ̃

∫ π

0
dα̃ sin α̃ hPµνη

µτηνσ Y ∗iℓm′
τσ (α̃, β̃, r)eim

′Ωt . (C.17)

At the pole, we find that only them′ = 0 for i = 1, 3, 6, m′ = ±1 for i = 4, 8 andm′ = ±2

for i = 7, 10 spherical-harmonics (4.15) are non-zero. As such, (C.16) simplifies to

h̄Pµν(t, r, α̃ = 0, β̃) =

∞∑
ℓ=0

10∑
i=1

h̄Pµν,iℓ, (C.18)
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where

h̄Pµν,1ℓ =

(
2ℓ+ 1

4π

)1/2 1√
2

(
δtµδ

t
ν + f−2δrµδ

r
ν

)
h̄P1 ℓ 0(r), (C.19a)

h̄Pµν,2ℓ =

(
2ℓ+ 1

4π

)1/2 f−1

√
2

(
δtµδ

r
ν + δrµδ

t
ν

)
h̄P2 ℓ0(r), (C.19b)

h̄Pµν,3ℓ =

(
2ℓ+ 1

4π

)1/2 1√
2

(
δtµδ

t
ν − f−2δrµδ

r
ν

)
h̄P3 ℓ0(r), (C.19c)

h̄Pµν,4ℓ =

(
2ℓ+ 1

16π

)1/2 r√
2

(
δtµδ

α̃
ν + δα̃µδ

t
ν

) [
e−iβ̃h̄P4 ℓ,−1(r)− eiβ̃h̄P4 ℓ,+1(r)

]
, (C.19d)

h̄Pµν,5ℓ =

(
2ℓ+ 1

16π

)1/2 rf−1

√
2

(
δtµδ

α̃
ν + δα̃µδ

t
ν

) [
e−iβ̃h̄P5 ℓ,−1(r)− eiβ̃h̄P5 ℓ,+1(r)

]
, (C.19e)

h̄Pµν,6ℓ =

(
2ℓ+ 1

4π

)1/2 r2√
2

(
δα̃µδ

α̃
ν + sin2 α̃δβ̃µδ

β̃
ν

)
h̄P6 ℓ0(r), (C.19f)

h̄Pµν,7ℓ =

(
2ℓ+ 1

16π

)1/2

r2δα̃µδ
α̃
ν

[
e−2iβ̃h̄P7 ℓ,−2(r) + e2iβ̃h̄P7 ℓ,+2(r)

]
, (C.19g)

h̄Pµν,8ℓ =i

(
2ℓ+ 1

16π

)1/2 r√
2

(
δtµδ

α̃
ν + δα̃µδ

t
ν

) [
e−iβ̃h̄P8 ℓ,−1(r) + eiβ̃h̄P8 ℓ,+1(r)

]
, (C.19h)

h̄Pµν,9ℓ =i

(
2ℓ+ 1

16π

)1/2 rf−1

√
2

(
δrµδ

α̃
ν + δα̃µδ

r
ν

) [
e−iβ̃h̄P9 ℓ,−1(r) + eiβ̃h̄P9 ℓ,+1(r)

]
, (C.19i)

h̄Pµν,10 ℓ =− i

(
2ℓ+ 1

16π

)1/2

r2δα̃µδ
α̃
ν

[
e−2iβ̃h̄P10 ℓ,−2(r)− e2iβ̃h̄P10 ℓ,+2(r)

]
. (C.19j)

The coefficients are given by

h̄P1ℓ0(r) =Nℓ

∮
dΩ

1√
2
(h̄Ptt + h̄Prr)P

0
ℓ , (C.20a)

h̄P2ℓ0(r) =Nℓ

∮
dΩ

√
2 h̄Ptr P

0
ℓ , (C.20b)

h̄P3ℓ0(r) =Nℓ

∮
dΩ

1√
2
(h̄Ptt − h̄Prr)P

0
ℓ , (C.20c)

h̄P4 ℓ±1(r) =
∓
√
2Nℓ

rℓ(ℓ+ 1)

∮
dΩe∓iβ̃

[
h̄Ptα̃

(
(ℓ+ 1)2P 1

ℓ−1 − ℓ2P 1
ℓ+1

(2ℓ+ 1) sin α̃

)
± ih̄P

tβ̃

P 1
ℓ

sin2 α̃

]
, (C.20d)

h̄P5 ℓ±1(r) =
∓
√
2Nℓ

rℓ(ℓ+ 1)

∮
dΩe∓iβ̃

[
h̄Prα̃

(
(ℓ+ 1)2P 1

ℓ−1 − ℓ2P 1
ℓ+1

(2ℓ+ 1) sin α̃

)
± h̄P

rβ̃

P 1
ℓ

sin2 α̃

]
, (C.20e)

h̄P6ℓ0(r) =
Nℓ√
2r2

∮
dΩ
(
h̄Pα̃α̃ + csc2 α̃h̄P

β̃β̃

)
P 0
ℓ , (C.20f)

h̄P7ℓ±2(r) =
1√

2r2Λ1/2

∮
dΩe−2iφ{

3e2iφ csc α̃Y −2
ℓ

[
(cos 2α̃+ 3)(hPα̃α̃ − hP

β̃β̃
) + 8ih̄P

α̃β̃
cos α̃

]
−4eiφ (ℓ− 1)1/2 (ℓ+ 2)1/2 Y −1

ℓ

[
cos α̃

(
h̄Pα̃α̃ − h̄P

β̃β̃

)
+ 2ih̄P

β̃β̃

]
+sin α̃

(
h̄Pα̃α̃ − h̄P

β̃β̃

)
(ℓ+ 2)1/2 Λ1/2Y 0

ℓ

}
, (C.20g)
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h̄P8 ℓ±1(r) =
∓
√
2Nℓ

rℓ(ℓ+ 1)

∮
dΩe∓iβ̃

[
h̄Ptα̃

(
(ℓ+ 1)2P 1

ℓ−1 − ℓ2P 1
ℓ+1

(2ℓ+ 1) sin2 α̃

)
∓ h̄P

tβ̃

P 1
ℓ

sin α̃

]
, (C.20h)

h̄P9 ℓ±1(r) =
Nℓ ∓

√
2

rℓ(ℓ+ 1)

∮
dΩe∓iβ̃

[
h̄Prα̃

(
(ℓ+ 1)2P 1

ℓ−1 − ℓ2P 1
ℓ+1

(2ℓ+ 1) sin2 α̃

)
∓ h̄P

tβ̃

P 1
ℓ

sin α̃

]
, (C.20i)

h̄P10 ℓ±2(r) =

√
2Nℓ

r2Λ1/2

∮
dΩe−2iβ̃ csc α̃{

6e2iβ̃Y −2
ℓ

[
−i cos α̃(h̄P

α̃β̃
− h̄P

β̃β̃
) + cos2 α̃h̄P

α̃β̃
+ h̄P

α̃β̃

]
+sin α̃

[
h̄P
α̃β̃

sin α̃
√

(ℓ+ 1) (ℓ+ 2)Y 0
ℓ

+2ieiβ̃
√

(ℓ− 1) (ℓ+ 2)Y −1
ℓ

(
h̄P
α̃β̃

+ 2i cos α̃h̄P
α̃β̃

− h̄P
β̃β̃

)]}
, (C.20j)

where
∮
dΩ ≡

∫ 2π
0 dβ̃

∫ π
0 dα̃ sin α̃, Nℓ ≡ [(2ℓ+ 1) /4π]1/2, Pmℓ = Pmℓ (cos α̃) are the asso-

ciated Legendre polynomials, Y m
ℓ = Y m

ℓ (α̃, β̃) are the scalar spherical-harmonics and

Λ ≡ (ℓ− 1) ℓ (ℓ+ 1) (ℓ+ 2).

We evaluate the integrals over α̃ analytically, using the following useful results:∫ π

0
dα̃ sin α̃

P 0
ℓ

(δ2 + 1− cos α̃)
=

2
√
2

1 + 2ℓ
A (δ)1/2+ℓ , (C.21a)

∫ π

0
dα̃ sin α̃

sin α̃P 1
ℓ

(δ2 + 1− cos α̃)
=

2
√
2ℓ (ℓ+ 1)!

(ℓ− 1)! (2ℓ+ 3) (2ℓ+ 1) (2ℓ− 1)
A (δ)1/2+ℓ[

−3− 2ℓ+ (2ℓ− 1)A (δ)2
]
, (C.21b)

∫ π

0
dα̃ sin α̃

sin2 α̃P 2
ℓ

(δ2 + 1− cos α̃)
=

2
√
2 (ℓ+ 2)!

3 (ℓ− 2)! (2ℓ+ 1)
A (δ)ℓ−3/2

{[
A (δ)2 + 1

] [
A (δ)2 (2ℓ− 1)− 2ℓ− 3

]
4ℓ2 + 4ℓ− 3

−
2ℓ
[
A (δ)2 (2ℓ− 3)− 2ℓ− 5

]
(4ℓ2 − 4ℓ− 3) (2ℓ− 1)

−
2(ℓ+ 1)

[
A (δ)2 (2ℓ+ 1)− 2ℓ− 5

]
A (δ)2

(2ℓ+ 3) (4ℓ2 + 12ℓ+ 5)

}
. (C.21c)

where A (δ) ≡ 1 + δ2 − |δ|
(
2 + δ2

)1/2
.

We are then left with expressions that depend on the azimuthal angle β̃ and ∆r.

The most efficient way to evaluate the integral over β̃ is to expand in powers of ∆r.

This yields an expression in powers of sin β̃, cos β̃ and χ. We re-write powers of sin β̃
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and cos β̃, as

sinn β̃ =

(
r0 − 2M

M
[1− χ]

)n/2
, cosn β̃ =

(
1− r0 − 2M

M
[1− χ]

)n/2
. (C.22)

In this approach, we straightforwardly evaluate the integral over β̃ using the general

formula ∫ 2π

0
dβ̃χn = 2π2F1

(
n,

1

2
, 1,

M

r0 − 2M

)
, (C.23)

where 2F1 is the hypergeometric function.

We end up with expressions for the iℓm′ modes, in the rotated frame. We rotate

back to unrotated-coordinates, (t, r, θ, φ), where the particle is located on the equator,

as

h̄Piℓm(r) =
∑
m′

Dℓ
mm′ (0, π/2, π/2) h̄Piℓm′(r) . (C.24)

where Dℓ,m,m′ are the Wigner D-symbols.

Using this strategy we obtain analytical expressions for the modes of the puncture

h̄Piℓm(r), through order ∆r2. The expressions themselves are too long to quote here in

full. Instead we give them through order O(∆r0). We have the full expressions through

order O(∆r2) stored in a Mathematica file.

h̄P1 ℓm =Dℓ,−m,0

(
0,
π

2
,
π

2

) 2
√

2
π (r0 − 2M)3/2E

(
M

r0−2M

)
r20
√

(2ℓ+ 1)(r0 − 3M)
+O(r) , (C.25a)

h̄P2 ℓm =O(r), (C.25b)

h̄P3 ℓm =Dℓ,−m,0

(
0,
π

2
,
π

2

) 2
√

2
π (r0 − 2M)3/2E

(
M

r0−2M

)
r20
√

(2ℓ+ 1)(r0 − 3M)
+O(r) , (C.25c)

h̄P4 ℓm =

[
Dℓ,m,1

(
π,
π

2
,
π

2

)
+Dℓ,m,−1

(
π,
π

2
,
π

2

)] 8√
2ℓ+ 1Mr

√
2M(r0 − 2M)

πr0(r0 − 3M)[MK
(

M
r0−2M

)
ℓ(ℓ+ 1)

+ 2(r0 − 2M)

(
K

(
M

r0 − 2M

)
− E

(
M

r0 − 2M

))]
+O(r) , (C.25d)

h̄P5 ℓm =O(r), (C.25e)

h̄P6 ℓm =Dℓ,−m,0

(
0,
π

2
,
π

2

)
8
√

2
π r0

√
r0 − 2M

(
K
(

M
r0−2M

)
− E

(
M

r0−2M

))
r2
√

(2ℓ+ 1)(r0 − 3M)
+O(r) , (C.25f)

h̄P7 ℓm =

[
Dℓ,m,2

(
π,
π

2
,
π

2

)
+Dℓ,m,−2

(
π,
π

2
,
π

2

)] 4
(√

2r0
)

3
√
2ℓ+ 1Mr2

√
π(r0 − 2M)(r0 − 3M)
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[12(2ℓ+ 1)2M2K
(

M
r0−2M

)
5(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)

+ 2
(
51M2 − 40Mr0 + 8r20

)
K

(
M

r0 − 2M

)
− 8(2r0 − 5M)(r0 − 2M)E

(
M

r0 − 2M

)]
+O(r) , (C.25g)

h̄P8 ℓm =

[
Dℓ,m,1

(
π,
π

2
,
π

2

)
+Dℓ,m,−1

(
π,
π

2
,
π

2

)] (8i)√
2ℓ+ 1Mr

√
2M(r0 − 2M)

πr0(r0 − 3M)[(
2(r0 − 3M)K

(
M

r0 − 2M

)
− 2(r0 − 2M)E

(
M

r0 − 2M

))

−
MK

(
M

r0−2M

)
ℓ(ℓ+ 1)

]
+O(r), (C.25h)

h̄P9 ℓm =O(r), (C.25i)

h̄P10 ℓm =

[
Dℓ,m,2

(
π,
π

2
,
π

2

)
+Dℓ,m,−2

(
π,
π

2
,
π

2

)] 4
(√

2ir0
)

3
√
2ℓ+ 1Mr2

√
π(r0 − 2M)(r0 − 3M)[

−
12(2ℓ+ 1)2M2K

(
M

r0−2M

)
5(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)

+ 16(r0 − 2M)(r0 − 3M)K

(
M

r0 − 2M

)
− 8(2r0 − 5M)(r0 − 2M)E

(
M

r0 − 2M

)]
+O(r) , (C.25j)

where E is the elliptic function of the first kind and K is the elliptic function of the

second kind.
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Field equations

The explicit formulas for the coupling terms Mij ’s in the frequency-domain field equa-

tions (4.25) are (see Appendix A of [62]), using the shortform notation h̄i = h̄iℓm,

M1j h̄j =
Mf2

r2
∂rh̄3 +

f

2r2

(
1− 4M

r

)(
h̄1 − h̄5 − fh̄3

)
− f2

2r2

(
1− 6M

r

)
h̄6, (D.1a)

M2j h̄j =
Mf

r2
∂rh̄2 +

M

r2
iωmh̄1 +

f2

2r2
(
h̄2 − h̄4

)
, (D.1b)

M3j h̄j = − f

2r2

[
h̄1 − h̄5 −

(
1− 4M

r

)(
h̄3 + h̄6

)]
, (D.1c)

M4j h̄j =
M

2r2
(
iωmh̄5 − iωmh̄4 + ∂rh̄4 − ∂rh̄5

)
− 1

2
ℓ (ℓ+ 1)

f

r2
h̄(2)

− Mf

2r3
[
3h̄4 + 2h̄5 − h̄7 + ℓ (ℓ+ 1) h̄6

]
, (D.1d)

M5j h̄j =
f

r2

[(
1− 9M

2r

)
h̄5 −

1

2
ℓ (ℓ+ 1)

(
h̄1 − fh̄3

)
+
1

2

(
1− 3M

r

)(
ℓ (ℓ+ 1) h̄6 − h̄7

)]
, (D.1e)

M6j h̄j = − f

2r2

[
h̄1 − h̄5 −

(
1− 4M

r

)(
h̄3 + h̄6

)]
, (D.1f)

M7j h̄j = − f

2r2
(
h̄7 + λ h̄5

)
, (D.1g)
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M8j h̄j =
M

2r2
(
iωmh̄9 − iωmh̄8 + ∂rh̄8 − ∂rh̄9

)
− 1

4

Mf

2r3
(
3h̄8 + 2h̄9 − h̄10

)
, (D.1h)

M9j h̄j =
f

r2

(
1− 9M

2r

)
h̄9 −

f

2r2

(
1− 3M

r

)
h̄10, (D.1i)

M10j h̄j = − f

2r2
(
h̄10 + λh̄9

)
. (D.1j)

where λ ≡ (ℓ− 1)(ℓ+ 2).



Appendix E

Rotations

In Sec. 5.4, we require a 4D representation of S = tµν∂µϕ
1P∂νϕ

1P , given only the expres-

sion (5.22) for ϕ1P , an expression written in a coordinate system in which the particle

is instantaneously at the north pole. This is nontrivial because there is no explicit time

dependence in Eq. (5.22),1 making it unclear how to evaluate the t derivatives in S.

Here we consider two ways of tackling this problem: via a time-dependent rotation and

via a one-parameter family of rotations. We will refer to the first as the 4D method, the

second as the 2D method. To assist the discussion, we split the unrotated coordinates

into xµ = (xa, θA), where xa = (t, r) and θA = (θ, φ), thereby splitting the manifold into

the Cartesian product M2 × S2, where M2 is the xa plane and S2 is the unit sphere.

In the first approach, we would use a 4D coordinate transformation xµ → xµ
′
=

(xa
′
, αA

′
) given by xa

′
= xa and αA

′
= αA

′
(θA, t), where αA

′
= (α, β), such that at each

fixed t, the transformation would be a 2D rotation that placed the particle at the north

pole. In this case, all tensors would transform in the usual 4D way, including tensors

tangent M2; the transformation mixes M2 with S2. For example, for a dual vector wµ

we would have wt → wt′ = wt+ θ̇
AwA, wr → wr′ = wr, and wA → wA′ = ΩAA′wA, where

θ̇A :=
∂θA

∂t′
, (E.1)

ΩAA′ :=
∂θA

∂αA′ . (E.2)

In the coordinates xµ
′
, the particle would be permanently at the north pole, with four-

velocity ua
′
= ua and uA

′
= 0. [Since the coordinates are singular at the particle’s

position at the north pole, uA
′
is not strictly well defined. But if we introduce local

Cartesian coordinates xi
′
= (r0α cosβ, r0α sinβ), then we can establish ui

′
= 0, allowing

us to freely set uA
′
= 0.] In this method, all components would be expressed in the

primed coordinate system, meaning the only time derivatives appearing in S would

1This fact is specific to circular orbits. For noncircular orbits, even in these rotated coordinates, ϕ1P

would depend on time through its dependence on the orbital radius rp(t).
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be ∂t′ϕ
1P . For circular orbits, these derivatives would trivially vanish because ϕ1P

contains no explicit dependence on t′; the t dependence would be entirely encoded in

the transformation law’s dependence on θ̇A.

Although the 4D method is practicable, we henceforth adopt the second, 2D

method, for reasons described below. In this approach, instead of a 4D coordinate

transformation, we consider a different 2D rotation at each instant of t. We may write

this as αA
′

t = αA
′
(θA, t). This is superficially the same as the 4D method, but the time

at which the rotation is performed is now a parameter of the rotation rather than a

coordinate, and for each value of the parameter, we have a different coordinate system;

for example, if the rotation is performed at time t0, it induces a coordinate system

(t, r, αA
′

t0 ). Because the transformation is restricted to S2, tensors tangent to M2 trans-

form as scalars and those tangent to S2 transform as tensors on S2: for the same dual

vector wµ mentioned above, we now have wa → wa and wA → wA′ = ΩAA′wA. Unlike

in the 4D method, where the particle was permanently at the north pole, here it is

only there at the particular instant at which the rotation is performed, with an instan-

taneous four-velocity (ua, uA
′
) = (ua, uφ, 0) at that time. [As above, this value of uA

′

comes from consideration of the locally Cartesian components, which can be established

to be ui
′
= (r0u

φ, 0).] Time derivatives in this method are evaluated as derivatives with

respect to the parameter t: ∂tϕ
1P = α̇A

′
∂A′ϕ1P , where

α̇A
′
:=

∂αA
′

∂t
= −ΩA

′
Aθ̇

A. (E.3)

Here ΩA
′
A := ∂θA

′

∂θA
= (ΩAA′)−1 = ΩA

′B′
ΩABΩ

B
B′ , and the second equality in Eq. (E.3)

follows from the implicit function theorem.

In our toy model, the above two methods both lead to the result

S = (∂rϕ
P )2 + (r−2ΩA

′B′
+ α̇A

′
α̇B

′
)∂A′ϕP∂B′ϕP . (E.4)

However, in gravity the two methods would lead to quite different calculations when

performing decompositions into tensor harmonics. Furthermore, only the 2D method

is immediately applicable to the decomposition strategy of Ref. [74].2 Hence, the 2D

method is preferred here.

All of the above is fairly general. When we specialize to our particular case of

circular orbits with frequency Ω, the transformation is given by

θ = arccos(sinα sinβ), (E.5)

2To see this, consider δ2Gµν [h
1P , h1P ]. In the strategy used in Ref. [74], as in our 2D method

described here, a quantity such as δ2Gtt is treated as a scalar, that scalar is then written in terms
of the coordinates αA′

, and it is decomposed into scalar harmonics by integrating against Ylm(αA′
).

Contrary to this, in the 4D method, the scalar-harmonic decomposition of δ2Gtt would be constructed
from the scalar, vector, and tensor-harmonic decompositions of δ2Gt′t′ , δ

2Gt′A′ , and δ2GA′B′ , using the
transformation δ2Gtt = δ2Gt′t′ + 2α̇A′

δ2Gt′A′ + α̇A′
α̇B′

δ2GA′B′ .
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φ = arccos{cosα/ sin[arccos(sinα sinβ)]}+Ωt, (E.6)

which implies (ua, uA
′
) = ut(1, 0,Ω, 0) and

θ̇A = (0,Ω), (E.7)

α̇A
′
= Ω(− cosβ, cotα sinβ). (E.8)

The final expression for S, used in our computations in Sec. 5.4, is given by Eq. (E.4)

with Eq. (E.8).





Appendix F

Retarded integral of the

leading-order monopole source in

the far-zone

In this appendix we outline the steps of how to evaluate the retarded integral of

Eq. (6.81), for the case ℓ = 0, which provides the solution for the monopole piece of

the second-order field in the far-zone. The analysis here follows the derivation given in

Ref. [75], which stems from the original work of Blanchet and Damour given in Ref. [103].

For convenience we restate the integral Eq. (6.81) to be evaluated:

FP□−1
ret

(
rB−kS

(−k)
L n̂L

)
= FP

1

K(B, k)

∫ ∞

r
dz S

(−k)
L (t− z)

∂̂L

[
(z − r)B−k+ℓ+2 − (z + r)B−k+ℓ+2

r

]
, (F.1)

where

K(B, k) ≡ 2B−k+3 (B − k + 2)!

(B − k − ℓ+ 1)!
. (F.2)

The first step is to introduce a cutoff in the integral at T̃ ≡ T/ϵn+1, where T > 0 and

n > 0 are ϵ-independent constants. The motivation for the cutoff is that the contribution

from the range z ∈ [T̃ ,∞] is negeligibly small compared to the contribution from the

range z ∈ [r, T̃ ], as will be shown below. Before proceeding to show that this is true, we

remind the reader that we are only interested in the slowest falling term in the source,

r−2S
(−2)
L n̂L. In light of this we will specialise to the case of k = 2 in the integral of

Eq. (F.1). Since 1/r2 is integrable at r = 0, for this term in the source the FP operation

is equivalent to taking the limit B → 0.

213



214Appendix F Retarded integral of the leading-order monopole source in the far-zone

Using the expansion xB = 1 +B lnx+O(B2) the integrand reduces to

FP
1

K(B, 2)
∂̂L

[
(z − r)B+ℓ − (z + r)B+ℓ

r

]
= Kℓ∂̂L

[
(z − r)ℓ ln(z − r)− (z + r)ℓ ln(z + r)

r

]
, (F.3)

where Kℓ ≡ (−1)ℓ/2(ℓ!). Using the result [101] that ∂̂Lr
k = 0 for even integers 0 ≤ k <

2ℓ, Eq. (F.3) simplifies to

FP
1

K(B, 2)
∂̂L

[
(z − r)B+ℓ − (z + r)B+ℓ

r

]
=Kℓ

rℓ

zℓ+1
+O(1/zℓ+2). (F.4)

Given that the leading-order behaviour of the first-order fields is 1/r, then from

the coupling formula (6.32) we may deduce that S2 ∼ Ω̃2
p

(
R̃1
)2

+O(1/r3) ∼
(
R̃1
)2
/r3p,

where the last step follows from the fact that Ω̃p ∼
√

1/r3p. From Eqs. (6.33)-(6.38),

R̃1 ∼ jℓ(mΩ̃prp)/r = jℓ(m/r
1/2
p )/r. Noting that jℓ(z) ∼ zℓ for large z and that the

dominant term is the ℓ = 1 term, R̃1 ∼ r
−1/2
p /r. Overall, S2 ∼ r−4

p /r2 + O(1/r3).

Therefore,

S
(−2)
L ∼ 1

r5p
∼ 1

(ϵz)5
. (F.5)

Thus, substituting Eqs. (F.4) and (F.5) into Eq. (F.1), we find that the integral for the

range z ∈ [T̃ ,∞] reads

Kℓ

ϵ5

∫ ∞

T/ϵn+1

dz
rℓ

z6+ℓ
= Kℓϵ

(5+ℓ)n+ℓ

∫ ∞

T
dz̃

rℓ

z̃6+ℓ
. (F.6)

For n > 0, this is negligible.

We may now limit our analysis to the integration range z ∈ [r, T̃ ] in Eq. (F.1).

Definining

Ψℓ := □−1
ret

(
r−2S

(−2)
L n̂L

)
, (F.7)

we may rewrite Eq. (F.1) as

Ψℓ = FP
Kℓ

B

∫ T̃

r
dz S

(−2)
L (t− z)∂̂L

[
(z − r)B+ℓ ln(z − r)− (z + r)B+ℓ ln(z + r)

r

]
+ o(ϵ0). (F.8)

where “o(ϵp)” means “goes to zero faster than ϵp”.

The following relations, given in Appendix A of Ref. [101], allow conversion to

ordinary scalar spherical-harmonics:

FnL n̂
L =

∑
m

FnℓmYℓm, (F.9)
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S
(−k)
L n̂L =

∑
m

S
(−k)
ℓm Yℓm. (F.10)

Using Eq. (F.10), for the case ℓ = 0 we find that Eq. (F.8) reduces to

Ψ0 =
Y00
2

∫ T̃

r
dz S

(−2)
00 (t− z)

ln(z − r)

r
− Y00

2

∫ T̃

r
dz S

(−2)
00 (t− z)

ln(z + r)

r

+ o(ϵ0)

=
Y00
2r

∫ T̃

0
dsS

(−2)
00 (t− s− r) ln(s)− Y00

2r

∫ T̃

2r
dsS

(−2)
00 (t− s+ r) ln(s)

+ o(ϵ0), (F.11)

where in the second step, we changed variables to s = z − r in the first integral, and

s = z + r in the second integral. Strictly speaking, the change of variables alters the

upper integration limits to T̃ −r and T̃ +r in the first and second integrals, respectively.

But since T̃ is large, this change has a negligible effect, so we ignore it. By writing the

integrand in terms of retarded time u = t− r, we find that Eq. (F.11) becomes

Ψ0 =
Y00
2r

∫ T̃

0
ds
[
S
(−2)
00 (u− s)− S

(−2)
00 (u− s+ 2r)

]
ln s

+
Y00
2r

∫ 2r

0
dsS

(−2)
00 (u− s+ 2r) ln s+ o(ϵ0). (F.12)

We remind the reader, as mentioned in the discussion in Sec. 6.4.2, that through

S being a functional of F 1
L, so too S(−2) = S(−2)[F 1

L]. We then substitute the multiscale

expansion of F 1
L(u, ϵ), implying S

(−2)
00 (t) = S̃

(−2)
00 (ϵt) + O(ϵ), and similarly, S

(−2)
00 (u −

2s + 2r) = S̃
(−2)
00 (ũ − ϵs + 2ϵr) + O(ϵ). We then expand S̃

(−2)
00 (ũ − ϵs + 2ϵr) around

ũ− ϵs+ 2ϵr = ũ− ϵs, as

S̃
(−2)
00 (ũ− ϵs+ 2ϵr) = S̃

(−2)
00 (ũ− ϵs) + 2ϵr ˙̃S(−2)(ũ− ϵs) +O(ϵ2), (F.13)

yielding

Ψ0 = −Y00
∫ T̃

0
ds ϵ ˙̃S

(−2)
00 (ũ− ϵs) ln s+

Y00
2r

∫ 2r

0
ds S̃

(−2)
00 (ũ− ϵs) ln s+ o(ϵ0). (F.14)

After a change of integration variable to s̃ = ϵs, the first integral becomes

∫ T̃

0
ds ϵ ˙̃S

(−2)
00 (ũ− ϵs) ln s =

∫ T/ϵn

0
ds̃ ˙̃S

(−2)
00 (ũ− s̃) ln s̃− S̃2

00(ũ) ln ϵ+ o(ϵ0). (F.15)

With the expansion S̃
(−2)
00 (ũ− ϵs) = S̃

(−2)
00 (ũ) +O(ϵ), the second integral evaluates to

1

2r

∫ 2r

0
ds S̃

(−2)
00 (ũ− ϵs) ln s = [ln(2r)− 1] S̃

(−2)
00 (ũ) +O(ϵ). (F.16)
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Collecting the results of Eqs. (F.15) and (F.16) and inserting them into Eq. (F.12),

we arrive at the result

□−1
ret

(
r−2S

(−2)
00

)
=

(
ln

2r

ϵ
− 1

)
S̃
(−2)
00 (ũ)−

∫ ∞

0
ds̃ ˙̃S

(−2)
00 (ũ− s̃) ln s̃+ o(ϵ0). (F.17)

Eq. (F.17) is the main result of this appendix. It is used in Eq. (6.31) to compute Ψℓ=0.

Note that we have changed the upper integration limit from T/ϵn to ∞, which has the

effect of adding a o(ϵ0) term. The final result for the retarded integral of the monopole

piece of the source is given by the right hand side of Eq. (F.17).



Appendix G

Asymptotics of the second-order

source

In this Appendix we derive various analytical predictions for the behaviour of the second-

order source, which provide an important check of our numerics in Sec. 8.4. Certain

behaviours of the monopole modes of the source can be determined from the Bianchi

identities, ∇αGαβ [g] = ∇αR̄αβ [g] = 0, where g = g + h is the full spacetime, g being

the metric of the background and h being the perturbation due to the small body.

Substituting the expansion of the Ricci tensor (2.12), we find analogous identities at

each order. Indeed, at points away from the worldline (where δRµν [h
1] = 0),

∇αδ2R̄αβ = 0. (G.1)

Writing the second-order Ricci tensor as in (7.6), the Bianchi-identities in (G.1) separate

into four separate equations analogous to Eqs. (4.29). We note that the mode sum (7.6)

has an extra factor of r in front compared to (4.24), so to construct gauge conditions

for δ2R̄iℓm analogous to Eqs. (4.29), we replace h̄iℓm with rδ2R̄iℓm. In this way, we find

that for ℓ = m = 0, the non-trivial equations are

r∂rδ
2R̄200(r) + 2δ2R̄200 = 0, (G.2a)

−rf∂rδ2R̄100 + rf2∂rδ
2R̄300 − f

(
2δ2R̄100 − 2fδ2R̄300 − 2fδ2R̄600

)
= 0. (G.2b)

The unique solution to Eq. (G.2a) is

δ2R̄200 =
s200
r2

, (G.3)

where s200 is a constant. We show below that for δ2R̄100 we have the asymptotic be-

haviour

δ2R̄100 ∼ 1/r2 for r ≫ 2M. (G.4)
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From the Bianchi identity Eq. (G.2b), by inserting the asymptotic behaviour of

Eqs. (G.3) and (G.4), we find that

δ2R̄600 falls off least as fast as
1

r3
. (G.5)

We can also express the large-r behaviour of δ2R̄i00 in terms of the flux of energy to

infinity. We are interested in the behaviour of the source at large r, which is comprised

of terms of the schematic form h1∂2h1 and (∂h1)2. With this in mind we write the

first-order field in terms of its leading-order piece plus terms that fall off faster than 1/r,

in Cartesian coordinates, as

h1µν =
cµν(u, n

i)

r
+O(1/r2). (G.6)

Similarly we may write the second-order source on the right-hand side of (7.51) by

isolating the leading-order piece that falls off as 1/r2 plus terms that fall off faster than

that, in the form

2δ2Rµν [h
1, h1] =

sµν(u, n
a)

r2
+O(1/r3), (G.7)

where sµν(u, n
a) are the coefficients of the 1/r2 piece of δ2Rµν [h

1, h1 ]. As we mentioned

in Sec. 7.5, the “oscillation /r” term in h1,0 in the post-Minkowski expansion in (7.54)

will be identical to the “oscillation /r” term in h1. Because of this, the leading 1/r2

term in the two sources, δ2R0
µν and δ2Rµν , are identical, and we can identify the sµν

in (G.7) with that of Eq. (7.61). We may derive a useful expression for the source by

writing, in Cartesian coordinates,

cµν = zµν(u, n
a) + 2δM>δµν . (G.8)

The first term, zµν , is the nonstationary part of cµν , and the mass term is the stationary

part which appears in the result derived in (2.47). Because ℓ > 0 (tensor-harmonic)

stationary modes fall faster than 1/r, the only stationary part of cµν is the mass term.

To simplify the source, we make use of the the Lorenz gauge condition, which reads

żµνk
ν =

1

2
żkµ, (G.9)

where z ≡ ηαβzαβ , a dot indicates differentiation with respect to u, and kµ ≡ −∂µu =

(−1, na) is the principal outgoing null vector. Note that we neglect derivatives that

act on the na dependence in zµν , because ∂in
a ∼ 1/r. Integrating this with the initial

condition zµν(−∞) = 0 gives us

zµνk
ν =

1

2
zkµ. (G.10)
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Substituting Eq. (G.8) into the formula (2.18) for 2δ2Rµν in Cartesian coordinates, using

Eq. (G.10), and retaining only terms that fall off as 1/r2, we obtain

sµν = −Π kµkν +
d

du
(z̄µν żµν) + 4δM0z̈µν + 4δM0n

αz̈α(µkν), (G.11)

where nµ ≡ 1
2(1,−n

a) is the principal ingoing null vector, and the quantity Π is defined

as

Π ≡ 1

2
żµν żµν −

1

4
żż. (G.12)

Π is related to the gravitational wave luminosity of h1µν according to [106]

Π = 16π
d2Egrav

dudΩ

∣∣∣∣
h1
. (G.13)

The subscript h1 in (G.13) refers to the fact that Egrav is the gravitational energy of the

first-order field.

Here we are only interested in the stationary part of Eq. (G.11), since it is the

only part we wish to compare to in Sec. 8.4. It is also the only part associated with the

infrared divergence described in Chapters 6 and 7. The stationary part resides entirely

in the first term. Because it is proportional to kµkν , that term is restricted to the t-r

sector (i.e., i = 1, 2, 3). Its i = 1 and 2 modes have equal magnitude and opposite sign,

and its trace mode (i = 3) vanishes. Using the notation siℓm(r) to denote the frequency-

domain, tensor-harmonic modes of sµν , and Πℓm to denote the scalar harmonic modes

of Π, we may write the only nonvanishing, stationary modes of sµν as

s2ℓm,ω=0 = −s1ℓm,ω=0 =
√
2Πℓm,ω=0. (G.14)

For quasicircular orbits, the stationary modes are simply the m = 0 modes. Hence,

s2ℓ0 = −s1ℓ0 =
√
2Πℓ0. (G.15)

For the monopole mode,

s200 = −s100 =
√
2Π00, (G.16)

where, from Eq (G.13), integrating over the unit two-sphere against the ℓ = 0,m = 0

spherical harmonic, yields

Π00 = 8
√
πĖ∞, (G.17)

where Ė∞ ≡ dEgrav/du is the flux through infinity.
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Ottewill. “Self-force via Green functions and worldline integration” . Phys. Rev.,

D 89 (8):084021, 2014.

[68] L. Barack and A. Ori. “Mode sum regularization approach for the selfforce in black

hole space-time” . Phys. Rev., D 61 (6): 061502, 2000.

[69] L. Barack, Y. Mino, A. Nakano, H.and Ori, and M. Sasaki. “Calculating the grav-

itational selfforce in Schwarzschild space-time” . Phys. Rev. Lett., 88 (9):091101,

2002.



226 REFERENCES

[70] L. Barack and D. A. Golbourn. “Scalar-field perturbations from a particle orbit-

ing a black hole using numerical evolution in 2+1 dimensions” . Phys. Rev., D

76 (4): 044020, 2007.

[71] I. Vega and S. L. Detweiler. “Regularization of fields for self-force problems in

curved spacetime: Foundations and a time-domain application” . Phys. Rev., D

77 :084008, 2008.

[72] S. Detweiler. “Gravitational radiation reaction and second order perturbation the-

ory” . Phys. Rev., D 85 (4): 044048, 2012.

[73] E. Rosenthal. “Construction of the second-order gravitational perturbations pro-

duced by a compact object” . Phys. Rev., D 73 :044034, 2006.

[74] B. Wardell and N. Warburton. “Applying the effective-source approach to

frequency-domain self-force calculations: Lorenz-gauge gravitational perturba-

tions” . Phys. Rev., D 92 (8):084019, 2015.

[75] A. Pound. “Second-order perturbation theory: problems on large scales” . Phys.

Rev., D 92 (10):104047, 2015.

[76] E. Poisson. “A relativist’s toolkit. The mathematics of black-hole mechanics.” .

Cambridge University Press, 2004.

[77] A. Pound. “ Nonlinear gravitational self-force: Second-order equations of motion

for a monopolar body,” . in preparation., 2017.

[78] A. Pound. “Nonlinear gravitational self-force: second-order equation of motion” .

Phys. Rev., D 95 (10):104056, 2017.

[79] E. Poisson. “Metric of a tidally distorted, nonrotating black hole” . Phys. Rev.

Lett., 94 (16): 161103, 2005.

[80] S. R. Dolan and L. Barack. “Self force via m-mode regularization and 2+1D evo-

lution: Foundations and a scalar-field implementation on Schwarzschild” . Phys.

Rev., D 83 (2): 024019, 2011.

[81] S. R. Dolan, L. Barack, and B. Wardell. “Self force via m-mode regularization

and 2+1D evolution: II. Scalar-field implementation on Kerr spacetime” . Phys.

Rev., D 84 (8): 084001, 2011.

[82] S. Dolan. “ Time domain schemes for gravitational self force”. In Capra Meet-

ing on radiation reaction in general relativity, University of Maryland, June

11-15, 2012. http://www2.yukawa.kyoto-u.ac.jp/~soichiro.isoyama/CAPRA/

CAPRA_2012/Dolan.pdf.

http://www2.yukawa.kyoto-u.ac.jp/~soichiro.isoyama/CAPRA/CAPRA_2012/Dolan.pdf
http://www2.yukawa.kyoto-u.ac.jp/~soichiro.isoyama/CAPRA/CAPRA_2012/Dolan.pdf


REFERENCES 227

[83] P. Diener, I. Vega, B. Wardell, and S. Detweiler. “Self-consistent orbital evo-

lution of a particle around a Schwarzschild black hole” . Phys. Rev. Lett.,

108 (19): 191102, 2012.

[84] J. Thornburg and B. Wardell. “Scalar self-force for highly eccentric equatorial

orbits in Kerr spacetime” . Phys. Rev., D 95 (8):084043, 2017.

[85] N. Warburton and B. Wardell. “Applying the effective-source approach to

frequency-domain self-force calculations” . Phys. Rev., D 89 (4):044046, 2014.

[86] S. M. Christensen. “Vacuum expectation value of the stress tensor in an arbi-

trary curved background: The covariant point separation method” . Phys. Rev., D

14 (10): 2490–2501, 1976.

[87] R. Haas and E. Poisson. “Mode-sum regularization of the scalar self-force: For-

mulation in terms of a tetrad decomposition of the singular field” . Phys. Rev., D

74 (4): 044009, 2006.

[88] A. Heffernan, A. Ottewill, and B. Wardell. “High-order expansions of the

Detweiler-Whiting singular field in Schwarzschild spacetime” . Phys. Rev., D

86 (10): 104023, 2012.

[89] L. Barack and C.O. Lousto. “Perturbations of Schwarzschild black holes in

the Lorenz gauge: Formulation and numerical implementation” . Phys. Rev., D

72 (10): 104026, 2005.

[90] F. J. Zerilli. “Gravitational field of a particle falling in a Schwarzschild geometry

analyzed in tensor harmonics” . Phys. Rev., D 2 (10): 2141–2160, 1970.

[91] S. Akcay. “A fast frequency-domain algorithm for gravitational self-force: I. cir-

cular orbits in Schwarzschild spacetime” . Phys. Rev., D 83 (12): 124026, 2011.

[92] GSL Project Contributors. GSL - GNU scientific library - GNU project - free

software foundation (FSF). http://www.gnu.org/software/gsl/, 2010.

[93] M. V. Berndtson. “Harmonic gauge perturbations of the Schwarzschild metric” .

PhD thesis, Colorado U., 2007.

[94] A. Pound. “Tensor-harmonic decomposition of the second-order einstein equation

in Schwarzschild spacetime” . in preparation, 2017.

[95] L. Barack. “Gravitational self force in extreme mass-ratio inspirals” . Class.

Quant. Grav., 26 :213001, 2009.

[96] J. N. Goldberg, A. J. MacFarlane, E. T. Newman, F. Rohrlich, and E. C. G.

Sudarshan. “Spin s spherical harmonics and edth” . J. Math. Phys., 8 :2155,

1967.

http://www.gnu.org/software/gsl/


228 REFERENCES

[97] K.T. Hecht. “Quantum mechanics” . Springer-Verlag, Inc., N.Y., 2000.

[98] B. Wardell and A. Gopakumar. “Self-force: computational strategies” . Fund.

Theor. Phys., 179 :487–522, 2015.

[99] S. A. Orszag. “Fourier series on spheres”. Monthly Weather Review, 102 (1): 56,

January 1974.

[100] G. Lohofer. “Inequalities for the associated legendre functions”. Journal of Ap-

proximation Theory, 95 (2):178 – 193, November 1998.

[101] L. Blanchet and T. Damour. “Radiative gravitational fields in general relativity I.

general structure of the field outside the source” . Phil. Trans. Roy. Soc. Lond., A

320 :379–430, 1986.

[102] L. Blanchet. “Radiative gravitational fields in general relativity. 2. Asymptotic

behaviour at future null infinity” . Proc. Roy. Soc. Lond., A 409 :383–399, 1987.

[103] L. Blanchet and T. Damour. “Tail transported temporal correlations in the dy-

namics of a gravitating system” . Phys. Rev., D 37 (6): 1410, 1988.

[104] L. Blanchet and T. Damour. “Postnewtonian generation of gravitational waves” .

Ann. Inst. H. Poincare Phys. Theor., 50 :377–408, 1989.

[105] T. Damour and B. R. Iyer. “PostNewtonian generation of gravitational waves. 2.

The spin moments” . Ann. Inst. H. Poincare Phys. Theor., 54 :115–164, 1991.

[106] L. Blanchet and T. Damour. “Hereditary effects in gravitational radiation” . Phys.

Rev., D 46 :4304–4319, 1992.

[107] T. Hinderer and E. E. Flanagan. “Two timescale analysis of extreme mass ratio

inspirals in Kerr. I. Orbital Motion” . Phys. Rev., D 78 (6): 064028, 2008.
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