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Abstract

Hadronically decaying tau leptons play an essential rolinénLHC physics program. Final states in-
volving tau leptons are important to verify processes of3itendard Model of particle physics at the
TeV scale, but are also of high interest for Higgs physicskamnd Standard Model studies, like Higgs
CP measurements ad— Zhsearches. Due to the high production cross section of QGIneich are
the dominant backgroundffiient reconstruction and identification techniques areiatio guarantee
an excellent selection of interesting physics events. dfbeg, sophisticated multivariate algorithms are
used. This thesis presents an advanced concept expldignigformation of reconstructed neutral and
charged pions in the ATLAS detector, to access the tau dedzstrsicture, and thus enhance the applica-
bility of the tau identification to a broader field of physigsadyses. First, several updates of the general
algorithms used within the tau identification are impleneenh order to provide a more reliable perfor-
mance. This thesis focuses on the investigation of a purgtsidiure based tau identification. Starting
with the recalculation of the default identification vatiedexploiting the dedicated substructure algo-
rithmsCellBased andEflowRec, the respective performance is evaluated. Moreover, nelablas are
defined based on the kinematics of the tau decays. Their inopabe rejection rate of fake taus as well
as the correlations between them are studied. Hence, itssile to recover and for certain configu-
rations even exceed the performance of the currently imgfeed standard strategy. It can be proven
that a pure substructure approach for the identificatiomofiéptons is achievable, and hence might be
featured by various physics analyses.

Kurzfassung

Hadronisch zerfallende Tau-Leptonen spielen eine waskatiRolle im Physikprogramm der LHC-
Experimente. Endzustande, in welche Tau-Leptonen imdlgind, haben eine besonderer Bedeutung
fur die Uberpriffung von Standardmodell-Prozessen an der TelaSk&leiterhin sind sie von hohem
Interesse fir Studien zur Erforschung des Higgs-Bosawgdesyon Modellen jenseits des Standardmod-
ells, wie zum Beispiel Messungen der CP-Eigenschaften dggsHBosons oder Suchen nagh— Zh
Zerfallen. Aufgrund der hohen Produktionswirkungsquakrstte von QCD-Jets, welche den dominan-
ten Untergrund darstellen, sindfigiente Rekonstruktions- und Identifikationsmethoden régsde um
eine exzellente Auswahl von interessanten Physikereignigu garantieren. Deren Umsetzung basiert
auf hochentwickelten multivariaten Algorithmen. In diegebeit wird ein erweitertes Konzept prasen-
tiert, welches die Informationen der mit dem ATLAS-Detektekonstruierten neutralen und gelade-
nen Pionen verwendet, um die Substruktur von Tau-Zerfalgzuldsen. Die Anwendbarkeit der Tau-
Identifikation wird somit auf ein breiteres Anwendungsg@tkausgeweitet. Dazu wurden im Vorfeld
notwendige Aktualisierungen der allgemeinen Algorithmeergenommen. Der Fokus der vorliegenden
Arbeit liegt jedoch im Studium einer reinen Substruktusibeenden Tau-ldentifikation. Beginnend mit
der Neuberechnung der Standardidentifikationsvariablitielmder dedizierten Substrukturalgorithmen
CellBased und EflowRec werden deren Moglichkeiten zur Unterdriickung von QC3-gnalysiert.
Des Weiteren werden neue Variablen basierend auf der Kitlenes Tau-Zerfalls definiert. Deren Ein-
fluss auf die Untergrundunterdriickungsrate sowie dererekaionen werden untersucht. Infolgedessen
ist es moglich, die Performanz der momentanen Standantifitation zu erreichen. Fir bestimmte Kon-
figurationen kann diese auch Ubeffem werden. Es kann gezeigt werden, dass eine reine Sulbstrukt
basierte Identifikation von Tau-Leptonen realisiert werkann, welche in diversen Physikanalysen An-
wendungen finden kann.
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1 Introduction

The first initiative for modern particle physics was giventhg discovery of thelectronby J. J. Thom-
son in 1897. Though, the first concept of fundamental padigoes back to the ancient Greeks who
introduced theatomas an indivisible building block of matter. Although, thisebry turned out to be
wrong by the measurement of a sub-division into a nuclei aslledl. It was finally disproved by the
discovery of theproton and theneutronas the components of the nuclei which is surrounded by elec-
trons. Nevertheless, the aim of a general concept, whictritbes the matter surrounding us, was kept.
After the observation of the first elementary particle, mgrgundbreaking theoretical developments and
experimental observations followed, e.g. tieneral theory of relativitfA. Einstein 1916) Quantum
ElectrodynamicgP. Dirac 1927) and the discovery of the partons (SLAC, 1968)the composites of
the proton, which later turned out to be tinganddown quark In the 1960’s the concept of tt&tandard
Model of particle physic§SM) [1-3] was formulated by S. Glashow, A. Salam and S. Weinberg, lwhic
does not only postulate the existence of 12 elementarycfestbut also provides a description of their
interactions with each other mediated by so-cafjadge bosonsThe evidence for the predictél* and

Z° gauge bosons was succeeded in 1983 by the CERN experimentandiNJA2 B, 5]. The discovery

of the gluon followed in 1978, achieved by the PETRA experiments at DEG]Y The SM describes
our current knowledge of particle physics and is validatéith an incredible precision by dozens of ex-
periments. The final missing part, théggs bosonwas first proposed in 1964 by Brout, Englert and
Higgs within the theoretical description of thiiggs mechanisrir—11] which provides an explanation of
the origin of fundamental particle masses. After a journeglimost 50 years, it was finally observed in
2012 [12,13] at theLarge Hadron CollidefLHC) [14] by the experiments ATLAS[15] and CMS [16].

The LHC is currently the largest collider experiment of et physics providing the highest centre-
of-mass energies of 8 TeV reached so far. It started operatid008, but an interruption short after the
beginning delayed data-taking towards early 2009. Durbauéthree years protons and heavy ions were
collided until late 2012. After a technical stop due to a ghamaintenance and upgrades, the LHC
will restart operation again in early 2015, aiming for evéghler centre-of-mass energies of 13 TeV and
14 TeV. This will give access to phase space regions wherephgsics might show up. Even though
the SM is a very successful theory, it cannot explain all olskphenomena and open guestions remain,
like the existence obark Matter and Dark Energy[17-19], the hierarchy problem[20] or a Grand
Unification [21] of all forces. The SM might be only anffective theory, hence concepts Beyond
Standard Mode[BSM) physics aim to address these problems. A very popudpraach is given by
the Minimal Supersymmetric extension of the Standard M@sISSM) [22-25] within the wide field
of SupersymmetrgSUSY) [26,27]. One consequence of those theories is a more complex Hégpaars
which also includes the observed Higgs boson at 125 G&/1[8] which is similar but not exactly the
one predicted by the SM. Therefore, it is essential to furtletermine the characteristics of the Higgs
boson, e.g. the nature of its spin which can be accessedeviettay into twdau leptons

Final states involving tau leptons are not only interesfimgHiggs studies but also for other SM
processes and various searches for new physics. In thedatte the tau lepton as the heaviest lepton, is
assigned a leading role in several BSM theories since itkdiates are favoured over a wide phase space
region. It was discovered in 1974 at the Stanford electrasitppon collider as the third and last charged
lepton covered within the SM. Furthermore, it is the onlytéepwhich can decay both leptonically and
hadronically. Its detection in proton-proton collisiontae LHC is highly challenging due to the enor-
mous QCD background, which yields similar signatures indé&ctor. Thus, fcient reconstruction
and identification algorithms are required. Therefore, @tioaous optimisation of the algorithms used
is crucial to cope with changes e.g. in reconstruction oeerpental set-up. Investigations of new ap-
proaches to improve the performance or to provide acceswidex phase space region are necessary to
give room for various applications. Recent developmente lhaought up a new reconstruction strategy
which allows to explore the proper decay mode of the hadranidecay. This might be in particular of

1A Toroidal LHC ApparatuS
2Compact Muon Solenoid



interest for Higgs CP studies.

In this thesis a novel purely substructure based tau ideatiifin is developed. This will be able to
serve as an alternative concept to the one currently fehhye¢he ATLAS experiment. This approach is
able to provide a better performance and further might esettithte access to an extended phase space
region not covered by the current identification technidiiee analyses are based iionte Carlo(MC)
simulated events, serving as signal, and a selection of Q& events extracted from 8 TeV data taken
with the ATLAS detector in 2012, used as background. Thelteswe compared to the configuration
applied by ATLAS in the 2011 and 2012 data analyses. Sevamivements are applied to the standard
algorithms to guarantee an ongoing excellent performahteedau identification in general. This will
also support the novel substructure based approach.

The theoretical foundations for the studies presented attmed in ChapteR covering the SM as
underlying theory including the Higgs sector, as well astiue field of tau physics within BSM models.
Chapter3 gives an overview of the experimental framework, i.e. theCLahd the multipurpose detector
ATLAS. A closer look on the events extracted from MC simulatas well as data-taking conditions is
provided in Chapted. The tau reconstruction and identification as implememnidhte current online and
offline framework is discussed in detail in ChapberThis chapter also describes dedicated algorithms
which provide access to the tau decay substructure. Chaftieuses on the optimisation of the standard
identification and introduces a new approach of tau ideatifio based on the decay mode classification.
The final results of those analyses as well as an outlook dfidurelated studies are summarised in
Chapter7.



2 Theoretical Foundations

This chapter outlines the theoretical concepts of moderticf@mphysics. Thestandard Mode{SM) [1-

3], validated by many precision experiments, is the most esgfal theory describing the nature of
elementary particles and their interactions. First in 8ac.1the basic foundations of the SM will be
introduced. As a part of the SM the electroweak theory isudised in detail in Sectiah 2including the
Higgs Mechanisnji7—11]. Many theoretical extensions of the SM exist as there aneymaen questions
which cannot be addressed by it. A selection of possiblensitas dedicated to physics involving tau
leptons will be discussed in Secti@3. Finally, physical processes including tau leptons witimd
beyond the SM are covered by SectdA.

2.1 The Standard Model of Particle Physics

The Standard Model of particle physics is currently the nagsurate description of elementary particles
and their interactions. It is a relativistiuantum field theoryQFT) based on a SU@X SU(2). x U(1)y
gauge group, wherel®, L andY denote colour, left chirality and weak hypercharge, retypaly. The
SU(3): term represents the strong interaction describing, e.g. pttysics within the proton and the
SU(2). x U(1)y part stands for the electroweak interaction which is thdication of the electromag-
netic and weak forces responsible for e.g. electromagnedisds-decays, respectively. The latter will
be described in detail in Sectidh2 A mathematical formulation is given by a gauge invariant La
grangian. According tdloether’'s Theorerf28, 29 the invariance of an action under a certain symmetry
transformation implies a conservation law. The local gangariance of the Lagrangian of the SM leads
to a description of dynamics and interactions of elemenparticles.

Each interaction is related to a specific charge and medstedjauge boson. The mediating particle
of the electromagnetic interaction is the photpnwith the associated charge being the electromagnetic
chargeQ. The photon is electrically neutral and massless. Hencanitot interact with itself. Contrary,
the gauge bosons of the weak interactif andW=*, can interact with each other as they carry a weak
Isospin, I, which is the charge of the weak interaction. Furthermdre Z? andW=* bosons are rather
heavy with masses ofiy = (91.1876+ 0.0021) GeV andny = (80.385+ 0.015) GeV [L9], respectively.

As a consequence of thdeisenberg uncertainty principlg30], their efective interaction range is lim-
ited to a distance of the order of 7§ m. For the same reason the mean life time of those particles is
restricted to be in the order of 1¥'s. The gauge boson of the strong interaction is the glgowith the
corresponding colour chargg, There are eight gluons which carry a mixture of the (argigars (anti-
)red, r(r),(anti-)green g( g), andanti-)blue b(b), and thus self-interaction is possible. Although they ar
massless, their interaction range is limiteddonfinement Thus, colour charged particles, like quarks,
can only be observed as bounded, colour neutral objectsalEhadrons Based on this phenomena a
large potential energy rises if a single quark occurs andiaddl quark-anti-quark pairs emerge. This is
calledhadronisation Hadrons can be categorised im@sonsndbaryonswhich are composites of two
and three quarks, respectively. Nevertheless, quarkseasdumed as quasi-free particles at very small
distances or very high energies, as can be reached in higjygm®ton-proton collisions (cf. Secti@).
This is described aasymptotic freedom

The strength of an interaction and its dependency on thefeaed energyg, are characterised by
a coupling parametety, which depends on the renormalisation scale. The couplmgrpeters of the
three interactions are parameters of the SM and cannot bé&fee by theory but have to be measured
by experiments. However, their evolution with energy carptadicted by théRenormalisation Group
Equationg RGESs) R1]. Hence, the coupling parameter of the strong fonggincreases with decreasing
|gl, and vice versa. Unlike the coupling parameter of the edataignetic interactionyem, which shows
an opposite behaviour. The corresponding field theory atelmagnetismQuantum Electrodynamics

3The Heisenberg uncertainty principle relates the unasstan simultaneous position and momentum measurements in
guantum mechanics given Iy - Ap > #/2 or in term of the energy-time relatiokE - At > 7/2..
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(QED), is well understood and tested. Its coupling paranee be determined t&[, 32]:

€ 1 3
Cl’em(q = 0) = E ~ m ~7.30-10°, (21)

where the electromagnetic charge magnitude is denoted by

The particle content of the SM can be classified by vartpuentum number®.g. thespin whereby
integer values correspond to bosons and half-integer satuéermions. The group of bosons includes
the already introduced gauge bosong, W* andZ®, which are summarised in Takiel

interaction gauge boson  mass [GeV]ffegtive range [m]
electromagnetic photory) <1-10% o
weak W-boson\(v*)  80.385 ~ 10718
Z-boson 7°) 91188
strong gluon &) ot <1071

Table 2.1: Fundamental interactions described by the Standard Maukhsediating gauge bosons in-
cluding their mass and thefective range of the interactioi).

Fermions, which are also called matter particles, are éandivided into leptons and quarks. They can
be arranged in three generations which onfadiin mass, while the coupling structure remains the same.
Only particles of the lightest generation, namely electugmand down quark, are constituents of ordinary
matter. Heavy particles like the representatives of thel théneration, decay into lighter particles unless
the decay is forbidden by fundamental conservation lawaitiNms, v, as a sub-group of leptons, are
nearly massless and interact only weakly. Hence, it is ehglhg to detect them. An overview of these
particles and their characterising physical propertiggven in Table2.2 Furthermore, an anti-particle
can be assigned to each particle whereby they have equadsnasg life times but opposite charges.

generation particle electric charg@, weak isospin)z colour,C massm
[e] [GeV]
| e electron -1 -3 — 0.000511
ve electron neutrino 0 +3 — <2-10°°
u up quark +2 +3 rg,b 0.0023
d down quark -3 -3 rg,b 0.0048
Il u muon -1 -3 — 0.106
v, muon neutrino 0 +3 — <019-10°°
¢ charm quark +2 +3 r,g,b 1.275
s  strange quark -3 -3 r.g,b 0.095
I T tau -1 -3 — 1.777
v,  tau neutrino 0 +3 — <182-10°6
t top quark +2 +3 r.g,b 173.2
b bottom quark -3 -3 rg,b 4.18

Table 2.2: Fermionic particle content of the Standard Model with cgpending charges and
masses.]9].

“theoretical value
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2.2 Electroweak Theory

The electromagnetic and weak forces are unified to the elgetik force based on the theoretical formu-
lation by Glashow, Salam and Weinbedy-8]. The underlying gauge group is a SU(2) U(1)y which
decomposes undspontaneous symmetry breaki(®SB) to the electromagnetic Ugk)and the weak
gauge group SU(2) The associated electromagnetic chaf@eand the weak isospif,s, are related to
the electroweak hyperchargé, by theGell-Mann-Nishijima relatior{33, 34] according to:

Y=Q-Ts with Ta:%, (2.2)
with o3 denoting thePauli matriceswhich are defined in Appendik.1.

The electroweak Lagrangian is invariant under a local garagesformation:

U(X) = €2XYd ZataT* (2.3)

where the two exponential terms are based on theHh)l SU(2) gauge groups with their respective
generatory andT? as well as gauge functiongx) andé,(x). The two gauge groups provide the gauge
fieldsB* andWj (a = 1, 2, 3) which yields the respective field strength tensors:

BY=¢"B' -8 and  F" ='W - 0"W' - g, WwW (2.4)
for SU(2). and U(1), respectively. Thus, the covariant derivative is given by:
Dt = 0" +ig, TaWH +igyYB*, (2.5)

with the corresponding coupling constagtsandgy. Given D* the fermionic interactions can be de-
scribed.

The gauge field$V4 and B# transform under the unitary transformation of Equato8according
to:

W — WL - iaf‘ea(x) + €apP()WH | (2.6)
Gw
B — B”—iaf‘a(x). 2.7
gy
Hence, the gauge groups SU(2nd U(1) are represented by the gauge fieW§ and B* and the

coupling constantg,, andgy, respectively. Given the non-abelian character of the FUfduge group
the observed mass eigenstates are defined as a mixture efghoge fields:

. 1 .

WEH = $(W’;+|W*2‘), (2.8)
A} [ cosdw  sindw|( B (2.9)
z¢)  \-sindw cosdw) (W) '

Thus, the mixed fieldgv++, Z* andA* can be identified with the physically observed bosdfis Z%and
the photon;y. In Equation2.9, 9w denotes th&Veinberg mixing anglevhich is given by the coupling
strengths:

tandy = Ju , (2.10)
gy
and related to the electric charge by:
e = g, Sindw = gy cosdy . (2.11)

Low energy experiments, like the Wu-experime3t]| show that only left-handed particles and right-
handed anti-particles participate in weak interactiorsusl parity conservation is violated, which leads



6 2.2 Electroweak Theory

to a chiral gauge group as implied by the indexeferring to left chirality. The left- and right-handed
states of a fermion fieldy, are given by:

1 1
YL = > 1-ys)y and  yYr= > L+ys)y, (2.12)

with y5 = iyoy1y2y3 (see Appendipd.2). As a result the left-handed fermions can be arranged ir25U(
doublets, whereas the right-handed fermions are repexsbgtsinglets. However, the down-type quark
and neutrino flavour eigenstateg,= (d', s, b’) andv¢ = (ve, vy, 1), are not the experimentally observed
mass eigenstateg,= (d, s, b) andv = (v1, v», v3), but are related by:

g = ZVEKqu and Vi = Z U;MNSVi ) (2.13)
j i

with the CKIMP quark-mixing matrix 6], VCKM, and the PMN$neutrino-mixing matrix $7], UPMNS,
Finally the electroweak Lagrangian can be written as:

1 1

Low= —ZFLF" = 2BLBY + > Do vy (2.14)
f
N~— ——
kinematic energies and kinematic energies and

self-interaction of gauge bosons interaction of fermions

Although this Lagrangian provides an excellent descnipti electroweak interactions and the nature
of the participating particles, it cannot account for thesses of the gauge bosowgt and Z° which
are experimentally well confirmed. Including mass terms ldaiolate the gauge invariance diey.
One solution to generate mass terms is realised by the Higgbanism which is described in the next
section.

2.2.1 Electroweak Symmetry Breaking and Higgs Mechanism

The Englert-Brout-Higgs mechanisi{L1] describes the generation of gauge invariant mass terms by
spontaneous symmetry breaking. Therefore, a new scaldr#igh spin 0, theHiggs field ¢, is intro-
duced. It needs to have a non-vanishing hypercharge andig@sghn to guarantee the interaction with
the gauge bosons. The simplest assumptio figra complex isospin doublet:

¢* $3+ ¢4
= = , 2.15
¢ [¢0] (‘151 + i¢2] ( )

with hyperchargey = 1/2 and the four real scalar fields. The additional Higgs Lagrangian to the SM
can then be written as:

Lu= Y cr(vie'uR+yfout) + DD - V(o) . (2.16)
f
N——— N——
fermionic mass term dynamic term Higgs potential

The Higgs potentialy/(¢), is defined in a gauge invariant and renormalisable way as:

V() = 1267 + A(0'9) (2.17)

in which z and A are free parameters. To ensure, that the potential is bdufinde below, 1 has to be
positive. Spontaneous symmetry breaking, i.e. the Lagaartieing invariant under a certain symmetry
but not the lowest energy state, requit@go be negative. Otherwise, only the trivial minimwn= 0
exists. The Higgs potential for positive and negaji¢ds depicted in Figur@.1 Given that the Higgs

SCabibbo-Kobayashi-Maskawa
8Pontecorvo-Maki-Nakagawa-Sakata
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Figure 2.1: Higgs potentialV(¢) for arbitrary positive values fot andu? < 0 (blue) ang.? > 0 (red).

potential is invariant under rotation, an infinite humberstdble ground states exist, but conveniently
chosen to be:

1 (0 . —u?
6= — with o=/, (2.18)
VAU Z
in which v denotes th@acuum expectation valygev). The vev can be related to thermi constanby
1
v= ~ 246 GeV. (2.19)

v V2Gk

The choice of the local minimum breaks the SY(R)J(1)y symmetry to U(1dm and yields three mass-
lessGoldstone bosonk38]. These non-physicalegrees of freedoman be absorbed by th* andz°
gauge bosons via gauge transformation. Additional loxgital polarised terms are added to the La-
grangian, which then lead to as mass terms of the heavy gasgas The remaining degree of freedom
can be associated with a massive particle Higgs bosonH. Thus, the Higgs field can be written as:

¢ = %(UBH] . (2.20)

Considering this and Equatidhb, the kinematic component and the Higgs potential can beiated to:

2 2 2 _ W3,;1
(%) WIW 4 T (we Bﬂ)[ T g‘”gY][ o ]+/lv2H2+O(H,H2), (2.21)

Lkin
8 —gugy 92

B ,uz 0 A 0 2002 297
V() = 7(o v+H)U+H +Z(O U+H)U+H = WPH? + ... . (2.22)
Thus, the boson masses are defined as:
_ _V s 9 _ 9w _
my =0 V24, mz_z,/gw+gY, my = =2 and m,=0. (2.23)

In the same way the couplings to bosons as well as self-aaupirms of the Higgs boson are calculated
depending on the mass of the involved particles. The bos@sesaarises as a consequence of the SSB,
while the fermion masses need to be introduced “by hand’hga’tikawa couplingcf. Equation2.16

The Higgs massny, remains the only free parameter in the SM which cannot bdigexl by theory,
and thus needs to be determined by experimental measurement
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2.2.2 Discovery of a Higgs Boson

After two years of data-taking, on July'42012, the ATLAS and CMS collaborations announced the
discovery of a new bosori g, 13], with properties consistent with the above mentioned Skgdiboson.
The ATLAS experiment observed a Sr®xcess in a mass range of 122-131 GeV whereby the mass
ranges 111-122 GeV and 131-559 GeV could be excluded at &ifftidence levdC.L.). For this pur-
pose, data taken in 2011 with an integrated luminosity epwading to 4.6-4.8f+ and a centre-of-
mass energy of 7 TeV and 5.8-5.9thof /s = 8 TeV data from 2012 were combined. To confirm
an observation a standard deviation of at leasti® required which could be achieved by considering
the following decay channelsl — yy, H —» ZZ* andH — WW-. Afterwards analyses were ex-
tended to the full 2012 dataset of 20.7¥mt /s = 8 TeV, and thus the Higgs mass was determined to
1252+ 0.2(stat)4_rj8:g (sys) GeV with a locap-value corresponding to almost &0n the high mass res-
olution channel$H — yy andH — ZZ* [39]. Furthermore, th&d — 77’ andH — bb final states were
considered for combination to extract a signal strengtfinde as scaling parameter of the predicted stan-
dard model production cross sectionuof 1.3 + 0.12(stat)+511 (sys) formy = 1255GeV [40]. Both
channels were excluded for the announcement of the disctemause they could not provide enough
sensitivity by that time. For thel — 77 channel a & o excess withu = 1.42jg:§§ for a Higgs mass of
125 GeV could be achieved]. These results are summarised in Figr2and are in agreement with

the SM prediction.
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Figure 2.2: Observed locapg—value as a function of the Higgs mas39] (left) and best-fit values for
the signal strength for individual decay channelgl{] (right) based on the full dataset taken
with the ATLAS detector at/s =7 TeV and+/s =8 TeV.

At the announcement of the discovery of a new patrticle the @x&riment published comparable
values of 1253+ 0.4(stat)+ 0.5(sys) GeV and B o whereby the same Higgs decay channels but less data
were analysedl[3]. Exploiting to the full dataset led to a signal strengthuof 1.00 + 0.09(stat)+ 308
(theo)x 0.07(sys) amy = 12503 £*525 (stat)=*013 (sys) GeV §2], and thus the results are consistent
with the SM prediction.

Nevertheless, it cannot be excluded that the observedistatd the one predicted by the SM but a
boson suggested Beyond Standard Mod¢BSM) theories. Hence, it needs to be characterised more
precisely. Some properties are already defined, e.g. gheeddcay intdV*, its neutral electrical charge
can be verified. Based on the observed decay into a pair obpsdt can be excluded to be a spin 1
particle according to theandau-Yang-Theoreif@3, 44]. Two important physical quantities are the spin
and parity of the Higgs which can be determined in decaysHike rr [45,46].

"abbreviated foH — 77~
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2.3 Physics Beyond the Standard Model

Although the Standard Model is a widely accepted theoryetlaee many open questions which cannot
be addressed. Thus, a broad field of theoretical conceptmnbdehe SM has evolved. Until now no
evidence to confirm any of these theories has been observed.

2.3.1 Limitations of the Standard Model

In the following, three prominent limitations of the SM cibg related to the LHC physics program are
briefly discussed. However, these are just a few among offer questions which need to be addressed
by high energy physics, such as e.g. a quantised descriptigravitation.

Hierarchy Problem

Thehierarchy probleni20] describes the huge discrepancy of the strength of thetgteorial and elec-
troweak force which is of the order of 32 orders of magnitudiéis then shows up in the theoretical
treatment of the Higgs mass. If the SM is valid up to an eneagyesin the order of th®lanck mass
the Higgs mass would reach values of aboulfT8eV caused by radiative corrections from higher order
contribution in pertubative theory. The Higgs mass is gibegrthe bare massny pare and additional
contributions Amg,, from higher order calculation®(]:

The fermionic contribution to the quadratic tem'mzH’f, is given by PQ]:

mz _ |/1f|2 2 | ALZJV
A va__W AUV—3mfnm—f+... , (225)
in which m¢ denotes the fermion mass ang parameterises the coupling of fermions to the Higgs
boson. To regulate the ultraviolet-divergent behaviouthefloop integrals, a cutf-’bscale,AfN, can be
introduced, which defines the energy scale where new phy&iodd occur. Given an observed Higgs
mass of about 125 GeV a significant fine-tuning would be reguiwhich apparently is possible but
seems unnatural.

Dark Matter

Global fits of thecosmic microwave backgrouf@MB) data, measured by WMARY] and Planck 19],
reveal that the particle content of the SM only contributes % [L7-19] of the total mass of the universe.
However, cosmic #ects like gravitational lensing or galactic rotation cugrveotivate the existence of
Dark Matter(DM), whereby it only interacts weakly, and thus ifdiult to detect. Dark Matter only can
account for further 22 %, while the remaining 73 % are caldedk Energy(DE) [17-19]. The presence
of Dark Energy is necessary to explain e.g. the accelerafgahsion of the universe. For both, DM and
DE, no candidate particles are found, yet.

Grand Unification

The unification of electromagnetic and weak interaction ley ¢lectroweak theory raises the question
of the possibility to unify all forces. Within &rand Unified TheorfGUT) only a unique interaction
based on a simple gauge group exists. This requires the gamee of the coupling constants, which
can be realised by the running of those constants definedebg@Es P1]. In principle this is possible
at high energy scales since the coupling constants of nelimabgauge groups, i.e. strong and weak
force, decrease with increasing energy while this behav®inverted for the electromagnetic force.
However, Figure2.3 demonstrates that the coupling strengths at the GUT sdthldi fier by more than
eight standard deviation2]]. Hence, the SM cannot realise a unification of the fundaaidotces.
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Figure 2.3: Dependence of the gauge coupling constam%,: 41/q2 (g1 = VO/3 = gv, g2 = g, andgz =
gs), on the energy scal® in case of the SM (left) and MSSM (right). Due to contribugon
by superpartners unification is achieved@t 2 - 10'® GeV, while in the SM they dier
by about 8 standard deviationgl]. The calculations are based ofi/] (p. 1991f.) taking
Msusy = 1 TeV andai‘l(mz) from [21]. Figures are taken fromig].

2.3.2 Theoretical Prospects

Several theoretical models aim to provide an explanatigdhddimitations of the SM. The most famous
representative iSupersymmetr{SUSY) which dfers itself various realisations. A short overview of
SUSY will be given in the following.

Supersymmetry

SUSY describes a symmetry between bosons and fermions lgywarsupersymmetric transformation.
Thus, a supersymmetric partner, a so-caflpdrticle is introduced for each particle. Each fermion has a
bosonic partnersfermion and each boson has a fermionic partigarigina These superpartners can be
arranged in supermultiplets containing fermionic and bassetates which agree in electrical, weak and
strong charge but ffier by1/2in spin. The sfermions contribute equally/t@V andAmﬁ in Equation2.25
like fermions but with diferent sign. Consequently, superpartners would cancelitbegent fermionic
loop corrections and address the hierarchy problem. Hoythe correction occurs at an energy scale,
Msusy, and thus a small fine-tuning remains (see below).

If SUSY is correct in its basic definition, particles and esponding sparticles would have the same
mass. Hence, the latter would have been already observeatioys particle physics experiments. Since
no evidence for SUSY was found so far it has to be a broken syrpnmiehis can be realised Igoft susy
breaking[20,21] which yields significant higher masses for the sparticldse symmetry breaking occurs
spontaneously at an energy scale in the order of 1 TeV and hidew energies. Hence, the running of
the coupling constants will change such that unification mamchieved, as shown in the right plot in
Figure2.3

Furthermore, terms that violate the leptonic and baryonimimer conservation are allowed within
supersymmetric theories, whereby the decay of the protdmirwa short live time would be possible,
which however is experimentally excluded. To prevent tlaqr decayR-parity can be introduced:

Pr = (-1)°G-03, (2.26)

in which S stands for the spin of the particle dn¢B) for the lepton (baryon) number. R-parity of -1 is
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assigned to particles anel to sparticles. As a consequenceRgparity conservation sparticles can only
be produced in pairs and their decay will always result in al fitate with one remaining sparticle. The
lightest supersymmetric particiePS) serves as a good candidate for DM since it is stablefridal
neutral and has a non-negligible mass.

Minimal Supersymmetric Extension of the Standard Model

The simplest realisation to introduce SUSY is thnimal supersymmetric extension of the standard
model(MSSM) [22-25] by which the smallest amount of new particles is added. LhleeSM it contains
three generations of sfermions and is based in a YWXIJU(2). x U(1)y gauge group. Consequently
this leads to the same coupling structure, e.g. only lefidlbd sfermions and right-handed anti-sfermions
can interact weakly. However, the Higgs sector is more caraf@d within the MSSM. Contrary to the
SM it is not possible that the down- and up-type quarks cotgke single Higgs field and its complex
conjugate, as this would cause gauge anoma#tg [Thus, two scalar Higgs doublets are necessary
which leads to five physical Higgs bosons: a light neutralgdig®, a heavy CP-even neutral Higd4?,

a heavy CP-odd neutral Higg8?, and two charged Higgdd*. At tree-level the Higgs sector can be
parametrised by two quantities being fanhe ratio of the two vacuum expectation values, and the mass
of one of the Higgs bosons, commonly chosen talaeHowever, tree-level calculations predict the mass
of h° to be smaller than the mass of tA& boson 9] which is excluded by the LEP experimen&0].
Hence, radiative corrections need to be taken into accobigwntroduces further parameters. In doing
so the mass can be extended up to 140 G&hich is in agreement with the Higgs bosons observed
at the LHC (cf. Sectior2.2.2. On the other hand, the observed state gives stringentraorts on the
MSSM parameter space.

Heavy Gauge Bosons

Within various theoretical extensions of the SM like SUSY®@UT, heavy gauge bosons are pre-
dicted p2-55. These arise from extended gauge sectors. Ekxeeptional Supersymmetric Standard
Model [56] (ESSM) shall serve as an example. Starting fromEgrgauge group at the GUT scale it
breaks down to SO(10) which further breaks down to SK(B)1). The SU(5) gauge group then yields
the SM and an additional U(1). These two additional U(1) gagrpups can mix, and thus lead to a heavy
Z’ boson. However, th2” has to be interpreted in a generic way. For instance, iS#giential Standard
Model (SSM) it behaves like a heavy partner of the Standard M@B&loson with same quantum num-
bers and coupling structure, while in other theoretical et®it might be diferent. Hence, an additional
unitary gauge group can be introduced such that the couptingture can dier for the three genera-
tions of fermions. If the coupling to heavy leptons is pregdras in th&fopcolour Assisted Technicolour
Models[57,58] (TC2) the tau final state becomes an essential probe foe tiype of models.

2.4 Physics with Tau Leptons

Given a mass of 17782+ 0.16 MeV [19] the tau leptonr, is not only the heaviest charged lepton, but it
is the only lepton which can decay both leptonically as wehadronically. However, a direct detection
of taus is very dficult because of their short mean life time of (2@ 0.5) - 101°s [19]. Although
electrons and muons are in general easier to detect, it is diicult in LHC experiments to distinguish
between prompt leptons and those from leptonic tau decaysvekter, even for hadronic decays the
discrimination against background is challenging whiajuiees complex identification algorithms. A
detailed description on the reconstruction and identificabf tau leptons will be given in Chaptéx
Final states involving tau leptons are of high interest todies to validate the SM at the TeV scale
as well as for searches for new physics. The following sastiwill give a brief overview of physics
analysis with tau leptons at the LHC.
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2.4.1 Standard Model Processes

One of the aims of the LHC is to probe the SM at the TeV scale sT8W processes involving tau leptons
need to be considered, e.g. to validate the leptonic cogiplitthe third generation at these energies. Of
special interest is the coupling to the weak gauge bosshsnd W*, which decay into taus with a
branching ratio(BR) of 1138 + 0.21 % and 370+ 0.008 % [L9)], respectively. In case of the decays
W* - t*tv, andW~ — 77y, an (anti-)neutrino is generated which cannot be detectedtttyi, but can
be reconstructed amissing transverse ener,gt,TzQ“iss (cf. ChapteB). This is exploited by the trigger and
reconstruction algorithms. The — 7r channel is perfectly qualified for cross section measurésnen
This process is further of high interest for various fieldsaof physics e.g. as irreducible background for
H — 77 searches or for tau identification performance measurenientvhich the semi-leptonic final
state provides an outstanding probe. The latter will beudised in detail in Chaptér.

Furthermore, taus are important to study direct Higgs dogplto fermions in the di-tau final state
because of the relatively higBR of 6.32% B9]. Its importance further arises from the fact that the
dominating decay dfl bosons intdb pairs stffers from a high QCD multijet background. The combined
measurements of the data taken with the ATLAS detector irh#tdronic, full- and semi-leptonic tau
decay channels show an excess at 125.36 GeV correspondihg sbandard deviations at 95% C.L.,
whereby 350 were expected4l]. Data taken in 2011 and 2012 with an integrated luminasité
4.5fb and 20.3 fb?, respectively, were analysed. A signal strengtj ef 1.42733% [41] was observed
which is summarised for the considered channel in Fi@ude Also the CMS experiment observed an
excess around 125 GeV corresponding .®d3(3.7 o expected) whereas only an integrated luminosity
of 24.6fb of combined 2011 and 2012 data were analy&il [These results are consistent with the
Yukawa coupling predicted by the SM.

The fully hadronicH — 77 channel is not only important for the study of the expecteabtiog of
the Higgs boson to fermions, but it can also provide furtheracterisations of the Higgs boson, e.g.
spin and CP quantum numbers. The direct relation of the dexalogy of the taus into pions to the
spin of the Higgs boson can be exploited , e.g. by measuri@@tigle between the two decay planes.
As a result it is possible to measure if the observed Higgsahaisre spin of 0 or is a mixture of spin
states 45, 46).

2.4.2 Searches for New Physics

Besides confirming the SM, tau final states can give accessidegfield of new physics, e.g. searches
for BSM Higgs bosons. Within the MSSM three neutral Higgsdissare predicted with BR for
the decay into two taus of around 10 &l{64] on a wide mass range covering masses up to the TeV
scale. Furthermore, the decay into taus is the dominatiagradd for the two charged Higgs bosons,
H=*, if their mass is below the mass of the top-quark. The datlysedin 2012 by the ATLAS detector
at /s = 8 TeV corresponding to an integrated luminosity of 19.5320:* for the hadronic and (semi-
)leptonic decay, respectively, show no excess over thectep&SM backgroundsh]. However, exclusion
limits on the production cross section of neutral MSSM Higson are determined within the scope
of various benchmark scenarios. The latter are a fixed pdesirset defined to constrain the MSSM
parameter space interesting for physics applicable at H€.LFor instance in the case of ting'®
benchmark scenari®§] a heavy neutral Higgs boson with a massmf < 160 GeV is excluded at 95 %
C.L. [65] assuming that the lightest neutral MSSM Higgs boson is ggutae observed SM Higgs boson
at 125 GeV.

Recent data analysis thevents by the ATLAS experiment exploiting the full datase2@12 have
not shown any significant excess with respect to the stanuadkl prediction. Hence, limits on the
branching ratiBR(t — bH*) x BR(H* — 7*v) have been set in the mass range between 80 and 160 GeV
t0 0.23-1.3% at 95 % C.L&[7].

Also for the purpose of searches for high mass resonankesZ’libbosons, the tau lepton plays an
important role. As mentioned in Secti@3 lepton universality is not necessarily guaranteed, and thu
aZ’ could couple stronger to third generation fermions. Untivmo significant excess above the SM
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Figure 2.4: Signal strengthy, for the individualH — 77 decay channels for the full ATLAS dataset
at centre-of-mass energy of 7 TeV and 8 TeV. For the combinety/sis it was possible to
measure: = 1.4 formy = 12536 GeV K1].

background was observed in the hadronic di-tau final statdh he data taken with the ATLAS detector
in 2012 at+/s = 8 TeV and a collected integrated luminosity of 19.5'lt was possible to excludg’
bosons with a mass &fl; < 1.9 TeV with 95 % credibility B8].
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3 The ATLAS Experiment

ThelLarge Hadron Collide(LHC) [14] is the currently largest particle physics experiment imworld,
located at theEuropean Organisation for Nuclear Reseaf@®@ERN) near Geneva, Switzerland. The
LHC accelerates and collides protons and ions at highesgieseto test the SM at the TeV scale and
search for new physics beyond the Standard Model.

After a ten-year-long construction phase, the first beamlawasched in 2008. However, an incident
caused by a magnetic connection failure postponed the dinstor November 2009. Data-taking started
with an injection energy of 450 GeV per proton beam at end 682Wntil autumn 2012 the beam energy
was increased stepwise to 4 TeV which corresponds to a eefatmass energyy/s, of 8 TeV. During the
data-taking period in 2012 an integrated luminosity of 288 [69] was collected. At the moment the
LHC is in theLong Shutdown {LS1) phase and will restart operation in spring 2015. Inrtteantime,
maintenance and upgrade services are performed with tippsrito reach the nominal beam energy of
7 TeV and at least the design luminosity of46m=2s™1. Besides accelerating protons, it is also possible
to run with heavy ions, mainly lead nuclei, where energiesou5 TeV per nucleon can be achieved.

There are four main experiments installed along the LHC wioetlisions take place. Two of them
are multipurpose detectors, the ATLASA {Toroidal LHC Apparatup[15] and CMS Compact Muon
Solenoid [16] experiments which aim for high precision measuremente@fM and the search for new
physics. The forward spectrometer LHQafge Hadron Collider beaudy| 70] investigates CP violation
via b-quark physics. ALICEA Large lon Collider Experimenf71] is designed e.g. for the research
of the quark-gluon plasma in lead-lead collisions. The maHC experiments are accompanied by
three smaller experiments, namely LHC®[, MOEDAL [73] and TOTEM [74]. LHCf measures neutral
particles in the very forward region of LHC collisions to ibahte the hadron interaction models used
in extremely high energy cosmic ray research. The purpo3®©3IEM is to determine the total proton-
proton cross section and to study elastic scattering affichclive dissociation. MoEDAL searches for
magnetic monopoles and other highly ionising (pseudd)stmassive particles.

3.1 The Large Hadron Collider

Installed in the former LEPL@rge Electron-Positroptunnel, the LHC has a circumference of 26.5 km
and crosses the Franco-Swiss border 100 m undergroundra@ptt its predecessor LEP where elec-
trons and positrons collided, the LHC operates with protmmigeavy ions. The operation of a circular
accelerator with hadrons instead of leptons has the adyatitat the energy losAE, due to synchrotron
radiation is greatly reduced. For a single proton this iggiger revolution by:

ep3y?

AE = ,
€3R

(3.1)

in which e denotes the elementary chargg the dielectric constant arid the radius of the ring. Fur-
thermore g defines the relativistic velocity andthe relativistic factor which is inversely proportional to
the mass of the accelerated particle. Consequently, thrg\etss for protons is about eleven orders of
magnitude smaller than for electrons, such that highem@gecan be reached by a hadron collider.

As two particle beams of the same charge are accelerateghositvg directions, a separate magnetic
bending system is necessary to keep them on a circulartwajed his is realised by space-saving twin-
bore magnets which yields the disadvantage of a magnetjiogwof the two beam pipes. Nevertheless,
the helium filled cryogenic system to cool down the superaotidg magnets to a temperature of 1.7 K
can be shared. The beamline has eight arcs where 1232 nigitéumium magnets generate a magnetic
field of 8.33 T to bend the proton beams. The eight straightlacating sections are equipped by de-
tectors and setups to measure the quality of the beam préifilditionally, 500 quadrupol magnets are
installed for focusing the beam.

Before the proton beams can enter the LHC, they need to raudhrthe pre-accelerator system
which is depicted in Figur8.1 After the extraction by ionisation from a hydrogen soutbe, protons
are accelerated to 50 MeV by the linear accelerator LINACZerAhat they enter thBroton Synchrotron



16 3.1 The Large Hadron Collider

Booster(PSB) where they gain an energy of 1.4 GeV. Next, they aretegein theProton Synchrotron
(PS) which the protons leave with an energy of 25 GeV. Aftedsathe protons are fed in as packages
in the Super Proton Synchrotrof5PS) where they are ramped up to 450 GeV. Finally they areisl
two beams and enter the LHC via two transfer tunnels.

CERN's accelerator complex
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Figure 3.1: Schematic overview of the accelerator complex at CERH|

Considering a physics process with a cross sectigpcess the mean number of events per second,
Nesent, IS given by:
Nevent = L O process» (3-2)

with L denoting the luminosity which is defined for a Gaussian besofilp as:

3 Ng Mo frevy

Adref3* (3-3)

Where the number of particles per bundla, and the number of bunches per beapj are considered as
well as the revolution frequencye,. Furthermore, the luminosity depends on the beam paraseetiad

B* which represent the normalised transverse beam emittauctne beta function at the collision point,
respectively. Also the geometrical luminosity reductiantbr, which is related to the crossing angle of
the colliding beams at the interaction point, is taken irdocaint byF. Considering a beam consisting
of 2802 bunches with up ta@- 10 protons each and a bunch spacing of 50 ns, the design lurtyirdsi
10** cm2s7! can be reached. As a nominal beam energy of 7 TeV this comesfio an average number
of 23 proton-proton collision per bunch crossing. Howeasrmentioned above the design parameters
could not been reached so far, and thus data-taking consliib2012 will be discussed in Sectidr.
The two high luminosity experiments, ATLAS and CMS, requiteeh high luminosities to search for
new physics beyond the Standard Model, e.g. SUSY. Furtherniogh precision and cross section
measurements as well as studies of the SM at high energigm#ref the LHC'’s physics program. A
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first milestone has been achieved in 2012 when the Higgs beasmliscovered by the ATLAS and CMS
experiment 12, 13]. The following section will introduce the ATLAS experimisn

3.2 The ATLAS Experiment

The ATLAS detector is the largest experiment at the LHC witlersgth of 44 m and a diameter of
25 m. Its purpose is to study physics, both within and beyted3IM. ATLAS consists of three high
precision sub-detector systems which are arranged caiwlyt around the beam pipe as can be seenin
Figure3.2 The innermost part of the detector aims for precise recactidn of charged particles as well

25m

Tile calorimeters

LAr hadronic end-cap and

forward calorimeters
Pixel detector \

LAr eleciromagnetic calorimeters

Toroid magnets

Muon chambers Solenoid magnet | Transition radiation tracker

Semiconductor fracker

Figure 3.2: Cut-away view of the ATLAS detectod.p).

as primary and secondary decay vertices. It is followed leycdlorimeter system to measure particle
energies. Finally, the muon system was built to performtifieation and measurement of momenta of
muons. Calorimeter and muon spectrometer further serveésdgering purposes. Given the high bunch
crossing rate of 40 MHz and limited datastorage, an outstgrtdgger system is crucial. A description
of each sub-system is given in the following sections afteirdroduction of the ATLAS coordinate
system and important physical quantities.

3.2.1 Nomenclature

The ATLAS coordinate system is right handed and has itsmoiigihe nominal interaction point which is
equal to the centre of the detector. Thaxis points in beam direction, hence thg plane is transverse
to the beamline. Thereby, the positixexis points towards the centre of the LHC and the posifiagis
upwards. Along the axis the detector is divided into an A-side (positg)end a C-side (negativa.
Based on the concentric design of the detector around thaliveg many measured quantities are
expressed in cylindrical coordinates, with the azimutimgjle, ¢, in x-y plane around the beam axis and
the polar angled, with respect to the beam axis. An important quantity in badrollider physics is the
rapidity, y, because of the invariance of particle production as a fomaif y under longitudinal boosts.

The rapidity is defined as:
=3

, (3.4)
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where E denotes the particle energy apd its momentum component parallel to the beamline. For
massless particles it reduces to the pseudorapigityhich depends on the polar angle through:

0
n=- Intané. (3.5)

Further the spacial distanc&R, of two objects in the-¢ plane is given by:

AR = J(An)? + (A9)2. (3.6)

Particular attention is given to transverse quantitiesesiie longitudinal momentum of the initial par-
tons cannot be determined, but the vector sum of momenteitrdinsverse plane is zero at vanishing
beam crossing angles. Highly important for physics analyse the transverse momentug, the
transverse energ¥r, and the missing transverse ener’@;}‘,‘ss, which are defined in the-y plane.

3.2.2 Tracking System

The detector part closest to the beampipe is the trackingmsyslt extends to 7 m in length and 2.3m
in diameter and covers a range|gf < 2.5. The inner detector is composed of three sub-detectors and
surrounded by a 2 T solenoid magnet as depicted in Figie€rhe main purpose of the inner detector is
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Figure 3.3: Cut-away view of the inner detector of ATLAS (left) and sketuf its structure traversed by
a charged particle (right)Lp].

high precision tracking of charged objects, which furthéves the extrapolation of secondary vertices.
For instance in the case of a tau lepton decaying into chapggitles like pions, the decay vertex and
the tracks of the decay products can be reconstructed. dfartiie, an accurate measurement of impact
parameters can be used for tagging of jets containing B hadrdhe longitudinalzy, and transverse,
do, impact parameter resolution for high tracks fpr > 30 GeV) has been evaluated by cosmic ray data
taken in 2008 to76]:

o(do) = (22109 um  and  o(z0) = (122:+ 4) um. (3.7)

Additionally, a transverse momentum resolution ][

Ap 4 Pt
— =(483+0.16)- 10" — 3.8

- = (483+016)- 10 T (38)
has been determined for a single charged particle psitts 30 GeV. Those resolutions are valid for the
barrel region as cosmic muons only pass from the top to thernoof the detector. Besides the barrel
region, two end-caps are part of the inner detector.



3.2 The ATLAS Experiment 19

Pixel Detector

As innermost part of ATLAS the pixel detector has to resisiyvggh radiation doses and is therefore
built with hybrid silicon pixel sensors. It is composed ofgh barrel layers and three end-cap disks,
with an radial extension of 5.05-12.25 cm and 49.5-65 cmadirection, respectively. Thus a range of
n < 25 is covered. The pixel sensors which combine a junctionalidepleted by a bias voltage as
active sensor and a read-out chip. 1744 sensors each wig24iels lead to 80.4 million channels to
be read out. With an intrinsic resolution of 10(1®) in r-¢ plane and 115(10%)m in z direction in the
barrel (end-cap) region the pixel detector provides thedsg precision of all detector parts. The matrix
layout allows a highly granular measurement in both coatdis in the layer plane. Hence, an excellent
impact parameter resolution and vertex reconstructiorbeaachieved which supports the classification
of particles. Approximately 1000 charged particles pr@gtaghrough the detector per bunch crossing,
whereby one patrticle hits on average three sensors. If gelparticle hits a pixel, electron-hole pairs
emerge in the pixel sensor via ionisation along the tracle dlactrons drift to a cathode where they are
collected by tiny bump bonds and are converted to a measucalblent.

Semi Conductor Tracker

The Semi Conductor TrackglSCT) exploits the same physical concept like the pixel atetewhereas
the 6.3 million silicon sensors are arranged in 4088 midmst Each module is built of four active
sensors, whereby two of them are wire bound, such that a tmertiional track measurement can be
realised. The SCT is divided in eight barrel layers, coygradii of 30-52 cm and a range fff < 1.4,
and nine disks in forward region providing coveragénto< 2.5. Although its granularity is coarser, a
precise measurement of vertex positions, momenta and tnppaameters of charged particles can be
guaranteed. The intrinsic resolution in the transverseglag, is determined to 1@m and 58Q:m in z
direction.

Transition Radiation Tracker

The outermost part of the inner detector is fransition Radiation Tracke(TRT) which is the least
precise one. It has a length of 5.3 m and a diameter of 2.5 raw&tbes of 4 mm in diameter, filled with
a gas mixture of 70 % xenon, 27 % carbon oxide and 3 % oxygemegpieyed. In the barrel region they
are surrounded by polypropylene fibres and by foils in the@mk. Each of the about 50000 straws
has a 3@um thin gold-plated tungsten-rhenium wire in its centre, ehhis set under high voltage. The
TRT has in total 420000 read-out channels and an intrinsigludon of 13Qum per strawtube. Though,
measurements are only possible fox 2.0.

Once a charged particle enters a strawtube, the gas volumégesed and the freed electrons drift
with a constant velocity to the cathode. Due to the high alkefield, avalanching occurs close to the
cathode which can be measured as electric signal. Sinceithtrde is well known, the location where
the particle entered the tube can be calculated. Furthesn@oparticle has to pass through various
boundaries with dierent refraction indices. In the case of an ultra-reldiiviparticle withy > 1000,
transition radiation is emitted in a small angle with reggedhe particle direction, whereby thigfect
only occurs on layer boundaries. Because of the high atonmicber of xenon, the photons will be
absorbed fficiently and contribute to the measured current. Conselyugulistinction of light electrons
with y > 1000 and heavier charged pions wjtk 1000 with same momentum, is possible which can be
exploited in tau identification.

Solenoid Magnet

To bend the traversing charged particles on curved trajesta superconducting solenoid encloses the
inner detector. Aluminium-cooper-niobium-titanium wsrare rolled up to a 2.46 m long and 5.3 m
diameter magnet. To reach a magnetic field of 2 T with a cuwé@t73 kA it is necessary to cool the
entire setup. The cryogenic system can be shared with thil leygon calorimeter, thus the amount
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of material in front of the calorimeter is minimised whichatis to a reduced deterioration of energy
measurement.

3.2.3 Calorimeter System

Within the calorimeter system all particles are stoppediisoebing their energy, except of heavy muons
and the weakly interacting neutrinos which pass througlettiee detector without being stopped. The
calorimeter is separated into two parts: The electromagnoatorimeter which is dedicated for electrons
and photons, and the hadronic calorimeter focusing on haéwhily interacting particles. Likewise, the
leptonic and hadronic decay products of tau leptons arepetbjin the electromagnetic and hadronic
calorimeter, respectively. A layout of the calorimetertsys is shown in Figur8.4. Thanks to its high
hermiticity the missing energy can be reconstructed pe@cias negative vectorial sum of all energy
deposits.

Tile barrel Tile extended barrel

LAr hadronic

end-cap (HEC) '

LAr eleciromagnetic
end-cap (EMEC)

LAr electromagnetic
barrel

Figure 3.4: Sketch of the ATLAS calorimeter systerh].

Electromagnetic Calorimeter

Theelectromagnetic calorimetdECAL) is based on a sampling technology with liquid argoraetive
material and lead as absorber. To allow a full coverage without any cracks an accordion shaped
design was chosen. Thaectromagnetic barre{(EMB) has a gap of 6 mm a = 0 and comprises a
region of|n| < 1.52. An overlap with the twelectromagnetic end-cagEMECS) guarantees a smooth
transition. Each EMEC consists of two wheels covering a gsmpidity range of 1.375-2.5 (inner
wheel) and 2.5-3.2 (outer wheel). After an electron or phdtas entered the calorimeter their energy
is reduced by alternating bremsstrahlung and pair prosluetihich leads to an electromagnetic particle
shower. Energy deposits of charged particles ionise thidligrgon and electrons are collected by copper
electrodes. This yields a signal proportional to the deépdsenergy.

The sensitive region lies betweerof —2.5 and 25 where three layers have a thickness of at least
24 radiation lengthsXo. Most of the energy of electrons and positrons is depositdéde second layer.
The first layer is the one with the highest granularity witgreents corresponding toy = 0.0031 and
A¢ = 0.1. This, for instance, allows the separation of photonsimaiting from a neutral pion decay,
which is of high interest for tau decay mode classification.

Because of the inner detector and its read-out electroaieldttromagnetic showering already starts
before the ECAL is reached. However, to reconstruct theeestiower energy a pre-sampler has been



3.2 The ATLAS Experiment 21

installed in front of the calorimeter. It consists of oneulid argon calorimeter layer of 1.1(0.5) cm

thickness in the barrel (end-cap) region and extends g to 1.8. Although the granularity is much

coarser for larger pseudorapidities, dfmient energy resolution can be provided. The latter can be

parametrised by a noise terma sampling terntb and a constant teriry given by:
OE a

E E@E@c (3.9)

Hadronic Calorimeter

Behind the ECAL thénadronic calorimete(HCAL) is equipped. Its purpose is to determine the energy
of hadronically interacting particles, like charged pidr@m tau decays. Therefore, it is composed of
three sub-systems. Thige barrel is a sampling calorimeter with steel absorbers and plasiitikators

as active material. It covers a range|gf < 1.7 and extends up to 9.7 hadronic interaction lengths
in the transverse central region. Thus, a high energy résplis gained and a punch through to the
muon system is significantly suppressed. If a particle tssagthe detector a hadronic shower is formed
which involves an electromagnetic component. The prodsssmbndary particles then stimulate the
scintillating material. The emitted relaxation light islleated byphoto multiplier tubegPMTS) via
wavelength shifters to increase thffigency. The measured signal is proportional to the depbsite
energy. A pseudorapidity range gf = +(1.5 — 3.2) is covered by théadronic end-capand thus it
overlaps with the tile barrel. To cope with the higher radiatdensities liquid argon and copper are
arranged in a sandwich structure. The third devicefdah&ard calorimeter(FCAL), is the closest to the
beam pipe, extending over a range df X || < 4.9. It is composed of one copper layer to measure
electromagnetic interactions, and two tungsten layereddronically interacting particles. Longitudinal
channels with grounded tubes and high voltage-fed rodsistrébdted over each layer. The 0.25-0.5 mm
wide gaps are filled with liquid argon, thus the same physidalkiple as by the ECAL is exploited.

3.2.4 Muon System

The outermost part of the ATLAS detector is equipped byrthen spectrometgiMS) which concen-
trates on the measurement of muons. Due to the fact, thatsrarerminimal ionising at LHC energies,
they traverse the detector without only little interacio®nly muons with an energy of less than 5 GeV
are stopped before the MS. Nevertheless, to determine tio@ momentum with high precision a spe-
cialised detector is necessary. Therefore, a toroid magystém composed of eight superconducting
coils which generates an almost circular field is installadial symmetrically around the beam pipe.
The muons are bent on curved trajectories whereby the bgpdiwver of the 0.5 T barrel field( < 1.4)

is 1.5-5.5Tm and 1-7.5 Tm in the end-cap$(% || < 2.4). The latter is provided by a magnetic field
of 1 T. In the intermediate region both fields overlap. A sketf the MS and its three sub-detectors is
depicted in Figure8.5.

The middle and the outer layer of tidonitored Drift Tube Chamber@DTs) extend over a full
range ofip| < 2.7, while the inner layer covers only pseudorapidities senalan 2.0. The MDT consists
of cylindrical drift tubes, filled with a gas mixture of arg@amd carbon dioxide. A tungsten-rhenium
alloyed aluminium wire in the centre of each tube collects ¢lectrons freed by ionisation of the gas
volume by traversing muons. Within a region 00% || < 2.7 Cathode Strip Chamber&CSCs) are
applied to provide a better time resolution. Multi-wire pootional chambers with tungsten-rhenium
anode wires are filled with a gas mixture as well, but the casitjpm differs from the MDTS, i.e. 50 %
carbon dioxide, 30 % argon and 20 % carbon tetra-fluoridedd.us

Both detectors are too slow to be used by the trigger. OnliRetmdrictive Plate Chambe(RPCs) and
theThin Gap Chamber€T GCs) have a dficient intrinsic time resolution of 1.5 ns and 4 ns, respetyiv
A high electric field is applied in the 2mm gap between the twoajel arranged restrictive plates of
the RPC, such that a muon which enters the detector ionisegofibme and causes avalanching. The
collected signal can be exploited to veto fake muons, e.gommifrom cosmic rays, in the barrel region
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Thin-gap chambers (TGC)

Cathode strip chambers (CSC)

End-cap toroid

Monitored drift tubes (MDT)

Figure 3.5: Sketch of the muon system of the ATLAS detectb|[

by a coincidence measurement. The end-caps are equippe@®@y Which operate similar to the multi-
wire proportional chamber but with a radial and azimuthgnsentation of the wires to provide a good
trigger signal.

3.2.5 Trigger System

Given an event rate of 40 MHz and a typical event size of 1.3 MBta amount of 50 TB per second is
generated by the ATLAS detector. Hence, #ficent trigger system is required to reduce it to a storable
size. Therefore, a three level trigger system is set up atAg.LUt uses both, hardware and software
algorithms to reject background events while preservitgrasting events for physics analyses. Figure
3.6summarises the outline of the ATLAS trigger system.

Interactionrate | CALO MUON TRACKING ]
Bunch crossing
rate 40 MHz o
LEVEL1 mémories
< 75(100) kHz
Derandomizers
Regions of Interest | | I [ | ?F?ggg;“ drivers
LEVEL 2 Readout buffers
TRIGGER (ROBs)
~ 1kHz
[ Event builder |
EVENT FILTER FuII-evea:L buffers
~ 100 Hz processor sub-farms

Data recording

Figure 3.6: Overview of the ATLAS trigger systen¥T].
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ThelLevel 1 Trigger(L1) is fully hardware based and shrinks the rate to about¥5With a latency
of 2.5us. It exploits the calorimeter information as well as thenalg given by the RPCs and TGCs of the
muon spectrometer, whereby single objects with large wiense momenta, like hadronically decaying
tau leptons, muons, electrons, photons and jets are takteragtount. The decision is based on a
minimal isolation of energy deposits and various threshiolg. on the traverse energy of a particle.
Furthermore, the negative sum of the transverse energyecasdal to trigger oE?‘SS. Finally, aRegion
of Interest(ROI), which includes information about and ¢ of the accepted object, is selected by a
pass-fail decision. Afterwards the data is written to Bead-Out Driver(ROD) and theRead-Out
Buffer (ROB). The data rate is further downsized by tevel 2 Trigger(L2), exploiting the full detector
granularity in the ROIs to apply additional cuts. With a tatg of 40 ms this stage of thdigh Level
Trigger (HLT) leads to a rate of about 3.5kHz. Afterwards, teent Filter provides a reduction to
about 200 Hz. Within 4 s per event a full event reconstructsoperformed where the used algorithms
are close to those appliedtine.

3.2.6 Forward Detectors

Additional four devices to measure luminosity and beam g are installed in forward direction
of the ATLAS detector. In Figur8.7 the locations of three of them is shown. Aandn locations of
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Figure 3.7: Alignment of ATLAS forward detectors along the beamliié&][

+184 cm andt4.2, respectively, thdeam Condition Monitor§BCMs) are the closest to the ATLAS
detector. It allows a bunch-per-bunch luminosity measer@nio react on occurring beam anomalies
in order to prevent the ATLAS detector from a potential damagUCID (LUminosity measurement
using Cherenkov Integrating Detecjas installed atz = +£17 m and|y| ~ 5.8, providing a relative
luminosity measurement by inelastic proton-proton sdatje As ATLAS main luminosity detector it is
used for online monitoring. The absolute luminosity is deieed atz = +240 m by ALFA (Absolute
Luminosity for ATLABwhich is needed to calibrate LUCID. Scintillating fibredkars inside of roman
pots measure elastic proton-proton scattering. The megutmplitude is linked with the total cross
section and absolute luminosity via the optical theorembdtween the two luminosity detectors the
Zero Degree CalorimetefZDC) is located az = +140 m andp| > 8.3, which analyses the centrality of
collisions observed by neutral particles generated witténcollisions.
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4 Simulation and Data

The results presented within this thesis are based on di¢ésted by the ATLAS detector in 2012 as
well asMonte Carlo(MC) simulation. Therefore, an overview of MC event genieratand detector
simulation is given in Sectiod.l. The data-taking conditions in 2012 for the ATLAS detectoe a
summarised in Sectiofh.2

4.1 Monte Carlo Simulation

The simulation of physics processes is a crucial methodddigbe physics analyses. On the one hand
it serves for testing and optimisation of analysis setupghe other hand it provides the possibility to
study the discovery potential for new physics and estimaticbackground processes.

As protons are collided at the LHC a precise simulation ofrbaid interactions is required. This
involves two main components, the description of the hamtess, like the production of 24 boson
decaying into a tau-anti-tau pair, and the parton showexti8t) from a dynamic description given by
the SM Lagrangian, the cross section of the hard scatterimgeps can be calculated by the underlying
theories, i.epertubative QCO(pQCD) and electroweak theory. At high energies and shetadces the
actual interactions take place between the partons of titeqprvhich can be assumed as free particles.
Their momentum distribution is described fagrton density functiond®DFs) which have to be measured
experimentally as they cannot be predicted by theory, thakgir evolution with the momentum transfer
g can be modelled by thBGLAP equatiorf78-80]. The cross section of the hadronic interaction can
then be calculated from theftrential cross sectiom;; for scattering of two partons i and j as:

o= .Z,: f f dxadx ( fi(x, 1) (O, 1B)) 6. (4.1)

wherebyx; andx, denote the momentum fraction of the involved partonsanthe factorisation scale.
Additionally, soft processes summarisedrdtial (ISR) andfinal state radiation(FSR) need to be taken
into account. These arise from gluon radiation or QED brémaisking, i.e. photons. The gluons will
produce quark-anti-quark pairs and eventually hadrongauaenfinement (cf2) while the photon will
convert most likely into electron-positron pairs. Thus,atpn shower emerges. In the detector these
will be observed as a so-calléthdronic jet The measured jet energy approximates the energy of the
initial parton. Various jet clustering algorithms existsarder to associate single hadrons to the jet. The
assignment is either based on a geometrical cone matcdlh@i sequential clustering8p—85] which
performs the matching depending on the relativedeénce inpy. By now only the interaction of two
partons per bunch crossing were discussed. Actually, phellihteractions taking place at each bunch
crossing need to be taken into account. In addition manyp¥ptoton collisions take place in the same
bunch crossing at high luminosities. This is calfgl-up.

All steps are considered by Monte Carlo event generatorghwaiim to simulate the interaction
system. The calculation of the hard scattering processsiscban the Lagrangian am@éynman rulesf
the underlying theory. Hence, tiMatrix Element(ME) can be calculated on tree level without any loop
correction. Although this provides afffective way to determine the hard interaction at high ensygie
it cannot serve for the calculation of the soft part. Thisdse® be addressed by the so-calkatton
Shower(PS). The PS models the evolution from the energy scale ohdne interaction to the scale
where hadronisation enters. Finally, complementary qaiscef the ME providing the description of
separated jets at fixed order and the soft and collinearibatitm at all orders describing the structure
inside of the jet given by the PS, have to be merged. For thizgse several matching algorithms, which
avoid possible double counting, are available. Furtheenpile-up contributions need to be simulated.
There are two types of pile-upn-time pile-upwhich occurs during a single bunch crossing as overlay of
the hard process with additional inelastic proton-protolisions andout-of-time pile-uplescribing the
overlap of detector signals of sequential bunch crossiggous MC generators, likeythia [86] and
Sherpa [87], are available. The datasets used in this thesis whereaedebyPythia8 [88]. A special



26 4.2 Data-taking in 2012

treatment is applied for tau decays in order to e.g. modetimgdiate resonances in the dedythia8

can do this by itself while other generators feature a deelictool calledTAUOLA [89]. It is specialised

on the simulation of hadronic and leptonic tau decays cenisig neutrinos, intermediate resonances as
well as spin correlations.

The final step in the simulation chain is the application & tietector simulation, resulting in an
output which is similar to actual data. MC generators prexadour-vector for each particle for the un-
derlying process. Then the detector simulation is addadjusdedicated framework callaTHENA [90]
which was developed by the ATLAS collaboration. It simusatiee trajectory of a particle traversing the
detector and its interaction with the detector materiak @escription of hadronic as well as electromag-
netic showers and displaced vertices of long lived padiiteconsidered, too, resulting in a complete
event description. Thiell simulationis based on the toolk@EANT4 [91] which exploits the full detector
description to simulate the interaction of particles andtena Therefore, run conditions, the detector
model and alignment are stored in a database. Essentiedlg fteps are performed. First, the hits for
each sub-detector including energy deposits and mergitnitotiue to pile-up, are calculated. After-
wards, they are digitised such that one digit corresponds energy deposition exceeding a predefined
voltage or current threshold in a certain time window. Tleiads toraw data objectRDOs) which
contain the information of the data event as well as of theegeor which is calledruth information
Finally the digits are used to reconstruct final state padicHere, the same trigger and reconstruction
algorithms as used for data processing are applied. Thissé&yacomplex procedure and demands a
huge amount of CPU hours, e.g. the full simulation chaingadmut 15 minutes per event, which is far
too long for processes with high production cross sections.

For the analysis represented in this thesis maily> rr MC generated events were used, but
also simulated’ — rr samples with resonance masses between 250 and 1250 GeVhaideted to
enhance the available statistic for hightau candidates.

4.2 Data-taking in 2012

In 2012 most of the runs at the LHC were performed with 1374qordounches per beam and a bunch
spacing of 50 ns at a centre-of-mass energy/8fTeV [92]. An integrated luminosity of 22.8 f [69]
was delivered. Given a data-takindgfieiency of 93 % for the ATLAS detector this corresponds to
21.3fbr! of data taken. The actual amount of data usable for physalysia accounts to 20.3fhas de-
picted in Figure4.1 Furthermore, the total integrated luminosity providedhtesy LHC and collected by
the ATLAS detector is shown. On average, almost 40 intayastiook place per bunch crossing which
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Figure 4.1: Total integrated luminosity delivered by the LHC (greerllected by the ATLAS detector
(yellow) and utilisable for physics analysis (blue) basedfte entire data-taking period in
2012 B9).
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is already the from the design parameters expected amoimallyi-the obtained peak luminosity was
7.73-10%3 cm2s7L. Figure4.2 shows the evolution of the peak luminosity per fill and thekp@eerage
number of interactions per bunch crossingay over the entire data-taking period in 2012. An overview
of all data-taking periods and respective run conditiongrofon-proton collision data collection in 2012
is given in Table4.1 Within the scope of this thesis only the periods A, B and levesed since the
needed information of the tau decay mode classification igoravided for all periods. Within run-Il,
starting in 2015, the number of bunches will be increased882nd the bunch spacing will be halved
to 25 ns. Hence, the design luminosity of46m=2s [15] will be reached and even higher values will
be accessible.
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Figure 4.2: Evolution of the peak average number of interactions pechumossing (left) and of the
peak luminosity per fill over the entire data-taking period2012 at the ATLAS detec-

tor [69)].
period start end run-number range  recorded lumipb efficiency [%] pmax

A Apr-04  Apr-20 200804-201556 910 98 30
B May-01 Jun-18 202660-205113 5594 98 31
C Jul-01  Jul-24  206248-207397 1643 98 34
D Jul-24  Aug-23  207447-209025 3598 98 34
E Aug-23 Sep-17 209074-210308 2863 98 36
G Sep-26  Oct-08 211522-212272 1404 98 34
H Oct-13  Oct-26  212619-213359 1655 98 35
I Oct-26 Nov-02 213431-213819 1149 98 34
J Nov-02 Nov-26 213900-215091 2941 98 35
L Nov-30 Dec-06 215414-215643 983 98 36
M Dec-15 Dec-16 216399-216432 14 97 12

Table 4.1: Overview of proton-proton collision data-taking perioddle ATLAS detector in 201293].
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5 Tau Reconstruction and lIdentification

An efficient reconstruction and identification of tau leptons ghhi important for many physics analyses
atthe LHC, like the verification of the SM at the TeV scale, ®@igZ — 7t decays 94, the measurement
of SM-like H — 7t decays or the search for MSSM Higgs bosons in the di-tau fiatd §cf.2.4). Given
the high mass of 1.77 Ge\ 9] taus can decay both leptonically as well as hadronicatiy33.2 % [L9]

of the time tau leptons decay in lighter leptons, i.e. etattor muon, and two corresponding neutrinos.
The remaining 64.8 % are of hadronic nature, with decays Iynaito charged and neutral pionst and
70, accompanied by a tau neutrino. For the reconstruction @eatification only hadronic decays are
considered, since the decay products of leptonic decaysdramst impossible to distinguish from prompt
electrons and muons. In 72 % of the cases taus decay into le singrged pion, while in 23 % they
decay into three charged piork9]. According to this, hadronic tau decays are usually caiegd into
1-prongand 3-prongdecays. The remaining decay modes with higher multipdisitire not taken into
account because of the low branching ratios and high baakdroontribution. The various hadronic
and leptonic decay modes and their BRs are summarised ire Babl Depending on the hadronic
decay mode, between zero and three neutral pions accontpadgdtay, while higher numberssdf are
unlikely.

decay mode branching ratig/T"
leptonic decays 7 — € +ve+ v, 17.83%

™S UV vy 1741 %
hadronic decays * — 7* + v, 10.83%

= ot +a0+ vy, 2552 %

= St + 2710 + v, 9.30%

™ ottt +at +v, 8.99 %

= ot +at+ a1t + 7%+ v, 2.70%

Table 5.1: Decay modes and branching ratios of leptonic and hadronideaays 19].

A crucial property of 1- and 3-prong tau decays is the typatalpe of the showers emerging in the
calorimeter system. Further, specific fractions of energyadits in the electromagnetic and hadronic
calorimeter characterise the tau decay, and hence can batedpdn the reconstruction chain. Both
features can be mimicked by QCD jets and electrons, and tieysdan pass the reconstruction and
identification as so-callefhke taus To maximise the fake rejection as well as the tau acceptandeain
of trigger, reconstruction and identification algorithmased on multivariate techniques is exploited.
The two advanced multivariate approaches utiBsmsted Decision Treg8DTs) andprojective log-
Likelihoods(LLHs) [95] which are essential for the identification of taus and wdldescribed in detail
in Section5.3. A BDT is also chosen to ffierentiate taus from electrons which show narrower shower
profiles and lower activity in the hadronic calorimeter wehdl higher transition radiation is measured.
For the discrimination against jets a BDT as well as a LLH aedu In some cases also muons deposit
energy in the calorimeter, and thus can mimic tau decays.tAased approach is chosen to reject them.

The next section will give an overview of the tau reconsinrcivith the ATLAS detector followed
by a detailed discussion on the specific decay substruatuUgedtion5.2. In Section5.3 the focus will
be laid on the tau identification including a detailed dgs@yn of the multivariate analysis techniques
used.

5.1 Reconstruction of Tau Leptons

The aim of the tau reconstruction is to build tau candidagsgd on the information given by the tracking
and calorimeter systen®§]. Since the signature of a hadronically decaying tau islainid the signature
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of jets and lighter leptons it is crucial to combine sevetdd-detector signals to get affaient perfor-
mance. Hadronic tau candidatesgg, are seeded from jets reconstructed by the-dntlgorithm P7]
with a distance paramet& = 0.4. The addressed calorimeter cells are grouped to topealbgias-
ters P8 and can be associated to a tau candidate. dwal Hadron Calibration(LC) [99] is applied,
i.e. weights depending on the reconstructed shower praélassigned to the energy of each topo cluster
to take non-compensation of the calorimeter, dead masandknergy deposits outside of the cluster into
account.

The vertex candidate with the highest squared sum of tpatskis taken as the primary vertex(Q].
The probability for misidentification with pile-up vertiséncreases with the average number of interac-
tions per bunch crossing. Thus, a dedicated algorithmea@alUVA (Tau Jet Vertex Associatipfl01],
is used as a more pile-up robust approach to define the taaxvéris based on théet Vertex Associa-
tion [102 algorithm which assigns to each jet the vertex candidatl thie highest jet vertex fraction,
fyve. For a given jet and vertex candidate it is defined as:

trk|vtx
favr(jetvtx) = ZPr _ ; (5.1)
ptTrk
where ptT”""tX is the transverse momentum of a track assigned to a giveaxvartd ptT"‘ denotes this

quantity for all tracks within the jet cone. Further trackatity criteria specialised on tau decays are
required. In Figureb.l the track selectionfiiciency against the average number of interactions per
bunch crossingy, is depicted for the default track selection algorithm ad@A. The comparison shows
that the pile-up robustness is significantly increased Ippydmpg TJVA.
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Figure 5.1: Track selection iciency against the average number of interactions per bomdsing u,
for reconstructed 1-prong (left) and 3-prong (right) tacales in MC generated — rr
events. The green boxes represent the performance of thaldehck selection and the
blue circles show thefciency which can be obtained by applying TJVEO[].

Based on the topo cluster measurement in the calorimetethanertex assignment the intermediate
axis and direction of the tau candidate can be determinedereftre, the topological cluster of the
constituents withiMR = /(An)? + (A¢)? < 0.2 around their barycenter are taken into account. The
direction, i.e.n and¢, of the tau candidate is calculated from the sum of the foamenta of the jet
constituents. The mass of the jet constituents, and thustheandidate is defined to be zel®§, such
that its energy and momenta are identically in the transvplane,pt = Er = Esind. The coordinate
system of the tau vertex is adjusted to calculate the foateve of the clusters whereby the sum results
in the intermediate tau axis. Given this axis the directibthe tau candidate is set. Afterwards tracks
within thecore conei.e. a region oAR < 0.2 around the intermediate tau axis, are associated to the tau
candidate, on the condition they fulfil the following qusldriteria:
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transverse momenturpy > 1 GeV,

number of pixel hitsNpixel > 2,

number of pixel and SCT hitNpixelrscT > 7,

distance of closest approach to tau vertex in transverse pt| < 1.0 mm,

distance of closest approach to tau vertex in longitudiiralction, |z sing| < 1.5 mm.

According to the number of tracks within the core cone a pnaisg of one or three is assigned to each tau
candidate. Nevertheless, tracks inside ofiwdation annulusare considered for variable calculations
to increase the suppression of fake taus in the identificaigorithms. The isolation annulus surrounds
the core cone and is defined in a region & @ AR < 0.4 to the intermediate tau axis.

The calorimeter response defined by the jet energy scalé &bteto reflect the characteristics of the
tau decay products, hence a dedicatdenergy scal€TES) [104] is defined. Therefore, it is essential
to determine the number afs and their deposited energy. A dedicated algorithm, caiadral pion
finder is applied based on the measurements of the calorimetaedu$05. Multivariate methods,
namely BDTSs, are used to exploit the information providetigh five variables which are sensitive
to the typical signature of neutral pion decays. The first BI#Termines if any neutral pion occurred,
while the second BDT does the decay mode classification. ebyeonly the main decay modes, i.e.
= - 1t + 70, % > 7t + 270 andr* — 27* + 17 + 7%, are considered. Additionally, several corrections
have to be applied, to account for noise, underlying evedtpie-up. The latter is estimated from the
isolation annulus. Further a “pi0 likeness score” is defiagdhe energy fraction of the presampler and
the strip layer w.r.t. the charged pions, and thus indicliesprobability that the related clusters are
caused by a neutral pion. If a neutral pion was found by the BiTfour-vector is calculated from the
assigned calorimeter clusters and serves as a base foitdbkatian of variables used in tau identification
(cf. Section5.3). Further, a correction of the hadronic energy contanmmais applied to avoid double
counting, and hence improve the energy resolution for aépions.

With the TES a dedicated calibration on the tau energy isiegypihich introduces corrections on
the tau momentum and pseudorapidity as well as pile-up ciwres. The tau momentum resolution
w.r.t. the electromagnetic energy scale is already immtdyethe local hadron calibration. Nevertheless,
discrepancies caused by the energy loss in front of theioater, underlying event, pile-up and out-of-
cone dfects are not considered. Hence, the tau energy calibratiosed to account for thoséects. It
is derived from reconstructed hadronic tau candidatedliindfia medium BDT-based jet discrimination
criteria taken from MC generate — 7v., Z/y* — rrandZ’ — 7t events, and is applicable to tau
candidates withpr = 15 GeV. The calibrated momentumpf?, of the tau candidate is given by:

LC
cal _ p

~ R(PC, Inrecds Nprong) ’

whereRis the calibration term which depends on the momentum at @edale,p-C, the reconstructed
pseudorapiditysreco, and the number of assigned tracksong. The calibration constants are defined by
the ratio of the momentum at the LC scaf, and the generated visible momentugf}y", for 1-prong
and 3-prong decays. The response is fitted by a Gaussiandiunetvarious bins o V;” and [7recd-
The momentum dependency of the calibration constants &radat from the empiric fit function of the
mean of the Gaussian fit. Further it has to be taken into a¢dbahthe poor instrumentation in some
In| regions of the calorimeter still lead to deviations of mdrart 2 %. Hence, the reconstructed energy
of the dfected clusters is underestimated, such that it is necetsaply a pseudorapidity correction

which results in a corrected pseudorapidiiyon|, given as:

p (5.2)

[Mcor! = IMrecd — Mbias (5-3)

Within this nias denotes the average deviation of the reconstructed psapidity, |7recd and the gen-
erated pseudorapidity;ger. However, a pile-up dependence is still observed whiclesatise necessity
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of a correction accounting for thefect of pile-up events. This results in the following impanttbe
momentum of the tau candidate:

Ppile-up = A(|77reco|, I’]prong)(NPV - (NPV>), (5-4)

wherebyA is a constant derived from a linear fit|ifecd @andnprong. FurtherNpy and(Npy) stand for the
number of reconstructed and average number of primarycesttrespectively. Finally, the momentum
of the tau candidate, considering all calibrations andemtions, is determined as:

pinal — P"° — Ppite-up
R(P-C, [7recd Nprong)

Nevertheless, the variousfects, like the calorimeter response, choice of the MC gémevehich in-
cludes the chosen underlying event model and detectorigtsnr as well as the non-closure of the
calibration method, which are considered in the TES, résulbn-negligible uncertainties, whichftér
significantly innp and pr. Given this, the tau axis and direction as well as all basicviaiables are
recalculated and prepared for the identification step.

(5.5)

5.2 Decay Mode Classification of Tau Leptons

Recent developments have been pushed towards a dedicatedtraction of charged and neutral pions
and kaons to reveal the substructure of hadronic tau decay.

Charged pions and kaons of high momentum have both a decgthleha few meters19], and
thus they can pass the tracking detector and reach theroaker system. In both detector components
they leave characteristic signatures. In the tracker sabigvaluated to a curved trajectory depending
on the charge and kinematic energy is measured. The enepggitein the calorimeter are dominated
by event level fluctuations which overcome thheandrn dependence. Usually charged pions and kaons
from tau decays pass several calorimeter layers beforergtenfidronic interaction takes place and a
hadronic shower emerges. The number and four-momenta o @ind kaons witlpy < 150 GeV are
determined from the measurements of the tracker, as it teamore precise result than being extracted
from the calorimeter signal. The momentum and directionxidfiby a fit on the tracks reconstructed in
the tau core cone. The energy of the kaons is typically ustierated by construction due to the choice
of the pion mass hypothesis. Yet, the resulting discrepameynall compared to a calorimeter based
calculation, and thus the track based determination etiti$ to a gain in performance. Likewise, the
bias for the reconstructed tau energy is negligibly smathwass than 2%. Nevertheless, a significant
fraction of charged tau decay products fail to be reconttlin the tracking system caused by hadronic
interactions with the material of this detector part, whigkthe leading cause of iffeciency in the track
reconstruction.

Neutral pions show a smaller decay length than the chargath @nd decay almost exclusively in
two photons before they reach the calorimeter. There,rel@etgnetic showers are induced which are
less sensitive to fluctuations on event level. Most of thenste start in the presampler or first layer
of the ECAL and deposit a significant fraction of energy. Ie gecond layer the photons from the
pion decay already lost at least half of the energy of thaainition, such that only a small signal is
measured in the hadronic calorimeter. Since photons actrieldly neutral they are invisible for the
inner detector. However, some of the photons convert in ectrein-positron-pair in the tracker or beam
pipe, and thus leave measurable tracks. Those conversickstare only rarely associated to tau decays
due to the strict quality criteria on the reconstructediksadypically, photons as well as the conversion
electrons and positrons are very close to each other duestbigin boost of the initial pions. Hence,
very narrow shower profiles evolve and only one topo clustassigned to the neutral pions. Almost the
same applies for neutral kaons while they have a far longeaydkength of some meters depending on
the CP eigenstate. In about 50 % of the decays into ka(b(f_éca:curs which passes the tracker without
any interaction, but initiate a hadronic shower similaritoge of pions. Whereas the remaining decays
are intng, their decay length is shorter than the decay Ienglﬁfbbut larger than for®. However, if
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their transverse momentum is less than 20 GeV they decay. 296919 of the cases into a*-7~-pair
within the tracking system. Consequently, tracks appe#rarouter layers of the tracker and a hadronic
shower arises in the calorimeter. The remaining 30.72%¢f Kg decays are into a pair of neutral pions
which turn into two photon pairs and result in an electronedigrshower.

Typically, the energy deposits of the charged and neutrehygoroducts of tau decays are very
close to each other, such that the calorimeter clusterdapvelience, the discrimination of them is not
trivial and relies on specific energy fractions and showapsk which are inherent for those hadrons.
Several dedicated approaches to cope with this challenge developed, which especially aim for a
good reconstruction of neutral pions. The two algorithm&Wwhkvere used within the scope of this thesis,
the CellBased and EflowRec algorithm, are introduced in the following sections. Fartlletailed
discussion of the substructure reconstruction of hadranicecays can be found ih{d6].

5.2.1 CellBased Algorithm

The CellBased algorithm [LO€] is dedicated to reconstruct and identify neutral and angions in
hadronic tau decays. It runs after the intermediate axistisrthined and tracks are associated to the tau
candidate by the standard tau reconstruction. Only tauidates with less than six core tracks are taken
into account due to CPU and storage consumption issues. aralidates with more or no core tracks
will not be considered further. They only serve for recamgion studies.

The applied procedure is based on detailed studies of hadmndecays and their signature in the
detector. Neutral pions, i.e. the two photons fromtAelecay, deposit their energy mainly in the elec-
tromagnetic calorimeter, while the charged pions leavg ardmall fraction of their total energy there
and deposit a large part of their energy in the hadronic ta&ier. Given that tau decays are highly
collimated, also their decay products, i.e. the neutraldradiged pions, are very close together, and thus
their energy deposits in the calorimeter often overlap dedcharged fraction needs to be subtracted
to get access to the neutral part. Hence, a good estimatitieadnergy deposition of charged pions
is crucial. Therefore, the track momentum measurement fr@rinner detector and the assigned en-
ergy deposition in the HCAL are used to estimate the totatggndeposited by each charged pion in
the ECAL. An important method to determine the energy dejoosin each cell are averaged shower
shapes, which are based on MC simulated singlsamples. A weight is applied on each cell and enters
the calculation of the energy which need to be subtractethikiiheCellBased algorithm the subtrac-
tion of the charged fraction is performed cell-by-cell thi@we the best performance. Afterwards the
remaining electromagnetic cells are re-clustered baseldeostandard topo clustering. The re-clustering
operates on unweighted cells of the presampler and thevfiodalyers of the ECAL. After that, variables
sensitive to cluster shapes are calculated and exploitacieliminary BDT based identification of the
neutral pion clusters. Finally, the decay mode of the tauickate is determined by simply counting
the amount of charged and neutral pions for each tau camdidihereby it is assumed that each core
track originates from only one charged pion and each clustdre ECAL from one neutral pion. The
four-momentum of the tau candidate is given by the sum of dlie-fnomenta of the assigned charged
and neutral pions.

Five decay modes are defined based on the amount of neutrehargked decay products. The stan-
dard notation for these decay modes follows the strucKp¥n which refers toX charged pions and
Y neutral pions. Tabl&.2 summarises the reconstructioffi@encies of theCel1Based algorithm for
a single decay mode as well as for the correct number of ctiatgeay product. Further the relative
amount of decays reconstructed with too few or too many hel@@ay products is presented, whereby
those values are determined without regarding the coresatnistruction of prongness. The reconstruc-
tion efficiency for the each individual decay modefsus mainly from migrations to decay modes with
lower or higher numbers of neutral decay product. In the cdigeo few neutral decay products the
calorimeter cells of them merge with those of the chargedtioeroneutral decay products. Too many
neutrals occur if the reconstruction misses and its energy deposition in the calorimeter is assigned to
a neutral pion or kaon. Further a very high energy depositiam single neutral particle can be mistak-
enly interpreted as originating from two or even more psicin addition, all decay modes aréezted
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by contributions from pile-up and underlying event. As carsben, the reconstructioffieiency of the
exact prongness is almost 100 %. The decay modes with zetmhparticles shows with more than
80 % also a quite good performance, whereas the modes 1pX8patrdmigrate to 46.4 % and 39.3 %
to lower number of neutrals or a incorrect prongness.

The reconstructionfciencies of individual decay modes are not only importanttie optimisation
of the individual substructure algorithm, but further #t@ compare the ffierent substructure algo-
rithms. TheCellBased algorithm shows one of the best performance on 8 TeV datarimstef the
decay mode classification as well as the resolutioBriyy; and¢ in the 1pln decay mode.

algorithm reconstruction category decay mode
1pOn 1pln 1pXn 3pOn 3pXn

CellBased correct reconstructed 871 629 53.6 84.7 60.7
correct reconstructed prongness 98.9 958 939 93.7 932

too few reconstructed neutrals — 152 408 —  36.9

too many reconstructed neutrals 12.1 21.6 — 11.6 —

EflowRec correct reconstructed 77.8 56.2 558 59.8 728
correct reconstructed prongness 98.9 958 94.0 93.7 92.8

too few reconstructed neutrals — 138 383 — 30.0

too many reconstructed neutrals 215 298 — 378 —

CellBased+PanTau correct reconstructed 855 749 408 89.0 620
correct reconstructed prongness 98.9 86.6 94.0 93.7 93.2

too few reconstructed neutrals — 124 535 —  36.3

too many reconstructed neutrals 13.7 125 — 8.0 —

EflowRec+PanTau correct reconstructed 842 685 388 840 583
correct reconstructed prongness 99.0 958 93.8 93.7 0931

too few reconstructed neutrals — 152 553 — 39.1

too many reconstructed neutrals 15.1 16.1 — 13.7 —

Table 5.2: Efficiencies of correct reconstruction of the decay mode andgtbrgness as well as the
efficiencies for too few and too many reconstructed neutralydpeaduct for theCellBased,
EflowRec, CellBased+PanTau andEflowRec+PanTau algorithm. The values are based on
MC generated — 7t events 106].

5.2.2 EflowRec Algorithm

Another approach to access the substructure of hadronideteays is provided by theflowRec algo-
rithm [106]. It is a general purpose particle flow algorithm which exjgléhe information of the tracking
and calorimeter system to reconstruct individual chargetreeutral pions in hadronic tau decays. As in
the CellBased algorithm the energy deposition of charged pions is sutschto get the neutral part of
the decay, although here the subtraction is based on sdeaiergy flow objectéeflow objects).

Within the Ef1owRec algorithm the cells of a topo cluster are ordered in ringsoating to the
decreasing energy density around the extrapolated traeskitth the cluster is assigned. Subsequently,
cells are removed from the rings until the expected enerdghietharged pion is reached. Whereby the
subtraction starts in the hadronic calorimeter and contisun the electromagnetic calorimeter after the
expected energy is updated. The expected energy of chaigelip extracted from MC generated single
n* samples. If several tracks are assigned to a set of cloststers, the tracks are orderedpp, such
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that the cells from the shower associated to the highgestack are subtracted first. The resulting output
eflow object can be charged or neutral. To classify overtappr close-by clusters as being charged or
neutral eflow objects, a set of shower shape variables iDiggglby a BDT which is trained on a MC
generated — 77 events. Afterwards the estimatefienergy is calculated for each neutral eflow object.
Based on the BDT output the final decay mode is determined tmtcay the neutral and charged objects
like in the Cel1Based algorithm.

Table 5.2 summarises the reconstructioffic@ency of theEflowRec algorithm for a single decay
mode as well as for the correct number of charged decay pradés can be seen the overall perfor-
mance of theEflowRec algorithm is slightly worse than achieved by tGel1Based algorithm. For
instance for the 1pOn decay mode tted 1Based algorithm yields a 10 % higher purity.

5.2.3 PanTau algorithm

ThePanTau algorithm [LO€] runs on top of each substructure algorithm to improve tleagenode clas-
sification, especially the determined number of neutrahgioTherefore, the kinematics of a hadronic
tau decay is further exploited as well as correlations betwbe decay products. The base algorithms,
e.g. CellBased andEflowRec, provide a set of reconstructed charged and neutral piansafth tau
candidate on which the determination of the decay modesteAeBDT approach is chosen which ex-
ploits variables sensitive to the tau decay kinematics aadarrelations between the charged and neutral
pions. Thus, the decay mode classification is improved figmitly because it is lessfacted by the mis-
tagging ofz%s. Two kinds of mis-tagging can occur: too many or too féls are reconstructed by the
base algorithm. In the first case additional clusters cabgetiarged remnants, pile-up, underlying event
or, unlikely, a splitting of the two photons are reconstedcas neutral pions. On the other hand, neutral
pions are missed if a reconstructet fails the z°-BDT identification or apr threshold, respectively.
Another reason can be that two very clade merge and are reconstructed as ghe

In particular three dierent BDTs are used whereby each of them tests whether oneoafdcay
modes is more likely. The considered decay mode pairs ane df0Lpln, 1pln vs. 1pXn and 3p0n vs.
3pXn where for each only the relevant reconstructed sutpkenincluding additional neutral hadron not
tagged as’(denoted by+0/X), are taken, i.e. 1p0rX and 1p1r-0, 1pln-X and 1p1r-0/X, 3pOn+X
and 3pxr-0/X, respectively. The variable set usedfelis for theCel1Based andEflowRec algorithm,
but for both it is based on angular distances Bndatios of the decay products an®BDT information.
The BDT is optimised individually for each base algorithmidaach sub-sample. Thus, the fraction of
correctly reconstructed tau decay modes is maximised. @héte for the two considered algorithms are
shown in Tablé.2. It can be seen that the migration between the various decadgsmare minimised. In
particular the reconstructiorfieciency for the 1pln decay mode is improved significantly fathtbase
algorithms by about 12 %. Though, the reconstructifiiciency for the 1pXn decay mode decreases
due to migrations to the 1p1ln decay mode caused by the atllitiequirements. However, these are in
general less important for physics analyses.

5.3 Identification of Tau Leptons

Within the tau reconstruction almost all jets arising frol@@ multi-jet production are accepted, such
that a high performance identification algorithms are negiito achieve anflcient rejection of fake
taus, while providing a high acceptance for real taus. Thledmecessfully operating multivariate tech-
niques are a boosted decision tree and a log-Likelihood wfither exploit the properties of hadronic
tau decays, e.g. narrower shower profiles. A continuousnigdition and adjustment of both algo-
rithms is necessary to push the performance, but also cepthghanging circumstances like increasing
pile-up. Therefore, MC generated events with tau final stasesignal and a di-jet data selection enriched
with fake taus as background are used.
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5.3.1 Tau ldentification Variables

The tau identification variables are already calculateéhduthe reconstruction step and are tuned to pro-
vide an outstanding separation power of signal and backgkdie. real taus and fake taus, respectively.
Jets raise in general wider showers than taus for a given mtmewhich can be extracted from the
measurement of the tracking and calorimeter system. AlB@thount of reconstructed decay products
differs for jets and taus, and hence is used for a further diswaion. Events accepted for tau identi-
fication studies have to pass a preselection to guarantae signatures. The following quality criteria
are applied:

e Good Runs List is applied as a pre-selection to ensure stiabdetor and trigger conditions and a
high quality of the considered proton-proton collisionalédata only)

e at least one reconstructed PV with a minimum of four assidreeks
e at least one reconstructed tau candidate with- 15 GeV andn| < 2.3

9" > 10GeV, 522" | < 2.5 (signal only)

® pT,vis T,vis

Calorimeter based variables are not defined outside of tteame AR < 0.2 w.r.t. the intermediate
tau axis) due to their strong pile-up sensitivity causeddnjittonal energy deposits very close to the tau
candidate. Whereas track-based variables are fissted by pile-up events, and thus are partly extended
to the isolation annulus (® < AR < 0.4 w.r.t. the intermediate tau axis). The following list suamees

the set of variables for 1-prong and 3-prong tau decays foctinrent tau identificatiordp, 101]:

Track radius, Ryack: pr-weighted track width:

S pri - AR

AR <0.4 ’
Zi Ri< P

Rtrack =

(5.6)

wherei runs over all tracks of the tau candidate within the isolattone AR < 0.4 w.r.t. the
intermediate tau axis). The transverse momentum ofi-thetrack is denoted byr; and AR,
refers to the distance of thieth track to the intermediate tau axis. Real taus have loveekt
multiplicities which result in smaller values 8,cx. Whereas QCD jets tend to larger values due
to the inherent higher track multiplicities and wider showeofiles. Figures.2 presents the signal
and background distributions for reconstructed 1-prordy3prong tau candidates.

Leading track momentum fraction, fyack: Transverse momentum of the highgstirack, ptT"”I‘C", W.I.T.
the transverse energy of the tau candidgfe,

track
Pr)

—,
Er

ftrack = (5 . 7)

where only tracks reconstructed within the core cone arentahto account ané&? is calibrated
at the electromagnetic energy scale. Since real taus hawe aumber of decay products they
tend to havefy,ck Values close to one. Although this carifdi especially in the case of 1-prong
tau candidates due to additionglls which are not considered in the calculation. This quaigity
pile-up sensitive, and thus a correction depending on tineben of reconstructed verticel, i,
is applied. The resulting corrected leading track momerfraation is given by:fe>0 = firack +

0.003- Nyix [101]. The distributions for reconstructed 1-prong and 3-preeng candidates are
summarised in Figurg.3.
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Figure 5.2: Track radiusRyack, for reconstructed 1-prong (left) and 3-prong (right) tandidates. The
red dashed histogram illustrates signal events obtaired MC simulation with tau can-
didates required to match to generate@B34prong decays. The black dots represent the
background events extracted from a QCD di-jet selectiorata.d
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Figure 5.3: Leading track momentum fractiofi;>", for reconstructed 1-prong (left) and 3-prong (right)
tau candidates. The red dashed histogram illustrates|sgaats obtained from MC simu-
lation with tau candidates required to match to generat&idrong decays. The black dots
represent the background events extracted from a QCD dejettion in data.

Number of isolation tracks, N{f;’ck: Number of reconstructed tracks within the isolation ansulkor
real tau decays less tracks are expected than for QCD jethwhbntain additional tracks originat-
ing from gluon splitting. This quantity is only used for restructed 1-prong tau candidates. The

according distributions of signal and background eventimmseen in Figurg.4 (left).

Maximum AR, ARynax. Maximal distance between a track associated to the taudatedand the inter-
mediate tau axis. It is only defined within the core cone. Raaldecays tend to small values of
ARnax given that they are highly collimated compared to QCD jet&ctviare widespread, and thus
higher values are observed. This quantity is only used fprodg tau decays, as for 1-prong tau
candidates it is equivalent Ryack. Figure5.4 (right) shows the resulting signal and background
distributions.

Leading track IP significance,S!" . Impact parameter significance of the highpsttrack of the

. lead track"
tau candidate:
SlP dO

lead track— 5_do ’ (5.8)
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Figure 5.5: Leading track IP significancéil'epad wack fOr reconstructed 1-prong (left) and transverse flight
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trates signal events obtained from MC simulation with tandédates required to match to
generated 13-prong decays. The black dots represent the backgroumtisexeracted from
a QCD di-jet selection in data.

with dg denoting the closest approach of the leading track to trenstucted PV in the transverse
plane andsdy stands for its estimated uncertainty. Fig®:.® shows the distribution only for 1-
prong tau decays, as this quantity is only considered forctmdidates with one reconstructed
track.

flight.

Transverse flight path significance S7=": Decay length significance of the reconstructed secondary

vertex in the transverse plane:

| flight
flight T
ST = — (5.9)
T flight °
oLy
WhereL'light stands for the reconstructed signed decay Iengthéhl’H?f‘t for its estimated uncer-

tainty. All tracks reconstructed within the core cone aredu®r the vertex fit. Figur.5 presents
the distributions of this quantity which is only defined fopBng tau decays.
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Core energy fraction, feore: Fraction of the transverse enerdsy;, in the central regionAR < 0.1 w.r.t.
the intermediate tau axis) and the core region of the tauvidated

AR <0.1 —EM

Dicqany,  ET

feore = ARJTZEEM ) (5.10)

jetally  =Tj
wherei and j run over all calorimeter cells associated to the tau cateliéhin ARj) < 0.1(0.2)
around the intermediate tau axis, calibrated at the eleetgmetic energy scale. This quantity
gives access to the narrowness of the shower of the tau ededidReal tau decays are more
collimated than QCD jets, and thus tend to higher valuesenhaller values are observed for
jets. Further, this quantity is sensitive to energy depositused by pile-up events. Hence, a
correction depending 0N is applied to increase the pile-up robustness. Whereby t@uly
candidates withpr < 80 GeV are ffiected which results in the corrected core energy fraction:
fooe = feore + 0.003- Nyix [101]. The distribution for 1-prong and 3-prong tau candidates a
depicted in Figuré.6.
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Figure 5.6: Core energy fractionfSe, for reconstructed 1-prong (left) and 3-prong (right) taundi-
dates. The red dashed histogram illustrates signal evetased from MC simulation with
tau candidates required to match to generat¢8tdrong decays. The black dots represent
the background events extracted from a QCD di-jet seledtialata.

Mass of the track systemmyacks INvariant mass of the track system:

AR<0.4 }2 [AR<O.4

Myracks = { > E > B

ie{trackg ie{trackg

2
: (5.11)

where all tracks within the isolation cone enter the calboitea Considering the occurring not-

counted neutral pions in real tau decays values close-byrbatler than the tau mass are ex-
pected, while QCD jets lead to a widespread distributionad®aably this quantity is only used

for reconstructed 3-prong tau candidates, the accordstglitions are shown in Figuge?.

Transverse momentum ratio of track andz° system w.r.t. the tau candidatefyis.p;: Fraction of the
sum of the transverse momenta of charged and neutral piahthartransverse momentum of the
tau candidatep?:

AR <02 ,

Zie{traCkSﬂo} Pri

: 5.12
o (5.12)

fvis-pT =
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Figure 5.7: Mass of the track systemmyacks for reconstructed 3-prong (right) tau candidates. The red

fraction of candidates

dashed histogram illustrates signal events obtained fr@rsivhulation with tau candidates
required to match to generated3prong decays. The black dots represent the background

events extracted from a QCD di-jet selection in data.
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Figure 5.8: Transverse momentum ratio of track and neutral pion syster the tau candidatéis.p;,

for reconstructed 1-prong (left) and 3-prong (right) tandidates. The red dashed histogram
illustrates signal events obtained from MC simulation vi&h candidates required to match
to generated 13-prong decays. The black dots represent the backgroundsesrtracted
from a QCD di-jet selection in data.

where i runs over all tracks and neutral pions reconstrusiethes® finder within the core cone.
fuis-p; is close to one for real tau decays, whereas additional alehddrons lead to a shift towards
smaller values for QCD jets. The distributions for recamstied 1-prong and 3-prong decays are
represented by Figui®8.

Number of reconstructed neutral pions,N.o: Number of neutral pions reconstructed by #¥finder

within the core cone. The spectrum of neutral pions origmgafrom real tau decays is well
defined, whereas QCD jets tend to higher values. In Fi§#¢he distributions for reconstructed
1-prong and 3-prong tau candidates are depicted.
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Figure 5.10: Visible mass of tau candidate’’s, for reconstructed 1-prong (left) and 3-prong (right) tau
candidates. The red dashed histogram illustrates sigeat®wbtained from MC simula-
tion with tau candidates required to match to generatgidrong decays. The black dots
represent the background events extracted from a QCD dgjettion in data.

Visible mass of tau candidatem/’s: Invariant mass of the track system and the reconstructettaheu

pions:

AR;<0.2

w3

ie{tracksn®

ik

ie{tracksa®}

AR <0.2

Zﬁ.

s

(5.13)

whereby only the tracks and clusters within the core conecansidered. Real taus have well
defined mass, contrary to QCD jets which lead to arbitrarysmakies. Hence, the values for real
taus peak slightly below the actual tau mass since only #iblgifraction is taken into account but
not the invisible neutrino component. This can be seen inrEi§.10for reconstructed 1-prong

and 3-prong tau candidates.

5.3.2 Discrimination Against Jets

Two different multivariate approaches are pursued in the currantiéatification [L01] to discriminate
real taus against QCD jets. On the one hand, an identifichéged on a boosted decision tree is pro-
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vided using a dedicated ROOT software toolkit, TMVEQ[/], on the other hand, a strategy exploiting a
projective log-Likelihood was developed. For training amdimisation of both algorithms strict require-
ments on the number of reconstructed tracks is applied, thattonly tau candidates with one or three
reconstructed tracks are taken into account. Separate BBTIaH classifiers were trained for 1-prong
and 3-prong hadronic tau decayffdiing in the chosen variable sets which are summarised iie bab

variable BDT LLH
l-prong 3-prong 1-prong 3-prong
Rirack 1 d g g 1 d
ftfgg( ° ° ° °
Nirack . .
ARmax ® i
IP
lead track ® ®
Sfll_lght ° °
feor . . . .
Miracks o o
fvis—pT b °
N0 ° °
m\T/iS [ ] [}

Table 5.3: Summary of identification variables used for BDT- and logdlihood-based jet discrimina-
tion. The black bullets indicate the usage of a particulaiatde. Diferent variables are used
for each classifier as well as for 1- and 3-prong hadronic &ags 101].

Boosted Decision Tree Based Tau ldentification

The classifier yielding the best performance in the cur@atidentification is based on a Boosted Deci-
sion Tree §5]. The underlying principle for this approach is a simgkcision tregDT) which build a
binary tree structure by a series of pass-fail-decisiompure5.11shows a schematic outline of a simple
DT.

Starting from a root node a cut on one variabig applied on the entire sample of objects to split it
into two parts. Both child nodes still contain signal andkggound objects but one shows a higher signal
purity while the other one is enriched with background eseRurther cuts on flierent discrimination
variables {, k, ...) subsequently split the datasets of the leaf hodes untittainestopping criterion is
reached. A typical stopping criterion is e.g. the minimaihner of objects in a single leaf. The final
nodes should contain pure samples of signal or backgrouent®vSince this is impossible in practice it
aims for the highest possible achievable purity for sigmal lbackground events in each node.

The advantage of this technique is that objects are not irratedy discarded like in a cut-based
approach. Nevertheless, a simple decision tree is still @kwtassifier and only slightly better than a
random decision. To improve the performance a general igabrtalledboostingis exploited which is
not restricted to DTs. Thadaptive boostingAdaBoost) 0§ is used in the scope of tau identification.
AdaBoost combines several decision trees to yield a gaieifopnance. Therefore, a weight is applied
on the datasets depending on the performance of the predibushus, higher weights are assigned to
misclassified objects, such that they are higher profilethénniext training. The results of all decision
trees are summarised exploitingvaighted majority schem#o the final discriminator, a so-called BDT
score. The BDT score is conveniently defined in the way thailgect with a score value close to 1 is
more signal-like than an object which tends to values clogg t.e. being more background-like.
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Figure 5.11: Sketch of a decision tree taken frod0[/]. Starting from a root node the dataset is split by
several cuts on selected variables into signal (blue) aokignaund (red) leaves.
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Figure 5.12: BDT score distributions for 1-prong (left) and 3-prong frigdecays. The red dashed his-
tograms illustrate signal events obtained from MC simatativith tau candidates required
to match to generated/B-prong decays. The black dots represent the backgroumdseve
extracted from a QCD di-jet selection in data.

The currently exploited variables are listed in Tabl8 separately for 1- and 3-prong tau decays.
In Figure5.12the resulting BDT score for signal distributions and baockmd events are depicted for
reconstructed 1- and 3-prong tau candidates.

As mentioned above a dedicated ROOT toolkit, called TM¥B{], is used for training, optimisation
and evaluation of the BDT-based tau identification. Fohrtinformation on multivariate methods and
the boosting technique see e.g5]

Log-Likelihood Based Tau Identification

The second multivariate approach featured for tau ideatifio exploits a log-Likelihood method. A
log-Likelihood is based oprobability density function§p.d.f.s) of several discriminating variables. For



44 5.3 Identification of Tau Leptons

a given set of variables«() the likelihood for being signal- or background-like is defil by:

N
Ls@ = | | pP®00) . (5.14)
i=1

where piS(B)(xi) denotes the signal (background) p.d.f.s for ithle variable. The p.d.f.s are determined
separately for 1- and 3-prong tau candidates. Variables ngé¢he current log-Likelihood approach are
summarised in Tabl.3. A strong dependency on the kinematics of the tau decay aeredd for the
p.d.f.s. Thus, they are binned in the reconstructed trasswveomentum of the tau candidate. Thpge
bins are chosenpr < 45 GeV, 45 GeV< pr < 100GeV andpr > 100 GeV. Discontinuities can occur
along the bin borders, hence an interpolation procedurppfical. The &ected values correspond to
pr entries in a symmetric window af10 GeV around the according bin boarder. Given this, the final
likelihood value,Lina, can be written as:

10+ 5[GeV] Y 10-6[GeV]

Lfinal = L - 0 0

(5.15)
wherelL is the likelihood value corresponding to the bin into whibk tau candidate falls and the one
of the adjacent bin. Furthef, denotes the distance of the transverse momentum of the ralideze,
pT, to the hin borderp.?'n edge ja. 5 = pt — p.?'” ®d98, An exception is made in the case of 1-prong
tau candidates for which an asymmetric window 680, +60] GeV is chosen for the lagtr bin. The
combination of the signal and background likelihood vallgesandLg, for the same variable set results

in the final discriminator, the log-likelihood scor®,, 4, given by:

N S(x;
Suiy = In(::—:) =Y In(E‘BEZ;) . (5.16)

i=1

Figure 5.13 presents the signal and background distributions of the_lkeglihood scores for 1- and
3-prong tau candidates.
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Figure 5.13: Log-Likelihood score distributions for 1-prong (left) aBeprong decays. The red dashed
histograms illustrate signal events obtained from MC satioh with tau candidates re-
quired to match to generated/3-prong decays. The black dots represent the background
events extracted from a QCD di-jet selection in data.

Evaluation and Comparison of a BDT-based and a Log-Likelih@d-based Tau Identification

To quantify the performance of the tau identification altjori an evaluation on a statistical independent
dataset is performed. Looser requirements on the selegtadseare set to match the possible physics
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needs. Hence, also two reconstructed tracks for one taudesdadare taken into account and are sum-
marised with reconstructed 3-prong decays to so-catiatti-prongdecays. Given this, three types of
tau candidates are defined:

e 1-prong tau candidates: Tau candidates with one reconstructed track which matchaggener-
ated tau decaying into one charged hadron.

e 3-prong tau candidates: Tau candidates with three reconstructed tracks which ntatatgener-
ated tau decaying into three charged hadrons.

e multi-prong tau candidates: Tau candidates with two or three reconstructed tracks wimatch
to a generated tau decaying into three charged hadrons.

The first two types of tau candidates are solely used foritrgiand optimisation of the classifiers while
within the evaluation also the last type is considered. €huedinitions are only valid for MC generated
events used as signal since a truth matching is a requirechvidinot needed for events extracted from
data.

Three figures of merit are defined to evaluate the performahdiee individual classifier but also
to allow for comparison between them. One is the sigfiatiency which is defined as the ratio of
reconstructed 1(multi)-prong tau candidates passingdiwetification criteria and generated 1(3)-prong

tau decays as following: _
Nl(multl)—prong

sig _ _passed
Gl(multi)-prong_ 1(3)-prong * (5'17)
generated

Three working pointsloose mediumandtight, corresponding to predefined target signicencies of
70 % (65 %), 60 % (55 %) and 40 % (35 %) are defined for 1(multhgrtau decays. The working points
are assigned to cuts on the signal score of the classifiaren@ntly those cuts are determined, such that
the signal éiciency is flat against the generatpg of the tau candidate. This is presented in Figoukt
for the BDT- and log-Likelihood-based tau identificatiom 16 and multi-prong tau decays, whereby not
the pure identificationféciency but the combined reconstruction and identificatiticiency is shown.
For the log-Likelihood-based classifier an unstable behais observed for multi-prong tau candidates,
while in all other cases the expected flat behaviour is oleserirhe issue for multi-prong decays will
be discussed in more detail in Sectiéri. The sudden shift apr = 80 GeV can be tracked down to
the change in the pile-up correction of the discriminatiagiables. To ensure that the signéi@ency
is undfected by pile-up a flat behaviour w.r.t. the average numbéntefactions per bunch crossing,
u, is expected. This is fulfilled for both classifiers thankstte pile-up corrections applied on the input
variables and can be seen in Figbréh.

The backgroundféciency, i.e. the acceptance for fake taus is given by:

Nl(muIti)-prong
bkg _ passed
€1(multi)-prong = " I(multi)-prong ’ (5.18)

reconstructed

where apparently no match of the reconstructed tau camdidad generated tau is required. Since fake
taus exhibit a dferent pr dependence than real tau decays the backgrofiicieacy will not be flat
againstpr. Further, it strongly depends on the pre-selection and dke €omposition, i.e. the ratio
of gluons and quarks. Figu®16 presents the backgroundfieiency against they of reconstructed
taus for the BDT-based and log-Likelihood-based identificealgorithms. They dfer by up to a factor
2, whereby the log-Likelihood approach shows a higher griibha of misclassification. The huge dif-
ference between the BDT-based and log-Likelihood-basedtification algorithms also reflects in the
background fficiency w.r.t. the average number of interactions per bunobsing. Nevertheless, a flat
behaviour is achieved as depicted in Figbré?.

The signal and backgroundfieiencies are combined to the final figure of merit which isahlé
to compare the performance offfdirent classifiers: the background rejection rate for a gsignal
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Figure 5.14: Signal dficiency against generated tgqt for 1-prong (left) and multi-prong (right) tau
decays. The BDT-based tau identification is representetidfilted markers and the log-
Likelihood-based approach by the empty markers. The theekimg points loose, medium
and tight are depicted for both classifiers as green trisnglee squares and red triangles,

respectively.
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Figure 5.15: Signal dficiency against the average number of interactions per benosising for 1-prong
(left) and multi-prong (right) tau candidates. The BDT+ddau identification is repre-
sented by the filled markers and the log-Likelihood-basqu@grh by the empty markers.
The three working points loose, medium and tight are degiftieboth classifiers as green
triangles, blue squares and red triangles, respectively.

efficiency. The background rejection rate is defined as thesavafrthe backgroundticiency. Since the
pr dependence of the classifiers arffatient for signal and background events the cuts on the samges
scanned over the entire signdlieiency range. The resulting distributions are illustrate&igure5.18

for the BDT- and log-Likelihood-based 1- and multi-prong identification. The upper bound on the
signal dficiency is explained by the loss of tracks in the reconstoucsitep. It is observed that the BDT
approach leads to a significantly better performance asabkgoound rejection rate is higher than for
a given signal fiiciency. Nevertheless, it is useful to consider the log-lifilkd-based algorithm for
cross validation and to provide an alternative approachHtgsics analysis groups since it might be more
suitable in some phase space regions.
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markers. The three working points loose, medium and tigihtlapicted for both classifiers
as green triangles, blue squares and red triangles, resgct

Performance of Identification Algorithms

The tau identification algorithms are based on MC generatedtg, and thus an evaluation on data is
essential to verify the correct modelling of the input vatig and their correlations. Hence, a pure tau
sample extracted from data is needed, which is practicélbflenging and not completely achievable.
The remaining background has a QCD component of multi-jehevas well as an electroweak part
caused by quarks and gluons in association with vector lsos®a account for the background con-
tamination aemplate fit metholased on aextended track multiplicity distributiofi0]] is performed,
before and after the identification criteria is applied, &vgmeterise the yields of the classifier. There-
fore, thetag-and-probe methoflL09 is exploited onZ — 7, events where the leptonically decaying
tau is tagged. Thereby, both the electron and the muon fiai@ ate considered in the current analysis.
The hadronically decaying tau is used for the performancasomement of the identification algorithm.
The resulting identificationficiency is given by the ratio of taus passing the identificatigteria and
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Figure 5.18: Background rejection against signdtieiency for 1-prong (left) and multi-prong (right)
tau candidates. The BDT-based tau identification is reptedeby the blue line and the
log-Likelihood-based approach by the red line. The distiims are shown in thpr range
of [20, 160] GeV.

all considered taus. Consequently, tigc&ency is measured in both, the events obtained from a selec-
tion in data and from MC simulation. A comparison betweerhbyaelds the quality of the performance
prediction expressed in so-calledale factor(SF) defined as:

SF= a2 (5.19)
emc
One scale factor is determined for each working point andrsggly for 1- and multi-prong hadronic tau
decays. The scale factors are applied as further correfat@ars in physics analysis. The most recent
scale factors valid for thefficial tau identification based on a BDT, are summarised inrgigul9 It is
expected that they are close to one, i.e. the training arichigattion based on MC events yield a good
prediction of data, which can be achieved quite well.
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Figure 5.19: Scale factors for BDT-based tau identification for 1-proledt and multi-prong (right) tau
candidates96).

5.3.3 Discrimination against Light Leptons

The two tau identification approaches described in Se&idr2provide a good discrimination against
jets but cannot account for the acceptance of fake tausatigg from lighter leptons, i.e. electrons and
muons. Hence, individual algorithms to reject those falas e developed.
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Electron Veto

Electrons raise a track in the inner detector and a clustieielectromagnetic calorimeter while travers-
ing the detector, and thus can mimic 1-prong hadronic taayded\ BDT is chosen to reduce the number
of electron fakes. MC generat&@d— rr andZ — eeevents are used for signal and background, respec-
tively. Thereby they have to pasgathreshold of 20 GeV and fulfil a loose BDT-based tau identifica
criterion. The variables entering the classifier are mitdy the diferent shower profiles of taus and
electrons. The showers emerging from hadronically degatdns are typically wider and longer than
those of electrons. Moreover, a higher probability for tkewsrence of transition radiation originating
from electrons is exploited. Like for the jet discriminatithree working points, loose, medium and tight,
corresponding to signalfiiciencies of 95 %, 85 % and 75 %, are defined. Only reconstrucigeng
taus matching to generated tau decays with one track witRirc 0.2 are taken for the determination
of the signal &iciency. Whereas the backgrounffigiency is based on reconstructed electrons which
match to a generated electron withiR < 0.2. The electron veto is divided in fourregions: barrel
(Inl < 1.37), crack (137 < |g| < 1.52), end-cap (B2 < || < 2.0) and forward end-cap regioty|(> 2.0).

For each a dedicated variable set is optimised to obtaindgkegerformance. Scale factors on the elec-
tron discrimination are extracted by exploiting the tagHgnobe method from simulatefi — eeevents
and reconstructed hadronic tau decays. They are considereatrection factors in the individual anal-
ysis. The remaining background is formed by QCD multi-jgt6 — 7v., Z — 7t andtt events. The
uncertainties on the scale factor is higher than for jetraigoation algorithms ranging from 20-77 %,
depending on the region.

Muon Veto

Muons are minimal ionising particles at LHC energies, angstimay be reconstructed as 1-prong tau
candidates in rare cases. They leave a track in the innectdetgnd mostly traversing the calorimeter
without any interaction. Nevertheless, high energetic msucan cause calorimeter clusters, and hence
mimic tau decays given that the measurement in the muonrepester failed. Low energy muons
can be stopped already in the calorimeter, which eventledigls to a misclassification as tau. Photon
radiation of muons can also lead to energy deposits in thelE@ith slight leakage into the HCAL. To
discriminate against muons a cut-based technique whi@sreh the leading track momentum fraction,
frack» and the energy fraction measured in the electromagneticimreeter, fgy, is used. The latter
quantity is typically lower for muons than for hadronic tadescays. To optimise the classifier MC
generated — tr andZ — uu events are used as signal and background, respectivelycétsaguence
of this discrimination method the muon fake rate is reduced®%, while 96 % of real hadronically
decaying taus are preserved.

5.4 Tau Trigger

Finally, it should be mentioned that a dedicated tau trigdgér110 111] exists to cope with the high
bunch crossing rates. As important the triggering on taferisyany analysis as challenging it is due to
the high multi-jet production and the consequent fake rates

The L1 tau trigger is hardware based and uses the informatiovided by the calorimeter and
muon system with coarser granularity. Electromagnetic elsag hadronic trigger towers with a size of
AnxA¢p = 0.1x0.1 are used. A core and an isolation region are defined on a et f(4 x 4) trigger
towers corresponding to a size df x A¢ = 0.2 x 0.2 (A x A¢ = 0.4 x 0.4). Different cuts orEy are
available, corresponding to 8, 11, 15, 20 an 40 GeV. Furthearri be combined with other L1 triggers
like triggers on electrons dE’T“‘SS. At this stage of the trigger chain a region of interest isrdfion
which the L2 trigger is executed.

The aim for the L2 trigger is to reject as much multi-jet backand as possible without loosing real
taus. Therefore, signatures with low track multiplicitesd narrow shapes are selected based on the
measurements of the inner detector and calorimeter sysgspectively. The calorimeter cells within a
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set of 08 x 0.8 trigger towers are used to refine the position of the ROlerfards,Et thresholds and
noise suppression are applied on each cell and the varidésesibing the shower shapes are calculated,
similar to the ones used in thdfiine identification. The track-based variables are detegthiny track
algorithms. Cuts on the set of variables depend on the chogger item and the prongness. They are
optimised w.r.t. the filine identification algorithms to contribute to an optiméiaency for physics
analysis. The already in Secti@n3.1lintroduced identification variablefack, Rirack and feore, but also
the transverse energy, sum of the transverse momentum aotheand isolation region and the number
of tracks, are exploited.

The final step in the trigger chain is the event filter whichasftgured very close to theitine recon-
struction and identification. Although it is not updated #&smas the filine algorithms, it is ensured that
the selected phase space does not change significantly, thiuset of discriminating variables is simi-
lar to those summarised in TaBe3 and contains the following quantitie$sore, frracks Reracke SI'ePad track

Ntifgck, Sf'r'ght, Miracks ANdARmax. Only pile-up uncorrected variables enter the BDT and ldglihood
algorithms since the provided time is not long enough togrerfa vertex reconstruction. Nevertheless,
a cut onAzy can increase the pile-up robustnesSisiently. Further, no tau energy calibration is applied
which leads to a shift of the calorimeter based variablesicé&sno dedicated data is available for the
training of the classifiers MC simulated events are usedifmas as well as background. For 2012 data-
taking only the BDT-based EF was online as the time cong#aia not allow to run both algorithms in

parallel, such that the better performing one was chosen.
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6 Optimisation of Tau Lepton Identification

A continuous optimisation of the tau identification algonits is crucial to guarantee an outstanding
performance and cope with changing circumstances, likee@sing contribution from pile-up events,
but also to profit from developments of the software usedti@e6.1 will focus on this topic.

However, the default strategies might not always be the tiesice for some physics analyses or
phase space regions. Thus, further investigations areteds® satisfy physics analyses needs. As
discussed in Sectiof.2 one important field of physics studies in the next data takimgwill be focused
on measurements concerning the exploration of the natuheabserved Higgs boson. A key ingredient
for these studies will be the CP measurement in the di-taorea The current tau identification might
not be an optimal choice for this. Hence, a new identificaiased on detailed information of the tau
decay substructure has been developed. It exploits thatheateveloped reconstruction algorithms,
namelyCellBased andEflowRec (cf. Section5.2), aiming to reach or even exceed the performance of
the current standard tau identification. This will be disagsin detail in Sectiof.2

6.1 Optimisation of the Default Tau Identification

Both tau identification techniques introduced in SectioB.2 are optimised within the scope of this

thesis. The log-Likelihood-based tau identification waarmimned in the last round of ATLAS analysis

updates, and thus needs to be updated to the state of the Biddgst This includes physics but also
technically motivated modifications of the algorithm. Tla¢tér was raised for the BDT approach as
well, due to changes in the underlying software chain. Affgrened updates and their results are the
topic of the following sections.

6.1.1 Optimisation of the Boosted Decision Tree Based Tau édtification

As mentioned in Sectioh.3.2the ROOT toolkit TMVA provides the technical framework ftetBDT-
based tau identification. A recent change of the configuraijstions of the BDT classifier due to opti-
misation raised the need of a closer investigation of thidifitation.

Optimisation of the BDT Configuration

The way to set the option to restrict the minimal number okoty per leaf was changed from an ab-
solute to a relative choice. This quantity is very importasiit defines the stopping criterion of the DT
training. Within TMVA this option is now calletiinNodeSize®. The default value is currently defined
asMinNodeSize = 5 corresponding to 5% of the events in the starting datasiteatoot node. An
amount of events in the order of one million is available tog training of the BDT for both, 1- and
3-prong tau candidates, which leads to a quite large numt@ughly 50000 events in the final node.
Thus, the selected hyper cube in the n-dimensional gridrisa@arse, resulting in a loss of information.
The specific cell will have too poor purity, such that the fadkential of the variable set is not exhausted.
To investigate whether a more suitable value can be chosehfdlodeSize, various BDTs for several
smaller and larger values were trained. The backgroundti@jeagainst signalf@ciency is used to
verify the performance of each individual configuration.eThsulting curves are depicted in Figéré.
Thereby the pure identificatiorfficiency is presented. It can be seen that the default valu&wéides
not provide the best obtainable performance. Also highkreglike 10 % lead to a significantly worse
performance as the node size becomes even bigger, and thpsirity decreases further. In contrast,
for smaller values a gain can be observed. 0.1 % turned o thebbest choice to adjust the minimal
number of events per node. Although, the configuration WitiNodeSize=0.05 shows a slightly better
performance, the gain is negligible and does not justifyhilidder CPU consumption.

8The TMVA version used for the studies presented within thésts is TMVA-v4.2.0. The minimal number of objects per
leave was previously (TMVA-v4.1.4) adjusted with the optiEventsMin.
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Figure 6.1: Background rejection against signdfieiency forMinNodeSize = [0.05,0.1,0.5,1,5, 10]
for 1-prong (left) and 3-prong (right) tau candidates. Tleepidentification #iciency is
presented.

The configuration corresponding tdl@anNodeSize of 0.1 % needs to be evaluated on a statistically
independent dataset. A so-called overtraining test isopmed to verify whether the observed perfor-
mance of this specific BDT set-up is able to yield an equivatemforming classification of signal and
background events on a statistically independent datdbketsignal and background score distributions
for the training and testing dataset of this configuratiom depicted in Figuré.2 Both signal as well
as background distributions agree very well for the trajramd testing dataset. Hence, no overtraining
occurs and the performance will not degrade once the BDTkepto a similar event topology. A BDT
configuration for which this agreement is not observed, oagerve as a basis of an identification as its
performance will be biased. Further, the impact of the changhe BDT configuration on the other

g 0.2: T ‘ L ‘ T T ‘ T T ‘ T T ‘ T T L L T : 8 7\ TTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TT 1T ‘ TTTT ‘ TTTT ‘ TTTT \\7
E 0 18; 1-prong . ES‘ 014? 3-prong signal (train) ]
S J'dtL:7.7fb'1,\(§:8TeV ] ) F IdtL:7.7fb'1,\(§:8Tev q » .
'g 0.16F "7 B '8 0 12; &\\\ background (train) h
g 0.14; 7//: signal (train) E 8 E o signal test) E
“5 . F & background (train) ! B 0.1j ®  background (test) -
S 012; ® signal (test) { S r B
g 01; ®  background (test) é g 008; 7:
0.08F - 0.061 -

0.04 o = i

C N\ ] 0.02+ e,
0.02ly \\ v = — \
0 .\s\\\\ AN sttt 0 \\\.\ DUNVRMNRINIEE i $ kil

0.1 0.2 0.3 04 05 0.6 0.7 0.8 0.9
BDT score BDT score

Figure 6.2: Overtraining test for a BDT configuration witinNodeSize = 0.1 % for 1-prong (left) and
3-prong (right) tau candidates. The signal (red) and bakut (black) distributions for the
dataset used for training and evaluation are illustratedbabed histograms and filled dots,
respectively.

options, like the number of trained trees or the number ofieghguts, was studied and has not shown
any deviations, and hence the adjustment for those optiomeserved.
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6.1.2 Optimisation of the Default Log-Likelihood Based Taudentification

Three updates are carried out for the LLH-based tau ideatiific. First, the considered variable set is
extended to those exploited for the BDT approach. A reweighaf the used events extracted from MC
simulation and data is applied according to the strategy fmethe BDT which already utilises this.
Additionally, a technical correction of the p.d.f. caldida is implemented. The updates are applied
successively, in order that their individual impact can balgsed.

Extension of the Variable Set

The variable sets used previously are summarised in TaBland do not include quantities based on
reconstructed neutral pions, i.€yis.p;, N and m‘T"S. In the case of the BDT-based identification a
remarkable performance gain was observed by considermaitibilwse quantities and an up to 100 Y47
more @ficient background rejection was achieved. Thus, it is remsiento add ther® variables also
to the LLH variable sets. Their p.d.f.s are determined angsiciered in the calculation of the log-
Likelihood discriminator. The extracted signdfieiencies follow the expected flat behaviour for 1-
prong tau candidates against the generated visible transmmmentumpﬁer: , and the average number
of interactions per bunch crossing, This is shown in Figuré.3 (left) and6.4 (left) in combination with

the results based on the old variable set. In the case of-proltig tau decays this also can be confirmed
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Figure 6.3: Signal dficiency against generated visible transverse tau momemﬁiﬁ; based onaLLH-
based tau identification for 1-prong (left) and multi-prdnight) tau decays. The results for
the variable set without® variables is represented by the filled markers while the gmpt
markers stand for the variable set including those vargabltie three working points loose,
medium and tight are depicted for both classifiers as greéangles, blue squares and red
triangles, respectively.

w.r.t. u as can be seen in Figufe4 (right). Whereas the instabilities againﬁevr;s are still present as

already observed for the variable set withafltquantities (cf. Sectio.3.9. Those deviations arise
from the strongpt dependence of the log-Likelihood score as Figufesshows. Whereas the BDT score
does not sfiier that much from this issue, and thus the sigfiatiency is not harmed.

Figure 6.6 presents the background rejection against sigfiadiency of the identification with the
log-Likelihood method exploiting the variable set with anithout quantities based on reconstructed
neutral pions. As can be seen the consideration ofrtheariables does not provide any remarkable
gain in performance. Both distributions are very close tcheather, only for 1-prong tau decays a
small gain of about 5% is observed for sign&i@encies above 60 %. In the case of multi-prong tau
candidates the updated algorithm even leads to a slighdnpeshce loss of 5% to 10 % for the interesting
efficiency range between 30 % and 80 %. The reason that the LLetdantification cannot profit from
considering ther® variables can be tracked down to their small separation pbetsveen taus and jets.
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Figure 6.5: LLH (left) and BDT (right) signal scores against for multi-prong tau decays. The fraction
of tau candidates for a certain scgrepair is indicated by a colour scale.

Exemplary, the LLH values for the variables core energytioac f55e, and the visible mass of the tau
candidatem’’s, are depicted in Figur6.7 for 1-prong tau candidatesn/’s, as one of ther® variables,
leads to an almost complete overlapping distribution ohaigand background events, which results
finally in no gain in performance and even a loss is possibléheidhas,fire is one of the variables
already included in the previous variable set and shows d geparation as supposed. The BDT on the
other hand has still the possibility to gain advantage fromdorrelations of the® variables with the
others, and hence might gain from this aspect. Neverthatdsseasonable to consider the neutral pion
based variables to allow a comparison of the BDT and LLH aggino

Event Reweighting

The used signal and background events, extracted from MG@laiions and a QCD di-jet selection in
2012 data, do not cover the same kinematic region, and thitistenthe implementation of weights
on the transverse momentumy;, and the average number of interactions per bunch crosginghe

corresponding distributions are presented in Figu8for 1-prong tau decays. The distribution for QCD



6.1 Optimisation of the Default Tau Identification 55

I 10° = - 10° p——T T e e

K] E K] 3

3 ] 3] E

2 4 LLH (previous) _ 2 4 LLH (previous) —

o 10 e o 10 =

i) - ) ) 7 e E - ) ) ]

S 3 LLH (incl. 7°variables) | S 3l LLH (incl. T variables) ]

o 10 E o 10°E =

> 3 > = 3

X X

g 2 ] g 2L ]

S 10 E 8 10 E E

10 1-prong, 20 < pt < 160 GeV = 10 = multi-prong, 20 < pt < 160 GeV —

JotL=771" s=8Tev E E [dtL=7.7"%Vs=8Tev 3

PR I E I SR SN RS RSN SR ESSTETES SRR\ Vi R [ PR B R R BTSRRI B ST EETEENE SRR B SRR SR B

o T T T T T o — T T T T T T T
3 15 | g 15 k

1y ; 15
O5F , , o\ T O5F T
0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8
signal efficiency signal efficiency

Figure 6.6: Background rejection against signdlieiency for a LLH-based tau identification exploiting
a set of discriminating variables with (red) and withouta@¥) 7° quantities. The distribu-
tions are shown for 1-prong (left) and multi-prong (righdutcandidates. The ratios below
each plot depict the according deviations of the backgraoejattion for a given signalfi-
ciency w.r.t. the default approach.

R/ P L, - SR
% E 1-ron 3 L o08F 1-pron -
S 035 " E g E prong E
% FfatL=77m"% 5=8Tev ] % 0.7 JdtL=7.710", /s =8Tev S
..; 0'3? V) 21zt 7 E ,‘6’ 0.6 V) 2zt =
IS 0.25(~ Di-jet data (2012) = S o5 N Dijetdata (2012) |
8 o2f 4 8§ E
= “r E = 0.4F =
015 E 0.3f E
0.1 = 0.2 3
0.05 = 01 3

£ 1 1. ! L1 d

QG 4 corr Q3 -2 -1 0 1 2 3 4 5viS
Stin(feore) Sun(me?)

Figure 6.7: LLH values of 1-prong tau candidates for the variabfgg? (left) and m/® (right). The
distributions of signal events obtained from MC simulatiwith tau candidates required
to match to generated 1-prong decays are illustrated asasted histograms. The black
dashed histograms represent the distribution of backgr@wents extracted from a QCD
di-jet selection in data.

di-jets decrease exponentially with increaspgwhile the spectra extracted from MC generafeeb 7
andZ’ — tt events reflects the resonance structure. fheependence is not explicitly integrated in
the identification algorithms, such that fake tau cand&l@tedata with lowpr are enhanced leading
to a bias in the considered variable space. To prevent a fitéims a weight harmonising ther
dependencies needs to be applied. Moreoveryuttistribution in MC events is generated in a generic
way beforehand of data-taking. Consequently, the paaic2012 run conditions were not considered.
Hence, the dependenceffér for both and a correction on MC based events is necessaygctmnt
for this. On the one hand this guarantees a more realistiectifh of the dependence on the average
number of interactions per bunch crossing. On the other liaisdrequires the application of ther
weights on the background sample, such that the determimaticuts on the score yielding a flat signal
efficiency against the generated visilgieis not distorted. Accordingly, the correction on the trarse
momentum distribution is performed on the events extraftted data. The calculatepy andu weights
are presented in Figu&8. The dfects on the LLH-based tau identification are illustratediguFe 6.9
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for the score distribution and the resulting backgroundatipn against signalfieciency for 1-prong tau
candidates. The observed deviations by applying the eeardighting are almost negligible.
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Figure 6.8: py (left) andu (right) distributions of 1-prong tau candidates extradi@m Z — rr and
Z' — 7t MC simulation (red) and a QCD di-jet selection in data (bJackhe calculated
weights are represented below the corresponding distritmit
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Figure 6.9: The LLH score distribution (left) for 1-prong tau candidateefore and after considering
pr andu corrections is illustrated as dashed histograms and filted, despectively. The
distributions of signal events obtained from MC simulatigith tau candidates required to
match to generated 1-prong decays are illustrated in retharshckground events extracted
from a QCD di-jet selection in data in black. The resultingkmround rejection against
signal dficiency (right) is depicted for an identification before (¥pand after (red) an
application of thepr andu reweighting. The ratio below depicts the according devratiof
the background rejection for a given sign&iaency w.r.t. the default approach.

Correction of the Calculation of Probability Density Functions

Within the scope of the detailed study of the log-Likelihagmproach it was revealed that the calculation
of the p.d.f.s was incorrect. They have not been normalisepeply, and hence the definition of a p.d.f.
was not fulfilled. Consequently, the resulting LLH score énsitive to statistical dlierences between
the events taken for signal and background. Neverthelbsse twas no significant change observed
since the considered statistics of signal and data evemsnigparable. This is confirmed e.g. by the
distributions for the LLH scores and the background repectigainst the signalfiéciency, which are
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Figure 6.10: The LLH score distributions (left) for 1-prong tau candieabefore and after correction of
the p.d.f. calculation are illustrated as dashed histogrand filled dots, respectively. The
distribution of signal events obtained from MC simulatioithitau candidates required to
match to generated 1-prong decays is illustrated in redt@dackground events extracted
from a QCD di-jet selection in data in black. The resultingkmround rejection against
signal eficiency (right) is depicted for an identification before @(dpand after (red) the
correction of the p.d.f. calculation. The ratio below dépithe according deviations of the
background rejection for a given signdtieiency w.r.t. the default approach.

presented in Figur€é.10 Thus, analyses which exploited the incorrect LLH-basedid&ntification,
were not &ected by this issue. Nevertheless, this cannot be guachintélee future, and hence a fix for
this issue has been implemented and will be used througheutst of this chapter.

6.2 Substructure Based Tau Identification

One approach to extend the tau identification for futureiagfibns, e.g. Higgs CP studies, is to develop
an identification based on the tau decay mode classificafitnis is the main topic of this thesis and
will be discussed in the following sections. Several vddatets based on the tau decay substructure are
explored. This includes a variable set based on the defaalt cf. Sectior6.2.], but also extensions

by new defined variables to analyse the nature of tau decaygseambin Sectiorb.2.2and6.2.3 Thus,
various variable set are exploited by a BDT and LLH classifaard their performance is evaluated. The
investigation and development of a pure substructure bakedification is performed exploiting the
CellBased algorithm, but for completeness tB&€lowRec algorithm is considered in addition. Both are
combined with théPanTau algorithm introduced in SectioB.2 but are conveniently referred here with
the name of the base algorithms.

6.2.1 Recalculation of Default Variables

A first step on the way to a pure substructure based tau ideiidi, is to recalculate the default variable
set defined in Sectidh.3.2and5.3.1, exploiting the substructure algorithms. Calorimetercogriables
serve as input for the charged and neutral components oflémdification variables. Since those are
only defined withinAR < 0.2 w.r.t. the intermediate tau axis, the tracks from chargetiges as well as
calorimeter entries from neutral particles have to be aw®rsd. In the latter case it has to be taken into
account that not only neutral pions but also neutral kaoagnatuded. Consequently, it is unavoidable to
deviate from the original definition of isolation variahlésrepresentative selection of three of the eleven
standard variables is depicted in Figéré1for the recalculation based on tiel1Based andEflowRec
algorithm. The distributions of all relevant variables dae found in AppendixD.1. The variables

Sllgad track @Nd SfT"g’ht are also considered as defined in SectoB.1 since the required information is
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neither provided by th€el1Based nor by theEflowRec algorithm.

In general, depending on the substructure algorithm, teasiand background distributionstldir
more or less from each other in comparison to the defaultilolision. Some variables, lik&Ryax, can
be recalculated with the output of the substructure algorit without any or only very little deviations
from the distributions of the default variables calculdten cells and clusters in the reconstruction step.
However, variables which are defined as energy fractiofisrsinom the coarser granularity given by the
fact that not cells, but reconstructed pions and kaons ¢m¢ecalculation. Thus, a loss in resolution
can be observed and strong peaking distributions are thé,ras depicted fofSSe in Figure6.11 (top
right). Such &ects provoke that signal and background distributions amersimilar for the respective
variable and finally could lead to negative influences in tlidggmance of the actual identification. Also
for variables with a neutral component a substructure besgadculation turned out to befficult, since
the spectra of the number of neutral pions expands to higiiees (cf. Figuré.11(bottom left)) which
influences various other variables. One of tifiected variables idyis.p;, also shown in Figuré.11
(bottom right). The impact of the additionally reconstadpions is two-fold. On the one hand, neutral
pions from tau decays which the defaufltreconstruction misses get recovered, resultinfy;in,, values
closer to one. On the other hand, fake neutral pions mighédenistructed by the substructure algorithms
resulting infyisp; values larger than one. For QCD jets tted 1Based algorithm reconstructs more jets
with zero neutral pions resulting in an enhancement atfluy, . This leads to a larger separation, which
is likely to improve the performance. ThilowRec algorithm reconstructs more neutral pions than the
defaultz® reconstruction. This reflects in a shift fi)s.p, towards larger values, and thus lower separation
between signal and background. Depending on the importainiigo and fyis_p, this will either lead to
a better or worse performance.

The resulting variable set is taken as input for the BDT- a6 agethe LLH-based tau identification
described in Sectiob.3.2 to verify the impact of the deviations in the calculationtbe performance
of the identification algorithms. Figui@12and6.13summarise the background rejections against the
signal dficiency for 1-prong and multi-prong tau candidates afteretrauation of the two identification
techniques exploiting the three variable sets corresponidi the diferentz® reconstruction algorithms.

For the BDT as well as for the LLH a huge performance loss ireowf a factor of two to three
in the interesting signalficiency range for the approaches considering the varialblbasged on the
substructure algorithm w.r.t. the default variable set barstated. As mentioned above this can be
explained by the coarser granularity which degrade thera@ipa of the very important energy fractions.
Comparing ther® reconstruction algorithms, one can see thaEtflowRec outperforms th€ellBased
tau identification, though the fligrence is rather small. Hence, it is essential to find a neategly to
construct powerful variables based on the tau decay sulhsteuwhich can address these issues.

6.2.2 Investigation of Isolation Cone Variables

The previous section showed that the loss in granularitylt®$n a loss in performance for the tau
identification exploiting the variable set recalculatedivthe output of the€Cel1Based andEflowRec
algorithms. In order to recover the performance tfieaed variables need to be replaced by similar
quantities which do not ster from this issue. With this aspiration the variable calmier radiusR:a),

is defined as the sum @ weighted distances w.r.t. the tau axis of the reconstrygimas according to:

ZAR<0.2(0.4) pri - AR

core(iso) _ “ie{n* n%)
cal - AR<0.2(0.4) .
Zie{ﬂi’ﬂ.o} pT,'

(6.1)

wherei runs over all charged and neutral pions within the coredtsmh) cone. The information provided
by this variable is similar to the core energy fraction, amastcould serve as a replacement. Fighde!
and6.15present the distributions &, for 1- and 3-prong tau candidates within the core and ismiati
cone, respectively. Since the intermediate tau axis isutahked from all cells withimR < 0.2, while the
pion reconstruction only considers the cells near by theggnéeposit, the distribution does not peak
at zero but is slightly shifted toward higher values for 1pleitays. Rcy provides for both, core and
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Figure 6.11: ARnax (top left) for reconstructed 3-prong tau candidates &34 (top right),N,0 (bottom

left) and fyis.p, (bottom right) for reconstructed 1-prong tau candidatése ied and black
dashed histograms illustrate signal events obtained frathdihulation with tau candi-
dates required to match to generatef84rong decays and background events extracted
from a QCD di-jet selection in data, respectively, basedhendefault calculation. Signal
and background distribution are indicated by the magerdabhre filled dots for the recal-
culation based on thee11Based algorithm and as orange and green empty squares for the
EflowRec algorithm.

isolation cone, a good separation of signal and backgrouedte and does not have a strong peaking
behaviour likefSe. Hence, the core energy fraction is replaced by the caldenradius and the new

variable set serves as baseline for the tau identificatidrer@R®> and R}f;’l are considered separately.
The results of this, i.e. the backgrouni@ency against signakiciency, are summarised in FigueL6
and6.17for the BDT approach based on thel1Based andEflowRec algorithm. The consideration
of Reg clearly leads to an improvement of the performance for be#tured substructure algorithms as
well as for the two considered tau decay prong modes, in casgrato the one obtainable with the
recalculated variable set. By exploiting th€lowRec algorithm the gain is even higher than achievable
by theCellBased algorithm as already implied in Secti@2.1 Taking the core calorimeter radius into
account results in a significant enhancement of up to 10 % worthe one of the recalculated variable
set. Extending the calorimeter radius to the isolation deads to a performance close to the one based
of the default variable set, especially in the region of nmattesignal #iciencies. Nevertheless, in the
1-prong case a reduction in background rejection of up to 26r%he Cel1Based approach and about
10 % for theEf1owRec algorithm is still present for signatigciencies between 30 % and 80 %. Whereas
for multi-prong tau decays the results for both substrigctaigorithms are slightly better than the default

strategy.
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Figure 6.12: Background rejection against signdlieiency for a BDT-based tau identification exploit-
ing the default variable set (black) and variable sets cedatled with the substructure al-
gorithms,CellBased (blue) andEflowRec (orange). The performance of the evaluation
on 1l-prong and multi-prong tau decays is shown in the leftragitt figure, respectively.
The ratios below each plot depict the according deviatidrieebackground rejection for
a given signal fiiciency w.r.t. the default approach. The same colour scherapglied.

- 10— g - 10° e e e e
K] E 3 K] 3
2 —— LLH (default) 3 ] —— LLH (default) 3
=, 4 — = ¢ L% —
o 10 E o 10°2%, E
= 2\ LLH (CellBased) 3 = EN», e LLH (CellBased) E
e ) ] e £ b
8 10° ? ““““““ LLH (EflowRec) = 8 10° e, LLH (EflowRec) =
) F E ) F 3
8 1w They 7 8 wg E
10 & 1-prong, 20 < pt < 160 GeV : "‘-“-'."""~.~.‘._ 3 10 = multi-prong, 20 < pt < 160 GeV =
FfdtL=77f"%s=8Tev E E [dtL=7.7"%Vs=8Tev 3
7\ 1 1 el 1 o 1 R [ 1 1 Lol o 1 1 B
o o T T T T T T B o E T T T T T
z 15 : ] g 15 :
e g e v T g
05F. | o o O5F T
0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8
signal efficiency signal efficiency

Figure 6.13: Background rejection against signdlieiency for a LLH-based tau identification exploit-
ing the default variable set (black) and variable sets oedated with the substructure al-
gorithms,CellBased (blue) andEflowRec (orange). The performance of the evaluation
on 1l-prong and multi-prong tau decays is shown in the leftragitt figure, respectively.
The ratios below each plot depict the according deviatidrieebackground rejection for
a given signal fficiency w.r.t. the default approach. The same colour scherapglied.

Also for the LLH-based tau identification an improvement arfprmance can be observed thanks
to the information provided bR.;. However, the deviations between the default and substeittased
recalculated variable sets are not as high as for the BDTegira On the one hand the information
loss due to the coarser granularitifeats both approaches equally. On the other hand only thddzbos
decision tree uses the correlations between the discrimgnsariables, such that it has affext on the
BDT but not on the log-Likelihood. Figuré.18and6.19summarise the performance of the LLH-based
tau identification exploiting th€ellBased and theEflowRec algorithm. As already implied by the
results of the BDT approach, it is not possible to reach operiibrm the performance of the default
variable set for reconstructed 1-prong tau candidates bgigerationRS2[® or Rf';’l Only in the case of
the Cel1lBased variable set includind??; the performance is close to the default one and exceed it for
the loose working point (40 %) andftlrs only by about 5% for higher signafffieiencies. With the
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Figure 6.14: Core calorimeter radiug3®, for reconstructed 1-prong (left) and 3-prong (right) tan-<
didates. For a calculation based on tted 1Based algorithm the distribution of signal
events obtained from MC simulation with tau candidates ireguto match to generated
1-/3-prong decays is illustrated as dashed magenta histogrdrtha distribution of back-
ground events extracted from a QCD di-jet selection in datdeshed blue histogram. This

is indicated in orange and green for hElowRec algorithm.
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Figure 6.15: Isolation calorimeter radiuﬂfa““l, for reconstructed 1-prong (left) and 3-prong (right) tau
candidates. For a calculation based on@bglBased algorithm the distribution of signal
events obtained from MC simulation with tau candidates irequto match to generated
1-/3-prong decays is illustrated as dashed magenta histogrdrtha distribution of back-
ground events extracted from a QCD di-jet selection in datdeshed blue histogram. This
is indicated in orange and green for thl owRec algorithm.

EflowRec variable set this can be achieved, too, though only in thesigwal dficiencies region around
20 %, which is of low interest for typical application sceparof tau identification. For multi-prong tau
decays it was already possible to recover the performanteegierformance of the default variable set
by exploiting both substructure based variable set innlguﬂi'f;}. This is even exceeded in the case of
the LLH-based tau identification. Hence, a performance tmfawore than 20 % can be achieved for the
interesting signalféiciency range between 30 % and 80 %.

Following those results, a consideration of the isolatianiable R'Cs;} is unavoidable, though this
comes at the cost of an increased dependence offibrcy on the number of pile-up events. This is
reflected in Figurés.20which illustrates the signalficiency w.r.t. the average number of interactions
per bunch crossing for the BDT and LLH algorithm, respedtyivd he signal éiciencies for the three
working points are determined via@ dependent cut on the individual score, such that the ertlact
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Figure 6.16: Background rejection against signdfieiency for a BDT-based tau identification exploit-
ing the default (black), recalculated (red) variable sets a recalculated variable set in-
cluding RZ9/® (magenta dashed) cR'Cs;I (blue dotted) based on the substructure algorithm
CellBased. The performance for the evaluation on 1-prong and mutirgrtau decays
are shown in the left and the right figure, respectively. Tdt@s below each plot depict
the according deviations of the background rejection fowargsignal éiciency w.r.t. the

default approach. The same colour scheme is applied.
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Figure 6.17: Background rejection against signéiieiency for a BDT-based tau identification exploiting
the default (black), recalculated (red) variable sets amatalculated variable set including
R%0[¢ (orange dashed) (B{'CS;I (green dotted) based on the substructure algoriiitowRec.
The performance for the evaluation on 1-prong and multigrtau decays are shown in
the left and the right figure, respectively. The ratios bekmeh plot depict the accord-
ing deviations of the background rejection for a given sigtfhciency w.r.t. the default

approach. The same colour scheme is applied.

signal dficiencies are flat W.r.t.pgfvr;s (cf. Section5.3.9. Only the dficiency evaluated based on the
CellBased algorithm is shown. The one for tlig1owRec algorithm can be found in Appendi.2. For
both underlying multivariate technigues a large drop wiltréasing: can be observed. To prevent this
pile-up dependence a so-called pile-up correction is dgesl and applied on the variable. Therefore, a
linear fit is performed on the mean of the signal variablerihistion againsj: over the entireu range.

Its slope serves as a correction facforA linear correction term including this factor of the forfn u

is added to the variable distribution. The outcome is dediah Figure6.21for the calorimeter radius of
reconstructed 1-prong tau decays within the isolation cdie utilisation of pile-up correction flattens

the signal distribution oR.y for the two considered tau decay prong modes. This is alsectefl
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Figure 6.18: Background rejection against signdlieiency for a LLH-based tau identification exploit-

background rejection

ratio

ing the default (black), recalculated (red) variable sets a recalculated variable set in-
cluding RZ9/® (magenta dashed) cR'Cs;I (blue dotted) based on the substructure algorithm
CellBased. The performance for the evaluation on 1-prong and mutirgrtau decays
are shown in the left and right figure, respectively. Theosatelow each plot depict the
according deviations of the background rejection for a mjis@gnal dfhiciency w.r.t. the

default approach. The same colour scheme is applied.
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Figure 6.19: Background rejection against signdiieiency for a LLH-based tau identification exploiting

the default (black), recalculated (red) variable sets amatalculated variable set including
R%0[¢ (orange dashed) (B{'CS;I (green dotted) based on the substructure algoriiitowRec.

The performance for the evaluation on 1-prong and multikgrawu decays are shown in the
left and right figure, respectively. The ratios below eadt gépict the according deviations
of the background rejection for a given signéli@ency w.r.t. the default approach. The

same colour scheme is applied.

in the distribution of the signalficiency against: as confirmed in Figuré.22for both identification
algorithms for 1-prong tau candidates. The flattening vilvé average number of interactions per bunch
crossing has a negative impact on the performance for thifidation of 1-prong taus as confirmed
in the left plots of Figures.23and6.24 Especially for the variable set includi 'S;I a performance
loss can be stated. Hence, the background rejection fohtlke tonsidered substructure variable sets
can only achieve about 70 % for the BDT approach and 80 % fol Lhé strategy over the relevant
signal dficiency range. For multi-prong tau decays the resultinggperance is slightly better for the
variable sets including., after the reweighting is applied, and thus also mdfieient than the default
strategy. The background rejection resulting from a LLHKdwhtau identification exploiting a variable
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Figure 6.20: Signal dficiency against the average number of interactions per benosising for 1-prong
tau candidates. The BDT- (left) and the LLH-based (right) identification exploiting
the default variable set is represented by the filled andhi®€é11Based algorithm based
variable set including?';f;}, by empty markers. The three working points loose, medium
and tight are depicted for both classifiers as green trisnglee squares and red triangles,

respectively.
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Figure 6.21: Calorimeter radius (left) for reconstructed 1-prong tandidates within the isolation cone.
The distribution without pile-up correction is depicteddashed histograms and with cor-
rection by filled dots for signal events obtained from MC dation with tau candidates
required to match to generated 1-prong decays (red) andjlaokd events extracted from
a QCD di-jet selection in data (black). The correspondirgjritiution of(Rf;}) againstu
(right) with and without pile-up corrections is illustratby red and black dots, respectively.

set WithRif;’l, is 50 % better than the default one over the interestingasighiciency range between 30 %
and 80%. In the case of the BDT approach the performance ofahee variable set is close to the
on obtained by the default strategy for signfilaéencies above 60 %, while an increasing background
rejection is observed for low signaffiencies.

The core energy fraction is not the only variabléfeting from the coarser granularity of the sub-
structure calculation, a second variable is the leadingktraomentum fraction. Howevefyack is not
affected as much agqre and an expansion to the isolation cone already reducesfteig,esuch that it
might be sifficient to extend instead of replacing it. Figu&5 shows the distributions of the leading
track momentum in the cord,ggaechrg, and the isolation coneqi:gdchrg, calculated using reconstructed
charged hadrons provided by tel1Based andEflowRec algorithm. It can be seen that the single
peak at one is strongly reduced by the expansion to the i@olabne and contains almost no back-
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Figure 6.22: Signal dficiency against the average number of interactions per benosising for 1-prong
tau candidates. The BDT- (left) and the LLH-based (right) identification exploiting
the Cel1lBased algorithm based variable set includiﬁ@; without pile-up corrections il-
lustrated by filled markers and with by empty markers. Thedhworking points loose,
medium and tight are depicted for both classifiers as gréamgles, blue squares and red
triangles, respectively.

- 10° — - 10° g e e
2 E K] 3
° — BDT (default) i k3] — BDT (default) T

(] . (0} .
@ 10 —— BDT (equivalent) = o 10°E —— BDT (equivalent) =
- B e BDT (R®®) E - F e BDT (R*) E
g 3 ‘CS%I i % al M"'n lcsaul ]
3 10 e BDT (RE) 4 3 1wk e BDT (R) <
2 3 2 £ L, 3
@ 2 d 8 oL J
§ 1wEp sk 3 s 1W0e E
CelBased e 3 F  cellBased ]
10 1-prong, 20 <pt<160Gev ~ Tremms = 10 = multi-prong, 20 < pt < 160 GeV =
JdtL=771% 5=8Tev E FJaL=77M%s=8Tev 3
o A I —
£ 15 I - T
—_ — |
1 E |
- 05¢ P P L P 3

0 0.2 0.4 0.6 0.8

signal efficiency signal efficiency

Figure 6.23: Background rejection against signdlieiency for a BDT-based tau identification exploit-
ing the default (black), recalculated (red) variable sets a recalculated variable set in-
cluding R%[® (magenta dashed) (R';?I (blue dotted) based on the substructure algorithm
CellBased. Whereby, pile-up corrections are taken into account fensriable calcula-
tion. The performance for the evaluation on 1-prong andirpuiing tau decays are shown
in the left and right figure, respectively. The ratios bel@gleplot depict the according de-
viations of the background rejection for a given sigrfeibéeency w.r.t. the default approach.
The same colour scheme is applied.

ground events, and thus could provide a better separatiggabind fake taus. The background rejection

against signal ficiency resulting from the variable sets incIudiR'g;“I and fli(’esgdchrg is shown w.r.t. the

default variable set and the one including OR&’I, in Figure6.26and6.27for the BDT- and LLH-based
identification. Additionally, the performance of a purel@&mn variable set is included. This means,
all variables recalculated by exploiting tidiel1Based algorithm are extended to the isolation cone,
whereby the energy fraction is replaced again by the caitgnradius. It can be assumed that the sepa-
ration power of each individual variable is improved by thitension. For each of the presented variable
sets the procedure of pile-up correction introduce aboapdied. The pure isolation variable set as
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Figure 6.24: Background rejection against signdlieiency for a LLH-based tau identification exploit-
ing the default (black), recalculated (red) variable sets a recalculated variable set in-
cluding RZ9/® (magenta dashed) cR'Cs;I (blue dotted) based on the substructure algorithm
CellBased. Whereby, pile-up corrections are taken into account fensriable calcula-
tion. The performance for the evaluation on 1-prong andirpuiing tau decays are shown
in the left and right figure, respectively. The ratios bel@ele plot depict the according de-
viations of the background rejection for a given sigrfibeency w.r.t. the default approach.

The same colour scheme is applied.
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Figure 6.25: Leading track momentum fraction within the co O[iechrg, (left) and the isolation cone,

flfgdchrg, (right) for reconstructed 1-prong tau candidates. Forleutation based on the
CellBased algorithm the distribution of signal events obtained front imulation with
tau candidates required to match to generated 1-prong slésdjustrated as dashed ma-
genta histogram and the distribution of background evextim@ed from a QCD di-jet
selection in data as dashed blue histogram. This is indlcadeorange and green dots for

theEflowRec algorithm.

well as the one includin CS;} and fliesgdchrg lead to almost the same background rejection as the variable

set considering onIRiCS;I, over the entire signalfiéciency range for the BDT technique. Consequently, it
is not possible to improve the performance for 1-prong tandickates but the one for multi-prong decays
is not harmed, such that it is still moréieient than the default one. The LLH approach even results in a

worse performance for the two new variable sets in compatisthe one includingR®S, although their

performance is still better than the one obtainable by tifeultestrategy for multi-prong tau decays. The
loss can be explained by the increase of pile-up contribuiad related necessity of pile-up correction.
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Figure 6.26: Background rejection against signéiieiency for a BDT-based tau identification exploiting
the default (black) variable sets, recalculated variakls scludingRS) (red), RS] and
|SO . . . .
fleadchrg (magenta dashed_) and a set of exclusively isolation vasafiilue c!otted) based
on the substructure algorith@el1Based. The performance for the evaluation on 1-prong
and multi-prong tau decays are shown in the left and rightréigtespectively. The ratios
below each plot depict the according deviations of the bemkud rejection for a given
signal eficiency w.r.t. the default approach. The same colour scherapglied.
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Figure 6.27: Background rejection against signdiieiency for a LLH-based tau identification exploiting
the default (black) variable sets, recalculated variabls mcludingR';f;} (red), Rf;l and
fl'ggdchrg (magenta dashed) and a set of exclusively isolation vasafillue dotted) based
on the substructure algorith@el1Based. The performance for the evaluation on 1-prong
and multi-prong tau decays are shown in the left and rightéigrespectively. The ratios
below each plot depict the according deviations of the bemkud rejection for a given

signal eficiency w.r.t. the default approach. The same colour scherapglied.

By using the BDT this can be revoked by exploring the corretet between the discriminating variables.

The studies concerning the pile-up correction and the itngiatbe partly and complete extension of
the variables to the isolation cone is also studied forEtfirowRec algorithm and shows similar results,
which are presented in Appendix 2.

6.2.3 Extended Variable Sets

A remarkable performance gain is achieved for the substrediased tau identification for 3-prong tau
decays by introducing the isolation calorimeter radiusientheless not all possibilities are exhausted,
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yet. Hence, new variables are defined which are inspireddgltaracteristics of the tau decay and aim
to further exploit its substructure. The following quaietit are defined and used for searches for a more
powerful set of discriminating variables.

Number of decay products,N: Number of reconstructed decay products in a specific congdrthe

intermediate tau axis. It will be distinguished betweenahmunt of ch<':1rged\{c‘3ﬁpgt Ngﬁr'g Ngvr:?;)

neutral N,ﬁg[};_ NEOre, NWide) and all decay product$Ee™, NEo'e, NWId4e). The central and core cone,
but also the isolation annulus are considered, referredéyridices “cent”, “core” and “wide”,

respectively. For real tau decays the number of decay ptedue. pions and kaons, is well defined
and expected to be smaller than for QCD jets. The vanh@@ée is equally defined as the number

of isolation tracksNiS2, , andNE2¢to the number of reconstructed neutral pidNg, both already

introduced in Sectioh.3.1

Mass of the decay productsm: Invariant mass of the decay products:

[ AR<0.1/0.2/0.4 ]2 [ AR<0.1/0.2/04 2
cenfcorgiso _ Z El| — Z b

| | ’
i } }

(6.2)

chrgneufall —

ie{n*}/{n0)/{n* 20 ie{n*}/{n0}/{n* 70

wherei runs over charged, neutral or all decay products within émgral, core or isolation cone as
mentioned in Sectiob.2 In the latter case also neutral kaons are included. Realhave a well
defined mass, contrary to QCD jets which lead to arbitrarysmakies. Hence, the values for real
taus peak slightly below the actual tau mass, since only 8ible fraction is taken into account,
but not the invisible neutrino component. Depending on tiaa considered decay products the
peak of the distribution of real taus is shifted towards lowalues, but nevertheless distinct in
contrast to the one of fake taus. The variarluﬁ’rg is equal to the mass of the track systemgacks

andmi"to the visible mass of the tau candidate/s (cf. Section5.3.1).

Maximal AR, ARnax. Maximal distance between the reconstructed charged piothshe intermediate
tau axis, referred aARﬁ?;echr andA 'ngchrg for tracks within the core and isolation cone. Real
tau decays tend to small va?uesmmax given that they are highly collimated compared to QCD
jets which are widespread, and thus higher values are ddakefVhe first is equal to th&Rmyax

introduced in Sectios.3.1

Distance between low- and highpr track, ARSS, - Distance between the two reconstructed tracks

with lowest and highespr within the isolation cone. For real 3-prong tau decays a ipgak
structure is observed at low values while fake taus resuét widespread distribution with the
maximum shifted towards higher values. In the 1-prong cateantries for zero should occur for
real taus by definition, but contributions originating frquite-up events lead to valuesfidiring
from zero. Fake taus in general show larger values due tanehagtivity in the isolation annulus.
Figure6.28represents the distributions for 1- and 3-prong tau decays.

Transverse momentum ratio of the decay products and the tauandidate, f, : Fraction of the sum

of the transverse momenta of the charged, neutral or alydecaucts and the transverse momenta
of the tau candidatep;:

AR;<0.1/0.2/0.4
feenfcorgiso  _ 2 i€}/ (n0)/{r* 20) PT 6.3)
pr.chrgneutall — pT > '

wherei runs over all considered reconstructed decay productsnitie central, core or isolation
cone. fcof is similar to fyis.p, defined in Sectiorb.3.1, but difers slightly because of neutral
kaons enterlng the calculation. Theses quantities tendltes close to one for real taus, while

fake taus result in a broader distribution shifted towamger values caused by the additional
neutral hadrons.



6.2 Substructure Based Tau ldentification 69

g 0.9p . g 018
= 0 82 1-prong E 5 0 16i 3-prong E
2 v JdtL=771% s=8Tev 7 2 Vo fatL=771% G=8Tev |
§ 0-7§ % Z/Z' - 11 (CellBased) 7; § O~14; Z/Z’- 1t (CelBased)
E 0.6 Y bi-jet data (CellBased) E 0.12F Y bi-jet data (CellBased) —|
7l | | -
o 7l . N B i) = o N ]
g 0_5% Z/Z' - 11 (EflowRec) = g 0_1:, Z/Z' -1t (EflowRec) ,:
= 0.4;;j ® Di-jet data (EflowRec) é = 0.080 * Di-jet data (EflowRec) =
¥ = 0.06f =
3 0.04f 3
= 0.02 =
O Elosanenaesss ST R aoiolobdesioiob s o R heidenesadd
0 01 02 03 04 05 06 07 08 0 01 02 03 04 05 06 07 08

A so A ISO

Figure 6.28: Distance between the tracks with lowest and highmstARS® for reconstructed 1-

prong (left) and 3-prong (right) tau candidates.For a dat@mn based on th€ellBased
algorithm the distribution of signal events obtained fronC idimulation with tau candi-
dates required to match to generateB4dprong decays is illustrated as dashed magenta
histogram and the distribution of background events etg¢chfrom a QCD di-jet selection

in data as dashed blue histogram. This is indicated in orandegreen for th&€flowRec
algorithm.

pr weighted AR, Req: pr weighted distance of the charged, neutral and all decayuptsdv.r.t. the
intermediate tau axis,
Z_AR<0.2/0.4) pri - AR

COrgiso _ Hiela*}/in0)/(x* 70
cal,chrgneutall — AR<0.2/0.4 o7
Zicpres) 170} = 20) PT
wherei runs over all considered decay products reconstructednatitie core or isolation cone.
The signal peaks at low values, while the background digich is spread over a wide range

since real tau decays are highly collimated compared to G&DR°¢, and RSO were already

) ' alall calall
defined in Sectior6.2.2as R5® and RSS.  Also Rfichrg was already introduced as the default
variableRyack in Section5.3.1

(6.4)

Energy fraction, f.: Fraction of the transverse enerdsy, within the central and core cone, core and
isolation cone or central and isolation cone,
7AR<01/02/0.1 '
cent-corgcore-isgeent-iso _ <Hie(n*}/{n0)/{n*,x0) T (6 5)
Er,chrgneutall - ZAR,-<0.2/0.4/0.4 ’ '
jetn=}{n0) /im* 20 T T

wherei and j run over charged, neutral or all decay products within tlspeetive cones. As the
ratio of E7 in the central and isolation cone it is equal to the core gnéragtion, feore (Cf. Sec-
tion 5.3.7).

Leading charged pion momentum fraction, f_,; Transverse momentum of the reconstructed charged

pion with the highespr, pr jead,chrg W.I-.t. the sum of the transverse energy of all decay praduct

AR<cenjfcoregiso
fcentcoreliso _ pT,Iead,chrg (6.6)
lead,chrg ~— 2AR<cen]{c0ra’iso ’ '

ie{n*}/{n0}/{n* 70}

wherei runs over charged, neutral or all decays products withinctivgral, core or isolation
cone. Real taus tend to higher values since the amount of geoducts is comparatively small.
Due to the coarse granularity, a distinct peak at one ocd@ﬁchrg is equal to the leading track
momentum fractionfyack (cf. Section5.3.1).
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Based on those definitions it is possible to compose a varisdtl of 38 (43) variables for 1-prong
(3-prong) tau candidates. The two variable sets are egpldity the BDT and LLH approach for both
substructure algorithms. Figufe29 and6.30 present the corresponding results in terms of the back-
ground rejection against signdtieiency. For 1-prong tau decays a better performance vihetdéfault
strategy was not achievable in the case of the BDT-basedifidation. Furthermore, the background
rejection is still about 15 % (30 %) worse for the same sigfiatiency for theCel1Based (EflowRec)
based variable set. However, for the LLH technique a sligigrovement of up to 10 % for a signal
efficiency range between 25 % and 50 % can be stated in the casbiBased calculation.
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Figure 6.29: Background rejection against signélieiency for a BDT-based tau identification exploiting
the default variable set (black) and a variable set of alhgefisubstructure based variables
for the evaluation on 1-prong (left) and multi-prong (riptdu candidates. The approach
based on th&€ellBased algorithm is illustrated as blue dashed line and EdilowRec
as orange dotted line. The ratios below each plot depict ¢berding deviations of the
background rejection for a given signdfieiency w.r.t. the default approach. The same
colour scheme is applied.
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Figure 6.30: Background rejection against signdiieiency for a LLH-based tau identification exploiting
the default variable set (black) and a variable set of alhgefisubstructure based variables
for the evaluation on 1-prong (left) and multi-prong (riptdu candidates. The approach
based on th&€ellBased algorithm is illustrated as blue dashed line and EdilowRec
as orange dotted line. The ratios below each plot depict ¢tberding deviations of the
background rejection for a given signdtieiency w.r.t. the default approach. The same
colour scheme is applied.
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Although the set of all substructure-based variables geoui lot of information to discriminate real
taus against QCD jets, it is not possible to improve the perémce for 1-prong decays significantly.
However, the default performance is almost recovered, hwiia huge achievement given the much
coarser granularity of the input variables whereas for iputing decays a clear gain in performance
is observed for both multivariate approaches as well as dtn bubstructure algorithms. A profit for
the LLH technique is seen almost over the entire sigiétiency range about 30 % (20 %) for the
CellBased (EflowRec) variables. A similar result of an about 10 % higher backgobuejection for
theEf1lowRec based BDT strategy is achieved. For the calculation byCH#id Based algorithm it was
even possible to exceed the performance of the defaulegirdy roughly 50 % for the medium working
point (corresponding to a signafieiency of 55 %).

One has to take into account that the constructed boostésiatetree cannot serve for a practical
identification approach, because the improvement obtaimedigh the information provided by such a
large variable set comes at the cost of an enlargement @ragstc uncertainties. Each variable increases
the overall uncertainty due to a slightly incorrect simiglatand a non-perfect determination of pile-up
corrections angbr/u weights, which is expected to show up in increased scaleracfdditionally, this
will be increased by uncertainties raised within the retroic§ion step. Nevertheless, the rankings of
the discriminating variables based on the BDT classificatian be used for further investigations. The
rankings are summarised in Taldlel for the highest-ranked variables. The remaining variahtesnot

considered.

generic ranking

BDT specific ranking

CellBased EflowRec CellBased EflowRec
1-prong 3-prong 1-prong 3-prong 1-prong 3-prong 1-prong prdhxg
1 Riso iSO iSO iSO Riso Riso f cent-iso iSO
‘calall cal.chrg cal.chrg cal.chrg ‘calall cal.chrg E.chrg cal.chrg
2 f cent-iso f cent-iso f cent-iso f cent-iso f cent-iso f core-iso f core-iso core-iso
E,all E,chrg E,}chrg E,chrg E.all ) E,chrg E,chrg E,(f:l?rgt
3 Riso f cent-iso Riso f cent-iso f core-iso f core-iso f cent-iso glg
caLchrg E,_aII caLaII E,_aII E,ch_rg E,_aII E,_aII T )
4 fEmee RS, TSRS AR, NG RN, AR, fER
5 1O AR, ARG, RS, RYG S RN, fgee
6 ARG TORT RS fEES AR, fE ROE e
7RGy fmere  foeo RoE o foeo Nl R RR,
B fEES RS, TSRS ARDS, SRS o N e
9 A R‘r:noaiiall A R‘r:noaiiall Rgg[ihrg Rgg[gll SIlepad track frlf.:?neut SIlepad track mﬁﬁ:g
10 RO, RUS ARNE,  fRE o fo e g e
11 AR®,. S, Nae o femomge e AR,
12 fgf,gtll ARi;T"c‘)inmax ARi;T"c‘)inmax ARi;T"c‘)inmax f|i)ST?aII ARirigxall m;l? fgf,%rg
13 mBgONSN o omE, NG omP o ARME, 6, nEe
14 Nge g fieadchrg Ehrg out foral e Realai
15 N(?ﬁ?gt mgﬁnt f;sgtll _mI:I? ) 23% Ilgad track flsgdchrg Ilgad track
18 Nv\il(;e Sﬂ%”ht fcgr?tr ’ f;-ent ]cconriUt m_csr:)rg fcgrherg m_csr:)rg
) neut T pr.chrg pr.all qudchrg ) chrg pT,chrg chrg
19 flsgdchrg f;()::gth rg f;():TO,E:eh rg mgﬁre mc;sr?rg f;I)STC,)chrg A RI;TWC‘)inmaX A chnoariall
20 f;()::gth rg flsgdchrg Nrﬁg[ﬁ f;()::gth rg f;():TO,E:eh rg flgggschrg fI(E:,Ciarl?_lso mle?I?

Table 6.1: Summary of the top ranked variables for 1- and 3-prong tadidates based on a generic

and a BDT specific ranking.
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A general as well as a BDT specific ranking is generated by TIMWAich differ for Cel1Based
and EflowRec, and thus are considered separately for the individualtsutigre algorithms. As a
first approach only the eight and nine top ranked variablestaiten into account for 1- and 3-prong
tau candidates, respectively. This is motivated by the aizbe variable sets exploited in the default
strategy, which was validated to be a reasonable choicadiresslthe complexity of hadronic tau decays.
The resulting background rejection against sigrftiency is shown in Figuré.31 and 6.32 for the
BDT-based identification for both substructure algorithnkor 1-prong tau candidates the generic as
well as the BDT specific top ranked variable set yields alritossame background rejection. In the case
of theCellBased approach the performance is similar to the one obtainedthvtisubstructure variable
set incIudingRif;} for signal dficiencies above 40 %, but decrease towards lower sidheilemcies. Both
rankings based on tH&flowRec algorithm perform even worse compared to the variable sgagting
Rf; and thus result in a significant performance loss of abod6¥@r.t. the default strategy. The set
of the top ranked variables lead to a huge loss in backgrogjedtion for 3-prong tau candidates. Only
theCellBased approach is notféected that much, but performs nevertheless worse than tiableaset

including RSO,
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Figure 6.31: Background rejection against signdiieiency for a BDT-based tau identification exploiting
the default variable set (black), a substructure equitalariable set includin f;} (red)
and a set of the eight (nine) top ranked substructure bagébles for the evaluation on
1-prong (left) and multi-prong (right) tau candidates. Hpproaches based on the general
and BDT specific ranking for th€el1lBased algorithm is illustrated by the dotted blue
and dashed magenta line. The ratios below each plot depietdtording deviations of the
background rejection for a given signdtieiency w.r.t. the default approach. The same

colour scheme is applied.

Since the generic ranking is calculated based on the separgaawer of each single variable it is
also suitable for the LLH technique, as it represents theriétion accessible for the LLH approach.
However, the BDT specific ranking considers correlationaddition, and thus might provide an even
better performing selection. Hence, this ranking is ingesed for the LLH as well. Figuré.33and
6.34 presents the background rejection against sigfiadiency for the generic and BDT specific rank-
ing for both substructure algorithms. Also for the LLH-bdsdentification of 1-prong tau candidates
the performance is similar for both rankings. Furthermtre,obtained background rejection is slightly
better and dters only by about 5% (10 %) from the default strategy for te@1Based (EflowRec)
algorithm. For multi-prong tau decays the performance eacttile with the BDT specific top ranked
variables calculated on the output of el 1Based algorithm is about 10 % higher than the one obtain-
able with the default variable set. The same variable seicban theEflowRec algorithm results in a
performance fluctuating around the one of the default agpro@/hile the best variables of the generic
ranking provide in general a lesffieient background rejection.
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Figure 6.32: Background rejection against signdiieiency for a BDT-based tau identification exploiting

background rejection

ratio

the default variable set (black), a substructure equitalariable set includin CS;} (red)
and a set of the eight (nine) top ranked substructure bagébles for the evaluation on
1-prong (left) and multi-prong (right) tau candidates. Hpproaches based on the general
and BDT specific ranking for théflowRec algorithm is illustrated by the dotted green
and dashed orange line. The ratios below each plot depiciaterding deviations of the
background rejection for a given signdtieiency w.r.t. the default approach. The same

colour scheme is applied.
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Figure 6.33: Background rejection against signdlieiency for a LLH-based tau identification exploiting

the default variable set (black), a substructure equitalariable set includin 5;} (red)
and a set of the eight (nine) top ranked substructure bagébles for the evaluation on
1-prong (left) and multi-prong (right) tau candidates. Hpproaches based on the general
and BDT specific ranking for th€el1Based algorithm is illustrated by the dotted blue
and dashed magenta line. The ratios below each plot depgietdtording deviations of the
background rejection for a given signdfieiency w.r.t. the default approach. The same

colour scheme is applied.

For the BDT as well as for the LLH technique the variable sdétaeted from the BDT specific

ranking separates real and fake taus better than the one gétteric ranking. However, in both cases the
performance of the substructure variable set inclucﬂjg cannot be exceeded for multi-prong decays.
The same applies for the BDT approach for 1-prong tau cateidaOnly with the LLH technique
exploiting the eight top ranked variables it is possible bbagn a small gain in background rejection
within the relevant signalfiiciency range.
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Figure 6.34: Background rejection against signdiieiency for a LLH-based tau identification exploiting
the default variable set (black), a substructure equitalariable set includin f;} (red)
and a set of the eight (nine) top ranked substructure bagébles for the evaluation on
1-prong (left) and multi-prong (right) tau candidates. Hpproaches based on the general
and BDT specific ranking for théflowRec algorithm is illustrated by the dotted green
and dashed orange line. The ratios below each plot depiciaterding deviations of the
background rejection for a given signdtieiency w.r.t. the default approach. The same

colour scheme is applied.

Considering those results the information extracted floerankings is not the best choice and needs
to be further investigated. In addition to the ranking the@ations between the variables are analysed to
optimise the variable set. In particular for the BDT spedificking it might occur that highly correlated
variables are ranked at top, as it is based on the choice of giagle decision tree, which can take
either of two well separating but strongly correlated Valeéa. Therefore, linear correlation matrices are
calculated separately for 1- and 3-prong signal events gistéd in Figures.35exemplary for the BDT
specific top ranked 1-prong variables. The correspondimgelation matrices for background events
are very similar to those obtained from signal events, and tto not contribute any further information
here. Only the 20 highest ranked variables are consideneé ftican be assumed that the lower ranked
variables provide only a very low separation of real and fakes.

Starting from the first variable of the ranking a variable épkif its correlation to any previous one
is less than50 %, otherwise it is rejected. This procedure is based on thengstson, that two highly
correlated quantities provide similar information, andglone of them is sficient and a consideration of
the second will not lead to a significant improvement of thégsenance. Hence, the size of the resulting
variable sets, summarised in Talbl2, can difer depending on the correlations.

Figures6.36:6.39 summarise the background rejection against sigffatiency for the BDT- and
LLH-based tau identification exploiting sets of top rankadiables which are optimised by considering
their correlations between each other. Both substructgaithms and categories of tau decays are de-
picted. The constructed variable sets exploiting the ramnlkis well as the variable correlations, lead to
an improvement in the background rejection w.r.t. thosg baked on the rankings. For the BDT-based
identification of 1-prong tau decays the obtainable peréoree is still about 15 % worse than the one
extracted from the default strategy. As observed beforadamtification exploiting the generic rank-
ing does not perform as well as those based on the BDT speaificaven though the correlations are
considered. Only in the case of the BDT (LLH) approach, etiplp the according set ofellBased
(EflowRec) variables the background rejection is about 10 % highdrcdmnot outperform the substruc-
ture variable set incIudin@f;I. Nevertheless, the performance of the default variableaebe reached
for the BDT-based multi-prong identification as well as fog L-prong LLH-based identification for both
underlying substructure algorithms. For the LLH approdehtiackground rejection is even up to 20 %
higher than achievable by the default strategy for mulbiRgr tau decays. Similar results can be stated
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Figure 6.35: Linear correlation ca&cients of the BDT specific top ranker11Based variables for re-
constructed 1-prong tau candidates extracted from MC gégaievents required to match
to generated 1-prong decays.

generic ranking BDT specific ranking

CellBased EflowRec CellBased EflowRec
1-prong 3-prong 1-prong 3-prong 1-prong 3-prong 1-prong prdig
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Forneut Mg Mg

Table 6.2: Summary of the top ranked variables reduced according fo ¢beelations, for 1- and 3-
prong tau candidates based on a general and a BDT specifiogank

for the variable sets based on the BDT specific ranking, aptichby the consideration of correlations,
for the LLH technique for 1-prong and for the BDT approach faulti-prong tau candidates. In the
latter case a significant increase of the background rejediachieved towards lower signdfieiency
values including also interesting values between 30 % artd,4fy using arEflowRec based variable
calculation. A similar behaviour is observed for the idécdition of 1-prong taus, although here the
performance drops strongly. The performance gain w.ra.défault approach of about 50 % for signal
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efficiencies smaller than 45 %, turns in to a loss of about 20 % ifgiren values. The background re-
jection resulting from the LLH-based algorithm for multipy tau candidates is clearly better for the
correlation optimised variable set for both substructlger@hms compared to the default variable set.
It is even possible to exceed the performance obtainablédyadriable set includinlgijzic'f,;“I for signal ef-
ficiencies lower than 65 % (42 %) in the case of @@d1Based (EflowRec) as underlying substructure
algorithm. The achieved performance is up to a factor of 2engfiicient than observed for the default
strategy. Considering those results it is possible to reagven exceed the default performance by well
chosen sets of variables providing a good separation pdsedf,ibut also through the correlations with
each other. Further investigation are necessary to find ptimal variable set which provides a good
background rejection over the entire signfilaiency range. These might beffdirent for the BDT and
LLH approach.
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Figure 6.36: Background rejection against signdfieiency for a BDT-based tau identification exploit-
ing the default variable set (black), a substructure edgmiavariable set including{i,j?I
(red) and a set of the top ranked substructure based vagiablesidering correlation, for
the evaluation on 1-prong (left) and multi-prong (righty teandidates. The approaches
based on the general and BDT specific ranking foratElBased algorithm is illustrated
by the dotted blue and dashed magenta line. The ratios belolw@ot depict the accord-
ing deviations of the background rejection for a given sigaficiency w.r.t. the default
approach. The same colour scheme is applied.
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Figure 6.37: Background rejection against signdlieiency for a BDT-based tau identification exploit-
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ing the default variable set (black), a substructure edgitavariable set includin@f;}
(red) and a set of the top ranked substructure based vagiablesidering correlation, for
the evaluation on 1-prong (left) and multi-prong (righty teandidates. The approaches
based on the general and BDT specific ranking forifitowRec algorithm is illustrated
by the dotted green and dashed orange line. The ratios belclvpot depict the accord-
ing deviations of the background rejection for a given sigifciency w.r.t. the default
approach. The same colour scheme is applied.

1P T T T T T T g g 10° T T T T T T T

—— LLH (default) 3 B —— LLH (default) B

]

— LLH(RY) = o 10°RK% — LLHRY) =
N LLH (BDT topranked) E = AN LLH (BDT topranked) 3
----------- LLH (Generic topranked) — 3 10 N\ *we,, e LLH (Generic topranked) —
F E 5 A N 3

X

C g ] S .f i
e 3 s 1W0e E
[ celBased B [ cellBased m
E= 1-prong, 20 < pt < 160 GeV/ = 10 = multi-prong, 20 < pt < 160 GeV —
FfdtL=77f"%s=8Tev E E [dtL=7.7"%Vs=8Tev 3
B Lol \7\ [ 1 1 1 1 o 1 1 1 1 B
T ' f k| il ' 3
. § 1.5 E
— 1f E
PR P B 05F P P - P E

0.6 0.8 0 0.2 0.4 0.6 0.8
signal efficiency signal efficiency

Figure 6.38: Background rejection against signdlieiency for a LLH-based tau identification exploit-

ing the default variable set (black), a substructure edgmiavariable set including{f{fI
(red) and a set of the top ranked substructure based vagiablesidering correlation, for
the evaluation on 1-prong (left) and multi-prong (righty teandidates. The approaches
based on the general and BDT specific ranking foratElBased algorithm is illustrated
by the dotted blue and dashed magenta line. The ratios belolwmot depict the accord-
ing deviations of the background rejection for a given sigifaciency w.r.t. the default
approach. The same colour scheme is applied.
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Figure 6.39: Background rejection against signdlieiency for a LLH-based tau identification exploit-

ing the default variable set (black), a substructure edgmavariable set includingb?ics\,gijI
(red) and a set of the top ranked substructure based vagiablesidering correlation, for
the evaluation on 1-prong (left) and multi-prong (righty teandidates. The approaches
based on the general and BDT specific ranking forefitowRec algorithm is illustrated
by the dotted green and dashed orange line. The ratios belcwmot depict the accord-
ing deviations of the background rejection for a given sigfhciency w.r.t. the default
approach. The same colour scheme is applied.
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7 Summary and Outlook

Efficient tau identification algorithms are crucial to cover adar spectrum of studies within and beyond
the Standard Model. Therefore, a continuous optimisatiothe exploited techniques is essential, but
also new approaches need to be studied to extend the spkapplicability.

The application and impact of several updates on the twaagpes used within the tau identification
were presented. A change in the technical framework TMVAduse the BDT approach raised the
necessity for validation of the configuration of the BDT. ldenthe way to set the minimal number
of objects per leaf is changed from an absolute to a relatiterion. The implemented default value
of 5% turned out to be not reasonable, thus configuratiofieritig in this adjustment were studied.
Those studies showed that a value of 0.1 % is the best choiset thhe minimal number of events per
leave, in terms of performance and CPU consumption. The Bpproach has been updated to the state
of the BDT, since it was abandoned in the last round of updatdss includes the expansion of the
discriminating variable set by the thre€ quantities,N,o, m‘T’iS and fyis.p;. No performance loss was
observed by considering these variables, but no enhand¢eroeld be achieved either. The reason for
this was found to be in the low separation power of those bbrgaand the fact that the LLH technique
cannot profit from the correlations between the variabldsjeanthe BDT is able to do so. A second
update was the application of @ andu reweighting technique. This is necessary to guarantee that
the datasets used for signal and background events havartteeldsnematic behaviour and no bias due
to different kinematics of the datasets can occur. The reweightorgs reasonably well and did not
harm the performance of the log-Likelihood tau identificati Further, the calculation of the p.d.f.s was
corrected, such that the performance is independent oftloeiat of used signal and background events.

A new approach of a pure substructure based tau identificatas developed to extend its applica-
tion to a broader field of physics analyses. In the first stapiwthe scope of these studies, the standard
set of discriminating variables is recalculated based em#dicated substructure algorithfiel 1Based
andEflowRec in combination with thePanTau algorithm. Hence, the tau decay products, i.e. neutral
and charged pions and kaons, are considered instead aheeter cells, which leads to a coarser gran-
ularity, such that e.g. variables defined as energy frastiufiier from this issue. Apparently, thistacts
both identification algorithms and results in a performaloss w.r.t. the default strategy. The negative
impact was even higher for the BDT-based approach, sincemypthe information provided by a single
variable gets lost, but also the one extracted from the letiwas between the variables.

A new variable, the calorimeter radius defined in the isofatione, was introduced as replacement
for the dfected variable in the default set to recover the performaHesmce, it was possible to achieve
almost 90 % of the performance of the default variable seafoidentification of 1-prong tau decays for
both underlying multivariate techniques. This was evereered up to 20 % w.r.t. the standard strategy
for an identification of 3-prong taus. The performance gaimes at the cost of a stronger dependence
on contributions of pile-up events. A pile-up correctionswapplied to counteract this negativiéeet.
Though, this decreases the performance of the BDT approdtleg it increases the one obtainable with
the LLH technique. This can be explained by the fact that tleeyp corrections do not only influence the
actual distributions of the variables but also the corietest between them, and thus only the BDT-based
tau identification algorithm isféected. A further optimisation of the recalculated standaribble set is
the expansion to the isolation cone of the quantity deswgiltie leading track momentum fraction. This
variable does also fiier from the coarser granularity, but the consideration efitiiormation provided
by the isolation annulus reduces this significantly. Expigi the substructure equivalent variable set

including R'Cseﬂ and flsgdchrg almost the same or only a slightly worse background rejactie for the

one only considerin 'f;l was achievable. Based on this an expansion to the isolationlus for all
discriminating variables was studied and similar resultssenobserved. The increased contribution of
pile-up events raised the necessityuoflependent corrections which lower the obtainalffciency in
terms of background rejection w.r.t. to the variable setiding only R.5 and fiack in the isolation cone,
for the LLH approach. The BDT-based tau identification alyon was not &ected by this since the

information accessible through the variable correlatemains the same.
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Furthermore, the extension of the set of identificationalzlds which includes the introduction of
new variables exploiting the tau decay kinematics, wassitigated. About 40 substructure based vari-
ables and their separation power as well as their corretietween each other were studied for both
identification approaches and substructure algorithmgastpossible to almost recover the performance
of the default strategy in terms of background rejectiompdeglly for the identification of 3-prong taus
an up to a factor of 2 higher background rejection w.r.t. the tor the default strategy, was achiev-
able. The presented analyses showed that the approach oé ayfastructure based tau identification is
successful and that it is possible to recover and partly talgxceed the performance obtainable by the
default variable set. This is a huge achievement given theseo granularity of the substructure based
variables.

Nevertheless, it is still possible to further optimise #hessults. Thus, continuing investigation of
the separation power and correlations of the variables thiggd to an even better rejection of fake
taus, whereby the resulting variable sets coultedifor the identification technique as well as for the
underlying substructure algorithms. It would also be iesting to determine the corresponding scale
factors to quantify the reliability in data. A further distition of the decay modes also based on the
amount of neutral decay products instead of only the numbéraoks, could yield a more suitable
and dfective identification. Especially the performance for tieeal modes with one or three charged
and zero or one neutral decay product might be enhanced.aYatk of data statistics to study such
categories individually, might be the limiting factor. Maver, an optimisation of the technical concept
could increase the performance of the LLH approach. Hermgsidering the correlations between the
discriminating variables would presumably lead to an improent. Another option is to refine the
pr binning or introduce a binning in, but also here the amount of available events will be an issue
Nevertheless, the outlined studies show that it is posdibleonstruct a pure substructure based tau
identification which may serve to explore e.g. the naturénefiliggs boson during tun-1l data-taking,
though the performance and reliability of the newly develbalgorithms will have to be validated on
13/14 TeV MC simulated data.
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A Auxiliary Information for the Theoretical Foundations

This appendix summarises auxiliary information for theotletical foundations used to describe high
energy physicsA.1 andA.2 introduce the gamma and Pauli matrices, respectively.

A.1 Pauli Matrices

ThePauli matricesare 2x 2 matrices given by:

o-l:[o 1), 0'2:((_) _i] and 0'3:(1 O]. (A1)
10 i 0 0 -1

A.2 Gamma Matrices

Thegamma matricesre a set of 4 4 matrices given in th®irac basisas:

o (1 O i (0 &
'y_(o _] and y_(o_i O]' (A.2)

Furthermore, the following anticommutation relation isganteed:
Y =vY + vy = 27" 1axa, (A.3)

with 7 being theMinkowski metriowvith signature ¢ — —-).
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B Samples

The following samples of events generated by MC or extraftted a QCD-di-jet selection in 2012 data
were used within this thesis.



MC samples:

group.perf-tau. TauPiORd23PD.147818.PythiaBU2CTEQ6L1 Ztautau.recon.ESD.e1183479s1470r3553tid0099907300.v05-01
group.perf-tau. TauPiORd23PD.147818.PythiaBU2CTEQ6L1 Ztautau.recon.ESD.e1183479s1470r3553tid0099907400.v05-01
group.perf-tau. TauPiORd23PD.147818.PythiaBU2CTEQ6L1 Ztautau.recon.ESD.e1183479s1470r3553tid0099907500.v05-01
group.perf-tau. TauPiORd23PD.147818.PythiaBU2CTEQ6L1 Ztautau.recon.ESD.e1183479s1470r3553tid0099907600.v05-01
group.perf-tau. TauPiORd23PD.170201.PythiaBU2CTEQ6L1Zprime250tautau.recon.ESD.e11§B479s147Qr3553.v05-01
group.perf-tau. TauPiORd23PD.170202.PythiaBU2CTEQ6L1Zprime500tautau.recon.ESD.e11§B479s147Qr3553.v05-01
group.perf-tau. TauPiORd23PD.170203.PythiaBU2CTEQ6L1 Zprime750tautau.recon.ESD.e1196479s1470r3553.v05-01
group.perf-tau. TauPiORd23PD.170204.PythiaBU2CTEQ6L1 Zprime1000tautau.recon.ESD.e11K79s147Qr3553.v05-01
group.perf-tau. TauPiORd23PD.170205.PythiaBU2CTEQ6L1Zprimel250tautau.recon.ESD.e11§6479s147Qr3553.v05-01

data samples:

group.perf-tau. TauPiORd23PD.periodA.physicSetTauEtmiss.PhysCont. DESTALJET.repro14v01.v05-01
group.perf-tau. TauPiORd23PD.periodB.physicdetTauEtmiss.PhysCont. DESDALJET.reprol4v01.v05-01
group.perf-tau. TauPiORd83PD.periodl.physicdetTauEtmiss.PhysCont. DESDALJET.repro14v01.v05-01

Table B.1: Samples of events generated by MC or extracted from a QJBtdelection in 2012 data were used within this thesis.

€8
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C BDT Configuration

The options chosen to configure the BDT exploited in the tantification, are summarised in Tal@lel

The underlying framework is TMVA-v4.2.0.

NormMode
NTrees

option
MaxDepth
nCuts
MinNodeSize
BoostType
AdaBoostBeta
UseYesNoLeaf
SeparationType
PrunMethod
PruneStrength

EqualNumEvents
100

value

8

200

0.1

AdaBoost

0.2

FALSE
Ginilndex
CostComplexity
60

PruningValFraction 0.5

Table C.1: BDT configuration used for tau identification.
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D Auxiliary Material for Optimisation of Tau Identification

This appendix provides auxiliary material for the optintiga of tau identification. Sectiob.1 presents
the distributions of the default identification variablesalculated with the substructure algorithms. The
performance plots for the extension to the isolation conthefvariable sets based on tA€lowRec
algorithm, not shown in SectioB.2.2 are summarised in Append.2. All distributions of variables
defined in Sectiors.2.3and the correlation matrices of the variables included endbrresponding top
20 ranking are presented in Sectidr8 andD.4, respectively.

D.1 Recalculated Variables

In the following The distribution of the identification vables recalculated with the substructure algo-
rithms CellBased andEflowRec, are presented. The distributions already shown in Seétipr2 are

not depicted here. The distributions of signal events abthifrom MC simulation with tau candidates
required to match to generated3prong decays and background events extracted from a Q@ di
selection in data based on the default calculation aretidited as red and black dashed histograms,
respectively. This is indicated by the magenta and bluedfitlets for the recalculation based on the
CellBased algorithm and as orange and green empty squares f@fihewRec algorithm.
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D.2 Isolation Variables

This section summarises the background rejection agagrslsficiency for an identification variable
set including the quantitieR2® or RY; instead of feore based on the&flowRec algorithm after the

application of a pile-up correction introduced in Sect®8.2 FigureD.1 depicts this for the BDT and
LLH approach.
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Figure D.1: Background rejection against signdfieiency for a BDT- (top) and LLH-based (bottom)
tau identification exploiting the default (black), recdited (red) variable sets and a re-
calculated variable set includirgfo[® (orange dashed) cha“JI (green dotted) based on the
substructure algorithraflowRec. Whereby, pile-up corrections are taken into account for
the variable calculation. The performance for the evatuatin 1-prong and multi-prong tau
decays are shown in the left and right figure, respectivehe ratios below each plot depict
the according deviations of the background rejection foivargsignal &iciency w.r.t. the

default approach. The same colour scheme is applied.

The quantityfiyack Was expanded to the isolation cone, referretqiéahrg. The resulting background
rejection w.r.t. the signalfgciency for a BDT- and LLH-based tau identification is showtrigureD.2.
Both approaches exploit a variable set which is recalcdlafi¢h theEflowRec algorithm, wherebyf¢gre
is replaced byR® and fyack is expanded td S In addition those results are also presented for a

) cal = ) leadchrg™ )
variable set exclusively based on variables defined in tilatisn cone.
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Figure D.2: Background rejection against sign#ieiency for a BDT- (top) and LLH-based (bottom) tau

identification exploiting the default (black) variable seecalculated variable sets including
RS0 (red), RS9 and fliesgdchrg (orange dashed) and a set of exclusively isolation vaable
(green dotted) based on the substructure algorigfiowRec. The performance for the
evaluation on 1-prong and multi-prong tau decays are shovthe left and right figure,
respectively. The ratios below each plot depict the acagrdieviations of the background
rejection for a given signalfgciency w.r.t. the default approach. The same colour scheme

is applied.
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D.3 Further Variables

D.3 Further Variables

The following figures depict a meaningful selection of disitions of all variables introduced in Sec-
tion 6.2.3which are not already shown in Secti6r2.1-6.2.3and AppendipxD.1.

The distribution of signal events is obtained from MC sintiola with tau candidates required to

match to generated /B-prong decays and the on of background events extracted &r@CD di-jet
selection in data. The first is illustrated as magenta anddieend as blue dashed histogram for the
calculation with theCellBased algorithm. This is indicated in orange and green for BféowRec

algorithm.
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Figure D.3: Selection of distributions of investigated substructussdd variables.
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D.4 Correlation Matrices

FigureD.4—D.11show the correlation matrices for the 20 highest-rankethlbbas based on the calcula-
tion with the substructure algorithn@@11Based andEflowRec. A general and a BDT specific ranking
are used to select those variables. The matrices are shparasay for 1- and 3-prong extracted from
MC generated events and a QCD-di-jet selection in data.
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Figure D.4: Linear correlation ca@icients of the BDT specific top ranketkl1Based variables for
reconstructed 1-prong tau candidates extracted from a Qig&t-selection in data.
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Figure D.5: Linear correlation ca@icients of the BDT specific top ranketkl1Based variables for
reconstructed 3-prong tau candidates extracted from MErgésd events required to match
to generated 3-prong decays (top) and a QCD-di-jet seteatidata (bottom).
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Figure D.6: Linear correlation ca@icients of the generic top ranketkl1Based variables for recon-
structed 1-prong tau candidates extracted from MC gerkmatents required to match to
generated 1-prong decays (top) and a QCD-di-jet seleatiolata (bottom).
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Figure D.7: Linear correlation ca@icients of the generic top ranketkl1Based variables for recon-
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generated 3-prong decays (top) and a QCD-di-jet seleatiolata (bottom).
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constructed 1-prong tau candidates extracted from MC gésbievents required to match
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100 D.4 Correlation Matrices

100

nNeut02
feore

P, ,chrg
feent

P, ,chrg

cent
Netvg

80

60

40

fiso
lead,chrg

linear correlation [%]

iso
Meheg

20

core
cal,chrg

fooreiso
E,.chrg

fDDI’E-\SO
E,

core
Rcal

iso
ORE,
feentiiso
E,chrg
iso
Rcal
feentiso
&
iso
‘cal,chrg

2 3 2% 3 e 3 3 2 @ g 3 = 2 z ge g 2 g
2 3 88 82 g8 £ 38 gg 2 g8 g2 § g2 £ 5. 2 85 £ E

§ = z 2 8% +5 SE £5 85 § 8o 85 § o%
- o 8 @ 96 o3 g Er A 5 o 27T =
8% 8ur g L O sy B4 855 X Z H2 E E] §a g 3
o UL UL < A A o < g 8s A A g
c

nNeut02
feore

P, ,chrg
feent

P, ,chrg

cent
Netvg

fiso
lead,chrg

linear correlation [%]

(i .
wide
Nchrg
core
ARpax
core
Realchig
fooreiso
E, chrg
fDDI’E-\SO

core
Rcal

iso
ORE,
feentiso
Echrg
iso
Rcal
feentiso
iSO
‘cal,chrg

iso
cal
iso
max
core
cal
iso
is

=
£
S
K
S

iSO
cent-iso
R
cent-iso
E, chrg
R
core-iso
E,
core-iso
E,.chrg
core
cal,chrg
core
max
Nwlde
iso
P
m
N
cent
b, chrg
core
p_.chrg

E,

iso
‘chrg

lead chrg
cent
Pr
cent
chrg

f

f

R
f

f

AR
feore-
f

R

AR

nNeut02

Figure D.10: Linear correlation cacients of the generic top rankéflowRec variables for recon-
structed 1-prong tau candidates extracted from MC gercetents required to match to
generated 1-prong decays (top) and a QCD-di-jet seleatioiata (bottom).



D.4 Correlation Matrices 101

cent
b, chrg

core
Mjis

cent
fo

100

80

figh
ight
ST
fiso
lead,chrg

60

40

cent
Mehrg

linear correlation [%]

cent
Nerg

A RISO
—

T
iSO
Meheg
foore-iso

20

core
Rcal
core
ARpax
core
cal,chrg
feore-iso
E.chrg
iso
Rcal
iso
AR
fnenl-isa

feentiiso
E.chrg
iso
‘cal,chrg

IS0

is
flight
cent
P

cal,chrg
",

Riso
t
fone
f
AR
feore
R
AR
R
core-iso
fEr
m
iso
Al RpT
N
My
m;
iso
fIeari chrg
ST
f
core
is
t
£

feent
P, ,chrg
core
Mjis
t
feent
P
flight
T

S.
iso
lead,chrg

jiso

is
meent
chrg
cent

Nchrg

AR
pw,
iso
mchrg
fr:ure-isu

linear correlation [%]

core
Rcal
core
ARpax
core
Rcal.nhvg
feore-iso
E.chrg
iso
Rcal
iso
AR
t-iso
feent
E,
feentiiso
E.chrg
iSO
‘cal,chrg

2 3 3 2% 2 2 ¢ g 3 g i g2 2 g2 2 = = [ 4
£ 22 2 gé 88 22 £ oé s’ 2 2= H §E G8e 2 £ B & - 82 _=
§ 2§ % 2 ©r 5 o5 8 8% o g & & § 2. 8o 8 25

8% 8. Bu X Er 8y X @ £, E 22 Z 3 g o

238 3 = 3 = ['4 %

[\ 4 S % < % 4 < % 2 2

Figure D.11: Linear correlation cacients of the generic top rankéflowRec variables for recon-
structed 3-prong tau candidates extracted from MC gertetents required to match to
generated 3-prong decays (top) and a QCD-di-jet seleatioiata (bottom).



102 D.4 Correlation Matrices




Bibliography 103

Bibliography

ATLAS internal documents are listed for completeness oaigih not publically available.
[1] S. L. GlashowpPartial Symmetries of Weak Interactioméucl. Phys22 (1961) 579 — 588
[2] S. Weinberg A Model of LeptonsPhys. Rev. Lettl9(1967) no. 21, 1264 — 1266
[3] A. Salam,Weak and Electromagnetic Interactigoridonf. Proc.C680519(1968) 367-377

[4] UAL1 Collaboration,Experimental observation of lepton pairs of invariant massund
95GeV/c? at the CERN SPS collidePhys. LettB126(1983) no. 5, 398—410

[5] UA2 Collaboration,Observation of single isolated electrons of high transger®mentum in
events with missing transverse energy at the CERNollider,
Phys. LettB122(1983) no. 5-6, 476—485

[6] R. Brandelik et al.Evidence for planar events irf e annihilation at high energies
Phys. LettB86 (1979) no. 2, 243—-249

[7] F. Englert and R. BrouBroken Symmetry and the Mass of Gauge Vector Mesons
Phys. Rev. Lett13(1964) 321 — 323

[8] P. W. Higgs,Broken symmetries, massless particles and gauge fields
Phys. Lett12(1964) 132 — 133

[9] P. W. Higgs,Broken Symmetries and the Masses of Gauge Bpsons
Phys. Rev. Lett13(1964) 508 — 509

[10] P. W. Higgs,Spontaneous Symmetry Breakdown without Massless Bosons
Phys. Rev145(1966) 1156 — 1163

[11] G. S. Guralnik, C. R. Hagen, and T. W. B. Kibbfglobal Conservation Laws and Massless
Particles Phys. Rev. Lett13(1964) 585 — 587

[12] ATLAS Collaboration,Observation of a new particle in the search for the Standamtid Higgs
boson with the ATLAS detector at the LH&hys. LettB716(2012) no. 1, 1-29

[13] CMS Collaboration©Observation of a new boson at a mass of 125 GeV with the CM & regue:
at the LHG Phys. LettB716(2012) no. 1, 30—6larXiv:1207.7235 [hep-ex].

[14] L. R. Evans and P. BryantHC Machine JINST 3 (2008) S08001

[15] ATLAS Collaboration,The ATLAS Experiment at the CERN Large Hadron Collider
JINST 3 (2008) S08003

[16] CMS CollaborationThe CMS Experiment at the CERN LHINST 3 (2008) S08004

[17] WMAP CollaborationNine-Year Wilkinson Microwave Anisotropy Probe (WMAP)
Observations: Final Maps and ResyltaXiv:1212.5225 [astro-ph].

[18] Planck CollaborationPlanck 2013 results. I. Overview of products and scientdguits
arXiv:1303.5062 [astro-ph].

[19] K. A. Olive et al. (Particle Data GroupReview of Particle Physics, 2014-2Q15
Chin. PhysC38(2014) 090001

[20] S. P. Martin A Supersymmetry PrimgirXiv:9709356 [hep-ph].


http://dx.doi.org/10.1016/0029-5582(61)90469-2
http://dx.doi.org/10.1103/PhysRevLett.19.1264
http://dx.doi.org/10.1007/BF02726525
http://dx.doi.org/10.1016/0370-2693(83)90188-0
http://dx.doi.org/10.1016/0370-2693(83)91605-2
http://dx.doi.org/10.1016/0370-2693(79)90830-X
http://dx.doi.org/10.1103/PhysRevLett.13.321
http://dx.doi.org/10.1016/0031-9163(64)91136-9
http://dx.doi.org/10.1103/PhysRevLett.13.508
http://dx.doi.org/10.1103/PhysRev.145.1156
http://dx.doi.org/10.1103/PhysRevLett.13.585
http://dx.doi.org/10.1016/j.physletb.2012.08.020
http://dx.doi.org/10.1016/j.physletb.2012.08.021
http://arxiv.org/abs/1207.7235
http://dx.doi.org/10.1088/1748-0221/3/08/S08001
http://dx.doi.org/10.1088/1748-0221/3/08/S08003
http://dx.doi.org/10.1088/1748-0221/3/08/S08004
http://arxiv.org/abs/1212.5225
http://arxiv.org/abs/1303.5062
http://dx.doi.org/doi:10.1088/1674-1137/38/9/090001
http://arxiv.org/abs/9709356

104

Bibliography

[21]

[22]

[23]

[24]

[25]

[26]

[27]

(28]
[29]
[30]

[31]
[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

D. Kazakov,Beyond the Standard Model (In Search of Supersymmetry)
arXiv:0012288 [hep-ph].

P. FayetSupersymmetry and Weak, Electromagnetic and Strong biiens
Phys. LettB64 (1976) 159

P. FayetSpontaneously Broken Supersymmetric Theories of Wealtrdafegnetic and Strong
Interactions Phys. LettB69(1977) 489

P. FayetRelations Between the Masses of the Superpartners of leptmhQuarks, the
Goldstino Couplings and the Neutral Currenghys. Lett. B84 (1979) 416

G. Farrar and P. Fayed®henomenology of the Production, Decay, and Detection of Ne
Hadronic States Associated with Supersymm@thys. LettB76(1978) 575-579

Y. A. Golfand and E. P. Likhtmargxtension of the Algebra of Poincare Group Generators and
Violation of p Invariance JETP Lett13(1971) 323—-326.

J. Wess and B. Zumin&upergauge Transformations in Four-Dimensions
Nucl. PhysB70(1974) 39-50

E. Noether)nvarianten beliebiger DferentialausdriickeGott. Nachr. (1918) 37—-44.
E. Noether)nvariante VariationsproblemeGott. Nachr. (1918) 235-357.

W. HeisenbergUber den anschaulichen Inhalt der quantentheoretischeretiatik und
Mechanik Zeitschrift fur Physik43 (1927) 3—4.

D. Griffiths, Introduction to Elementary ParticledViley-VCH Verlag, 2008.

P. J. Mohr et al. CODATA Recommended Values of the Fundamental Physicatabts1s2010
Rev.Mod.Phys84 (2012) 1527-1605arXiv:1203.5425 [physics.atom-ph].

T. Nakano and K. NishijimaCharge Independence for V-particles
Prog. Theor. Phyd.0(1953) no. 5, 581-582

M. Gell-Mann, The interpretation of the new patrticles as displaced changstiplets
Il Nuovo Cimento4 (1956) no. 2, 848—-866

C.S. Wu, E. Ambler, R. W. Hayward, D. D. Hoppes, and R. &dsbn Experimental Test of
Parity Conservation in Beta Decalphys. Revl05(1957) no. 4, 1413-1415

M. Kobayashi and T. Maskaw&,P-Violation in the Renormalizable Theory of Weak Intamagt
Prog. Theor. Phy£19 (1973) 652—-657

Z. Maki, M. Nakagawa, and S. SakaiRemarks on the Unified Model of Elementary Particles
Progress of Theoretical Physi28 (1962) 870-880

G. Bhattacharyyai Pedagogical Review of Electroweak Symmetry Breakinga8iosn
Rept. Prog. Phys/4(2011) 026201arXiv:0910.5095 [hep-ph].

ATLAS Collaboration,Combined coupling measurements of the Higgs-like bosdntiagt
ATLAS detector using up to 25fbof proton-proton collision dataATLAS-CONF-2013-034

ATLAS Collaboration,Updated coupling measurements of the Higgs boson with th&ST
detector using up to 25 B of proton-proton collision dataATLAS-CONF-2014-009

ATLAS Collaboration,Evidence for Higgs boson Yukawa couplings in thesHr decay mode
with the ATLAS detectpATLAS-CONF-2014-061


http://arxiv.org/abs/0012288
http://dx.doi.org/10.1016/0370-2693(76)90319-1
http://dx.doi.org/10.1016/0370-2693(77)90852-8
http://dx.doi.org/10.1016/0370-2693(79)91229-2
http://dx.doi.org/10.1016/0370-2693(78)90858-4
http://dx.doi.org/10.1016/0550-3213(74)90355-1
http://dx.doi.org/10.1103/RevModPhys.84.1527
http://arxiv.org/abs/1203.5425
http://dx.doi.org/10.1143/PTP.10.581
http://dx.doi.org/10.1007/BF02748000
http://dx.doi.org/10.1103/PhysRev.105.1413
http://dx.doi.org/10.1143/PTP.49.652
http://dx.doi.org/10.1143/PTP.28.87
http://dx.doi.org/10.1088/0034-4885/74/2/026201
http://arxiv.org/abs/0910.5095
https://cds.cern.ch/record/1528170
https://cds.cern.ch/record/1670012
https://cds.cern.ch/record/1954724

Bibliography 105

[42] CMS CollaborationPrecise determination of the mass of the Higgs boson andestod the
compatibility of its couplings with the standard madeMS-PAS-HIG-14-0092014.

[43] L. Landau,0On the angular momentum of a two-photon systeokl. Akad. Nauk. Ser. Fiz0
(1948) 207-209.

[44] C.-N. Yang,On the angular momentum of a two-photon systehys. Rev77 (1950) 242-245

[45] K. Desch et al.Probing the CP nature of the Higgs boson at linear collideithmvau spin
correlations: The Case of mixed scalar-pseudoscalar daggl
Phys. LettB579(2003) 157-1640307331 [hep-ph].

[46] S. Berge et alDetermination of the Higgs CP mixing angle in the tau decaaneiels at the LHC
including the Drell-Yan backgroundEur. Phys. JC74(2014) 3164 1408.0798 [hep-ph].

[47] H. Baer and X. Tata\Meak Scale Supersymmetry: From Superfields to Scatteriagt&yv
Cambridge University Press, 2006.

[48] M. MorgensternSearch for heavy resonances decaying into the fully hadmdiriau final state
with the ATLAS detectoPhD thesis, TU Dresden, 2014.

[49] M. Gomez-Bock, M. Mondragbn, M. Muhlleitner, M. Spirand P. M. Zerwas;oncepts of
Electroweak Symmetry Breaking and Higgs PhysieXiv:0712.2419 [hep-ph].

[50] LEP Working Group for Higgs boson searches, ALEPH Gmilation, DELPHI Collaboration,
L3 Collaboration, OPAL Collaboratiorgearch for Neutral MSSM Higgs Bosons at LEP
Eur. Phys. JC47 (2006) 547-587arXiv: 0602042 [hep-ex].

[51] A. Djouadi, The anatomy of electroweak symmetry breaking Tome II: Thg¢Hosons in the
Minimal Supersymmetric ModdPhys. Reptd59(2008) no. 1-6, 1-241

[52] P. LangackerThe Physics of Heavy Zauge BosondRev. Mod. Phys81 (2009) 1199-1228
arXiv:0801.1345 [hep-ph].

[53] T. G. Rizzo,Z’ phenomenology and the LHE@rXiv:0610104 [hep-ph]. Published in
Boulder, 2006, Colliders and Neutrinos (TASI 2006).

[54] R. Diener, S. Godfrey, and T. A. Martibklnravelling an Extra Neutral Gauge Boson at the LHC
using Third Generation Fermion®hys. RevD83(2011) 115008
arXiv:1006.2845 [hep-ph].

[55] A. Leike, The Phenomenology of extra neutral gauge bosBhgs. Rept317(1999) 143-250
arXiv:9805494 [hep-ph].

[56] S.King, S. Moretti, and R. Nevzoro¥heory and Phenomenology of an Exceptional
Supersymmetric Standard MogBhys. RevD73 (2006) 035009arXiv:0510419 [hep-ph].

[57] R. S. Chivukula, M. Dugan, and M. GoldeBlectroweak Corrections in Technicolor
ReconsideredPhys. LettB292(1992) 435—-44larXiv:9207249 [hep-ph].

[58] G. Buchalla, G. Burdman, C. Hill, and D. KominiG|M Violation and New Dynamics of the
Third Generation Phys. RevD53 (1996) 5185-5200arXiv:9510376 [hep-ph].

[59] LHC Higgs Cross Section Working Groudandbook of LHC Higgs Cross Sections: 3. Higgs
Properties arXiv:1307.1347 [hep-ph].

[60] CMS CollaborationEvidence for the 125 GeV Higgs boson decaying to a pair oféptohs
JHEPO5(2014) 104 arXiv:1401.5041 [hep-ex].


https://cds.cern.ch/record/1728249
http://dx.doi.org/10.1103/PhysRev.77.242
http://dx.doi.org/10.1016/j.physletb.2003.10.074
http://arxiv.org/abs/0307331
http://dx.doi.org/10.1140/epjc/s10052-014-3164-0
http://arxiv.org/abs/1408.0798
http://arxiv.org/abs/0712.2419
http://dx.doi.org/10.1140/epjc/s2006-02569-7
http://arxiv.org/abs/0602042
http://dx.doi.org/10.1016/j.physrep.2007.10.005
http://dx.doi.org/10.1103/RevModPhys.81.1199
http://arxiv.org/abs/0801.1345
http://arxiv.org/abs/0610104
http://dx.doi.org/10.1103/PhysRevD.83.115008
http://arxiv.org/abs/1006.2845
http://dx.doi.org/10.1016/S0370-1573(98)00133-1
http://arxiv.org/abs/9805494
http://dx.doi.org/10.1103/PhysRevD.73.035009
http://arxiv.org/abs/0510419
http://dx.doi.org/10.1016/0370-2693(92)91200-S
http://arxiv.org/abs/9207249
http://dx.doi.org/10.1103/PhysRevD.53.5185
http://arxiv.org/abs/9510376
http://arxiv.org/abs/1307.1347
http://dx.doi.org/10.1007/JHEP05(2014)104
http://arxiv.org/abs/1401.5041

106 Bibliography

[61] S. Heinemeyer, W. Hollik, and G. Weigleilthe Masses of the Neutral CP-even Higgs Bosons in
the MSSM: Accurate Analysis at the Two-Loop Lekzel. Phys. JC9 (1999) 343-366
arXiv:9812472 [hep-ph].

[62] S. Heinemeyer, W. Hollik, and G. WeigleirgynHiggs: a program for the calculation of the
masses of the neutral CP-even Higgs bosons in the MSSM
Comput. Phys. Commuri24(2000) 76—-89arXiv:9812320 [hep-ph].

[63] G. G. Degrassi, S. Heinemeyer, W. Hollik, P. Slavichd & Weiglein, Towards High-Precision
Predictions for the MSSM Higgs Secté&ur. Phys. JC28 (2003) 133-143
arXiv:0212020 [hep-ph].

[64] M. Frank, T. Hahn, S. Heinemeyer, W. Hollik, H. Rzehakddas. Weiglein,The Higgs Boson
Masses and Mixings of the Complex MSSM in the Feynman-Diagetic Approach
JHEPO02(2007) 047 arXiv:0611326 [hep-ph].

[65] ATLAS Collaboration,Search for neutral Higgs bosons of the minimal supersyniogtsndard
model in pp collisions at/s =8 TeV with the ATLAS detectatHEP1411(2014) 056
arXiv:1409.6064 [hep-ex].

[66] M. Carena, S. Heinemeyer, O. Stal, C. Wagner, and G. Mieig|SSM Higgs Boson Searches at
the LHC: Benchmark Scenarios after the Discovery of a HidgsParticle
Eur. Phys. JC73(2013) 2552arXiv:1302.7033 [hep-ph].

[67] ATLAS Collaboration,Search for charged Higgs bosons decaying via-H 7*v in hadronic
final states using pp collision data afs=8 TeV with the ATLAS detector
ATLAS-CONF-2014-050

[68] ATLAS Collaboration,A search for high-mass ditau resonances decaying in the faltironic
final state in pp collisions at/s = 8 TeV with the ATLAS detectdkTLAS-CONF-2013-066

[69] ATLAS public luminosity results
https;/twiki.cern.chtwiki/bin/view/AtlasPubligLuminosityPublicResults

[70] LHCb Collaboration,The LHCb Experiment at the CERN LHENST 3 (2008) S08005
[71] ALICE Collaboration,The ALICE Experiment at the CERN LHENST 3 (2008) S08002

[72] LHCf Collaboration,The LHCf detector at the CERN Large Hadron Collider
JINST 3 (2008) S08006

[73] MoEDAL Collaboration,Technical Design Report of the MoEDAL Experiment
CERN-LHCC-2009-006, MoEDAL-TDR-0Q20089.

[74] TOTEM Collaboration,The TOTEM Experiment at the CERN Large Hadron Colljder
JINST3(2008) S08007

[75] E. Lefévre,The CERN accelerator comple2ERN-DI-0812015

[76] ATLAS Collaboration,The ATLAS Inner Detector commissioning and calibrgtion
Eur. Phys. JC70(2010) 787-82larXiv:1004.5293 [hep-ex].

[77] ATLAS Collaboration, ATLAS Detector and Physics Performance: Technical DesapoR
ATLAS-TDR-014, CERNLHCC 99-14 1999.

[78] V. Gribov and L. Lipatove* e pair annihilation and deep inelastic e p scattering in
perturbation theorySov. J. Nucl. Physl5 (1972) 675-684.


http://dx.doi.org/10.1007/s100529900006
http://arxiv.org/abs/9812472
http://dx.doi.org/10.1016/S0010-4655(99)00364-1
http://arxiv.org/abs/9812320
http://dx.doi.org/10.1140/epjc/s2003-01152-2
http://arxiv.org/abs/0212020
http://dx.doi.org/10.1088/1126-6708/2007/02/047
http://arxiv.org/abs/0611326
http://dx.doi.org/10.1007/JHEP11(2014)056
http://arxiv.org/abs/1409.6064
http://dx.doi.org/10.1140/epjc/s10052-013-2552-1
http://arxiv.org/abs/1302.7033
https://cds.cern.ch/record/1756361
https://cds.cern.ch/record/1562841
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResults
http://dx.doi.org/10.1088/1748-0221/3/08/S08004
http://dx.doi.org/10.1088/1748-0221/3/08/S08002
http://dx.doi.org/10.1088/1748-0221/3/08/S08006
http://cds.cern.ch/record/1181486
http://dx.doi.org/10.1088/1748-0221/3/08/S08007
https://cds.cern.ch/record/1260465
http://dx.doi.org/10.1140/epjc/s10052-010-1366-7
http://arxiv.org/abs/1004.5293

Bibliography 107

[79] Y. L. Dokshitzer,Calculation of the structure functions for deep inelastatsering and & e~
annihilation by perturbation theory in quantum chromodgmes (in Russian)Sov. Phys. JETP
46(1977) 641-653.

[80] G. Altarelli and G. ParisiAsymptotic Freedom in Parton Language
Nucl. PhysB126(1977) 298

[81] G. Soyez,The SISCone and anti-kt jet algorithneasXiv:0807.0021 [hep-ph].

[82] Y. L. Dokshitzer, G. D. Leder, S. Moretti, and B. R. WeblRetter Jet Clustering Algorithms
JHEP9708(1997) 001 arXiv:9707323 [hep-ph].

[83] M. Wobisch and T. WengleHadronization Corrections to Jet Cross Sections in Deegldstic
Scattering arXiv:9907280 [hep-ph].

[84] S.D.D. Ellis and D. E. Sopet,ongitudinally invariant K clustering algorithms for hadron
hadron collisionsNucl. Phys B406(1993) 187-224

[85] S.D. D. Ellisand D. E. Sopeguccessive Combination Jet Algorithm For Hadron Collisjon
Phys. RevD48 (1993) 3160-3166arXiv:9305266 [hep-ph].

[86] T. Sjostrand, S. Mrenna, and P. Skarid¥,THIA 6.4 physics and manydHEPO5 (2006) 026,
arXiv:0603175 [hep-ph].

[87] T. Gleisberg et al.Event generation with SHERPA 1IJHEPO2 (2009) 007
arXiv:0811.4622 [hep-ph].

[88] T. Sjostrand, S. Mrenna, and P. Skandl®rief Introduction to Pythia 8,1
arXiv:0710.3820 [hep-ph].

[89] N. Davidson, G. Nanava, T. Przedzinski, E. Richter-\Waml Z. Waslniversal Interface of
TAUOLA Technical and Physics Documentati@omput. Phys. Commuii83(2012) 821-843
arXiv:1002.0543 [hep-ph].

[90] The ATLAS Computing GroupATLAS ComputingATLAS-TDR-017, CERN-LHCC-2005-022
2005.

[91] S. Agostinelli [GEANTA4 Collaboration]GEANT4: A simulation toolkit
Nucl. Instr. and Meth. 406 (2003) 250

[92] LHC Performance and Statisticlsttpy//Ihc-statistics.web.cern.dbHC-Statisticgndex.php

[93] COMA Period Description Repart
https;/atlas-tagservices.cern/tgservice&RunBrowsefrBR_Period Report.php

[94] ATLAS Collaboration,Z — 77 cross section measurement in pp collisions at 7 TeV with the
ATLAS experimenATLAS-CONF-2012-006

[95] C. M. Bishop,Pattern Recognition and Machine Learningpringer, 2007.

[96] ATLAS Collaboration,ldentification and energy calibration of hadronically deazg tau leptons
with the ATLAS experiment in pp collisions{6=8TeV, arXiv:1412.7086 [hep-ex].

[97] M. Cacciari, G. P. Salam, and G. Soy@he anti-k jet clustering algorithm
JHEPO04 (2008) 063 arXiv:0802.1189 [hep-ph].

[98] W. Lampl, S. Laplace, D. Lelas, P. Loch, H. Ma, S. MenkeR8jagopalan, D. Rousseau,
S. Snyder, and G. UnaGalorimeter Clustering Algorithms: Description and Parftance
ATL-LARG-PUB-2008-002


http://dx.doi.org/10.1016/0550-3213(77)90384-4
http://arxiv.org/abs/0807.0021
http://dx.doi.org/10.1088/1126-6708/1997/08/001
http://arxiv.org/abs/9707323
http://arxiv.org/abs/9907280
http://dx.doi.org/10.1016/0550-3213(93)90166-M
http://dx.doi.org/10.1103/PhysRevD.48.3160
http://arxiv.org/abs/9305266
http://arxiv.org/abs/0603175
http://dx.doi.org/10.1088/1126-6708/2009/02/007
http://arxiv.org/abs/0811.4622
http://arxiv.org/abs/0710.3820
http://dx.doi.org/10.1016/j.cpc.2011.12.009
http://arxiv.org/abs/1002.0543
https://cds.cern.ch/record/837738
http://dx.doi.org/10.1016/S0168-9002(03)01368-8
http://lhc-statistics.web.cern.ch/LHC-Statistics/index.php
https://atlas-tagservices.cern.ch/tagservices/RunBrowser/rBR_Period_Report.php
https://cds.cern.ch/record/1426991
http://arxiv.org/abs/1412.7086
http://dx.doi.org/10.1088/1126-6708/2008/04/063
http://arxiv.org/abs/0802.1189
https://cds.cern.ch/record/1099735

108 Bibliography

[99] T. Barillari et al.,Local Hadronic Calibration ATL-LARG-PUB-2009-001

[100] ATLAS CollaborationPerformance of the ATLAS Inner Detector Track and Vertex
Reconstruction in the High Pile-Up LHC EnvironmeATLAS-CONF-2012-0422012.

[101] ATLAS CollaborationPerformance of the Reconstruction and ldentification of idait Tau
Decays in ATLAS with 2011 DgtATLAS-CONF-2012-142

[102] D. W. Miller, A. Schwartzman, and D. Sdet-Vertex Association Algorithm
ATL-COM-PHYS-2008-008

[103] ATLAS CollaborationMeasurement of the jet fragmentation function and trarsv@rofile in
proton-proton collisions at a center-of-mass energy of V ikith the ATLAS detector
Eur.Phys.J.C71(2011) 1795arXiv:1109.5816 [hep-ex].

[104] ATLAS Collaboration,Determination of the tau energy scale and the associateigrsyic
uncertainty in proton-proton collisions a{/s = 8 TeV with the ATLAS detector at the LHC in
2012 ATLAS-CONF-2013-044

[105] M. Trottier-McDonald A Cluster-based Approach to Reconstructiffg in v Decays Talk given
at the Tau Substructure mini-workshop, 20bh2tps://indico.cern.ch/getFile.py/
access?contribId=2&resId=0&materialId=slides&confId=194235.

[106] ATLAS CollaborationPerformance of the Substructure Reconstruction of Hadrdau Decays
with ATLAS 2015. To be published.

[107] A. Hoecker et al.TMVA - Toolkit for Multivariate Data AnalysjgArXiv Physics e-prints (2007) ,
arXiv:0703039 [physics].

[108] Y. Freund and R. E. Schapir&,Decision-Theoretic Generalization of On-Line Learnimglan
Application to BoostingJournal of Computer and System Sciens8$1997) 119 — 139

[109] ATLAS Collaboration dentification of Hadronic Decays of Tau Leptons in 2012 Daith the
ATLAS DetectqrATLAS-CONF-2013-064

[110] P. RadosTau Trigger Eficiency Measurement from-2 thaqr, Events Talk given in informal
Tau Trigger Slice meeting, 201Bttps://indico.cern.ch/getFile.py/access?
contribId=6&resId=0&materialId=slides&confId=239543.

[111] P. Rados2013 Tau Trigger Scale Factors (2 1t — uthagtag-and-probe method) Emulated
Trigger Menu Reference SlideRalk given in informal Tau Trigger Slice meeting, 2013.
https://indico.cern.ch/getFile.py/access?contribId=3&resId=2&
materialId=slides&confId=242060

[112] P. Sales de Bruin et allau ID recent development$alk given at the Tau Working Group
Workshop 2013, 201&attps://indico.cern.ch/event/238609/session/1/
contribution/25/material/slides/0.pdf.


https://cds.cern.ch/record/1112035
https://cds.cern.ch/record/1435196
https://cds.cern.ch/record/1485531
https://cds.cern.ch/record/1082880
http://dx.doi.org/10.1140/epjc/s10052-011-1795-y
http://arxiv.org/abs/1109.5816
https://cds.cern.ch/record/1544036
https://indico.cern.ch/getFile.py/access?contribId=2&resId=0&materialId=slides&confId=194235
https://indico.cern.ch/getFile.py/access?contribId=2&resId=0&materialId=slides&confId=194235
http://arxiv.org/abs/0703039
http://dx.doi.org/doi:10.1006/jcss.1997.1504
https://cds.cern.ch/record/1562839
https://indico.cern.ch/getFile.py/access?contribId=6&resId=0&materialId=slides&confId=239543
https://indico.cern.ch/getFile.py/access?contribId=6&resId=0&materialId=slides&confId=239543
https://indico.cern.ch/getFile.py/access?contribId=3&resId=2&materialId=slides&confId=242060
https://indico.cern.ch/getFile.py/access?contribId=3&resId=2&materialId=slides&confId=242060
https://indico.cern.ch/event/238609/session/1/contribution/25/material/slides/0.pdf
https://indico.cern.ch/event/238609/session/1/contribution/25/material/slides/0.pdf

List of Figures 109

List of Figures

2.1
2.2
2.3
2.4
3.1
3.2
3.3

3.4
3.5
3.6
3.7
4.1

4.2

5.1

5.2
53
5.4
55
5.6
5.7
5.8
5.9
5.10
5.11
5.12
5.13
5.14
5.15
5.16
5.17
5.18
5.19
6.1
6.2
6.3

6.4
6.5
6.6
6.7
6.8
6.9
6.10
6.11

Higgs potentiaV/(¢) . . . . . . . . . . e 7
Observed locghp—value and best-fit values for the signal strength . . . . . . . .. 8
Dependence of the gauge coupling constantsontheeseatyy . . . . . . .. .. .. 10
Signal strength for the individudl —» rr decay channels . . . . ... ... ... .. 13
Schematic overview of the accelerator complexat CERN. . . . .. ... ... .. 16
Cut-away view of the ATLAS detector. . . . . . . . . . . ... ... ... ..... 17
Cut-away view of the inner detector of ATLAS and sketclitostructure traversed by

acharged particle . . . . . . . . . . 18
Sketch of the ATLAS calorimetersystem . . . . . . . . .. .. ... .. .... 20
Sketch of the muon system of the ATLAS detector . . . . . . ...... ... ..... 22
Overview of the ATLAS triggersystem . . . . . . . . . . . .. ... ... 22
Alignment of ATLAS forward detectors along the beamline . . . . . .. ... ... 23
Total integrated luminosity delivered by the LHC, cotéd by the ATLAS detector

and utilisable for physics analysis based on the entiretd&iag period in 2012 . . . . 26

Evolution of the peak average number of interactionsbp@ch crossing and of the
peak luminosity per fill over the entire data-taking perin®012 at the ATLAS detectoR7
Comparison of the track selectiofiieiency versus the average number of interactions

per bunch crossing for the default track selectionand TIVA. .. . . . . .. ... .. 30
Trackradius . . . . . . . . e 37
Leading track momentum fraction . . . .. .. ... ... ... .. ... ... 37
Number of isolation tracks and maximux®R . . . . . ... .. ... ... ...... 38
Leading track IP significance and transverse flight pgthifcance . . . . .. .. .. 38
Coreenergy fraction . . . . . . . . . .. . ... e 39
Mass of the track system . . . . . . . . . . . .. ... e 40
Transverse momentum ratio of track and neutral pioresyst.r.t. the tau candidate . .40
Number of reconstructed neutral pions . . . . . . . . . ... L 41
Visible massoftaucandidate . . . . . . . .. ... 41
Sketch ofadecisiontree . . . . . . . . . . . . ... e 43
BDT score distributions . . . . . . . ... 43
Log-Likelihood score distributions . . . . . .. ... ... ... oL 44
Signal giciency vs.pl for the defaulttaulDd . . .. ............. ..., 46
Signal iciency vsuforthe defaulttau ID . . . . . . . ... ... ... ... ..., 46
Backgroundféiciency vs.pr for the defaulttaulD . . . . ... ... ... ...... 47
Backgroundféiciency vs.u for the defaulttaulD . . . . ... ... ... ....... 47
Background rejection vs. signdfieiency for the defaulttaulD . . ... ... .. .. 48
Scalefactors . . . . . . . . e 48
Background rejection against signéii@ency for several values dfinNodeSize . . . 52
Overtraining test for a BDT configuration withinNodeSize=01% . . ... .. .. 52
Signal @ficiency vs. pT for the LLH includingz® variables . . . . .. ... ... .. 53
Signal #iciency vs.u for the LLH includingz®variables . . . . . ... ... ... .. 54
LLH and BDT signal SCOresS VET . . . . . . o v v v e e e e e e e 54
Background rejection vs. signdfieiency for the LLH with and without® variables . 55
LLH values of 1-prong tau candidates for the variad@§ andm/'s . . . . . ... .. 55
Distributions and weights fq¥r andu dependence . . . . . . . ... ... L. 56
Efect of a kinematic reweighting . . . . . . . . .. .. ... ... oL oL 56
Impact of the correction of the p.d.f. calculation . . . . . . 57

ARmax, féorer No andfyis o, based on the default calculatlcﬁallBased andEflowRec
algorithm . . . . . 59



110 List of Figures

6.12 Background rejection vs. signdlieiency for a BDT-based tau identification exploiting

the default and recalculated variables set based on thesciose algorithnCellBased

andEfIoWwReC . . . . . . . e e e 60
6.13 Background rejection vs. signaffieiency for a LLH-based tau identification ex-

ploiting the default and recalculated variables set baseth® substructure algorithm

CellBasedandEflowRecC . . . . . . . . o i i i i i i e e e e e e e 60
6.14 Corecalorimeterradius . . . . . . . . . . . .. e 61
6.15 Isolation calorimeterradius . . . . . . . ... 61
6.16 Background rejection vs. signdlieiency for a BDT-based tau identification exploiting

a variable set including.y based on th€ellBased algorithm . . . . . . ... .. .. 62
6.17 Background rejection vs. signdlieiency for a BDT-based tau identification exploiting

a variable set including.g based on th&flowRec algorithm . . . . .. . ... ... 62
6.18 Background rejection vs. signdfieiency for a LLH-based tau identification exploiting

a variable set including. based on th€ellBased algorithm . . . . . . . ... ... 63
6.19 Background rejection vs. signdfieiency for a LLH-based tau identification exploiting

a variable set including.g based on th&flowRec algorithm . . . . .. .. ... .. 63
6.20 Signal éiciency vs. u for a BDT- and LLH-based tau identification for 1-prong tau

candidates exploiting a variable set mcIudiR‘Q’ based on th€ellBased algorithm . 64
6.21 R'SO with and without pile-up corrections . . . . . . . .. ... .. ... ...... 64
6.22 Slgnal éficiency vs.u with and without pile-up corrections for a BDT- and LLH-bdse

tau identification for 1-prong tau candidates exploitingasiable set includin '30

based on th€ellBased algorithm . . . . . . .. .. .. ... ... .. ... .. ... 65
6.23 Background rejection vs. signdlieiency for a BDT-based tau identification exploiting

a variable set includingzic'f;I based on th&ellBased algorithm considering pile-up

COMECHIONS . . . . . . o e e e e 65
6.24 Background rejection vs. signdfieiency for a LLH-based tau identification exploiting

a variable set mcludm@'SO based on th&€ellBased algorithm considering pile-up

COMECtioNS . . . . . . . . e 66
6.25 Leading track momentum in core and isolation cone . . . . . . 66
6.26 Background rejection vs. signdlieiency for a BDT-based tau |dent|f|cat|on epr0|t|ng

avariable set mcIudmﬁZ‘Sol, flggdchrg and all isolation variables based on tted 1Based

algorithm for 1- and 3-prong tau candidates . . . . . .. ... . ... ... .. 67
6.27 Background rejection vs. signaffieiency for a LLH-based tau identification ex-

ploiting a variable set mcIudlnﬁl's;I, flggdchrg and all isolation variables based on the

CellBased algorithm for 1- and 3-prong tau candidates . . . . . .. .. .. ...... 67
6.28 Distance between low- and high-track . . . ... ... ... oL 69
6.29 Background rejection vs. signdlieiency for a BDT-based tau identification exploiting

a set of all substructure based variables for 1- and multngtau candidates . . . . . 70
6.30 Background rejection vs. signdfieiency for a LLH-based tau identification exploiting

a set of all substructure based variables for 1- and multngtau candidates . . . . . 70
6.31 Background rejection vs. signdlieiency for a BDT-based tau identification exploiting

a set top ranked variables based on@ké&1Based algorithm for 1- and multi-prong

taucandidates . . . . . . ... 72
6.32 Background rejection vs. signdlieiency for a BDT-based tau identification exploiting

a set top ranked variables based onkligowRec algorithm for 1- and multi-prong tau

candidates . . . . . . .. 73
6.33 Background rejection vs. signdlieiency for a LLH-based tau identification exploiting

a set top ranked variables based on @ké&lBased algorithm for 1- and multi-prong
taucandidates . . . . . . ... 73



List of Figures 111

6.34

6.35
6.36

6.37

6.38

6.39

D.1

D.2

D.3

D.4

D.5

D.6

D.7

D.8

D.9

D.10

D.11

Background rejection vs. signdlieiency for a LLH-based tau identification exploiting

a set top ranked variables based onRfitowRec algorithm for 1- and multi-prong tau
candidates . . . . . ... e e 74
Linear correlation cdgcient for the top rankedellBased variables . . . .. .. .. 75
Background rejection vs. signdlieiency for a BDT-based tau identification exploiting

a set top ranked variables considering a ranking, basedeofeftiBased algorithm

for 1- and multi-prong tau candidates . . . . . . . ... ... ... oo 76
Background rejection vs. signdlieiency for a BDT-based tau identification exploiting

a set top ranked variables considering a ranking, basededfilowRec algorithm for

1- and multi-prong tau candidates . . . . . . . . .. ... ... oo 77
Background rejection vs. signdlieiency for a LLH-based tau identification exploiting

a set top ranked variables considering a ranking, basedeoteftiBased algorithm

for 1- and multi-prong tau candidates . . . . . . . . . .. ... e 77
Background rejection vs. signdlieiency for a LLH-based tau identification exploiting

a set top ranked variables considering a ranking, basededftilowRec algorithm for
1-and multi-prong tau candidates . . . . . . . . ... ... e 78
Background rejection vs. signdhieiency for a BDT- and LLH-based tau identification
exploiting a variable set mcIudlnBISO based on th&flowRec algorithm considering
pile-up corrections . . . . . . . e e e e 88
Background rejection vs. signdfieiency for a BDT- and LLH-based tau identification

exploiting a variable set |nclud|ri§f§, fllesgdchrg and all isolation variables based on the

EflowRec algorithm for 1- and 3-prong tau candidates . . . . . PP = 1°)
Selection of distributions of investigated substruetiased varlables ......... 93
Linear correlation cdécients for the BDT specific top ranketk11Based variables
for 1-prong decays . . . . . . . . e 94
Linear correlation cdécients for the BDT specific top ranketk11Based variables
for3-prong decays . . . . . . .. e 95
Linear correlation cdicients for the generic top rankétk11Based variables for 1-
Prong deCaysS . . . . . . i e 96
Linear correlation cdicients for the generic top rankétk11Based variables for 3-
Prong deCaysS . . . . . . o e e e e 97
Linear correlation cd&cients for the BDT specific top rankétt1owRec variables for
1-prong decays . . . . . . o e 98
Linear correlation cd&cients for the BDT specific top rankétt1owRec variables for
3-prong decaysS . . . . . i e e e e e e e e e e 929
Linear correlation cdicients for the generic top rankekflowRec variables for 1-
Prong decays . . . . . . i e e e e e e e e e e 100

Linear correlation cdicients for the generic top rankekflowRec variables for 3-
Prong decays . . . . . v i e e e e e e e e e e e e 101



112 List of Figures




List of Tables 113
List of Tables
2.1 Fundamental interactions of the SM and mediating gaogerts . . . . . . . ... .. 4
2.2 Fermionic particle content of the Standard Model .. 4
4.1 Overview ofpp collision data-taking periods of the ATLAS detector in 2012 27
5.1 Decay modes and branching ratios of leptonic and hagltanidecays . . . . . . . .. 29
5.2 Reconstructionficiencies of theCellBased, EflowRec, CellBased+PanTau and
EflowRec+PanTaualgorithm . . . . . . .. . ... ... .. .. .. . .. 34
5.3  Summary of tau identification variables . . . . . .. .. .. . ... . L. 42
6.1 Summary of the topranked variables . . . . . . ... ... ... ... ...... 71
6.2 Summary of the top ranked variables considering cdmoals . . . . . . .. ... ... 75
B.1 DataandMCsamples . . . . . . . . . . . . 83
C.1 BDTconfiguration . .. . .. .. . . . .. .. e 84



114 List of Tables




115

Danksagung

AbschlieRend mochte ich mich bei all jenen bedanken, dienahrend der Anfertigung meiner Diplo-
marbeit hilfreich zur Seite standen.

Zunachst mochte ich Prof. Dr. Arno Straessner dankencheelals mein Betreuer, diese Arbeit
ermdoglichte und mich mit vielen hilfreichen KommentaremdiRatschlage unterstiizte. Des Weiteren
bedanke ich mich bei Prof. Dr. Michael Kobel, welcher alditntsdirektor des IKTP, angenehme Rah-
menbedingungen scfite. Insbesondere danke ich den Mitarbeitern der DresdeseiGFuppe, Dirk
Duschinger, Felix Friedrich, Lorenz Hauswald, Dr. Wolfgaviader, Dr. Marcus Morgenstern und Se-
bastian Wahrmund, fur die vielen hilfreichen Diskussiompéysikalischer und programmiertechnischer
Natur.

Weiterhin mochte ich allen Mitgliedern und besonders denv@nern der Tau-Arbeitsgruppe, Attilio
Andreazza und Will Davey, fur die angenehme Zusammenadagiken. Besonderer Dank geht an
die Tau-ID-Experten, Pedro Sales de Bruin, Alexey Solokhamd Almut Pingel fur ihre schnelle
und kompetente Hilfe bei jeglichen Fragen. AufRerdem beslgtk mich bei der Bonner Tau-Gruppe,
speziell Christian Limbach, Peter Wagner und Benedict &vifiir die zahlreichen Hinweise bei Fragen
und Problemen. Spezieller Dank gilt auch den Entwicklem TMVA.

Ganz besonders mochte ich meiner Familie danken, die mmofer unterstiitzte und immer an mich
glaubte. Ohne eure finanzielle und moralische Unterstigtzn den vergangenen Jahren, waren weder
Physikstudium, noch diese Diplomarbeit moglich gewesen.

Mein groRter Dank jedoch, gilt dir, Marcus. Du standest mi¢ht nur mit deiner fachlichen Kom-
petenz bei zahlreichen physikalischen und programmigniechen Diskussionen konstruktiv zur Seite,
sondern warst vor Allem als mein Freun immer fur mich da uthivdie grof3te Untertiztung.



116




117

Erkl &rung

Hiermit versichere ich, dass ich die vorliegende Arbeit@hmzulassige Hilfe Dritter und ohne Be-
nutzung anderer als der angegebenen Hilfsmittel anggifér@ibe. Die aus fremden Quellen direkt oder
indirekt Ubernommenen Gedanken sind als solche kenmgéamacht. Die Arbeit wurde bisher weder im
Inland noch im Ausland in gleicher oder ahnlicher Form earederen Prifungsbehorde vorgelegt.

Stefanie Hanisch
Dresden, 02.02.2014



	Abstract
	Kurzfassung
	Introduction
	Theoretical Foundations
	The Standard Model of Particle Physics
	Electroweak Theory
	Electroweak Symmetry Breaking and Higgs Mechanism
	Discovery of a Higgs Boson

	Physics Beyond the Standard Model
	Limitations of the Standard Model
	Theoretical Prospects

	Physics with Tau Leptons
	Standard Model Processes
	Searches for New Physics


	The ATLAS Experiment
	The Large Hadron Collider
	The ATLAS Experiment
	Nomenclature
	Tracking System
	Calorimeter System
	Muon System
	Trigger System
	Forward Detectors


	Simulation and Data
	Monte Carlo Simulation
	Data-taking in 2012

	Tau Reconstruction and Identification
	Reconstruction of Tau Leptons
	Decay Mode Classification of Tau Leptons
	CellBased Algorithm
	EflowRec Algorithm
	PanTau algorithm

	Identification of Tau Leptons
	Tau Identification Variables
	Discrimination Against Jets
	Discrimination against Light Leptons

	Tau Trigger

	Optimisation of Tau Lepton Identification
	Optimisation of the Default Tau Identification
	Optimisation of the Boosted Decision Tree Based Tau Identification
	Optimisation of the Default Log-Likelihood Based Tau Identification

	Substructure Based Tau Identification
	Recalculation of Default Variables
	Investigation of Isolation Cone Variables
	Extended Variable Sets


	Summary and Outlook
	Auxiliary Information for the Theoretical Foundations
	Pauli Matrices
	Gamma Matrices

	Samples
	BDT Configuration
	Auxiliary Material for Optimisation of Tau Identification
	Recalculated Variables
	Isolation Variables
	Further Variables
	Correlation Matrices

	Bibliography
	List of Figures
	List of Tables

