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Abstract

We study a quantum mechanical σ -model whose target space is a hyperKähler cone. As
shown by Singleton, [184], such a theory has superconformal invariance under the algebra
osp(4∗|4). One can formally define a superconformal index that counts the short representa-
tions of the algebra. When the hyperKähler cone has a projective symplectic resolution, we
define a regularised superconformal index. The index is defined as the equivariant Hirzebruch
index of the Dolbeault cohomology of the resolution, hereafter referred to as the index. In
many cases, the index can be explicitly calculated via localisation theorems. By limiting
to zero the fugacities in the index corresponding to an isometry, one forms the index of
the submanifold of the target space invariant under that isometry. There is a limit of the
fugacities that gives the Hilbert series of the target space, and often there is another limit
of the parameters that produces the Poincaré polynomial for C×-equivariant Borel-Moore
homology of the space.

A natural class of hyperKähler cones are Nakajima quiver varieties. We compute the
index of the A-type quiver varieties by making use of the fact that they are submanifolds of
instanton moduli space invariant under an isometry.

Every Nakajima quiver variety arises as the Higgs branch of a three dimensional N = 4
quiver gauge theory, or equivalently the Coulomb branch of the mirror dual theory. We show
the equivalence between the descriptions of the Hilbert series of a line bundle on the ADHM
quiver variety via localisation, and via Hanany’s monopole formula.

Finally, we study the action of the Poisson algebra of the coordinate ring on the Hilbert
series of line bundles. We restrict to the case of looking at the Coulomb branch of balanced
ADE-type quivers in a certain infinite rank limit. In this limit, the Poisson algebra is a
semiclassical limit of the Yangian of ADE-type. The space of global sections of the line
bundle is a graded representation of the Poisson algebra. We find that, as a representation,
it is a tensor product of the space of holomorphic functions with a finite dimensional
representation. This finite dimensional representation is a tensor product of two irreducible
representations of the Yangian, defined by the choice of line bundle. We find a striking
duality between the characters of these finite dimensional representations and the generating
function for Poincaré polynomials.
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Chapter 1

Introduction

Quantum field theory is one of the greatest achievements of the scientific community. It is a
theory that has had unprecedented experimental success1. Yet despite its accomplishments,
there still remain basic questions that we are unable to answer. This is because the success has
been through the use of perturbation series in the coupling via summing Feynman diagrams.
However, as soon as the coupling becomes large, we are unable to use this technique. We
can only trust at most a handful of terms in the asymptotic expansion, and they do not give
us much information.

In order to answer some of these questions, we turn to toy models. The heuristic is to
make use of symmetries of the theory in order to constrain physical quantities to the point
where we can compute them analytically. However, there are theoretical restrictions on what
symmetries are possible.

In 1967, Coleman and Mandula showed in [57] that, under reasonable assumptions, the
most general Lie algebra of symmetries of the S-matrix is the Poincaré group direct sum with
some compact Lie algebra of flavours. However, there are ways around this no-go theorem.
If one relaxes the assumption of massive particles, then the theory can be conformal. Two
other ways around the Coleman-Mandula theorem take advantage of the fact that it restricts
the possibility of Lie algebras, but not more general algebras. In less than three dimensions,
one can have a quantum group symmetry, and in any number of dimensions one could have
supersymmetry (with supersymmetry a very similar theorem to Coleman-Mandula holds,
proven in 1974 by Haag, Sohnius and Lopuszanski in [97]). An example of a quantum
field theory that has all three of these symmetries is planar four dimensional N = 4 super

1The current experimental measures of the magnetic moment of the electron, [99], are as precise as
measuring the distance from the Earth to the moon to within the breadth of a human hair



2 Introduction

Yang-Mills2, which is a superconformal symmetry with Yangian symmetry, see chapter I of
[23] and the references therein. All three of these symmetries have been used to calculate
many observables exaxtly, and much has been learned about QFT from this theory, because
of this it is colloquially known as the “harmonic oscillator of the 21st century”.

The particular toy model that we will be looking at is superconformal quantum mechanics,
with osp(4∗|4) symmetry. In order to have this much symmetry, the target space must be a
hyperKähler cone. The Poisson algebra of holomorphic functions on the target space can be
the semiclassical limit of a quantum group, and so in these theories we find supersymmetry,
conformal symmetry and sometimes quantum group symmetry.

This model has a plethora of applications to physics. In many supersymmetric quantum
field theories, the space of BPS states of a given charge are described by the cohomology of
a quiver, see [70, 6, 7] and references therein, which is readily computed in this model. The
AdS/CFT correspondence, [144], is poorly understood in the case of AdS2/CFT1, [181, 47].
This particular case is important as the near horizon geometries of extremal black holes tends
to be of the form AdS2 ×K for K some compact manifold, [31, 187]. The superconformal
index of the quantum mechanics that we consider is related, in a certain limit, to the black
hole entropy of the dual extremal black hole.

A procedure known as discrete light cone quantisation (DLCQ) compactifies a null
direction of a quantum theory on a circle, [168, 167]. One finds a non-negative tower of
Kaluza-Klein modes, with a finite number of degrees of freedom for each KK mode. This
suggests the tantalising idea that we could use finite dimensional quantum mechanics to
solve quantum field theories. However, the theory generally has issues with strong coupling
to zero modes that make it untenable, [104]. Nonetheless, for maximally supersymmetric
theories these problems are avoided. Thus, DLCQ provides a viable route to understanding
mysterious theories such as the six dimensional AN (2,0) theory. The DLCQ of this theory
is given by an osp(4∗|4) quantum mechanics, whose target space is instanton moduli space,
[3, 4].

The superconformal quantum mechanical model has a purely geometrical interpretation.
The Hilbert space is the space of normalisable differential forms, and all the generators of
osp(4∗|4) have geometrical interpretations, [202, 184, 185]. We study the superconformal
index of the superconformal quantum mechanics, and find that it is the Hirzebruch index of
the target space.

A large class of hyperKähler cones is given by the vacua of three dimensional N = 4
quiver gauge theories. We use these as a class of examples of osp(4∗|4) quantum mechanics

2Of course this theory is four dimensional and four is not less than three, but via AdS/CFT -correspondence
it is dual to a string worldsheet description, which is two dimensional.
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that we can study. The vacua are the states in the quantum theory with lowest energy, which
for a supersymmetric theory is zero.

In general, the question of what are the vacua of a quantum field theory is hard. The
low energy of a theory can be strongly coupled, for example, in three dimensions where the
classical dimension of the gauge coupling is one3, we expect large coupling as we go to
low energy. Nonetheless, for eight supercharge theories, there has been a large amount of
progress in computing the vacua. In the seminal work [178], Seiberg and Witten computed
the vacua of four-dimensional pure SU(2) gauge theory, and through this work showed
the first ever derivation of confinement in a four dimensional quantum field theory. They
extended it to the full vacua of all four dimensional SU(2) UV-complete gauge theories in
[179].

In four dimensions, one has to be careful about whether the theory exists in the UV,
as the gauge coupling is marginal. In three dimensions, there are no such worries, as the
theory is asymptotically free. The problem of understanding the vacua of three dimensional
eight supercharge theories was begun in [180]. The vacua splits into two hyperKähler cones,
known as the Higgs and Coulomb branch that meet at the origin, with singular submanifolds
along which mixed branches lie.

Three dimensional N = 4 quantum field theories possess a quantum duality known as
three dimensional mirror symmetry, [114]. This duality states the Higgs branch of one theory
is isomorphic to the Coulomb branch of the mirror dual theory and vice versa. The advantage
of this duality, for our purposes, is that it generally gives two different ways of computing
the same observable. One often finds that a limit one is interested in is difficult to take in
Higgs branch language, but quite simple to take in Coulomb branch language or vice versa.

In chapter 2 of this thesis, we review aspects of three dimensional quiver gauge theory.
We start with the field content, the Lagrangian, the vacua and the relevent non-renormalisation
theorems. We then give a detailed review of how Nakajima quiver varieties correspond to
the Higgs branch, and how the chiral ring of the Coulomb branch can give us the Coulomb
branch. We then review three dimensional mirror symmetry, three dimensional Seiberg
“duality" (with the quotation marks explained in the chapter) and how these dualities can be
understood from branes. We finally discuss deformation quantisation of the chiral ring and
how the Ω-deformation can produce such a quantisation.

In chapter 3, we begin our study of the superconformal quantum mechanics. We take
the target space to be the vacua of three dimensional quiver gauge theory. This model was
first developed by Singleton in 2014-2016 in [184, 185]. It is a generalisation of the ideas
first laid out by Witten in 1982 in [202]. It gives us a model where we can understand the

3In conventions where the gauge covariant derivate is D = ∂ +A.
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Hilbert space geometrically in terms of differential forms. After defining the theory and the
superconformal index, we are left with the task of computing the index. To do this, it is
necessary to regularise the theory. We do this by taking the projective symplectic resolution,
and see that the superconformal index is invariant under the choice of resolution. Finally, we
show how equivariant K-theory localisation theorems can be used to explicitly compute the
graded partition function of the theory in many cases.

Chapter 4 is a description of the work in [19]. In this work the Hilbert series of instanton
moduli space in the presence of a five dimensional Chern-Simon term is shown to be equal
to the Hilbert series of the Coulomb branch of the mirror dual quiver. This derivation reflects
the work of Nakajima [159] that describes the Coulomb branch as a Cherkis bow variety. We
briefly review this. We show how this derivation also works for a certain linear quiver.

In chapter 5, we compute the supeconformal index of chapter 3 for linear quivers (and
affine A-type quivers). We show how to compute the fixed points, using an observation
of [154] that describes the linear quiver variety as a connected C×-invariant subspace of
instanton moduli space, and the fact, proven in this thesis, that the superconformal index is
stable under restrictions to subspsaces. We use this to compute the superconformal index of
the superconformal quantum mechanics whose target space is the Higgs branch of an A- or
Â-type quiver, for any linear quiver.

We give a rigorous proof of a result from the string theory literature [85] about how to
derive different linear quiver Hilbert series from "nicer" linear quivers. Using this result,
we are able to write the Hilbert series and the superconformal index in terms of special
symmetric functions.

In chapter 6, we investigate the action of the Poisson algebra of holomorphic functions
on sections of line bundles of hyperKähler cones. We consider the models whose Poisson
algebra is the classical limit of the Yangian. This is derived from a certain infinite rank limit
of the Coulomb branch of balanced ADE-type quivers. We explicitly decompose the sections
of line bundles into representations of the Poisson algebra. We further find a striking duality,
where the character of sections of line bundles of a particular charge contains the generating
function of Poincaré polynomials of finite rank quiver varieties.

In chapter 7, we conclude with a summary of the main results and a discussion of avenues
for further work.

In appendix A, we summarise the Jeffrey-Kirwan pole procedure. This is the method
used to check if the superconformal index is indeed invariant under wall crossing. We give a
brief description of the theory, a simple calculation in the case of counting line bundles on
CP1, and then a more convoluted calculation of a graded count of line bundles on a simple
linear quiver - an example where wall crossing does happen.



Chapter 2

Three dimensional N = 4 quiver gauge
theories

In this chapter we review aspects of three dimensional N = 4 quantum field theory and
mathematics relevant to this thesis.

We start in section 2.1 by giving the field content and the UV-Lagrangian of such quantum
field theories. This will lead us to writing the scalar potential, and a definition of quiver
field theory. We then, in section 2.2, look at the classical and quantum vacua, reviewing
the relevant non-normalisation theorems. We discuss the two types of vacua for quiver field
theories, the Higgs and Coulomb branch, in sections 2.2.1 and 2.2.2 respectively. The Higgs
branch section reviews two constructions of the Higgs branch: the hyperKähler quotient and
the geometric invariant theory construction. We define the branch algebraically through the
coordinate ring, which is the chiral ring of the field theory. We then, in section 2.2.3, define
the Hilbert series of the chiral ring of the Higgs branch via a Molien integral. In section 2.3,
we review some three dimensional dualities and the brane construction for A-type and Â-type
quiver gauge theories. In section 2.3.1, we review three dimensional mirror symmetry. In
section 2.3.2, we review the Hanany-Witten brane construction. In section 2.3.3, we discuss
the non-duality that is three dimensional Seiberg duality. In section 2.4, we discuss the
Poisson algebra of both the Higgs and Coulomb branch. In section 2.4.1, we discuss the
deformation quantisation of a Poisson algebra generally, and in section 2.4.2, we describe a
way within three dimensional gauge theory to realise such a quantisation of the chiral ring.



6 Three dimensional N = 4 quiver gauge theories

2.1 Field content and UV Lagrangian

We start by describing the main subject of study, supersymmetric quantum field theories with
8 supercharges. We will be primarily interested in three dimensional 8 supercharge theories,
i.e. N = 4 2 + 1-dimensional gauge theories (we will often say three-dimensional, but we
are always working in Minkowski signature). The reference for our convention is [192, 200].

We use gamma matrices

γ
0 =

(
0 1
−1 0

)
=C , γ

1 =

(
0 1
1 0

)
, γ

2 =

(
1 0
0 −1

)
. (1.1)

The reality of the gamma-matrices in this basis shows that in 2+ 1 dimensions one can
have Majorana spinors. Note that in 3+ 0 dimensions, it is not possible to write a real
representation of the gamma-matrices, and hence the minimal spinor is the Dirac spinor.

We use supercharges Qiaα for i,a,α = 1,2; i for SU(2)Lorentz, a for SU(2)H and α for
SU(2)C. SU(2)H ×SU(2)C is the largest group of symmetries of the following anticommuta-
tor that commutes with Lorentz group and is called the R-symmetry.

{Qiaα ,Q jbβ}=−2εabεαβ σ
µ

i j Pµ +2εi j(εabZC
αβ

+ εαβ ZH
ab) . (1.2)

Here σ
µ

i j are the Pauli matrices, and the central charges are

ZH
11 = (ZH

22)
† ∼ ζC, ZH

12 ∼ iζR, ZC
11 = (ZC

22)
† ∼ ϕ +mC, ZC

12 ∼ i(φ3 +mR) , (1.3)

where the variables on the right hand side can be found in table 2.1.
The presence of so much supersymmetry in the theory allows us to say quite a lot.

First of all there are only two types of field multiplets for such a theory (not withstanding
half hypermultiplets) and the UV Lagrangian has only a few deformation parameters. The
vacua are constrained by non-renormalisation theorems to the extent where we can explicitly
describe these objects as varieties in many cases.

Perhaps the simplest way to construct the UV Lagrangian of our theory is dimensional
reduction from the N = 1 six dimensional theory. There are two different types of fields,
known as the vector multiplet and the hypermultiplet, and the theory has an SU(2)H R-
symmetry.

The vector multiplet in six dimensions has field content: a gauge field A, and a Weyl
fermion ψ in the adjoint of the gauge group. The SU(2)H R-symmetry acts trivially on A
and acts as a doublet on ψ .
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The hypermultiplet is commonly referred to as the “matter” of the theory. It can be in any
quaternionic representation of the gauge group, we shall consider ones of the form R⊕R,
for R some complex representation of the gauge group. The field content of this multiplet is
given by two complex scalars (q, q̃) in the representation R×R of the gauge group and one
Weyl spinor λ . The SU(2)H symmetry acts on the scalars as a doublet, but does not rotate
the hypermultiplet spinors.

Through dimensional reduction we take the fields to be independent of the directions
x3,x4,x5. The Weyl fermion in six dimensions becomes four Majorana fermions in three
dimensions, the components A3,A4 and A5 of the gauge field becomes a triplet of scalars, φ ,
and the scalars remain unchanged. The SU(2)C subalgebra of the six dimensional Lorentz
algebra, rotating x3,x4,x5, becomes an R-symmetry of the three dimensional theory.

We shall write the two different 3-dimensional N = 4 supermultiplets in 4-dimensional
N = 1 superspace notation.

The 4-dimensional N = 2 vector multiplet has content (Φ,Φ†,V ), where Φ is a 4-
dimensional N = 1 adjoint chiral multiplet and V is a 4-dimensional N = 1 adjoint vector
multiplet. In the Wess-Zumino gauge:

Φ = ϕ + iθσ
µ

θ∂µϕ +
1
4

θ
4
∂

2
ϕ +

√
2θψ − i√

2
θ

2
∂µψσ

µ
θ +θ

2F ,

Φ
† = ϕ

† − iθσ
µ

θ∂µϕ
† +

1
4

θ
4
∂

2
ϕ

† +
√

2θψ +
i√
2

θ
2
∂µθσ

µ
ψ +θ

2
F† ,

V =−θσ
µ

θAµ + iθ 2
θλ − iθ

2
θλ +

1
2

θ
4D .

(1.4)

Upon dimensional reduction to three dimensions, we will have that A3 becomes a scalar.
We write ϕ = φ1+ iφ2 and A3 = φ3. φ is a triplet under SU(2)C. See table 2.1 for a summary
of all fields and their symmetries.

We define the 4-dimensional N = 1 superfields Wα := −1
4Dα̇Dα̇DαV and W α̇ :=

−1
4DαDαDα̇V . Where Dα := ∂

∂θ α + iσ µ

αα̇
θ

α̇
∂µ and Dα̇ :=− ∂

∂θ
α̇ − iθ ασ

µ

αα̇
∂µ .

The 4-dimensional N = 2 hypermultiplet is a 4-dimensional N = 1 chiral multiplet Q

in representation R of the gauge group and a 4-dimensional N = 1 anti-chiral multiplet Q̃

in representation R of the gauge group. We write them as:
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Q = q+ iθσ
µ

θ∂µq+
1
4

θ
4
∂

2q+
√

2θω − i√
2

θ
2
∂µωσ

µ
θ +θ

2H ,

Q† = q† − iθσ
µ

θ∂µq† +
1
4

θ
4
∂

2q† +
√

2θω +
i√
2

θ
2
θσ

µ
∂µω +θ

2
H† ,

Q̃ = q̃+ iθσ
µ

θ∂µ q̃+
1
4

θ
4
∂

2q̃+
√

2θω̃ − i√
2

θ
2
∂µ ω̃σ

µ
θ +θ

2H̃ ,

Q̃† = q̃† − iθσ
µ

θ∂µ q̃† +
1
4

θ
4
∂

2q̃† +
√

2θω̃ +
i√
2

θ
2
θσ

µ
∂µ ω̃ +θ

2
H̃† .

(1.5)

We summarise the three dimensional field content with the following table1.

G GH SL(2;R) SU(2)H SU(2)C
q R⊗C fund 1 2 1
q̃ R⊗C fund 1 2 1
ω R⊗C fund 2 1 2
ω̃ R⊗C fund 2 1 2
φ adj 1 1 1 3
ψ adj 1 2 2 2
Aµ connection 1 3 1 1

(D,F) adj 1 1 3 1
m 1 adj 1 1 3
ζ π1(G)∨ 1 1 3 1
Q 1 1 2 2 2

Table 2.1 Summary of the field content, the masses, Fayet-Iliopoulos terms and supercharges.
See section 2.1.1 for the definition of m,ζ and GH . “fund" is the fundamental represen-
tation and “adj" is the adjoint representation. Q represents the supercharges of the theory.
SL(2;R)∼= Spin(2,1) is the double cover of the Lorentz group, SO(2,1).

We can think of ζ as the scalar component of a frozen twisted vector multiplet and we
can think of m as the scalar component of a vector multiplet for the frozen gauge group GH .

1We have ignored the possibility of half hypermultiplets as well as twisted multiplets as they will be of
little relevance to our work. The half hypermultiplets come about when R (or a simple part of it) is pseudoreal
and we can essentially eliminate q̃. The twisted multiplets come about by acting with the idempotent outer
automorphism that swaps SU(2)H and SU(2)C.
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2.1.1 Lagrangian

We first write down the Lagrangian for the four dimensional theory. We have gauge coupling
τ = 4πi

e2 + θ

2π
generally, but we will take θ = 0 (upon dimensional reduction the θ -term

becomes trivial anyway). The trace is over the gauge indices.
The fields combine to form the Lagrangian, written in N = 1 notation:

L4d =tr

[∫
d4

θ
1
e2 Φ

†e2[V,−]
Φ+

(
−iτ
8π

∫
d2

θW αWα +h.c.
)

+
∫

d4
θ

(
Q†eV Q+ Q̃e−V Q̃†

)
+
√

2
(∫

d2
θQ̃ΦQ+h.c.

)]
.

(1.6)

The
√

2 arises by following the convention of [200]. The flavour group is defined by the
exact sequence

G →U(R)→ GH → 1 . (1.7)

We can add deformations in the form of Fayet-Iliopoulos terms and mass terms [123],

LFI =−
∫

d4
θ trζRV +

(∫
d2

θ trζCΦ+h.c.
)
,

LM =
√

2
(∫

d2
θQ̃mCQ+h.c.

)
+
∫

d4
θ

(
Q†(e−2mRθθ −1)Q+ Q̃(e2mRθθ −1)Q̃†

)
.

(1.8)
We pause to note that these Lagrangians are three dimensional. This is crucial to define the
real mass term mR, as in four dimensions the quantity θθ is not a Lorentz scalar, but in three
dimensions it is. This is because the charge conjugation matrix in 2 + 1 dimensions is C = ε ,
[136].

In three dimensions one can add a Chern-Simons term [87]

LCS :=
k

4π

∫
d4

θ

∫ 1

0
dt trV Dα (e−tV DαetV)−( k

4π

∫
d2

θ trΦ
2 +h.c.

)
, (1.9)

with k integer-quantised so that the action is invariant under large gauge transformations.
However, this term will break the supersymmetry down to N = 3 supersymmetry [122]2.
See the discussion in chapter V of [123] for good reasons for why one might not expect it to
be possible to have an N = 4 supersymmetric topologically massive super Yang-Mills theory
in three dimensions. This breaking of supersymmetry makes the description of quantum
vacua more difficult. For this reason, we will no longer consider it in this thesis.

2This is because of the presence of the Yang-Mills term. If there is no Yang-Mills term, then one can have
N > 3 supersymmetry. For example, the ABJM theory has N = 6, [2].
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k1 k2

k3

N1 N2

N3

Fig. 2.1 An example of a quiver. Note that we can have multiple edges from one gauge node
to another, and edges from a gauge node to itself.

The Lagrangian for 3d N = 4 we will look at is

L3d =L4d→3d +LFI +LM , (1.10)

L4d→3d is defined by taking the Lagrangian L4d , making all fields independent of x3, writing
A3 as φ3, a scalar field, and noting that all Weyl fermions descend to two Majorana fermions.

We see via simple dimension counting that [e] = 1
2 , and so the theory is asymptotically

free. This means that, unlike in four dimensions where we have to be careful about the matter
multiplets so that we have a well-defined UV theory, we always have a well-defined theory.
In the IR, the theory is strongly coupled.

The scalar potential is

U = 2
(
|q̃(ϕ +mC)|2 + |(ϕ +mC)q|2

)
+m2

R
(
|q|2 + |q̃|2

)
+

1
4e2 |[φ3,ϕ]|2

+
1
4
|φ3q|2 + 1

4
|q̃φ3|2 +

1
2

∣∣∣∣ 1
e2 [ϕ

†,ϕ]+ e2(ζR−q†q+ q̃q̃†)

∣∣∣∣2 + e2|ζC−
√

2q̃q|2 .
(1.11)

2.1.2 Quiver field theory

A specific type of 3d N = 4 field theories that we will study are those that can be defined
by quivers. A quiver is a directed graph, Γ = (V,E), where V ∋ i is the set of nodes and
E ∋ (i, j) the set of directed arrows (we allow multiple edges as well as loops). In order to
define an 8 supercharge theory, we need Γ to be a symmetric directed graph. This means for
every (i, j) ∈ E there is a corresponding ( j, i) ∈ E. Such a quiver defines an 8 supercharge
theory (otherwise it defines a 4 supercharge theory). We shall call such a quiver an eight
supercharge quiver.
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We assign a set of strictly positive integers k ∈ NV and a set of non-negative integers
N ∈ NV

0 to every node. The gauge group of our theory is defined to be

G = ∏
i∈V

U(ki) . (1.12)

Pick a subset Ω ⊂ E such that Ω∪Ω = E and Ω∩Ω = ∅, where ∗ : E → E is a bijection
such that (i, j) = ( j, i). For every h = (i, j) ∈ Ω we have a hypermultiplet in the (ki,k j) of G,
and for every i ∈V we have Ni hypermultiplets in the ki of G.

The Fayet-Iliopoulos terms live in RV ⊗R3 and the mass terms live in R∑i Ni ⊗R3, the
Cartan subalgebra of the flavour group ∏iU(Ni) tensor product with R3.

We draw our quivers by writing every gauge node as a circle and each flavour node
as a box, both with their respective ranks written inside. We draw all the arrows in Ω as
undirected lines between the corresponding nodes. Figure 2.1 is an example of a (rather
exotic) quiver gauge theory.

Assumming that there are no edge loops (edges from a node to itself), the quiver Γ=(V,E)
defines a Lie algebra as follows (see [117, 118] for details):

The n×n matrix, where n := |V | and we have labelled the gauge nodes 1,. . . ,n, defined
as, for a,b = 1, . . . ,n,

Cab :=

2 , if a = b,

−# of edges a → b , if a ̸= b,
(1.13)

is a generalised Cartan matrix.
Let αa := (δ1a, . . . ,δna) ∈ Zn for a = 1, . . . ,n, be the standard basis of Zn. We introduce

a bilinear form on Zn via
(αa,αb) =

1
2

Cab . (1.14)

We call αa a fundamental root for each a = 1, . . . ,n. We define Π as the set of fundamental
roots. For any fundamental root αa, we define the fundamental reflection rαa ∈Aut Zn via

rαa(λ ) := λ −2(λ ,αa)αa , for λ ∈ Zn . (1.15)

The group W (Γ) generated by all the fundamental reflections is the Weyl group of the graph.
R :=

⊕n
a=1Zαa is the set of roots, and R+ :=

⊕n
a=1N0αa is the set of positive roots.
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The Kac-Moody algebra, g(Γ), generated by Γ is the complex Lie algebra with 3n
generators ea, fa,ha for a = 1, . . . ,n, and the following relations, for a,b = 1, . . . ,n,

[ha,hb] = 0 ,

[ea, fa] = ha ,

[ea, fb] = 0 , if a ̸= b ,

[ha,eb] =Cabeb ,

[ha, fb] =−Cab fb ,

(adea)
1−Cabeb = 0 , if a ̸= b ,

(ad fa)
1−Cab f j = 0 , if a ̸= b .

(1.16)

If the quiver is of ADE-type, then g(Γ) is the simple Lie algebra whose Dynkin diagram
is Γ.

2.2 The classical and quantum vacua

In a quantum field theory with two or more non-compact spatial directions, the non-
normalisable zero modes of the theory are non dynamical, and must be fixed in order
to define the theory. This is related to the phenomena that there are no Goldstone bosons in
two dimensions [56]. This choice is a choice of superselection sector, [5], and is given by a
choice of vacuum for the fields to tend to at spatial infinity. If there is one or fewer spatial
dimensions, the wavefunction spreads over the moduli space of vacua instead.

Since we are working on R2,1, we need to pick a vacuum state. The classical Hamiltonian
of the field theory can be written as the sum of positive semidefinite terms

H = ||Dfields||2 +U . (2.17)

Thus, the vacua are given by the zero frequency Fourier modes, such that the potential is
minimised and, since the origin is such a solution, they are all gauge equivalence classes of
scalar values that are roots of the potential.

We look at the minima of the function U in equation (1.11). First we see that mR ̸= 0
necessarily requires that q = q̃ = 0. Let us set mR = mC = 0, then the potential contains
the terms (ignoring the various coefficients that arose from our scaling convention) |q̃ϕ|2 +
|ϕq|2+ |φ3q|2+ |q̃φ3|2. These mean that if (q, q̃) has a non-zero vev, then φ will be restricted
into having some components zero; and if φ has a non-zero vev, then (q, q̃) will be restricted
into having some components zero. In the case where some components of the vector
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multiplet scalars are non-zero and some components of the hypermultiplet scalars are non-
zero, we get what is known as a mixed branch.

If the vector scalars are zero, then we have the space of gauge orbits of (q, q̃) vacuum
expectation values that annihilate

U(φ = m = 0) =
1
2

e2
∣∣∣(ζR−q†q+ q̃q̃†)

∣∣∣2 + e2|ζC−
√

2q̃q|2 . (2.18)

This space is known as the Higgs branch and a generic point of it generically (of course
this depends on the choice of R, but any faithful representation will do) completely breaks
the gauge group. To have any solutions at all for ζ generic, one needs R to be “large
enough" relative to the size of G. The space has a natural action of the flavour group
GH ⩾ S

(
∏iU(CNi)

)
inherited from the action on the hypermultiplets. It is a hyperKähler

space.
If the hypermultiplet scalars are zero, then we necessarily must turn off ζR and ζC, but

are free to turn on mR and mC. Classically, the mass has no effect.

U(ζ = q = q̃ = 0) =
1

4e2 |[φ3,ϕ]|2 +
1
2

∣∣∣∣ 1
e2 [ϕ

†,ϕ]

∣∣∣∣2 . (2.19)

We can give vacuum expectation values to φ such that each component commutes with the
other. The mutually commuting matrices can be diagonalised by gauge transformations, and
thus, we find that our vacuum expectation values live in the Cartan subalgebra of G, hG,
generically breaking the gauge group to the maximal torus times the Weyl group of G, W .
This is not the end of the story though, any three dimensional abelian gauge field can be
dualised to a periodic scalar3. We relax our path integral to integrate over field strengths F
that do not obey the Bianchi identity, but enforce it with a Lagrange multiplier. Thus, our
partition function is

Z[χ] =
∫
[Dfields]eiS3d+i

∫
d3xχDF . (2.20)

The crucial point to note is that if χ ′− χ = a ∈ R, then we would have a difference in the
action of the form

∆S = i
∫

d3xaDF

= ia
∫

S2
∞

F .
(2.21)

The quantity
∫

S2
∞

F is quantised by the values of π2(S2)∼=Z. This means that the path integral
is unchanged for certain discrete shifts of χ , and thus this scalar is periodic. Integrating out

3Here we are really working in the quantum theory at the tree level, instead of purely classically.
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F allows one to swap the photon for the periodic scalar χ , which we can give a vacuum
expectation value. Thus, we have moduli space (hG ⊗R3 ×Srk(G)

1 )/W = (C×C×)rk(G)/W ,
where rk(G) is the rank of G. This space is known as the Coulomb branch. Note that this
manifold is hyperKähler, and the topological symmetries U(1)V , given by rotating χ and
leaving φ invariant, act natually on it.

H mixed

C

Fig. 2.2 A schematic picture of the vacua. The Higgs branch and the Coulomb branch are
hyperKähler cones that intersect at the origin, and mixed branches lie between them.

We see that if ζ = 0 and m = 0, then we have two hyperKähler manifolds that intersect
at a single point, with singular submanifolds along both corresponding to mixed branches
that stretch between the two. Generic values of ζ will lift the Coulomb branch and the mixed
branches, while generic values of m will lift the Higgs branch and the mixed branches.

The description so far has been purely classical. Upon quantisation, one needs to worry
about quantum corrections to the potential. For a generic quantum field theory, we expect
corrections to lift most of the vacua. However, there are theories where vacua are protected.
For example, if the vacua are an orbit of a non-anomalous global symmetry, then they will
be protected, with the choice of a particular point of the vacuum manifold breaking this
symmetry. This is spontaneous symmetry breaking. Another way that the vacua can be
protected are non-renormalisation theorems due to the presence of supersymmetry. The
non-renormalisation theorems that are relevant to us are:

1. In the paper [11], it is proven for 4d N = 2 theories that if the Coulomb branch metric
depends non-trivially on some parameter, then the Higgs branch metric is independent
of that parameter, and vice versa. The argument is elegant, and simply states that any
such term in a Lagrangian will lead to non-Lorentz invariant terms in the action. Since
we can promote the gauge coupling to a background vector multiplet, we see that the
Higgs branch metric must be independent of the coupling, and hence, has no quantum
corrections. This argument holds equally well in three dimensions.
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2. The Coulomb branch, on the other hand, does receive quantum corrections. However,
it is not lifted. Indeed, for it to be lifted we would need to generate a mass term for
the vector multiplet scalars. However, our supersymmetry outlaws the possibility of
such a superpotential. The only other ways one could generate a mass would be with a
Chern-Simons term, which we have decided not to consider and cannot be induced
due to the lack of a parity anomaly in our theory, and by turning on ζR. This argument
can be found in [180].

3. In the low energy theory on a generic point of the Coulomb branch, we expect a three
dimensional N = 4 σ -model with target space the quantum Coulomb branch, which is
a 4rk(G) real-dimensional manifold (up to codimension 1 singularities, using the word
manifold for such spaces is a common abuse of notation in the physics literature). This
much supersymmetry necessarily dictates that the manifold be hyperKähler [8, 80].

So we may conclude that our quantum Higgs branch is the classical one, which is
hyperKähler, and the quantum Coulomb branch is a 4rk(G) real-dimensional hyperKähler
manifold. We have a picture of the vacua in figure 2.2.

We shall now say some words on how one actually goes about computing what these
manifolds are for quiver gauge theories.

2.2.1 Higgs branch of quiver gauge theory - Nakajima quiver varieties
and Kempf-Ness theorem

For a three dimensional N = 4 quiver gauge theory, the Higgs branch coincides with an
object in the mathematical literature known as a Nakajima quiver variety. These objects,
as well as being hyperKähler manifolds, are also quasi-projective varieties, and are in fact
affine varieties for ζR vanishing. As a purely mathematical object, these objects have many
interesting properties lying on the intersection of representation theory and geometry.

Our starting data for a Nakajima quiver variety is identical to that of the quiver field
theory. We have

1. An 8 supercharge quiver Γ = (V,E);

2. k ∈ NV , N ∈ NV
0 ; and

3. ζ ∈ R3V .

We have set m = 0.
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There are two constructions that one can now follow. One is the hyperKähler quotient,
this was first done in [157]; the second is via geometric invariant theory, this was first done
in [158]. We shall describe both.

First, we shall define a hyperKähler manifold. To define a hyperKähler manifold, we first
define a Kähler manifold

Definition 1. A Kähler manifold is a manifold X with a complex structure I, a metric g and
a symplectic form ω , such that for all u,v ∈ TxX and for all x ∈ X , we have that

g(u,v) = ω(u, Iv) . (2.22)

An example of a Kähler manifold is C. In complex coordinates z,z, the geometrical
structures are

g = dzdz ,

ω = dz∧dz̄ ,

I =

(
i

−i

)
.

(2.23)

Definition 2. A hyperKähler manifold is a manifold (though we will allow singularities)
with three covariantly constant orthogonal endomorphisms of the tangent bundle, (I,J,K),
satisfying the quaternion algebra identities4

I2 = J2 = K2 = IJK =−1 . (2.24)

For N a hyperKähler manifold, the action of I,J and K will give the tangent space, T N,
the structure of a quaternionic vector space, so the real dimension of a hyperKähler manifold
is divisible by 4. Furthermore, I,J and K are all complex structures for N. There are three
associated symplectic forms, ωa for a = 1,2,3, where ωa =−(gI,gJ,gK) so that (N, I,ω1,g)
is a Kähler manifold and similarly for J and K. Given a choice of complex structure, say I,
then ω2 + iω3 is a holomorphic symplectic form on N. We shall often write ωR ≡ ω1, and
ωC ≡ ω2 + iω3. Notice the similarity with how we wrote our 8 supercharge Lagrangian;
the choice of 4 supercharge subalgebra that we choose in order to write our Lagrangian is
completely analogous to the choice of a complex structure.

4First written down when Hamilton carved them into Brougham Bridge Dublin on a walk with his wife.
HyperKähler manifolds were first defined by Calabi [45]
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An example of a hyperKähler manifold is C2. In complex coordinates z1,z2,z1,z2, the
geometrical structures are

g = dz1dz1 +dz2dz2 ,

ω1 = idz1 ∧dz1 + idz2 ∧dz2 ,

ω2 = dz1 ∧dz2 +dz1 ∧dz2 ,

ω3 =−idz1 ∧dz2 + idz1 ∧dz2 ,

(2.25)

and

I1 =


i

−i
i

−i

 , I2 =


−1

−1
1

1

 , I3 =


−i

i
i

−i

 . (2.26)

The hyperKähler quotient was first described in [106]. In its most general form we have a
Lie group G with a smooth, Hamiltonian, isometric, triholomorphic action on a hyperKähler
manifold, N. To be clear on notation, this means that LX ωa = 0 for LX the Lie derivative
representing the action of the element X of the Lie algebra associated to G, g, and there are
three independent moment maps,

µa : N → g∗ ,

µa(g · x) = Ad#(g)µa(x) , ∀g ∈ G, x ∈ N ,

dµa(X) = iX ωa , ∀X ∈ g .

(2.27)

Here Ad# is the coadjoint action of G on g∗, defined by ⟨Ad#(g)ℓ,Ad(g)X⟩= ⟨ℓ,X⟩ for all
ℓ ∈ g∗ and X ∈ g. So the second line is a G-equivariance condition.

The hyperKähler quotient is an extension of the Kähler quotient, which itself is an
extension of the symplectic quotient, also known as Marsden-Weinstein quotient. We pick an
element ζ ∈ Z⊗R, where Z⊆ g∗ is the space of G-invariants, and take the quotient

Nζ := µ
−1
1 (ζ1)∩µ

−1
2 (ζ2)∩µ

−1
3 (ζ3)/G (2.28)

If N is smooth and ζ is a regular value for µ so that dµ has full rank, then Nζ is a hyperKähler
manifold. We will deal with a slightly more general case where N is smooth, but ζ is not
regular and instead have a hyperKähler manifold with singulaties.
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We return to our hyperKähler quotient definition of the Nakajima quiver variety. We
define the affine space of complex matrices

M ≡ M(k,N) :=
⊕

(i, j)∈Ω

Hom
(
Cki,Ck j

)
⊕Hom

(
Ck j ,Cki

)
⊕
⊕
i∈V

Hom
(
CNi,Cki

)
⊕Hom

(
Cki,CNi

)
∼= (C2)∑(i, j)∈Ω kik j+∑i∈V kiNi .

(2.29)

This space is hyperKähler because C2 ∼=H is hyperKähler and hyperKählerity is preserved un-
der Cartesian product. Elements (X , X̃ ,q, q̃) ∈ M transform under g ∈ G ≡ Gk = ∏i GL(Cki)

as
(X , X̃ ,q, q̃) 7→ (gXg−1,gX̃g−1,gq, q̃g−1) . (2.30)

This action is smooth (except for the zeroes), Hamiltonian, isometric and triholomorphic. So,
we have three moment maps

µR := [X ,X†]+ [X̃ , X̃†]+qq† − q̃†q̃ ∈ ∏
a∈V

u(ka) ,

µC := [X , X̃ ]+qq̃ ∈ ∏
a∈V

gl(ka) .
(2.31)

We define the Nakajima quiver variety as

MζR,ζC ≡MζR,ζC(k,N) := µ
−1
R (ζR)∩µ

−1
C (ζC)/G . (2.32)

The moment maps enforce exactly the same condition as equation (2.18), and the quotient by
G is nothing more than identifying gauge orbits. This hyperKähler manifold is exactly the
Higgs branch of the quiver gauge theory with m = 0.

If ζ = 0, then since the origin has a non-trivial stabiliser under G, there will be a
singularity at the corresponding point in the quotient. We define the smooth subset of Mζ ,

M
reg
ζ

:= {x ∈ µ
−1(ζ )|stabiliser of x is trivial} . (2.33)

Assuming Γ is of ADE-type, then for θ ∈ R+, where, R+ is the set of positive roots defined
by Γ, we define

Dθ :=

{
x = (xk) ∈ RV

∣∣∣∑
k

xkθk = 0

}
. (2.34)

Then we have
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Theorem 1. (Theorem 2.8 of [157]) Suppose

ζ ∈ R3 ⊗RV\
⋃

θ∈R+

R3 ⊗Dθ , (2.35)

then the regular locus Mreg
ζ

coincides with Mζ . So, Mζ is nonsingular, and, moreover, the
hyperKähler metric is complete.

Physically, if ζ ∈ Dθ for θ ∈ R+, then there will be a singular submanifold where one
can give non-zero vevs to ϕ such that [ϕ†,ϕ] lies in the subalgebra defined by θ , and so lies
at the intersection of the Higgs branch and a mixed branch.

We call ζ generic if it satisfies the condition (2.35) for Γ of ADE-type, and more generally
we call ζ generic if Mζ is nonsingular. The question of when such ζ exist is addressed later
in this section.

In order to compare with the geometric invariant theory quotient construction of the
Nakajima quiver variety, we make a brief general point about hyperKähler quotients. For N a
hyperKähler manifold, µC is a holomorphic map, in complex structure I, on N, since for all
X ∈ g, with associated vector field vX , and vector fields Y ,

d⟨µC,X⟩(IY ) = g(JIY,vX)+ ig(KIY,vx)

= id⟨µC,X⟩(Y ) .
(2.36)

Thus, µ
−1
C (ζC) ⊂ N is a complex submanifold (in complex structure I), and inherits the

Kähler structure. So, we can view the hyperKähler quotient as the Kähler quotient by the
action of G with moment map µR.

Mζ = µ
−1(ζ )/G = µ

−1
C (ζC)//ζRG , (2.37)

where µ
−1
C (ζC)//ζRG is the symplectic quotient of µ

−1
C (ζC) by G.

If ζR ∈ Z, then we can describe the symplectic map as shifted by some ρ : G →U(1), so
that dρ : g→ 2πiR. We take moment map

µ
ρ : µ

−1
C → g∗ ,

µ
ρ(x)(X) = µ(x)(X)− 1

2πi
dρ(X)∀x ∈ µ

−1
C (ζC), X ∈ g .

(2.38)

Then we have that
µ
−1
C (ζC)//ζRG = (µρ)−1(0)/G . (2.39)

One can see that we have swapped ζR for 1
2πidρ .
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We now review the geometric invariant theory quotient, and how it is equivalent to the
symplectic quotient via the Kempf-Ness theorem. Geometric invariant theory was started by
Mumford in 1965 with his book, whose most recent edition is [152]. Since the components
of µC are irreducible as polynomials, µ

−1
C (0) is an affine variety, and so we are interested in

the case of affine varieties; a good reference for which is [110].
We shall look at two different quotients. The first is known as the affine quotient. It gives

us the Nakajima quiver variety when ζR = 0. The second is more general. It gives us the
Nakajima quiver variety when ζR ∈ Z. We note that in both cases the construction gives
us the spaces as varieties, so purely analytic information such as the metric is inaccessible
with this construction, but as we shall see later, we will have all the information required to
compute the physical quantities that we are interested in.

We let GC be a complex reductive group (equivalently, the complexification of some
compact Lie group), W an affine variety and C[W ] the coordinate ring of W .

We first state some definitions

Definition 3. Let Z be a variety with a GC action.

• Z/GC is the quotient of Z by the equivalence relation: z ∼ z′ iff GC · z∩GC · z′ ̸=∅. It
has the quotient topology.

• Z/GC is a good quotient if the quotient map f : Z → Z/GC is such that f ∗ : O(U)→
O( f−1(U))G is an isomorphism for all U ⊆ Z/GC open.

• A geometric quotient of Z is a good quotient such that the fibres are GC-orbits, i.e for
all z̃ ∈ f (Z) there is a z ∈ Z such that f−1(z̃) = GC · z.

The affine geometric invariant theory quotient is given simply by the map C[W ]GC ↪→
C[W ], which induces a morphism W →W//GC := Spec C[W ]GC .

The Kempf-Ness theorem then tells us that for W = µ
−1
C (ζC) and GC the complexification

of G,
M0,ζC

∼=homeo W//GC . (2.40)

In physics terminology, we would call C[µ−1
C (ζC)]

GC the space of all gauge invariant Higgs
branch operators modulo the F-term equations. We shall state the Kempf-Ness theorem in a
slightly more general form later in this section.

Now we look at the more general situation that corresponds to ζR ∈ Z. By equation
(2.39), we see that we will need to twist our construction by a character, ρ : GC → C×. This
approach of using a character to twist the quotient was first used by King in [127]. We define
a character ρ : GC → C× and a trivial line bundle on W , L :=W ×C. We use ρ to lift the
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action of GC on W to L via
g · (v,c) = (g · v,ρ(g)c) , (2.41)

for g ∈ GC and (v,c) ∈ L. Denote the information of the line bundle with the GC action by
Lρ . Note that L⊗n

ρ = Lρn for all n ∈ Z. There is an induced action on the sections given by,
for g ∈ GC and σ ∈ H0(W,L⊗n

ρ ),

g ·σ(v) = ρ
n(g)σ(g−1v) . (2.42)

Note that we can think of invariant sections of this line bundle as semi-invariant functions on
W with weight ρn,

H0(W,L⊗n
ρ )GC ∼= C[W ]GC

ρn := { f ∈ C[W ]| f (g · v) = ρ
n(g) f (v)∀v ∈W,g ∈ GC} , (2.43)

where for F a vector bundle/sheaf on some space X , H0(X ,F ) is the space of global sections
of F on X .

Consider the graded algebra

R :=
⊕
n⩾0

H0(W,L⊗n
ρ ) , (2.44)

and its invariant graded subalgebra RGC =
⊕

n RGC
n , where RGC

n = C[W ]GC
ρn .

We define our quotient via the Proj construction, which we now review (see [100] II 2 for
more details):

Let S be an N0-graded ring. Define S+ :=
⊕

i>0 Si.
We define the set Proj S to be the set of all homogeneous prime ideals p, which do not

contain all of S+. We define a topology on Proj S by taking all closed sets to be of the form
V (a) := {p ∈Proj S|p ⊇ a}, for a some homogeneous ideal of S.

The sheaf of rings O is defined on Proj S as follows. For each p ∈Proj S, we define the
ring S(p) of elements of degree zero in the localized ring T−1S, where T is the multiplicative
system consisting of all homogeneous elements of S which are not in p. For any open subset
U ⊆Proj S, we define O(U) to be the set of functions s : U → ∏S(p) such that for each p ∈U ,
s(p) ∈ S(p), and such that s is locally a quotient of elements of S: for each p ∈U , there exists
a neighborhood V of p in U , and homogeneous elements a, f ∈ S, of the same degree, such
that for all q ∈V, f /∈ q, and s(q) = a/ f ∈ S(q).

O is a sheaf. Moreover, (Proj S,O) is a scheme.
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The inclusion RGC ↪→ R induces a rational map

W →W//ρGC := Proj RGC . (2.45)

This map is undefined on the null cone

N := {v ∈W | f (v) = 0∀ f ∈
⊕
n>0

RGC
n } . (2.46)

Following Mumford

Definition 4. If v ∈W, then

• v is ρ-semistable, if there is an invariant section σ ∈ H0(W,L⊗n
ρ )GC = C[W ]GC

ρn , for
some n > 0, such that σ(v) ̸= 0.

• v is ρ-stable, if dim(GC)x = 0 and there is an invariant section σ ∈ H0(W,L⊗n
ρ )GC =

C[W ]GC
ρn , for some n > 0, such that σ(v) ̸= 0 and the action of GC on the open affine

subset Wσ := {u ∈W |σ(u) ̸= 0} is closed (that is, all GC-orbits in Wσ are closed).

The open subsets of ρ-stable and ρ-semistable points will be denoted W ρ-s and W ρ-ss

respectively.

In [127], King showed the following for quiver varieties, our exact statement is taken
from [153]:

Lemma 1. Let x = (X , X̃ ,q, q̃) ∈ µ
−1
C (ζC) and ρ : GC → C×, ρ(g) := ∏i∈V detgi.

• x is ρ-semistable if and only if there is no non-zero V -graded subspace A of
⊕

Cki

such that X(A), X̃(A)⊆ A and A ⊆Ker q̃.

• The notion of ρ-semistable and ρ-stable are equivalent, i.e. all ρ-semistable points
are ρ-stable.

By definition, W ρ-ss is the complement of the null cone N. The morphism W ρ-ss →
W//ρGC is the GIT quotient with respect to ρ .

Theorem 2. (Mumford) The GIT quotient ϕ : W ρ-ss →W//ρGC is a good quotient for the
action of GC on W ρ-ss. Moreover, there is an open subset W ρ-s/GC ⊂ W//ρGC whose
preimage under ϕ is W ρ-s and the restriction ϕ : W ρ-s →W ρ-s/GC is a geometric quotient
(which in particular is an orbit space).
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In general, the GIT quotient W//ρGC =Proj RGC with respect to ρ is quasi-projective.
We note that if ρ is the trivial character, then in this construction we recover the affine GIT
quotient W →W//GC.

The key result is the affine Kempf-Ness theorem, which states

Theorem 3. (Affine Kempf-Ness theorem) Let GC be the complexification of a compact Lie
group G, acting linearly on an affine variety W, and suppose G acts unitarily with respect to
a metric on W. Given a character ρ : GC → C×, let µρ : W → g∗ denote the moment map
for this action. Then the inclusion (µρ)−1(0)⊂W ρ−ss induces a homeomorphism

µ
−1(0)/G ∼=homeo W//ρGC . (2.47)

So notably, if we take W = µ
−1
C (ζC), we get that for ζR ∈ Z with an associated character

ρ ,
MζR,ζC

∼=homeo µ
−1
C (ζC)//ρGC . (2.48)

This implies equation (2.40) when ρ = 1.
As we have seen the space M0 is generally singular, while the space Mζ can often be

smooth. We are interested in how the Poisson algebra of the smooth space is related to the
non-smooth space. For this we must review the theory of symplectic resolutions:

For X a Kähler space, a resolution of X is a proper surjective morphism, π : X̃ → X ,
such that X̃ is smooth, and π−1(X reg) → X reg is an isomorphism. If π is a projective
morphism, then this a projective resolution.

This map is holomorphic, so
∂̄ π

∗ = π
∗
∂̄ . (2.49)

A symplectic resolution is one where π∗ω , the pullback of the symplectic form on X reg,
can be extended to a symplectic form on all of X̃ .

Since X :=M0 is a symplectic normal affine variety, see [59] for this result, we know
that if X has a projective resolution, then it has the following properties5:

• Since the C×-action on X contracts X to a unique fixed point, o ∈ X ; imbues the
coordinate ring with a grading, C[X ] =

⊕
a∈N0

Ca[X ], such that C0[X ] = C, and{
Ca[X ],Cb[X ]

}
⊆ Ca+b−2[X ] , ∀a,b ⩾ 0 , (2.50)

the C×-action has a canonical lift to an algebraic C×-action on X̃ , giving the Poisson
algebra Γ(X̃ ,OX̃ ) a grading.

5See [89] for a more detailed list of the properties as well as proofs.
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• We have that
π
∗ : C[X ]→ Γ(X̃ ,OX̃ ) (2.51)

is an isomorphism of graded Poisson algebras, see [119].

• For all q > 0,
Hq(X̃ ,OX̃ ) = 0 . (2.52)

• Any Hamiltonian holomorphic vector field action on X corresponds to a function in
C[X ]. These functions then lift to Γ(X̃ ,OX̃ ), where they define Hamiltonian vector
fields. Indeed, note that if

LX f ω = 0 , (2.53)

then we have that
LXπ∗ f ω̃ = diXπ∗ f ω̃

= dπ
∗iX f ω

= π
∗diX f ω = π

∗LX f ω = 0 .

(2.54)

So, if a projective symplectic resolution of X exists, it is equivariant with respect to
C××GH .

If X̃ and X̃ ′ are two equivariant projective symplectic resolutions of X =M0, then
they are birational. This means the Picard groups are isomorphic, [36].

When the underlying quiver has no edge loops, it is known that certain values of ζR,
known as generic values, provide an equivariant symplectic resolution of the manifold. We
discussed this earlier in this section, see proposition 3.22 of [158] for another statement
of this. More generally, a question we may ask is: when are there projective symplectic
resolutions of Nakajima quiver varieties? This was answered recently by Bellamy and
Schedler in [24], but we shall not go into its details. We shall merely content ourselves with
the fact that in all examples considered in this thesis, a projective symplectic resolution does
exist.

Moreover, we have that

Theorem 4. (A simple generalisation of 3.4 in [172]) If ζ⃗ and ζ⃗ ′ are both generic, then M
ζ⃗

and M
ζ⃗ ′ are GH-equivariant diffeomorphic.

This result is crucial, and restricts wall crossing phenomena for the observables we define
in chapter 3. The theorem is essentially because the hyperKähler structure (specifically the
existence of ζC as well as ζR) means that the non-generic values (when generic values exists)
form a codimension 3 subset of the space of Fayet-Iliopoulos parameters, and hence one can
always go around a “wall” via a homotopically unique path.
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We now make a brief point about the possibility of turning on a complex mass parameter
mC ∈ hH (the Cartan subalgebra of the Lie algebra of GH). We need to consider the term in U
(equation (1.11)). In order to make manifest the action we add in the previously suppressed
identity terms,

U ⊃2|q̃(ϕ ⊗1GH +1G ⊗mC)|2 +2|(ϕ ⊗1GH +1G ⊗mC)q|2 . (2.55)

The vacua are now points of our hyperKähler construction that also obey the equation (2.55).
Since the action of ϕ is by an action that we quotient out, we are asking for points on MζR,ζC

that are invariant under the U(1) generated by the complex mass mC ∈ hH . They need not
exist in general, and they need not be isolated. However, in all the examples we consider
there will be finitely many isolated vacua. In these cases we have access to localisation
theorems that allow us to compute indices.

Finally, it is clear from inspecting equation (1.11) that turning on mR will completely lift
the Higgs branch.

2.2.2 The Coulomb branch of a quiver gauge theory - Chiral rings and
Hilbert series

As we have already stated in section 2.2, the Coulomb branch, unlike the Higgs branch,
receives quantum corrections. This has meant that a mathematical construction of the
Coulomb branch, analogous to that of the Nakajima quiver variety, was much harder to find.
Despite this difficulty, there has been much progress over the past few years and definitions
of the Coulomb branch of varying degrees of rigour were given in [155, 38, 44, 43], while
a finite dimensional hyperKähler quotient construction specific for the Coulomb branch of
A and Â-type quiver gauge theories was given in [159]. Due to the complexity of these
constructions and their lack of direct relevance to our work, we will spend very little time on
them. However, the construction of [159] will be relevant to the calculations in chapter 4.
We postpone discussion of that paper until that chapter.

These results above in a large part were inspired by the works of [64, 60, 63, 61, 62], to
name but a few. In these works a recipe for computing an invariant of the Coulomb branch of
certain quiver varieties is given. This invariant determines much of the complex structure of
the Coulomb branch. Its computation relies on two fundamental assumptions:

1. The Coulomb branch is an affine variety;

2. The chiral ring (defined below) is equal to the coordinate ring of the Coulomb branch.
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As far as the author is aware there are no physical reasons (apart from three dimensional mirror
symmetry, see section 2.3) for these two assumptions to be true in general, nonetheless, they
are strongly suspected to be true. In fact, the definition of the Coulomb branch in [155, 38] is
taken to be the spectrum of a commutative ring, whose definition is heavily inspired by the
chiral ring, and so agrees with these assumptions.

Call the quantum Coulomb branch vacuum MC. For a given choice of Coulomb branch
vacuum u ∈ MC, we have a quantum field theory, which is composed of local operators
O(x) for x ∈ R2,1. These operators have an operator product expansion, [201], but this is
too complicated to compute in general (just knowing the spectrum itself is beyond current
techniques). However, one can make progress by looking at a simpler subring of the space of
all operators, notably the chiral ring, [138], whose elements are the chiral operators. A chiral
operator is a (product of) local operator(s), such that it is annihilated by two supercharges,
Q1,Q2, lying within an N = 2 subalgebra of the N = 4 Poincaré superalgebra6,

[Qi,O(x)] = 0 , i = 1,2 . (2.56)

By Leibniz rule, if O1(x) is chiral and O2(y) is chiral, then the product O1(x)O2(y) is chiral.
We further have chosen the Qi such that ∂

∂x = {Qi,Q} for some i = 1,2 and Q, and so we
have that

∂

∂x
⟨O(x)⟩u = ⟨{Qi, [Q,O(x)]}⟩u = 0 , (2.57)

where in the first equality we used the super Jacobi identity and the chirality of O(x), and
in the second equality we used that Qi is a symmetry of the theory. The subscript u is to
signify that we are taking the vacuum expectation value in the vacuum u. Thus, we have that
the expectation value of any chiral operator is independent of its position. By the cluster
decomposition principle, for a proof of which see [9], for chiral operators O1 and O2,

⟨O1(x)O2(y)⟩u = ⟨O1(x)⟩u⟨O2(y)⟩u

=: ⟨O1⟩u⟨O2⟩u .
(2.58)

Since ⟨O⟩u is a number, we see that the chiral ring is a commutative ring. In general we
may have Grassmannian odd chiral ring operators, in which case we do not quite have a
commutative ring. However, since we assume the chiral ring gives the coordinate ring of
the Coulomb branch, we assume that all chiral operators are bosonic. It is not known to
the author whether there is any good reason for this to be true except for three dimensional
mirror symmetry, see section 2.3.

6This choice of N = 2 subalgebra corresponds to a choice of complex structure. It is this complex structure
that we are referring to when we say that functions on MC are holomorphic.
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By the operator product expansion, we have that for Oi and O j chiral operators7,

⟨OiO j⟩u = ∑
k

c k
i j ⟨Ok⟩u , (2.59)

where c k
i j ∈ C.

The chiral ring is thus fully specified by the spectrum of all chiral operators {Oi}, and
their commutative multiplication determined by the structure constants c k

i j = c k
ji .

The final statement that we need is, for O an element of the chiral ring, ⟨O⟩u depends holo-
morphically on u. The argument, lifted from [109], works by varying the non-holomorphic
information, namely the F†-term and the D-term and showing that this lead to Qi-exact
changes to the path integral.

So, for any element O of the chiral ring, we define a holomorphic function

fO : MC → C ,

u 7→ ⟨O⟩u .
(2.60)

It is clear that this mapping from operator to function is injective and that we must have

fO1 fO2 = ∑
k

c k
i j fOk . (2.61)

It is then claimed in the literature that the space of holomorphic functions that one gets
by this correspondence is precisely the set of regular functions. Thus, the chiral ring is the
coordinate ring of MC. So all we need in order to calculate MC is the spectrum and the
structure constants. This argument applies equally to the Higgs branch, and since we can
compute the coordinate ring by other methods, we can see that on the Higgs branch, the
chiral ring and the coordinate ring are indeed the same ring.

The object of MC that we will calculate is an object known as the Hilbert series. This
gives us the spectrum of the theory, as well as strong restrictions on the structure constants.
Indeed, in some cases the Hilbert series is sufficient to determine the structure constants.

Definition 5. For an affine variety Z with group action H, the Hilbert series is the character
of the coordinate ring under the induced action of H.

So all we need to do is to compute the spectrum and its action under symmetries of the
theory. We shall do so by thinking about what operators we know to be in the theory.

7Note that the terms in the OPE that depend on position would be Qi exact and so do not appear in the
correlation function.
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The tree level theory Coulomb branch has a factor T rk(G) from the dual photon, χ . This
dual photon in Maxwell’s equation is the connection for the magnetic field. Indeed, in
classical electrodynamics we have from Maxwell’s equations that

∂ν(⋆F)ν = ∂
2
χ = k , (2.62)

where k is the magnetic source. Thus, in the quantum theory we should expect ‘t Hooft
monopole operators, [108]. These are disorder operators, i.e. operators that create or destroy
topological quantum numbers. The particular topological quantum numbers that they create
or destroy is the vortex number. The vortex number is the charge under the topological8 U(1)
with current tr(⋆F). The torus of all such U(1)’s is given by the Pontryagin dual of the gauge
group:

TC := π1(G)∨ := Hom(π1(G),C×) . (2.63)

The vortex quantum number, n, lives in n ∈ π1(G). Note that this Pontryagin dual is exactly
the space where the character ρ , of section 2.2.1, that resolves the Higgs branch, lives.

The magnetic charge of an operator in QED is quantised by Dirac quantisation, [74].
More generally, in non-abelian gauge theory the magnetic charge lives in the Weyl chamber
of the coweight lattice of the gauge group, i.e. the weight lattice of the Langlands dual gauge
group9 , [90].

Following the direction of attack of [86], instead of defining the monopole operators in
some CFT in the IR as done in [34, 33, 32], we shall define the monopole operators in the UV.
An element of the coweight lattice of G, m⃗, is equivalent to a homomorphism m : u(1)→ g.
A monopole operator of charge m⃗, Om⃗(y), is defined by the boundary conditions in the path
integral required when it is present. We require a Dirac monopole singularity10 :

F(x) =
m(1)

2
⋆d

1
|x− y|

. (2.64)

Since we want an element of the chiral ring, supersymmetry forces one of the triplet of
scalars in the vector multiplet, say φ3 (this choice being equivalent to the choice of Q1,Q2),
to obey the Bogomoln’yi equation dφ3 = ⋆F . Letting the other two vector multiplet scalar
fields have trivial boundary conditions, we have defined the bare monopole operator Obare

m⃗ .

8This symmetry can be understood as coming from “large" gauge transformations, ones that are non-zero at
infinity. That we can only see the U(1) factors and not the full group is because instantons in the theory, in this
case monopole operators, break the group, [170].

9This can be seen from noting that that electric charge lives in the weight lattice, and Dirac quantisation
requires magnetic charge to “eat" electric charge to give an integer.

10The trivial Weyl group action on the space of magnetic charges is due to gauge invariance under the Weyl
group at the boundary
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We then allow ourselves to “dress" the bare monopole operators with the holomorphic
gauge invariants of the complex scalar φ1+ iφ2. These are given by the Casimirs of the gauge
group broken by m⃗.

The claim is that this fully describes the spectrum of the chiral ring. We now want to
see how our operators are graded under the symmetries that act on them. There are two
symmetries that we have available: the U(1)C ⩽ SU(2)C, and the TC defined in equation
(2.63).

Before describing the grading of these operators, we shall describe a deformation that we
are allowed to perform on the Coulomb branch, analogous to the deformation ρ , of the Higgs
branch that, via geometric invariant theory, led to a resolved manifold. This deformation is
the introduction of background magnetic charge, that is charge brought about by gauging the
flavour symmetry of the theory, introducing some boundary conditions for a specific charge
in the coweight lattice of the flavour symmetry, and then freezing this gauge symmetry. It
was first done for the Hilbert series in [61]. We shall call the background magnetic charge
m⃗F . It lives in the Weyl chamber of the coweight lattice of GH . Just as the chiral ring for
m⃗F = 0 is the coordinate ring, the chiral ring in the presence of background magnetic charge
is given by the global sections of a line bundle on MC defined by m⃗F .

In the paper [86], the U(1)C of a bare monopole operator for a quiver gauge theory,
defined on the 8 supercharge quiver Γ = (V,E), is given as11

∆(m⃗, m⃗F) = ∑
a∈V

Na

∑
i=1

ka

∑
ℓ=1

|ma,ℓ−mF a,i|− ∑
a∈V

ka

∑
ℓ,ℓ′=1

|ma,ℓ−ma,ℓ′|

+ ∑
(a,b)∈E

ka

∑
ℓ=1

kb

∑
ℓ′=1

|ma,ℓ−mb,ℓ′| .
(2.65)

The value of this charge when m⃗F = 0 is incredibly important. Indeed, it splits the theory
into three separate categories

1. If ∆(m⃗,0)⩾ 1 for all m⃗ ̸= 0, then we call the theory good. Most notably it means that
the chiral ring’s Z-grading by U(1)C is in fact a N0-grading, with the only operator
of charge 0 being the constant operator. An affine variety with such a coordinate ring
has a C×-action whose maximal compact subgroup is U(1)C, see for example [156],
and any hyperKähler manifold with a C×-action has a H× ⩾ SU(2) action rotating the
CP1 of complex structures, [188]. This conical action on MC is the geometric action
of the dilatation operator in the low energy gauge theory, and so the UV U(1)C-charge
is useful information in the IR.

11We will take the definition of their ∆ times 2.



30 Three dimensional N = 4 quiver gauge theories

One can see that the inequality holds iff for all a ∈V

Na + ∑
b∈V

Cabkb ⩾ 0 , (2.66)

where C is the generalised Cartan matrix associated to the quiver Γ. The theory is called
balanced and has monopole operators of charge 2, if the inequality above is saturated
at every node. It is shown in section 5.4 of [86] that if a theory is balanced, then it is
necessarily a Dynkin diagram of ADE-type with flavour nodes or of ÂD̂Ê-type, but
with no flavour nodes.

We expect for good quivers a non-empty Higgs branch and an interacting superconfor-
mal field theory at the intersection of the Higgs branch and the Coulomb branch.

2. If ∆(m⃗,0) ⩽ 0 for some m⃗ ̸= 0, then we call the theory bad. The UV U(1)C charge
has no interpretation in the IR. They generically have empty Higgs branch. Very
little is known about the IR of bad quivers, but recent progress has been made using
Seiberg-like dualities in [204, 20, 14, 71]. We won’t discuss them anymore in this
thesis, but we will remark in passing that if any node a ∈V has

Na + ∑
b∈V

Cabkb ⩽−2 , (2.67)

then the theory is bad.

3. If ∆(m⃗,0)⩾ 1 for all m⃗ ̸= 0, and the bound is saturated for some non-zero m⃗, then we
call the theory ugly. The same argument for good quivers still holds, in that we still
have that MC is a hyperKähler cone and the conical action contains U(1)C. However,
it necessarily has free hypermultiplets given by the monopole operator with ∆ = 1.

We must have that
Na + ∑

b∈V
Cabkb ⩾−1 , (2.68)

with at least one node saturating the bound. This is a necessary, but not sufficient
condition for the quiver to be ugly, because if every node obeys this inequality, the
theory may be bad.

It is very simple to compute the effect of dressing by Casimirs on the quantum numbers
of the monopole operator. Any degree d product of Casimirs has U(1)C charge d, and the
Casimirs are freely generated.



2.2 The classical and quantum vacua 31

The topological quantum numbers corresponding to TC =∏a∈V U(1) of the bare monopole
operator, with magnetic charge m⃗, are given by

(
∑

ki
ℓ=1 ma,ℓ

)
a
. The dressing by Casimirs has

no effect on these topological quantum numbers.
We are now ready to compute the Coulomb branch Hilbert series for any good or ugly

quiver. We introduce fugacities τ for the U(1)C R-symmetry, and za for the topological
symmetries. We compute

HS(MC) = trC[MC]

(
τ

D
∏
a∈V

zJa
a

)
, (2.69)

where we say Ja are the generators of TC and D is the generator of U(1)C.
If the quiver is balanced, then it is expected that the topological symmetry is enhanced

in the quantum theory to some group GC whose maximal torus is TC, [114, 86, 21]. For
such an enhancement we would require operators of U(1)C charge 2, as that is the charge
of a current, and the balance conditions (the saturation of the inequality (2.66)) are exactly
the conditions needed to satisfy this requirement. For a balanced ADE-type quiver, GC is a
simple Lie algebra and its Dynkin diagram is the quiver. The Hilbert series of a quiver is
invariant under the action of the Weyl group of GC.

A simple example of this symmetry enhancement is the quiver Γ = ((1),∅), i.e. a single
point, with N1 = 2k1=2. For such a theory, one finds that the Hilbert series of the theory has
the symmetry (z1,z2) 7→ (z2,z1).

Given the Hilbert series, as we have discussed, one knows the spectrum of the chiral ring
and, restrictions on the structure constants. This is discussed in [28]. A very simple example
of the ambigiuity in the structure constants that arises from the Hilbert series is if we had two
local operators O1 and O2 whose only grading was τ and τ2 respectively, then we could not
tell the difference in the Hilbert series between the relations O2 = 0 and O2

1 = 0.

2.2.3 The chiral ring of the Higgs branch

We have given a method for computing the Hilbert series of the chiral ring of the Coulomb
branch. We now describe how to compute the Hilbert series of the chiral ring of the Higgs
branch. We specifically talk about the construction on the Hilbert series of the Higgs branch
when ζR = ζC = 0.

We have by geometric invariant theory that

M0,0 ∼= Spec C[µC]
G , (2.70)
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which we can think of as all polynomial functions on affine space, modulo the ideal generated
by µC, that are gauge invariant. Counting this is given quite simply as

HS =
〈
PE
[
ch(qC⊕ q̃C)− ch(µCC)

]
,1
〉

G , (2.71)

where ⟨χ,ψ⟩G is the inner product of G-characters defined for all compact Lie groups; 1 is
the trivial character; ch is the character with respect to the gauge group G, the flavour group
GH and the scaling symmetry C×; and PE is the plethystic exponential

PE[ f (t1, . . . , tn)] := exp

(
∞

∑
r=1

f (tr
1, . . . , t

r
n)

r

)
. (2.72)

The plethystic exponential gives the character of a finitely generated ring with finitely many
relations in terms of the character of the generators,

PE

[
∑

i
ti −∑

j
s j

]
=

∏ j(1− s j)

∏i(1− ti)
. (2.73)

The Weyl integration formula, see for example chapter IV 1 of [40], tells us how to write
the character dot product as an integral over the maximal torus of G, T (G) ∼= U(1)∑a∈V ka .
We can write

HS = ∏
a∈V

 ka

∏
ℓ=1

∮ dwa,ℓ

2πi

ka

∏
ℓ̸=ℓ′

1

(
1−

wa,ℓ

wa,ℓ′

)PE
[
ch(qC⊕ q̃C)− ch(µCC)

]
, (2.74)

where wa,ℓ are the fugacities for the gauge symmetries, G, and are integrated out in the
Hilbert series.

2.3 Three dimensional dualities and Hanany-Witten branes

As we have seen the two manifolds, the Higgs branch and the Coulomb branch, are very
similar. They are both hyperKähler cones, one is resolved by ζ , the other by m. This may
lead us to wonder if there is a form of duality between these two branches? The answer as it
turns out is yes. In this section, we shall describe this duality, known in the literature as “3d
mirror symmetry"; and how it can be understood from string theory embeddings. We shall
also have a brief definition of the three dimensional form of Seiberg duality.
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2.3.1 3d mirror symmetry

The duality of 3d mirror symmetry is an IR duality of two different 3d N = 4 gauge theories,
say theory A and theory B. The duality states that if A and B are mirror dual theories, then
they have the following identification of objects given in table 2.2.

Theory A Theory B
M A

H M B
C

M A
C M B

H
GA

H GB
C

GA
C GB

H
ζ A
R mB

R
ζ A
C mB

C
mA
R ζ B

R
mA
C ζ B

C

Table 2.2 The dictionary for 3d N = 4 mirror symmetry.

This allows us to extend our complete description of the effects of the mass and Fayet-
Iliopoulos deformations of the Higgs branch to such a complete description of the Coulomb
branch. All we need to do is swap the role of ζ and m. Just as ζR resolves the Higgs branch
manifold, mR resolves the Coulomb branch. Furthermore, there equivalence means that the
Picard group of line bundles on M A

H is isomorphic to the Picard group of line bundles on
M B

C .
Mirror symmetry was first discovered in the paper [114], specifically for the quivers for

ADE-instantons and their mirror duals. Four months later it was found that the duality could
be understood in terms of S-duality in string theory for certain theories, [98]. The derivation
of duality from string theory lead to papers such as [66] being able to derive further mirror
pairs they found via string theory [67, 68], while [33, 32] provided field theoretic proofs
for mirror symmetry in certain abelian theories in the large flavour limit. The string theory
construction of Hanany and Witten in [98] is illuminating for what we shall look at in this
thesis. Hence, we review it in the next subsection.

The mirror dual of a quiver gauge theory is difficult to calculate in general, in fact no
recipe is known for how to calculate it for a general quiver. Sometimes the mirror dual theory
to a quiver is not Lagrangian, and so not a quiver theory. For example, in [114] it was found
that the mirror dual to a Ê6,7,8 quiver gauge theory is non-Lagrangian and, more generally in
[27], a large family of non-Lagrangian theories was found from the M-theory construction of
[12, 13, 84] that are mirror dual to Lagrangian theories.
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In the case that the mirror pair is a quiver, the mapping between the global groups GC and
GH does contain some information that constrains the mirror quiver. GH tells us about the
number of nodes (equal to the rank of GH), and GC tells us what the multi-set {Na}a will be.

Certain families of quivers are closed under mirror symmetry, a simple example of which
is the linear quiver, whose action under 3d mirror symmetry was given in [85, 63].

Since we have M A
C =M B

H we would expect the Hilbert series of both manifolds to match.
A derivation of this matching is given in chapter 4, where we derive the effect of mirror
symmetry for specific theories .

2.3.2 The Hanany-Witten construction

In chapter 5, we will talk extensively about the A- and Â-type quivers. All of these quivers
are realisable in the field theory limit of Hanany-Witten brane set-ups of [98]. We briefly
discuss this brane set-up and the field theory limit. The notation is the same as [98].

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9
NS5 x x x x x x
D5 x x x x x x
D3 x x x x

Table 2.3 The brane configurations for a Hanany-Witten brane set-up. The x denotes a
direction in which the brane spans and a blank is where it has a definite value

We work in Type IIB superstring theory on R9,1 (or R8,1 ×S1 for Â-type quivers). Such a
theory has 10 dimensional N = 2 supersymmety, this has 32 real supercharges. Write QL

and QR for the two 16-component Majorana-Weyl supercharges, generated by left and right
moving worldsheet degrees of freedom respectively. We consider a brane set-up as described
by table 2.3.

The D5-brane is invariant under all supercharges εLQL + εRQR such that

ε
L = Γ0Γ1Γ2Γ7Γ8Γ9ε

R . (3.75)

The NS5-brane is invariant under all supercharges εLQL + εRQR such that

ε
L = Γ0Γ1Γ2Γ3Γ4Γ5ε

L , ε
R =−Γ0Γ1Γ2Γ2Γ4Γ5ε

R . (3.76)
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One can explicitly calculate and find that there are exactly 8 real degrees of freedom for εL

and εR together. Furthermore, any such (εL,εR) necessarily obeys

εL = Γ0Γ1Γ2Γ6εR . (3.77)

Thus we find the D3-brane can be present without breaking any further supersymmetries.
This brane configuration breaks the Lorentz group from SO(1,9) to SO(1,2)×SO(3)C ×

SO(3)H , where SO(1,2) acts on (x0,x1,x2), SO(3)C acts on m = (x3,x4,x5) and SO(3)H

on w = (x7,x8,x9). SU(2)C is the double cover of SO(3)C and SU(2)H is the double cover
of SO(3)H . Thus, the super Poincaré group of this brane set-up is isomorphic to the three
dimensional N = 4 super Poincaré group.

The fivebranes are infinite in extent. We denote the ith D5-brane’s (x6,x7,x8,x9)-value as
(ti,wi). We denote the jth NS5-brane’s (x6,x3,x4,x5)-value as (z j,m j). The D3-branes are
finite in the x6-direction. Their ends will terminate on either type of fivebrane (that D-branes
can end on other branes was found out in [186, 194]), giving us three different types of
D3-brane. A D3-brane can connect two NS5-branes i and i′ iff wi = wi′ . The D3-brane has
an arbitrary value of (x3,x4,x5), call this x. A D3-brane can connect two D5 branes j and
j′ iff m j = m j′ having an arbitrary value of (x7,x8,x9), call this y. Finally, a D3-brane can
connect an NS5 to a D5, however the D3-brane’s (x3,x4,x5)-position is fixed by the D5 and
its (x7,x8,x9)-position is fixed by the NS5. Hence, it has no moduli in its position.

Our mirror symmetry is then enforced by RS, where S is the SL2Z transfomation

S =

(
0 1
−1 0

)
, (3.78)

which exchanges the two kinds of fivebranes, leaving the D3-brane invariant; and R is a
rotation, mapping x j 7→ x j+4 and x j+4 7→ −x j for j = 3,4,5.

We must pick boundary conditions for the D3-branes that set to zero half of the massless
fields on the D3-brane world-volume. Supersymmetry allows boundary conditions in which
either the vector multiplet or the hypermultiplet vanishes on the boundary, known as Dirichlet
boundary conditions for the vector and hypermultiplet respectively; and Neumann boundary
conditions, where the normal derivatives/components vanish. We find that the vector multiplet
scalars are given by x and three of the four hypermultiplet scalars are given by y. This forces
the choice of boundary condition for the D3-branes. A D3-brane ending on an NS5 has
Dirichlet boundary conditions for the vector multiplet and a D3-brane ending on a D5-brane
has Dirichlet boundary conditions for the hypermultiplet.
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The fields in our theory come from open string excitations where the ends are both on
some brane, with one brane being a D3. The possibilities directly relevant for us are:

1. Stack of k D3-branes between two NS5s. Strings from D3-brane to another D3-brane
in this stack provide a vector multiplet with scalars x and vector aµ . The gauge group’s
maximal torus is U(1)k, and is enhanced by Chan-Paton factors to U(k) when the
D3-branes are coincident. We call this gauge group the electric gauge group. The
coupling constant, 1

e2 , is proportional to the distance between the two NS5-branes.

2. Strings from stack of k D3-branes between two NS5-branes to stack of k′ D3-branes
between two NS5-branes, with one shared NS5-brane, provide a hypermultiplet of
mass xL −xR, where xL and xR are the x-values of the “left" and “right" D3-branes.
The hypermultiplet is in the (k,k′) of U(k)×U(k′).

3. Stack of k D3-branes between two NS5-branes. Strings from D3-branes to a D5-brane
in-between (in the x6-direction) the two NS5-branes provide a hypermultiplet in the
fundamental of U(k) with mass parameters x−m.

From this, one can see how to derive the quiver. For any two consecutive NS5-branes
we have a gauge node, whose rank is determined by the number of D3-branes spanning the
NS5-branes. The flavour rank for this node is determined by the number of D5-branes within
the two NS5-branes. The hypermultiplets of point 2 provide bifundamental matter between
neighbouring gauge nodes. The quiver we derive in this way will be linear if the spacetimes
is Minkowski and circular if we compactify the x6-direction.

For several D5-branes in-between two NS5-branes, one has field theory observables
mi −m j. These are the mass parameters of the field theory. Likewise the positions of the
NS5 branes, wi, provide the Fayet-Iliopoulos terms wi −w j. This matches what we would
expect from our field theory discussion in section 2.1.

If the D3-branes intersect no D5-branes and left and right D3-branes do not meet on
the NS5-branes, then all the hypermultiplets are massive and the moduli of the D3-branes
describes the Coulomb branch. When all the D3-branes connect all neighbouring (in the x6-
direction) fivebranes, the hypermultiplets become massless and the moduli of the D3-branes
describes the Higgs branch. Anything in between describes mixed branches.

To derive what the mirror dual is, we act with our element RS. The papers [195, 92] show
that S-duality acts as electromagnetic duality, swapping b with aµ . We then get a different
brane picture, which is not of our described form, and so, we do not know how to write
down the corresponding quiver. The solution to this problem is provided by a phenomenon
called the Hanany-Witten transition. What we do is move NS5-branes through D5-branes
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until we are in a position where we can read off the quiver. The interesting phenomenon that
Hanany and Witten found was that when the 5-branes pass through each other, D3-branes
can be created or destroyed. To determine what happens one needs a certain charge for the
NS5-brane and the D5-brane to be conserved. The charge for a specific NS5-brane is

LNS =
1
2
(r− l)+(L−R) , (3.79)

where r is the number of D5-branes to the right of the NS5-brane; l is the number of D5-
branes to the left; R is the number of D3-branes which end to the right of the NS5; and L the
number of D3-branes that end to the left of the NS5. The same equation holds for D5, but
now with r and l counting NS5-branes to the left and right.

2.3.3 Three dimensional Seiberg “duality”

The first instance of Seiberg duality was found in four dimensions in [177]. It was found to
be an S-duality in the sense that it swaps electric gauge groups for magnetic gauge groups
and strong coupling for weak coupling. The three dimensional form of it was first found
in the papers [124, 1]. The three dimensional version is not an S-duality. It says the Higgs
branch of a theory is isomorphic to the Higgs branch of the Seiberg dual theory.

We should be careful about our exact statement. It was shown in [14] that Seiberg duality
is not a true IR duality. However, it is true that the resolved Higgs branch of one quiver
gauge theory is equal to the resolved Higgs branch of the Seiberg “dual" theory. One can
understand this from the brane picture of [98], described briefly in section 2.3.2. One can
pass five-branes through each other. This creates or destroys three-branes in a way that can
be calculated by the conservation of magnetic charge. However, if the five-branes are of the
same type, then we expect them to swap magnetic charge as they pass through each other.
Thus, the quiver gauge theory is not changed at all. The way out of this, for NS5-branes, is
to turn on a real Fayet-Iliopoulos parameter (and of course for D5-branes we turn on a real
mass parameter). This means that they never actually meet, and so we get a Hanany-Witten
transition that changes the quiver gauge theory. Turning on the FI parameter resolves the
Higgs branch, and this is why we have the equality of resolved Higgs branches of Seiberg
dual theories.

Two quiver gauge theories, with quivers of ADE-type, are Seiberg dual if, in the classifi-
cation given by equations (3.30) of chapter 6,they have equal λ , and the µ value of one is in a
Weyl orbit of the µ value of the other. A theory is good if µ is dominant, and thus since every
coweight has a unique dominant coweight that it is in the Weyl group orbit of, every A-type
quiver with non-empty Higgs branch is Seiberg dual to some T σ

ρ theory, which will have
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the same Hilbert series and superconformal index. Note that any Seiberg dual quiver can be
found by doing the one described for A1 quivers in section 5.1, by treating the neighbouring
gauge nodes of the quiver as flavour symmetries and then gauging these symmetries to
glue the quiver back together. In [37], the unresolved Higgs branch is calculated for µ not
dominant (they in fact calculate the mirror dual Coulomb branch for an ADE-type quiver).
They find that the unresolved Higgs branch is not the same in general.

2.4 Quantisation of the chiral ring

Since both the Coulomb branch and the Higgs branch are hyperKähler manifolds, they have
a holomorphic symplectic form, ωC. This provides a Poisson bracket structure on the chiral
ring in the usual way, via

{ f ,g} := ωC(X f ,Xg) , (4.80)

where X f is the unique vector field such that iX f ωC = d f . One can extend this to arbitrary
holomorphic line bundles with connection D, via defining a line bundle valued vector field as
iX f ωC = D f .

This means that the chiral ring has the structure of a Poisson algebra. Pointwise multipli-
cation forms an associative C-algebra, the Poisson bracket has Lie algebra structure, and we
have that the Poisson bracket acts as a derivation for pointwise multiplication.

Given any holomorphic vector bundle, we have that the Poisson algebra acts on the global
sections via the Lie derivative. Hence, the global sections of any holomorphic vector bundles
forms a representation of the Poisson algebra of the coordinate ring.

2.4.1 Deformation quantisation

In [73] in 1925, Paul Dirac wrote down what he thought the correct rule for quantisation of a
classical system should be in the Heisenberg picture as

xy− yx =
ih
2π

{x,y} . (4.81)

Deformation quantisation is a mathematical generalisation of this idea. We take some
some Poisson manifold, that is a manifold whose space of functions form a Poisson C-algebra.
A deformation quantisation of A is some algebra (Ah,∗), that as a vector space

Ah
∼=vector-space A⊗CC[[h]] . (4.82)
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∗ is an associative product such that for a,b ∈ Ah, we have a c ∈ Ah such that

a∗b =: c =
∞

∑
k=0

hkck(x) , (4.83)

and

(i) ck are polynomials in ak, bk and their derivatives;

(ii) c0(x) = a0(x)b0(x);

(iii) [a,b]∼= a∗b−b∗a =−ih{a0,b0}+O(h2) .

(i) means locality of ∗-product, (ii) means Ah is a deformation of the commutative algebra of
functions and (iii) is known as the correspondence principle (a terminology going back to the
1920’s). See for example [52].

A simple example: the universal enveloping algebra of Lie algebra g, with product given
by tensor product and grading by the degree, is the deformation quantisation of functions on
g∗, with canonical Kirillov-Souriau Poisson bracket defined by the Lie bracket.

The question of whether such deformations exist more generally was solved for C∞-
functions on symplectic manifolds in [69, 78]. An equivariant generalisation for symplectic
manifolds was found in [147]. The question of general Poisson manifolds in [134]. The case
of quantisation of holomorphic functions with a holomorphic symplectic form was solved in
[166] and [29] deals with the case of a smooth symplectic algebraic variety, whose Poisson
algebra is given by the regular functions.

The conclusion of this is that quantisations do exist for the chiral ring of MζR,ζC for ζR

generic, and as we will show in section 3.1, this holds also for ζR = 0. Whenever we say
such statements for the Higgs branch, the same statements hold for Coulomb branches with a
mirror dual Higgs branch.

There are two important points to make. First of all, we have a map from Ah to A∼=Ah/hA,
known as the semiclassical limit, see for example [91]. We map a ∈ Ah to ā := a+hAh. By
property (ii), we see that the product becomes commutative, but we induce a Poisson bracket
via

{ā, b̄}= 1
h
[a,b] . (4.84)

By the correspondence principle, this is exactly the original Poisson algebra of A. The second
point is that this semiclassical limit means that we can pullback our representation of the
Poisson algebra on global sections of holomorphic vector bundles to a representation of the
quantised chiral ring. We will have an action of A on global sections of some smooth bundle
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with connection via Lie derivative, which obeys (for a symplectic manifold)

[Lā,Lb̄] = L{ā,b̄}

= L 1
h [a,b]

.
(4.85)

The conclusion of this is that, if the quantised chiral ring is a quantum group with known
representations, then we would expect to be able to decompose our global sections into these
representations. We do exactly this for infinite rank ADE-type quiver Coulomb branch line
bundles in section 6.3.

2.4.2 The Ω-deformation

The Ω-deformation provides us a physical way to realise a quantisation of the chiral ring in
three dimensional field theory.

Supercharges
QH

α := Q12α −Q21α ,

QC
a := Q1a2 −Q2a1 ,

(4.86)

are invariant under SU(2)EH ⩽ SU(2)H ×SU(2)Lorentz diagonal and SU(2)EC ⩽ SU(2)C ×
SU(2)Lorentz diagonal respectively. A choice of complex structure for both the Higgs and
Coulomb branch fixes a choice of QH and QC. (QH)2 = 2ZC

11 ∼ ϕ +mC, so QH is nilpotent
on the Higgs branch, and (QC)2 = 2ZH

11 ∼ ζC, so QC is nilpotent on the Coulomb branch.
One considers the twisted theory brought about by considering our observables to lie only in
the cohomology of either QH or QC. The resulting theory is Rozansky-Witten theory [174].

The Ω-deformation is a deformation of the supersymmetry algebra and Lagrangian12

such that
(QH or C)2 = εLV , (4.87)

where V is the vector field generating spatial rotations on R2.
The resulting theory’s observables are restricted to the origin of the spatial component.

This orders the operators and thus provides a quantisation of the chiral ring [22, 43, 205].

12see [183] for the details



Chapter 3

Indices of Nakajima quiver varieties

In this chapter, we define an N = (4,4) quantum mechanical model, whose partition function
we call the superconformal index. We write it as Z . We also define an index that we call
the Hilbert series to be the equivariant Euler character of equivariant sheaves. We show
that for Nakajima quiver varieties it coincides with the notion of Hilbert series that we
discussed in the previous chapter. Both indices have problems with their definitions caused
by the singularities of the target space. We resolve this issue by working on the projective
symplectic resolution of the target space.

In section 3.1, we define the quantum mechanical model, and talk about its osp(4∗|4)-
symmetry. In section 3.2, we discuss the representation theory of osp(4∗|4), culminating
in us defining the superconformal index of any unitary osp(4∗|4) representation. In section
3.3, we define the superconformal index of the quantum mechanics and write it as a sum of
equivariant Euler characters. In section 3.3.1, we define the Hilbert series to be the equivariant
Euler character, and discuss dependence on the choice of resolution. In section 3.3.2, we
review how one computes an equivariant Euler character using localisation theorems in
equivariant K-theory. In section 3.3.3, we compute the superconformal index of a simple
theory using Chen-Ruan cohomology. In section 3.4, we relate the superconformal index and
Hilbert series to various objects in higher dimensional quantum theories as a form of brief
motivation.

3.1 The quantum mechanics

The construction of the index we use is developed in the thesis [185] and the paper [75],
details of the quantum mechanics can also be found in [184]. We summarise the details
here for ease of reference. The starting point is a hyperKähler cone, X , which admits a
triholomorphic closed homothety. This will be the unresolved Higgs (or Coulomb) branch
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of a three dimensional N = 4 quiver gauge theory, X := M0. Let GH be the group of
isometries1 on X generated by Hamiltonian vector fields.

The following discussion in this section is formal. The only non-singular choice of X

that contain the amount of symmetry we want that we know of is flat space, R4n. We will in
all other cases choose a regularisation given by the projective symplectic resolution of X ,
X̃ .

We will look at supersymmetric quantum mechanics with target space X . The action is
given by

S =
∫

dt
(

1
2

gµν Ẋ µ Ẋν + igµνψ
†µ D

Dt
ψ

ν − 1
4

Rµνρσ ψ
†µ

ψ
†ν

ψ
ρ

ψ
σ

)
, (1.1)

where X µ are the coordinates on X , ψµ and ψ†µ are complex conjugate fermionic variables,
these are Grassmann-odd sections of the cotangent bundle of X , and

D
Dt

ψ
µ := ψ̇

µ + Ẋν
Γ

µ

νρψ
ρ . (1.2)

We define
Πµ := gµν Ẋν (1.3)

to be the covariant momentum.
The commutation relations, found by quantising the Poisson brackets with respect to the

Faddeev-Jackiw prescription (see chapter 2 of [185]) gives non-zero commutation relations

[X µ ,Πν ] = iδ µ

ν , [Πµ ,Πν ] =−Rρσ µνψ
†ρ

ψ
σ ,

[Πµ ,ψ
ν ] = iΓν

µρψ
ρ , [Πµ ,ψ

†ν ] = iγν
µρψ

†ρ , {ψ
µ ,ψ†µ}= gµν .

(1.4)

This σ -model has N = (1,1) supersymmetry generated by supercharges

Q := gµν Ẋν
ψ

†ν ,

Q† := gµν Ẋ µ
ψ

ν .
(1.5)

As noted by Witten in [202], the Hilbert space for this quantum mechanics is Ω∗(X ;C), the
space of global forms with L2-inner product

(α,β ) =
∫
X

α ∧⋆β , for α,β ∈ Ω
∗(X ;C). (1.6)

1We call this group GH as we will often take X to be the Higgs branch of a quiver gauge theory. However,
we could have also taken X to the Coulomb branch, for which, in our convention, we would label the group of
isometries as GC.
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In this geometric interpretation, ψ†µ acts as the raising operator dX µ∧, and ψµ acts
as the lowering operator gµν ι∂ν

. So, Q acts as the de Rham derivative d, and Q† as δ , the
coderivative. The Hamiltonian, H = 1

2{Q,Q†}= ∆, is the Laplacian.
Since the manifold is hyperKähler, the space of forms admits an SO(5)-action, [197].

The supersymmetries Q and Q† both transform in a 4 under this SO(5), and so we can extend
the σ -model to N = (4,4) supersymmetry. The Cartan of SO(5) provides the Dolbeault
bigrading of the space of forms. The new supercharges come from the complex structures of
the manifold. They are

Qa =−iψ†µ Ia ν

µ Πν ,

Qa† = iΠ†
ν Ia ν

µ ψ
µ ,

(1.7)

where a = 1,2,3 is the SU(2)H index from the hyperKähler structure rotating the complex
structures, and Ia are the complex structures2. Qa acts as i(∂̄ −∂ ), where ∂ is with respect to
the complex structure Ia. Qa† acts as i(∂ † − ∂̄ †).

The target space is a hyperKähler cone. The conical action is given by a triholomorphic
closed homothety. This provides the space with the action of the conformal algebra3 so(2,1).
This conformal algebra, so(5) and the supercharges Q and Q† close onto the superconformal
algebra osp(4∗|4). This is an action on the Hilbert space of forms, not the underlying
manifold (this subtlety will be important in section 3.3, when we define the superconformal
index and try to compute it with localisation theorems).

The bosonic subalgebra of the superconformal algebra is

gB = so(2,1)⊕ su(2)⊕usp(4) . (1.8)

The conformal algebra, so(2,1) ⩽ osp(4∗|4), is generated by the dilatation, D; the
Hamiltonian, H; and the special conformal operator, K. If X = C2n with coordinates

2In our convention this would be denoted as SU(2)C if X were the Coulomb branch of a quiver instead of
the the Higgs branch.

3Section 5 of [185] provides necessary conditions for when this happens, and proves that instanton moduli
space, i.e. the Higgs branch of the Jordan quiver, is such an example. The proof there easily lifts to the Higgs
branch of any quiver gauge theory with ζR = ζC = 0.
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Zi = X i + iY i for i = 1, . . . ,2n, then these are given by

H =−2
2n

∑
i=1

∂

∂Zi

∂

∂Zi
,

D =−in− i
2n

∑
i=1

(
Zi

∂

∂Zi
+Zi

∂

∂Zi

)
,

K =
1
2

2n

∑
i=1

ZiZi .

(1.9)

We are interested in computing the spectrum of D. However, in general, this is too difficult
a task. A simpler object to compute is one whose existence follows from the Hilbert space
being a representation of the superconformal algebra osp(4∗|4). We review the representation
theory of this superalgebra, as well as the invariant of the theory that is easier to compute
than the full spectrum of D, the superconformal index. The reference for this review is [185].

3.2 Representation theory and superconformal index of osp(4∗|4)

We make the following isospectral tranformation on the algebra to give a presentation that is
easier to work with:

X 7→ e−µKe
1
2 µ−1HXe−

1
2 µ−1HeµK , ∀X ∈ osp(4∗|4) , (2.10)

for some µ ∈ (0,∞). One finds

iD 7→ L0 := µ
−1(H +µ

2K) ,

H 7→ 2µL+ := H −µ
2K − iµD ,

K 7→ − 1
2µ

L− :=−1
4

H +
µ2

4
K − i

4µ
D .

(2.11)

L0 is represented by a second-order differential operator on the Hilbert space, the Lapla-
cian with a regulating potential given by K. Hence, we expect it to have a discrete spectrum.
Moreover, since H has a positive spectrum and K = e

iπ
2 (H+K)He−

iπ
2 (H+K), we have that L0

has a non-negative spectrum.
The Cartan subalgebra of gB is generated by L0,J3,M and N, with J3 the Cartan generator

of su(2), and M and N the Cartan generators of usp(4). The weight lattice is ε1Z⊕ ε2Z⊕
δ1Z⊕δ2Z, defined such that if vλ has eigenvalues (∆,−2 j,−m,−n) under (L0,2J3,M,N),
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then vλ has weight

λ =
∆

2
(ε1 + ε2)− j(ε1 − ε2)−mδ1 −nδ2 . (2.12)

In order for vλ to be a lowest weight vector for a unitary irreducible representation of
osp(4∗|4), it is necessary that ∆ ⩾ 0, (2 j,m,n) ∈ N3

0 and m ⩾ n.
As is standard in representation theory, the unitary irreducible lowest weight represen-

tations are classified by the values of the lowest weight. There are BPS bounds on ∆. If ∆

disobeys the bound, then the irreducible lowest weight representation is not unitary, and if ∆

saturates the bound, then the lowest weight vector is annihilated by more elements than if it
is not saturated. In the work [185], Singleton found a full classification of unitary irreducible
lowest weight representations. Writing Q±

iα for the supercharge corresponding to the root
εi ±δα for i,α = 1,2 we have:

Theorem 5. (From chapter 7 of [185]) Unitary irreducible lowest weight representations of
osp(4∗|4) with lowest weight vector vλ and lowest weight λ split into five possible cases:

1. Generic/long representations L(∆, j,m,m), with ∆ > 2( j+m+1);

2. Semishort representations SS( j,m,n), with ∆ = 2( j+m+1);

3. 1/4-BPS representations S(m,n), with ∆ = 2m, j = 0 and m ̸= n,

Q−
11vλ = Q−

21vλ = 0; (2.13)

4. 1/2-BPS representations S(m), with ∆ = 2m = 2n, j = 0, and

Q−
11vλ = Q−

21vλ = Q−
21vλ = Q−

22vλ = 0; (2.14)

and

5. The trivial representation 1, with ∆ = m = n = j = 0.

We call the 1/4-BPS, 1/2-BPS and trivial representations short representations.

We now construct the superconformal index of osp(4∗|4). It is a function that sends
representations of osp(4∗|4) to polynomials in fugacities, but is more “stable” than a character.
It is linear with respect to direct sums. Superconformal indices were first introduced in
[128] for four dimensional superconformal field theory, and extended to three, five and
six dimensions in [30]. The idea is that since short and semishort representations have
fewer states than long representations, their existence in the theory should be insensitive
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to continuous changes in the parameters of the theory. The exception to this is when the
dimension of a long representation is lowered to the unitarity bound; upon hitting the bound,
it splits into a sum of (semi)short representations. So, if one makes a linear function that
evaluates to zero on both long representations and sums of (semi)short representations that a
long representation can decompose into, then this function will be invariant under continuous
deformations of our theory. This is what the superconformal index does, and is the sense in
which the superconformal index is more stable than a osp(4∗|4) character. The price for this
stability is that it contains less information (for one, any information that does depend on the
continuous parameters in the theory).

Singleton in [185] found that the long representations decompose on unitarity bounds as
follows (writing ∆SS := 2( j+m+1))

L(∆SS +d, j,m,n)→ SS( j,m,n)⊕SS( j− 1
2
,m+1,n) , as d → 0 for j > 0 ,

L(∆SS +d,0,m,n)→ SS(0,m,n)⊕S(m+2,n) , as d → 0 .
(2.15)

This means that if Z is our superconformal index, then we must have that

Z
(
SS( j,m,n)⊕SS( j− 1

2
,m+1,n)

)
= Z

(
SS(0,m,n)⊕S(m+2,n)

)
= 0 . (2.16)

In order to define our index, we first pick the supercharge q := Q−
11, with s := q†, then

{q,s}= E :=
1
2
(L0 +2J3 +2M) . (2.17)

The coweight E has the property that for λ the lowest weight of an irreducible unitary lowest
weight representation,

E(λ ) =
1
2
(∆−2 j−2m) =


0 short ,

1 semishort ,

> 1 long .

(2.18)

Given a completely reducible representation, R, of osp(4∗|4), we shall calculate the
submodule, R0, of states for which E = 0. On R0 we can then grade by the weights of
symmetries that lie in the little group of E, Stab(E). However, since we are going to look
at states annihilated by E (and hence q and s), we quotient the little group by its ideal
I = ⟨E,q,s⟩. One finds

Stab(E)/I ∼= u(2|1) . (2.19)
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This algebra has rank 3. So that the algebra commutes with q and s, as well as E, we
ignore the supertrace u(1), leaving us with su(2|1). Using the notation of appendix D.1 in
[185], we have that

su(2|1) = ⟨L0 −2J3, N, v±2δ , Q±
22, S±22⟩ . (2.20)

Concretely, if eAB is the 3×3 supermatrix with 1 in the Ath row and Bth column and zeroes
elsewhere, then we can represent su(2|1) as

N = e11 − e22, v2δ2 = e12, v−2δ2 = e21, L0 −2J3 = e11 + e22 +2e33,

Q+
22 =

√
2e32, Q−

31 =
√

2e31, S+22 =
√

2e23, S−22 =
√

2e13 .
(2.21)

We grade by the fugacities:

• y for the su(2) factor, with generator N, the other Cartan of usp(4), for which a (p,q)
form has eigenvalue p− d, for d the quaternionic dimension of X (M acts with
eigenvalue q−d - this is seen explicitly in the quantum mechanics by writing M and
N in the coordinates of the quantum mechanics). Since this is a fugacity for su(2), we
will have y 7→ 1/y symmetry; and

• τ for the other u(1) factor, given by 1
2L0 − J3. We call the power of τ the scaling

dimension, because of its relations to the state’s eigenvalue under L0, which is the
similarity transform of D (equation (2.11)). Since we that the dimension is bounded by
2 j+m (this is a unitarity bound for osp(4∗|4)), we have that the exponent of τ must
always be positive.

Due to equation (2.18) and the fact that the only raising operator that lowers a state’s E
value is the nilpotent Q−

21, we can fully classify the R0 content. It follows from the following
theorem

Theorem 6. (From chapter 7 of [185]) For Vλ a unitary irreducible lowest weight represen-
tation, the E = 0 content, V0, is given as follows:

• If Vλ is short, then V0 is the irreducible lowest weight representation of u(2|1) with
lowest weight vector vλ .

• If Vλ is semishort, then V0 is the lowest weight irreducible representation the irreducible
lowest weight representation of u(2|1) with lowest weight vector Q−

21vλ .

• If Vλ is long, then V0 = {0}.
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One then finds the following decomposition of the E = 0 content into representations of
su(2)⊕u(1)⊆ su(2|1):

S(m,m)0 = m+1m ⊕mm+1 ,

S(m,0)0 = 1m ⊕1m+1 ⊕0m+2 ,

S(m,n)0 = nm ⊕n+1m+1 ⊕n−1m+1 ⊕nm+2 , m > n > 0 ,

SS( j,m,0)0 = 0m+2 j+2 ⊕1m+2 j+3 ⊕0m+2 j+4 ,

SS( j,m,n)0 = nm+2 j+2 ⊕n+1m+2 j+3 ⊕n−1m+2 j+3 ⊕nm+2 j+4 .

(2.22)

Here mn means the m-dimensional irreducible representation of SU(2) with charge n under
U(1).

We now define our index as4

Z (R) : = trR

(
(−)M+Ne−βE

τ
1
2 L0−J3yN

)
= trR0

(
(−)M+N

τ
−M−2J3yN) . (2.23)

The last line has used that 1
2L0 − J3 −E =−2J3 −M.

Writing, for n ∈ N, χ(n) := yn−1 + yn−3 + · · ·+ y1−n and χ(0) = 0, we have that

Z (S(m,m)) = τ
m(χ(m+1))− τχ(m)) ,

Z (S(m,n)) = (−)m+n
τ

m((1+ τ
2)χ(n+1))− τ(χ(n)+χ(n+2))) , m ̸= n ,

Z (SS( j,m,n)) = (−)m+n
τ

m+2 j+1((1+ τ
2)χ(n+1))− τ(χ(n)+χ(n+2))) .

(2.24)

We can see that this obeys equation (2.16).
Of course, one can always further grade by any symmetries that commute with osp(4∗|4).

3.3 The superconformal index and Hilbert series of the
quantum mechanics

It is argued in [185] that despite the non-compactness of X , Hodge theoretic arguments still
hold. Namely

{states such that E = 0} ∼= {q-cohomology} ∼= {s-cohomology} . (3.25)

4There is a subtlety here in our choice of (−)F , see chapter 7.4 of [185] for more on this.
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After the similarity tranformation (2.10), the Hilbert space changes to the space of forms
on X that have finite norm under the following inner product

(α,β ) =
∫
X

dnx
√

gα ∧βe−µK . (3.26)

From [185] chapter 7, we know that if β is any form on X and α = βe−µK , then

sα =
1

√
µ

∂β e−µK . (3.27)

Hence s acts as a Dolbeault operator, up to the overall exponential factor.
Having finite norm under (3.26) restricts the functions quite dramatically. The space of

zero forms in the Hilbert space that have E = 0 is the coordinate ring of X .
In section 7.3 of [185], Singleton shows that on affine space C2n with complex coordinates

(qi, q̃i), i = 1, . . . ,n,
{states with E = 0} ∼= C[q, q̃,dq,dq̃] , (3.28)

where the right hand side is the space of polynomials in the Grassmann even q and q̃
and the Grassmann odd dq and dq̃. The dot product is given by equation (3.26), recall
K = ∑i(|qi|2 + |q̃i|2).

Thinking of C2n as an affine variety, we can identify the s-cohomology with the sheaf
cohomology in the Zariski topology, with sheaves given by holomorphic p-forms. The
analytic and Zariski cohomology are famously the same for projective varieties, [182].
However our space is not projective, notably it is non-compact. The functions that this inner
product throws away are ones that have essential singularities at infinity, for example eq2

-
these are the functions that stop analytic and Zariski cohomology being the same5.

In the examples that we deal with, there are two important subtleties. These are:

1. X often contains singularities;

2. X is never compact, and hence the spectrum is infinite in size. This causes the index
to be divergent.

In the case that X is instanton moduli space, these problems respectively correspond to
instantons shrinking to point-like particle, and instantons being able to fly away to infinity
(UV and IR singularities respectively).

We want a suitable regularisation to deal with the most general case of singular hyper-
Kähler cones. We cannot define the sheaf of holomorphic p-forms on X , as the cotangent

5Functions like eq are included in the Hilbert space, but they are in the completion, with respect to the inner
product (3.26), of the space of polynomials.
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space is not defined at the singular points (there is no such problem for the holomorphic
functions). So we instead work on the projective symplectic resolution6 of X , X̃ . This
breaks the osp(4∗|4) supersymmetry, but preserves the su(2|1) supersymmetry.

The space of E = 0 states on C2n is the sheaf cohomology of C2n; s acts as a Dolbeault
operator on the regular part of forms in the Hilbert space; and the space of functions is the
coordinate ring for X̃ (recall from section 2.2.1 that Γ(X̃ ,OX̃ )∼= C[X ]). Because of this,
we define the s-cohomology on the Hilbert space to be the Dolbeault cohomology of regular
forms on X̃ . This is the sheaf cohomology of X̃ . Due to the importance of this definition
for this chapter, we repeat it:

{s-cohomology} ∼= {regular Dolbeault cohomology on X̃ } . (3.29)

This index on the resolved space reproduces known results for what the superconformal
index should be on instanton moduli space, as calculated in [4]. Namely, the 1/2-BPS states.
In the paper [4], the authors compute that the 1/2-BPS states are given by the Poincaré
polynomial for Borel-Moore homology of instanton moduli space. In section 6.2, we find that
the superconformal index on the resolved space contains this information. Furthermore, we
find in section 3.3.3 that the superconformal index on the unresolved space C2/Z2 (defined
in this case by taking Z2-invariant states), does not contain the 1/2-BPS states (most easily
found by setting τ = y, because, as can be seen from equation (2.24), only the 1/2-BPS
representations survive.). There is a further discussion of this in the yet to be published work
[75].

For an X with a C×-action such as ours (C[X ] graded by N0, with C0[X ] = C and the
symplectic form homogeneous with respect to this grading), Namikawa in [162] showed that
there are only finitely many non-isomorphic projective symplectic resolutions of X =M0.
We may ask, given two non-isomorphic equivariant projective symplectic resolutions of X ,
X̃ and X̃ ′, do they have the same Dolbeault cohomology? If this is the case, then the
cohomology of X̃ is really an invariant of X , and our regularisation by working on the
resolution makes sense. Theorem 4 of chapter 2 tells us that they are indeed diffeomorphic,
and hence we should expect the same cohomology. Moreover, the diffeomorphism is GH-
equivariant. This means that a grading under GH is preserved under changing the choice of
projective symplectic resolution. We conjecture that the C×-grading of the superconformal
index is invariant under different choices of resolution.

One can use Molien-like integrals as found in section 2.2.3 to compute the equivariant
Euler character (defined in section 3.3.1) for a generic vector bundle. One then has to take

6See the discussion near the end of 2.2.1 for the definition of the projective symplectic resolution.
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a specific pole procedure, called the Jeffrey-Kirwan procedure, to recreate the appropriate
pole structure. The procedure depends upon a specific choice of parameter known as the
Jeffrey-Kirwan parameter, which is conjectured in the literature to be identified with the
Fayet-Ilioupolous parameter ζR. This allows one to actually compute the Hilbert series for
different resolutions, and compare the answer. We discuss this, as well as explaining how to
do the procedure in appendix A.

When X =M0 is a hyperKähler orbifold7 the cohomological hyperKähler resolution
conjecture states that if X̃ is also hyperKähler, then the cohomology on X̃ is the orbifold
cohomology on X . See conjecture 6.3 of [175] for the first statement of this conjecture,
and [176] for a slightly more sophisticated wording of it. The orbifold cohomology was
first defined in [53], the key point is that it depends solely on X , and so is independent of
the choice of resolution. The conjecture was proven for the cases of Kummer surfaces and
Hilbert scheme of K3 surfaces in [82, 81], but remains open in general. Due to how the
orbifold cohomology is constructed, when X is a hyperKähler orbifold, the cohomology of
X̃ contains, as a subring, the cohomology of X .

We still have the problem that our naive superconformal index will be divergent, due
to the infinite dimensional Hilbert space. The resolution to this issue is to grade the space
by the action of ⟨−M − 2J3⟩⊕ gH . This solves the problem, because each homogeneous
subspace of fixed weight under ⟨−M−2J3⟩⊕gH has finite dimension (this is proved later in
this section).

We write Ji for the generators of the Cartan subalgebra of gH (the Lie algebra of GH).
We will now define our superconformal index, Z :

Z (X̃ ;τ,y,Z) : = tr
Ω∗(X̃ )

(
(−)M+Ne−βEyN

τ
−M−2J3 ∏

i
zJi

i

)

=
2d

∑
q=0

2d

∑
p=0

(−)p+qtrH p,q(X̃ )

(
yN

τ
−M−2J3 ∏

i
zJi

i

)
.

(3.30)

Assuming (3.29), this is the same index as we talked about in section 3.2. y is the fugacity
for an su(2) symmetry. This means that Z has a y 7→ 1/y symmetry.

To compute this object, we will use localisation theorems for equivariant K-theory. To
this end, we wish to write Z as a sum of equivariant Euler characters of equivariant sheaves.

7There are orbifold singularities when, for every point in the level set of the moment map, the stabiliser
of the gauge group at that point is finite. In general, we expect worse singularities. See [133] for a partial
resolution of symplectic quotients to a space with at worst orbifold singularities and [115] for this procedure
applied to hyperKähler quotients.
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We know by Dolbeault’s theorem (for example, see [93]) that

Hq(X̃ ;Ap(X̃ )) = H p,q(X̃ ) , (3.31)

where the right hand side is the ∂̄ -Dolbeault cohomology, and the left hand side is the sheaf
cohomology of Ap(X̃ ), the sheaf of holomorphic p-forms on X̃ .

This means that we can rewrite (3.30) as

Z (X̃ ;τ,y,Z) :=
2d

∑
q=0

2d

∑
p=0

(−)p+qyd−ptrHq(X̃ ;Ap(X̃ ))

(
τ
−M−2J3 ∏

i
zJi

i

)
. (3.32)

The right hand side of (3.32) is not manifestly a sum of equivariant Euler characters.
Specifically, −M−2J3 is not an action on the base manifold, but instead an action on the
forms. Equivariance means the action on the fibre is equal to the action induced by the one
on the base manifold. If −M−2J3 = J +aE +bN for some a,b ∈ C, with J an action
by Lie derivatives with respect to some vector field, then we can take out the factor of t p−d ,
giving us the sum of equivariant Euler characters of the sheaf of holomorphic p-forms.

We consider the problem of free quantum mechanics on C2n, with complex coordinates
(qi, q̃i)

n
i=1. Consider the action of −M−2J3 +N on the forms

α =
n

∏
i=1

qai
i q̄āi

i q̃bi
i

¯̃qb̄i
i dqδi

i ∧dq̄δ̄i
i ∧dq̃εi

i ∧d ¯̃qε̄i
i , (3.33)

with a, ā,b, b̄ ∈ Nn
0 and δ , δ̄ ,ε, ε̄ ∈ {0,1}n, then we have that8

2J3α =
n

∑
i=1

(ai +bi − āi − b̄i)α ,

Mα =
n

∑
i=1

(δ̄i + ε̄i −n)α ,

Nα =
n

∑
i=1

(δi + εi −n)α .

(3.34)

So, −M−2J3 +N acts as the C×-scaling9, which we call D :

Dα = (−M−2J3 +N)α =
n

∑
i=1

(ai +bi − āi − b̄i +δi + εi − δ̄i − ε̄i)α . (3.35)

8Explicit expressions for the osp(4∗|4) generators on flat space can be found in appendix E.5 of [185].
9On flat space, this is the Lie derivative with respect to the Hamiltonian vector field

∑
n
i=1

(
qi

∂

∂qi
+ q̃i

∂

∂ q̃i
− q̄i

∂

∂ q̄i
− ¯̃qi

∂

∂ ¯̃qi

)
.
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So the conclusion is that on C2n we can write the superconformal index as

Z (C2n;τ,y,Z) = trΩ∗(C2n)

(
(−)M+N

( y
τ

)N
τ

D
∏

i
zJi

i

)

=
2n

∑
q=0

2n

∑
p=0

(−)p+q
( y

τ

)p−n
trHq(C2n;Ap(C2n))

(
τ

D
∏

i
zJi

i

)
.

(3.36)

This is a sum of equivariant Euler characters10.
We would like to make the conclusions for our superconformal index on X̃ . Since the

action of −M−2J3 +N is D on C2n, the induced action on the hyperKähler quotient X is
the same. Thus the unique lift11 of D to X̃ is exactly the action of −M−2J3 +N on X̃ by
definition.

So we may conclude

Z (X̃ ;τ,y,Z) :=
2d

∑
q=0

2d

∑
p=0

(−)p+q
( y

τ

)p−d
trHq(X̃ ;Ap(X̃ ))

(
τ

D
∏

i
zJi

i

)
. (3.37)

Equation (3.37) is a sum of equivariant Euler characters, and so we are ready to compute
this object by equivariant localisation.

3.3.1 The Hilbert series AKA the equivariant Euler character

In order to compute (3.32) by equivariant localisation, we need to introduce the equivariant
Euler character. To do this we shall introduce the Hilbert series, discussed in chapter 2. At
first glance, our definition of the Hilbert series will look different to the one introduced in
chapter 2, but we shall show they are the same. We will also show that the grading we use
makes the Hilbert series a well-defined quantity, resolving the issue of non-compactness.

We first define the Hilbert series, HS, to be the equivariant Euler character of the structure
sheaf:

HS
(
OX̃ ;τ,Z

)
:=

2d

∑
q=0

(−)qtrHq(X̃ ;OX̃ )

(
τ

D
∏

i
zJi

i

)
= chT (H0(X̃ ;OX̃ ))

= chT (C[X ]) ,

(3.38)

where chT is the character function for T -modules; T is the maximal torus of GH ×C×;
and Hq is taking the Dolbeault cohomology, which we know is the s-cohomology. The

10We promote the sheaf Ap(X̃ ) to an equivariant sheaf by acting with Lie derivatives.
11This result is reviewed near the end of section 2.2, and is from [89].
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penultimate line follows from equation (2.52) from chapter 2, and the last line from equation
(2.51) from chapter 2.

This index is well-defined for quiver varieties, in the sense that every homogeneous
component corresponding to a fixed C××GH weight is finite-dimensional. Indeed, the
coordinate ring is generated by all gauge invariant operators that one can form (modulo the
F-terms, of course), which amounts to taking various paths in the quiver that either start and
end on two (possible the same) flavour nodes, or finish on the same gauge node and we take
a trace. The power of τ for this operator is the length of the path. For any fixed integer n,
there are clearly only a finite number of paths of length n on a finite quiver, and so with τL0

alone, this is a well-defined quantity.
In the case that X is the Higgs branch, this is the same formal power series as the Molien

integral of section 2.2.3, and in the case that X is the Coulomb branch, this gives the same
formal power series as the monopole formula of section 2.2.2.

When the resolved space exists, and has isolated fixed points under C××GH , we can use
localisation to compute the index. We do not have a definitive list of which quivers have a
resolution with isolated fixed points, but we do know that the Higgs branch of the A- and
Â-type quivers, and the Coulomb branch of the DE-type quiver for certain choices of flavour
groups are all examples where this is the case. They will be discussed later in this thesis.
Knowing all such quivers would be interesting, as it would give the entire space of quiver
gauge theories where these techniques can be applied.

We shall also be interested in vector bundle valued sheaf cohomology on the space X̃ .
Including line bundle valued sheaf cohomology, corresponding to baryonic charges on the
Higgs branch or background magnetic charges on the Coulomb branch. We want to grade
by the action of C××GH , and a necessary requirement of this is that the vector bundle is
equivariant.

We would now like to make the same conclusions as we did for the Hilbert series above
(about the well-definedness of the quantity), but for finite rank holomorphic vector bundle
valued cohomology. Our first problem is the one of identifying the correct Hilbert space. Any
finite rank vector bundle V → X̃ is locally free, i.e. there exists an open covering U = {Uα}
such that Γ(V,Uα) ∼= Γ(X̃ ,OX̃ )⊕r ∼= OX |⊕r

Uα
. Thus, we can use our inner product on the

patches Uα , and use a partition of unity to obtain an inner product on global sections12. On
each patch, we have exactly the desired behaviour of restricting to regular sections. On
top of this, since the vector bundle is holomorphic, we can choose our trivialisation such
that the transitions functions are holomorphic. So, the action of s as ∂̄ on the open sets

12This is not a canonical inner product, but any such inner product will have to discard any sections with
essential singularities at infinity, and this is all we need.
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lifts to the whole space. We conclude that the finite rank holomorphic vector bundle valued
s-cohomology on X̃ is exactly the locally free coherent sheaf cohomology on X̃ .

We generalise the Hilbert series of equation (3.38) to arbitrary holomorphic equivariant
finite rank vector bundles13.

HS(V ;τ,Z) :=
2d

∑
q=0

(−)qchT (Hq(X̃ ;V )) . (3.39)

The question of whether this index is defined, i.e. is each homogeneous component
finite-dimensional, is equivalent to the question of whether it is defined for the trivial bundle,
C, whose associate sheaf is the structure sheaf, OX̃ , i.e. the Hilbert series we defined in
(3.38). This is because of a localisation formula that we will later prove, and that V being a
finite rank vector bundle means that the associated sheaf V is coherent and locally free, and
so locally a finite direct sum of copies of OX̃ .

3.3.2 Localisation

We have showed that the Hilbert series for the trivial bundle is well-defined. It remains
to show that the more general Hilbert series of equation (3.39) is well-defined and how
compute it. In order to do so, we shall use K-theoretic localisation theorems. Note that
our Hilbert series is defined for equivariant holomorphic vector bundles, where it coincides
with algebro-geometric sheaf cohomology. The sheaf cohomology can then be extended
to arbitrary equivariant coherent sheaves, and it is necessary to do so in order to use the
theorems of K-theory. We shall do this, but under the understanding that when we want to
compute something that corresponds to our quantum mechanics, we must restrict ourselves
to only the equivariant coherent sheaves that are locally free.

We shall conclude this section by computing the superconformal index.
We shall work in a slightly more general set-up: We assume that we have a symplectic

T -variety X , with T some torus (this is the maximal torus of GH ×C×), and π : X̃ → X

an equivariant symplectic resolution, such that there is a unique fixed point of X under T ,
and the T -fixed points of X̃ are finite and isolated.

Atiyah and Bott’s localisation theorem [15, 16] would imply that equation (3.39) is given
by a sum over fixed points. However, their formulae apply for compact manifolds, and of

13For X̃ the cotangent bundle of a flag variety over some complex reductive group G, which is the smooth
resolution for the quiver gauge theory T ρ

σ (G)14, Broer in [41] showed that the line bundle-valued higher
cohomologies on X̃ vanish when the line bundle is defined by a dominant weight. This means in that case that
the Hilbert series of the line bundle is counting only the global sections of the line bundle, just as it is does for
the structure sheaf in all cases.
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course X̃ is non-compact. The solution to this problem is related to the solution in well
defining the object in the first place. The argument we use is lifted from [161], which was
originally for the Jordan quiver.

We shall take KT (X̃ ) to be the Grothendieck group of T -equivariant locally free sheaves
on X̃ . This is the set of elements that we eat to give our Hilbert series.

Because π : X̃ → X is an equivariant proper morphism between T -varieties, we have
an induced “transfer” homomorphism π! between the Grothendieck groups given by the
alternating sum of higher direct image sheaves ∑i(−)iRiπ∗, see chapter 3 lemma 6.2.6 of
[199]. In particular

π! : KT (X̃ )→ KT (X ) . (3.40)

Let R :=Q(τ,Z) be the fraction field of the representation ring R(T ).
The localisation theorem for equivariant K-theory is due to [193], though a prelimary

version is in [18]. This theorem tells us that the natural inclusion map, ι : X̃ T → X̃ , of
the T -fixed points of X̃ into X̃ induces a homomorphism, ι∗, that is an isomorphism after
localisation.

ι∗ : KT (X̃ T )⊗R(T ) R
∼=−→ KT (X̃ )⊗R(T ) R . (3.41)

X̃ T̃ is a discrete set of points, and hence

KT (X̃ T )⊗R(T ) R ∼=
⊕

x
fixed points

R . (3.42)

Since o ∈ X is the unique fixed point under T of X , we have by the same localisation
theorem that, for ι0 : X T ↪→ X the inclusion of the fixed points,

ι
−1
0∗ : KT (X )⊗R(T ) R

∼=−→ KT (X T )⊗R(T ) R ∼= R . (3.43)

The inverse of ι∗ is given by the following formula

ι
−1
∗ (−) =

⊕
x

fixed points

ι
∗
x (−)PE[chT (T ∗

x X̃ ;τ,Z)] , (3.44)

where PE is the plethystic exponential defined in equation (2.72) in section 2.2.3; and ι∗x
is the pull-back homomorphism with respect to the inclusion ιx : {x} ↪→ X̃ . The pullback
homomorphism is defined via the isomorphism of KT (X̃ ) and the Grothendieck group of
T̃ -equivariant locally free sheaves.
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Proposition 1. (from Nakajima and Yoshioka) Let V be a T -equivariant locally free sheaf
on X̃ . Then we have that

dimC X̃

∑
i=0

(−)i chT H i(X̃ ,V ) = ∑
x

fixed points

ι
∗
x (V )PE[chT (T ∗

x X̃ ;τ,Z)] . (3.45)

The result follows from noting that the following square commutes (this result is due to
[193])

KT (X̃ )⊗R(T ) R
⊕

x R

KT (X )⊗R(T ) R R

∼=
(ι∗)

−1

∼=
(ι0∗)

−1

⊕
x R

KT (X )⊗R(T ) R R

π! ∑x

and the observation that (ι0∗)
−1 = chT , which is a consequence of the identity (ι0∗)chT = 1

(this follows immediately from equation (3.43)).
Note that the bottom route of the square is exactly our Hilbert series, this is because

HS(V ;τ,Z) = ∑
i
(−)ichT (H i(X̃ ;V ))

= ∑
i
(−)ichT (Ri

π∗(V ))

= (ι0∗)
−1

π!(V ) .

(3.46)

The second line of the above equation relies on proposition 8.5 in III 8 of [100].
Equating both routes of the commuting square gives

HS(V ;τ,Z) = ∑
x

T -fixed point

chT (Vx;τ,Z)PE[chT (T ∗
x X̃ ;τ,Z)] . (3.47)

It is clear that the right hand side is well-defined (finite coefficient of each monomial in τ

and Z), because near a single point we can trivialise the bundle V to a finite sum of copies of
an open set restriction of OX̃ , which we know has a well-defined character. This means that
we have well-defined the Hilbert series in general, as we set out to show.
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We can now compute our superconformal index using localisation. Recall from equation
(3.37) that

Z (X̃ ;τ,y,Z) : =
2d

∑
q=0

2d

∑
p=0

(−)p+q
( y

τ

)p−d
trHq(X̃ ;Ap(X̃ ))

(
τ

D
∏

i
zJi

i

)
(3.48)

So we may write

Z (X̃ ) =
2d

∑
p=0

(−)p
( y

τ

)p−d
HS(Ap(X̃ );τ,Z)

=
2d

∑
p=0

(−)p
( y

τ

)p−d
∑
x

T -fixed point

chT (Λ
p(T ∗

x X̃ );τ,Z)PE[chT (T ∗
x X̃ ;τ,Z)]

=

(
τ

y

)d

∑
x

T -fixed point

PE
[(

1− y
τ

)
chT (T ∗

x X̃ ;τ,Z)
]
.

(3.49)

For a compact manifold, Z would be the Hirzebruch χy-index. See, for example, [105]. For
a non-equivariant construction of a quantum mechanics on a compact manifold that gives the
Hirzebruch χy-index as the partition function, see [107]. Since this quantity coincides with
the Hirzebruch χy-index of X̃ , whenever we talk about Z in the rest of this thesis, we will
define it as this topological quantity.

There are two important points that we should emphasize

• Z (X̃ ;τ,y,Z) has y 7→ 1/y symmetry15, this is because it is the Cartan of the SU(2)
Lefschetz action, whose raising operator is wedging with ωC;

• The Hilbert series of the manifold is given by the coefficient of the lowest power of y
(equivalently the highest power of y) divided by τd .

In equation (7.34) in [185], Singleton writes a Lagrangian for a σ -model, such that if we
took the target to be X̃ , then we would have a su(2|1) supersymmetric quantum mechanics
whose Witten index is Z . One could then turn on chemical potentials for our gradings and
perform supersymmetric localisation. This should give precisely the same answer as found
in equation (3.49) using equivariant K-theory localisation. Note that at each fixed point of
X̃ , the contribution to Z is that of a free su(2|1) quantum mechanics.

15If we taken τ to be the fugacity for the scaling symmetry, D , this would be equivalent to using a fugacity
ỹ := yτ to count the p-grading of a (p,q)-form. We would have had less trouble in using equivariant localisation
theorems, but at the cost of losing the manifest y 7→ 1/y symmetry.
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In all examples we compute in chapter 5, the superconformal index can written in the
form

Z = ∑
x

T -fixed point

∏
n,m∈Fx

PE [(−)nZmZ (S(n,0))] , (3.50)

where Z (S(n,0)) is defined in equation (2.24), and Fx is some set of weights for C××GH

at each fixed point. This has manifest su(2|1) symmetry, being composed of plethystic
exponential of su(2|1) representations.

Note that in order for the superconformal index to have this property, it is necessary
that there is some finite Laurent polynomials, px(τ,Z) ∈ N0[τ

±1,Z±1], labelled by the fixed
points such that

chT (T ∗
x (X̃ );τ,Z) = px(τ

−1,Z−1)+ τ
2 px(τ,Z) , (3.51)

so that
Z = ∑

x
T -fixed point

PE [px(τ,Z)(1− τy)(1− τ/y)] . (3.52)

3.3.3 A simple example

For the sake of clarity, we work through one example where it is known that the orbifold
cohomology of [53] is the same as the cohomology of the symplectic resolution.

Using the orbifold cohomology, we shall calculate the superconformal index, and compare
it to the localisation formulae. The quiver gauge theory we look at is known as T (SU(2)). It
can be found in figure 3.1. It is self-mirror, which means its Coulomb branch is identical
to its Higgs branch. The Higgs branch is C2/Z2, which has an orbifold singularity at the
origin. It is identical to the moduli space of one centred SU(2) instanton, and its projective
symplectic resolution is the space T ∗CP1.

1 2

Fig. 3.1 The T (SU(2)) theory.

Chen Ruan cohomology involves taking the cohomology of the smooth part of the
manifold, as well as the addition of twisted sectors, which live at the orbifold singularities.
In the case of C2/Z2, there is one twisted sector. It is the point set, {∗}. So we have

H p,q
orb (C

2/Z2) = H p,q(C2/Z2)⊕H p−1,q−1({∗}) . (3.53)

The ordinary cohomology bigraded-ring, H p,q(C2/Z2), is simply given by taking Z2-
invariant holomorphic forms. H0,0({∗}) = 1 and H p,q({∗}) = 0 for (p,q) ̸= (0,0).



60 Indices of Nakajima quiver varieties

The only terms that survive in the index for C2, upon restricting to Z2-invariant forms,
would be the terms with even powers of z. Hence we have that

Z(C2/Z2) =
1
2

(
τ

y
(1− yz)(1− y/z)
(1− τz)(1− τ/z)

+
τ

y
(1+ yz)(1+ y/z)
(1+ τz)(1+ τ/z)

)
+1 . (3.54)

One can then test this against localisation formulae. Using the analysis of section 5, we
know there are two fixed points, and their contribution to the index is

Z(C2/Z2) =

(
1− y

τz2

)(
1− 1

τyz2

)
(

1− 1
z2

)(
1− 1

τ2z2

) +

(
1− yz2

τ

)(
1− z2

τy

)
(1− z2)

(
1− z2

τ2

) . (3.55)

One can check that equations (3.54) and (3.55) are indeed the same.

3.4 Relation to higher dimensional indices

We shall briefly summarise some relations between our indices and quantum field theories in
higher dimensions. The discussion is brief, and in no way an exhaustive list. It serves only to
show some motivation.

The Hilbert series that we have computed for our quantum mechanics is identical to the
Hilbert series of sections 2.2.2 and 2.2.3. This is because, as mentioned before, the Higgs and
Coulomb branch of quiver gauge theories are affine varieties and the holomorphic functions
over the vacua form a coherent sheaf, and hence the higher cohomology vanishes by Cartan’s
theorem B, and so we are counting the holomorphic functions graded by homothety and
isometries. One in fact finds on the Higgs branch that the poles of the Molien integral are in
a one-to-one correspondence with the fixed points of the manifold (see appendix A for why
this is the case).

Perhaps the most famous correspondence is the one where the quiver is the Jordan/ADHM
quiver. This quiver with dimensions (k,N) has Higgs branch isomorphic as a complex
variety16 to the moduli space of k SU(N)-instantons on C2, as first calculated in [17]. In
this case, we find that both the Hilbert series and the superconformal index agree with the
K-theoretic Nekrasov partition function, [164, 165].

Consider five-dimensional N = 1 gauge theory (eight supercharges) with gauge group
SU(N) and no matter. The partition function receives contributions from solitonic excitations.
These are instantons, and for instanton number k the contribution is exactly the Hilbert
series for the Jordan quiver with dimensions (k,N). While if we include a massive adjoint

16It is isometric to the moduli space of calorons, that is k SU(N)-instantons on S1 ×R3.
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hypermultiplet, of mass m, with y = em , into our five dimensional theory (this giving what is
called N = 1∗), then the effect is to dress the theory with the Dirac zero modes in the adjoint
representation. This is equivalent to dressing with Grassmann-valued cotangent vectors, and
hence gives the superconformal index - this is most clearly seen by looking at the penultimate
line of equation (3.49).

Section 2 of [19] provides a derivation for the Hilbert series of the Jordan quiver from
a 4+1 dimensional U(N) Yang-Mills field theory with a single real adjoint scalar and no
supersymmetry. We discuss this work in chapter 4.

In the paper [173], the authors compute the partition functions of three dimensional
N = 4 quiver gauge theories on S2 ×S1 and S3. Since these spacetimes are compact, we
expect the theory in the IR to be a σ -model over the vacuum manifolds. Indeed, one finds
that there are two limits of these partition functions, called the Higgs limit and the Coulomb
limit, giving the Hilbert series of the Higgs branch and the Coulomb branch respectively.





Chapter 4

The ADHM quiver and Chern-Simons
terms

This chapter is based on the work [19], done in collaboration with David Tong, Nick Dorey,
Carl Turner and Nakarin Lohitsiri. The paper itself discussed five dimensional instantons in
the presence of a large magnetic field, forcing the particles to lie in the lowest energy state.
In analogy with the quantum Hall Effect in 2 + 1 dimensions, where a large magnetic field
forces the particles to lie in the lowest Landau levels. Thus, one may expect the theory to
tell us about the four dimensional Quantum Hall Effect. The author’s contribution was a
collaboration with Nick Dorey, deriving mirror symmetry for the ADHM quiver.

In section 2.2.2, we wrote the formula for the Hilbert series of the Coulomb branch of a
three dimensional N = 4 quiver gauge theory. By mirror symmetry, we would expect this to
be equal to the Hilbert series of the Higgs branch of the mirror dual theory. In this section, we
show that this is the case for the ADHM quiver. Our starting point is the Molien integral, see
section 2.2.3, for the ADHM quiver. From this, we derive the Coulomb branch expression
for its mirror dual, the Â-type quiver. We do this for an arbitrary line bundle on the Higgs
branch, and through this see how the background magnetic charge for cycle excitations is
enforced on the Coulomb branch.

In order to show the equivalence, we shall need to use some techniques involving
symmetric functions. We summarise in section 4.1 all the formulae and definitions needed
first. Our reference for this material is [142]. In section 4.2, we write the expression for the
Hilbert series on the Higgs branch and mirror dual Coulomb branch with charge. In section
4.3, we derive the Coulomb branch expression. In sections 4.4 and 4.5, we derive some
expressions for contour integrals relevant to our proof. In section 4.6, we talk about how are
derivation is related to the Cherkis bow construction of the Coulomb branch, as found in
[159]. Finally, in section 4.7, we derive the equality of the Hilbert series for a pair of mirror
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dual linear quiver, using this as an opportunity to talk about a novel gluing procedure on the
Higgs branch, mirror dual to a well known procedure on the Coulomb branch, first described
in [61].

4.1 Some symmetric function notation

To start, we define the set of variables W = {w1, . . . ,wn}. Associated to each partition λ ,
with the length ℓ(λ ) ⩽ n, there is a non-zero symmetric polynomial in W over the field
Q(t) (finite Laurent polynomials in t with rational coefficients) called the Hall-Littlewood
polynomial,

Pλ (W ; t) :=
1

Nλ (t)
∑

σ∈Sn

σ

(
∏

l
wλl

l ∏
l<m

wl − twm

wl −wm

)
, (1.1)

where Sn is the symmetry group acting on the indices of the W variables by permutations.
Here Nλ is a normalisation factor defined by

Nλ (t) :=
ϕn−ℓ(λ )(t)∏ j⩾1 ϕm j(λ )(t)

(1− t)n , (1.2)

where

ϕa(t) =
a

∏
j=1

(1− t j) and m j(λ ) = |{i ⩾ 1 : λi = j}| . (1.3)

The Hall-Littlewood polynomials with variables W and t form a basis for all symmetric
functions in W over the field Q(t). There is an inner product on symmetric polynomials. It is
defined by the integral

〈
Pλ ,Pµ

〉
t :=

∮
C

dµ[W ; t] Pλ (W ; t)Pµ(W−1; t)

:=
1
n!

(
n

∏
l=1

1
2πi

∮
C

dwl

wl

)
∏
l ̸=m

1−wl/wm

1− twl/wm
Pλ (W ; t)Pµ(W−1; t)

=
1

Nλ (t)
δλ µ .

(1.4)

We can further generalise our polynomials to be a basis for all finite symmetric Laurent
polynomials in W over Q(t). To do this we first define the set of n ordered integers

A := {(ζ1, . . . ,ζn) ∈ Zn|ζ1 ⩾ ζ2 ⩾ · · ·⩾ ζn} ∼= Zn/Sn . (1.5)
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For any ζ ∈ A, we can define a partition λ via λl := ζl −ζn for l = 1, . . . ,n−1 and λn = 0.
We define

Nζ (t) := Nλ (t) . (1.6)

We define the shifted Hall-Littlewood polynomials by

Ψζ (W ;q) := ∏
l

wζn
l Pλ (W ;q) . (1.7)

Extending the inner product in equation (1.4) to finite symmetric Laurent polynomials in the
obvious way, one can quite easily show that

〈
Ψζ ,Ψη

〉
t =

1
Nζ (t)

δζ η . (1.8)

A simple trick, that we will use extensively, is the following: for ζ ,η ∈ A, we can write a
product of two of these polynomials shifted by an arbitrary constant a ∈ Z, namely

Ψζ (W )Ψη(W−1) = Ψζ+(an)(W )Ψη+(an)(W
−1) (1.9)

The Cauchy identity for Hall-Littlewood polynomials states that

∏
l,m

1− tzlym

1− zlym
= ∑

λ

Pλ (Z; t)Qλ (Y ; t) , (1.10)

where
Qλ (X ; t) := bλ (t)Pλ (X ; t) ,

bλ (t) := ∏
i⩾1

ϕmi(λ )(t) .
(1.11)

The Hall-Littlewood polynomials form an algebra under multiplication, known as the
Hall algebra. The structure constants, f λ

µν
(t) ∈ Z[t], are defined by

Pµ(X ; t)Pν(X ; t) = ∑
λ

f λ

µν
(t)Pλ (X ; t) . (1.12)

With these structure constants, one can define Hall-Littlewood polynomials for skew Young
tableaux

Qλ/µ(X ; t) := ∑
ν

f λ

µν
(t)Qν(X ; t) ,

Pλ/µ(X ; t) :=
bµ(t)
bλ (t)

Qλ/µ(X ; t) .
(1.13)

The Schur polynomial, sλ (X), can be defined as a Hall-Littlewood polynomial with t = 0.
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We define the Kostka polynomials relating the Schur polynomials and the Hall-Littlewood
polynomials by

sα(X) = ∑
µ

Kαµ(t)Pµ(X ; t) . (1.14)

It is non-trivially true that Kαµ(t) ∈ N0[t], this was shown in [137].
We define

Pλ

(
X

1−q
; t
)

:= P(X ,qX ,q2X , . . . ; t) . (1.15)

We define the Milne polynomial as

Q′
λ
(X ; t) := ∑

µ

Kµλ (t)sµ(X) . (1.16)

A result from [130] tells us that

Q′
λ
(X ; t) = Qλ

(
X

1− t
; t
)
. (1.17)

Another Cauchy identity states

∏
l,m

1
1− xlym

= ∑
λ

sλ (X)sλ (Y )

= ∑
µ

Q′
µ(X ; t)Pµ(Y ; t) .

(1.18)

4.2 The Hilbert series of the Higgs and Coulomb branch

n N n

n n

1

. . .

Fig. 4.1 On the left we have the ADHM quiver and on the right we have its mirror dual, the
ÂN quiver.
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The Hilbert series of the ADHM quiver with background baryonic charge can be under-
stood as the Nekrasov partition function, [164], for five dimensional N = 1 SU(N) super
Yang-Mills compactified on R4 × S1 in an Ω-background, [165]. The baryonic charge k
can be identified with a five dimensional Chern-Simons charge, as discussed in [191]. The
fugacities x and τ are identified with the parameters of the Ω-background, and the fugacities
zi are identitied with the Coulomb branch parameters of the five dimensional SUSY theory.

From section 2.2.3, we see that the Hilbert series for the Higgs branch of the ADHM
quiver is given by the Molien integral,

HS(k) :=
1
n!

n

∏
l=1

(∮
C

dwl

2πiwk+1
l

N

∏
i=1

1
(1− τwlzi)(1− τ/wlzi)

)

× ∏
l ̸=m

(1−wl/wm)
n

∏
l,m=1

1− τ2wl/wm

(1− τwl/xwm)(1− τxwl/wm)
.

(2.19)

Here, the contour C is defined to be the unit n-torus.
In section 2.2.2, we gave the Hilbert series for the Coulomb branch of a generic three

dimensional N = 4 quiver gauge theory. Here we restate the result, but this time with a
quiver with a cycle and a background magnetic charge from this excitation.

In order to understand how this excitation acts, it is best to think of the brane picture that
we briefly summarised in section 2.3.2. In that picture, there are k units of magnetic flux
associated for the global symmetry associated to the periodic boundary condition around the
x6-circle. This shift in charge corresponds, schematically, to a shift in the branes relative
position. In the Hilbert series, this manifests by having one of the charges shifted by a
constant (kn). We shall see that it does not matter where this shift is. Indeed, one can share
the shift amongst several nodes.

The bare dimension of a monopole operator with such a magnetic charge k is

∆[{ζ
i};k] =

N

∑
i, j=1

n

∑
a,b=1

(
−δi j|ζ i

a −ζ
j

b |+δi, j+1|ζ i
a −ζ

j
b + kδ j,N |

)
+ ||ζ N || , (2.20)

and the Hilbert series is given by

HSC(k) = ∑
ζ∈AN

τ
∆[{ζ i};k]x|ζ

N |
N

∏
i=1

z|ζ
i−ζ i−1+kδi,1|

i

[
∏
l∈Z

ml(ζ
i)

∏
a=1

1
1− τ2a

]
. (2.21)
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4.3 From Higgs to Coulomb

The machinery above can be brought to bear on our partition function.

Theorem 7. The Hilbert series of the Higgs branch of the ADHM quiver with baryonic
charge k is equal to the Hilbert series of the Coulomb branch of the mirror dual quiver with
magnetic charge k. In equations,

HSC(k) = HS(k) . (3.22)

Proof. To start, we write the second line of equation (2.19) as

∏
l ̸=m

(1−wl/wm)
n

∏
l,m=1

1− τ2wl/wm

(1− τ

x wl/wm)(1− τxwl/wm)

=
1

(1− τ2)n ∏
l ̸=m

1−wl/wm

1− τ2wl/wm
∏
l,m

(1− τ2wl/wm)(1− τ2wl/wm)

(1− τxwl/wm)(1− τ

x wl/wm)
,

(3.23)

and define functions

Q[W,W̃ ;x,τ] := ∏
l,m

(1− τ2wl/wm)(1− τ2w̃l/w̃m)

(1− τxwl/w̃m)(1− τ

x w̃l/wm)
(3.24)

and

π f (W ;z) :=
N

∏
l=1

1
1− τwlz

, π f̄ (W ;z) :=
N

∏
l=1

1
1− τ/wlz

. (3.25)

The partition function can then be written as

HS(k) =
1

(1− τ2)n

∮
C

dµ[W ;τ
2]

n

∏
l=1

w−k
l

(
N

∏
i=1

π f (W ;zi,τ)π f̄ (W ;zi,τ)

)
Q[W,W ;x,τ] .

(3.26)
To convert our Higgs branch expression into a Coulomb branch expression for the mirror

dual theory, we will make use of “Dirac delta functions" for symmetric polynomials. These
allow us to rewrite the Hilbert series as an integral over the maximal torus of the gauge group
of the affine quiver, T (U(n)N)∼= T nN ∼=CN . To do this, we first define the function

K[W,W̃ ] := ∑
ζ∈A

Nζ (τ
2)Ψζ (W ;τ

2)Ψζ (W̃
−1;τ

2) , (3.27)

where A is the set of n ordered integers defined in equation (1.5), and the shifted Hall-
Littlewood polynomials Ψ are defined in equation (1.7). Then, using the measure defined in
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equation (1.4), we have for any symmetric Laurent polynomial f in W over Q(τ2)

f (W ) =
∮

C
dµ[W̃ ;τ

2] K[W,W̃ ] f (W̃ ) . (3.28)

This follows from the fact that the functions Ψζ form a linear Q(τ2)-basis for symmetric
finite Laurent polynomials, and the orthogonality property outlined in equation (1.8). There
is a notational subtlety here; the sum should not be inside the integral, but rather

f (W ) = ∑
ζ∈A

∮
C

dµ[W̃ ;τ
2] Nζ (τ

2)Ψζ (W ;τ
2)Ψζ (W̃

−1;τ
2) f (W̃ ) . (3.29)

It is understood that whenever we write K we mean that the sum sits outside the integral.
This is similiar to how the Dirac delta function is not well-defined as a function unless inside
an integral.

Defining W (0) ≡W and W (N+1) ≡ W̃ , we insert a complete set of states to rewrite the
integral as

HS(k) =
1

(1− τ2)n

∮
C

dµ[W ;τ
2]
∮

C
dµ[W̃ ;τ

2]
N

∏
i=1

∮
C

dµ[W (i);τ
2]

Q[W,W̃ ]
N

∏
i=1

π f (W (i),zi)π f̄ (W
(i),zi)

N+1

∏
i=1

K[W (i−1)−1,W (i)−1]

(3.30)

This motivates us to define, for ζ ,η ∈ A,

Mζ η(z) := Nζ (τ
2)
∮

C
dµ[W ;τ

2] Ψζ (W ;τ
2)π f (W ;z,τ)π f̄ (W ;z,τ)Ψη(W−1;τ

2) , (3.31)

and

Oζ η(k) :=
Nζ (τ

2)

(1− τ2)n

∮
C

dµ[W ;τ
2]
∮

C
dµ[W̃ ;τ

2] Ψζ−(kn)(W )Ψη(W̃−1)Q[W̃ ,W ] , (3.32)

The partition function can then be written in the simple form

HS(k) = trH
[
O(k)M(z1)M(z2) . . .M(zN)

]
, (3.33)

where the trace is over the vector space of finite symmetric Laurent polynomials, which is
spanned by {Ψζ (W ;τ2)|ζ ∈ A}. Once again, the sums over A are outside the integrals.

The problem has been reduced to evaluating Mζ η(z) and Oζ η(k). We start with Mζ η(z),
and use the trick in equation (1.9) to restrict to the case where all the elements of ζ and η are



70 The ADHM quiver and Chern-Simons terms

negative, so that we can write

Mζ η(z) = Nζ (τ
2)
∮

C
dµ[W ;τ

2] Ψζ (W ;τ
2)π f̄ (W ) ∑

χ∈Pn

∮
C

dµ[W̃ ;τ
2]

1
(1− τ2)n Pχ(W ;τ

2)Qχ(W̃−1;τ
2)Ψη(W̃−1;τ

2)π f (W̃ ) .

(3.34)

The set Pn is the set of all partitions of length ⩽ n.
Next, we swap the sum with the integral, use the Cauchy identity (1.10) and expand

Ψζ and Ψη as a sum over permutations, so that the integrand in the summand is a rational
function. Using the symmetry of the integrand to get rid of the sum over permutations, we
have

Mζ η(z) =
1

Nη(τ2)(1− τ2)n

n

∏
l=1

(∮
C

dwl

2πiwl

∮
C̃

dw̃l

2πiw̃l

wζl
l

1− τ/wlz
w̃−ηl

l
1− τw̃lz

)

×
n

∏
l,m=1

1− τ2wl/w̃m

1−wl/w̃m
∏
l<m

(
1− w̃m/w̃l

1− τ2w̃m/w̃l

1−wl/wm

1− τ2wl/wm

)
.

(3.35)

An important subtlety is that the contour for W̃ has changed to C̃ := (1+ ε)C for some
sufficiently small ε > 0. This is so that it doesn’t interfere with the rest of the pole structure.
The denominator, 1−wl/w̃m, that arises from the Cauchy identity after swapping the sum of
partitions with the integral over W̃ means that the form we integrate is not defined when the
contour is such that there is a point where the value of wl and w̃m coincide. The justification
for this choice of contour comes from noting that, if we evaluate the poles for w̃l in the order
w̃n, w̃n−1, . . . , w̃1, and choose poles within the contour, then we find that the only poles are
parameterised by a permutation, σ ∈ Sn, with w̃l = wσ(l). (Recall that ηl < 0, so there are
no poles at 0.) Upon evaluating the residue we then find exactly the original expression for
Mζ η(z).

Considering the relative ordering of the decreasing sequences ζ ,η ∈ A, we redefine the
labels as follows

ζl ≡ ζi,αi for i = 1, . . . , imax, αi = 1, . . . ,ni ,

ηl ≡ ηi,α̃i for i = 1, . . . , imax, α̃i = 1, . . . , ñi ,
(3.36)

such that (n1, . . . ,nimax) and (ñ1, . . . , ñimax) are compositions of n (with n1 and ñimax possibly
zero, but all other values strictly positive integers) and ζi,αi ⩽ ζi,βi ∀ αi ⩾ βi, and ηi,α̃i ⩽ ηi,β̃i

∀ α̃i ⩾ β̃i and, finally, ζi,α ⩾ ηi,α̃ ⩾ ζi+1,α ′ ∀α, α̃,α ′. With these definitions, we can now
evaluate the matrix elements.
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Lemma 2. The value of Mζ η(z) is saturated by the pole located at

wl =
τ2sl

z
and w̃l =

τ2s̃l

z
, (3.37)

where

sl = si,α =
i−1

∑
j=1

(n j − ñ j)+α − 1
2
,

s̃l = s̃i,α̃ =
i

∑
j=1

n j −
i−1

∑
j=1

ñ j +
1
2
− α̃ .

(3.38)

So if ζ1 ⩾ η1, s1 =
1
2 and if η1 > ζ1, s̃1 =−1

2 . Furthermore, the residue of this pole is such
that we have

Mζ η(z) =
1

∏a∈Zϕma(η)(τ
2)

z|η |−|ζ |
τ

∆1[ζ ,η ] , (3.39)

where ∆1[ζ ,η ] is defined in equation (4.49).

This is the topic of section 4.4. We are unable to prove this lemma, due to the complexity
of the multi-dimensional contour integral. We are still able to have a rigorous proof of our
theorem by noting that we need only rigorously evaluate Oζ η(k), and then rely on the fact
that the rest of the theorem relies on showing non-abelian mirror symmetry for the linear
quiver in section 4.7. The Mirković-Vyrbornov isomorphism of [148] rigorously proves
mirror symmetry for linear quivers, see the discussion in section 6.3.1 for more on this.

This expression for Mζ η(z) is invariant under shifts of the form (ζ ,η) 7→ (ζ +(cn),η +

(cn)) for all c ∈ Z. This is what we would expect, as we could see this symmetry already
when we used equation (1.9).

For the other term Oζ η(k), we have that

Lemma 3.
Oζ η(k) = δζ−(kn)ηz|η |

τ
||η || (3.40)

where ||η || := ∑
n
l=1 |ηl| and |η | := ∑

n
l=1 ηl .

We prove this in section 4.5.
Given these lemmas, we can write the Hilbert series as

HS(k) = ∑
ζ⃗∈AN

x|ζ
(1)|

τ
||ζ (1)||M

ζ (1)ζ (2)(z1)Mζ (2)ζ (3)(z2) . . .Mζ (N)ζ (1)+(kn)(zN) . (3.41)
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To see that this does indeed agree with (2.21), we shall expand out the M′s. First we consider
the bare dimension, written in equation (2.20). Our expression for the bare dimension is
(defining ζ (N+1) ≡ ζ (1))

∆[{ζ};k] =
N

∑
i=1

∆1[ζ
(i),ζ (i+1)+δiN(kn)]+ ||ζ (1)||

=
N

∑
i=1

n

∑
l,m=1

(
|ζ (i)

l −ζ
(i+1)
m +δiNk|− 1

2
|ζ (i)

l −ζ
(i)
m |− 1

2
|ζ (i+1)

l −ζ
(i+1)
m |

)
+ ||ζ (1)||

=
N

∑
i=1

n

∑
l,m=1

(
|ζ (i)

l −ζ
(i+1)
m +δiNk|− |ζ (i)

l −ζ
(i)
m |
)
+ ||ζ (1)|| .

(3.42)
We then redefine our variables via ζ (i) = ζ N+1−i, and write

∆[{ζ};k] =
N

∑
i=1

n

∑
l,m=1

(
|ζ i

l −ζ
i−1
m +δi1k|− |ζ i

l −ζ
i
m|
)
+ ||ζ N ||

=
N

∑
i=1

n

∑
l,m=1

(
|ζ i

l −ζ
i−1
m +δi1k|− |ζ i

l −ζ
i
m|
)
+ ||ζ N ||

=
N

∑
i, j=1

n

∑
l,m=1

(
δi j+1|ζ i

l −ζ
j

m +δ jNk|−δi j|ζ i
l −ζ

j
m|
)
+ ||ζ N ||

(3.43)

This is the expression in equation (2.20). We have

HS(k) = ∑
ζ⃗∈AN

x|ζ
N |

τ
∆[{ζ};k]

N

∏
i=1

z|ζ
N−i+1−ζ N−i+kδiN |

i

N

∏
i=1

∏
a∈Z

1
ϕma(ζ i)(τ

2)
. (3.44)

Upon acting with an element of the Weyl group of U(N) such that zi 7→ zN−i+1, we find we
exactly reproduce equation (2.21),

HS(k) = ∑
ζ⃗∈AN

x|ζ
N |

τ
∆[{ζ};k]

N

∏
i=1

z|ζ
i−ζ i−1+kδi1|

i

N

∏
i=1

∏
a∈Z

1
ϕma(ζ i)(τ

2)
. (3.45)
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4.4 Evaluating Mζ η(z)

The integral of a meromorphic (m,0) form ω on an oriented m real dimensional submanifold,
D, of Cm is defined by the homology class of D. The manifold we compute the homology of
is that of Cm minus complex codimension 1 hyperplanes defined by the poles of ω . Thus, we
have a well-defined integral with our choice of homology C×C̃ .

For the practical evaluation of our integral, we can evaluate each variable in turn, choosing
to sum either inside or outside the contour. This leads to many different ways of evaluating
the integral, but the answer at the end of the calculation is always defined and independent of
these choices, as our homology class is well-defined.

For the evaluation of this integral, we have been unable to prove that the residue has the
value we claim it does for general n,ζ and η , but we have extensive numerical evidence for
small values of n. Note that the Mirković-Vybornov isomorphism means that this is not a
problem (see sections 4.7 and 6.3.1).

Numerical evidence suggests that if we change the homology class to a homology class
defined by the interleaving of ζ and η , then there is a unique pole contributing to the value
of the integral given by the values

wl = τ
2sl/z , w̃l = τ

2s̃l/z . (4.46)

This homology class is defined as follows: the interleaving of ζ and η allows us to
define an ordering on the variables W,W̃ via wiα ⩽ w jβ and w̃iα ⩽ w̃ jβ if i < j or i = j
and α < β and wiα ⩽ w̃ jβ if i ⩽ j and w̃iα ⩽ w jβ if i < j. The interleaving defines the
sets P ⊆ {w1, . . . ,wn} and Q ⊆ {w̃1, . . . , w̃n} as the subset of elements where the respective
corresponding sl and s̃l are positive, and their respective complements P̄ and Q̄, whose
elements are such that the respective corresponding sl and s̃l are negative. The contour is
then defined by the elements of P∪Q’s size ordered by the ordering defined above, with
the smallest element having the smallest contour and the largest element having the largest
contour, while for the elements of P̄∪ Q̄, we do the opposite ordering with the smallest
element having the largest contour and so on. For evaluating the integral, we sum all the
poles of P and Q on the inside of the contour, and outside the contour for P̄ and Q̄.

With this choice of contour, one finds that upon splitting the form, we get

Mζ η(z) =
1

Nη(τ2)(1− τ2)n ∏
l

τ
2ζlsl−2ηl s̃l zηl−ζl ,×(⋆) . (4.47)
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The left over part represented by ⋆ contains all the relevant pole structure and evaluates to
one on the pole, while the term to the left of ⋆ evaluates to exactly the answer required on the
pole.

Indeed, we find

∑
l
(2ζlsl −2ηl s̃l) = ∆1[ζ ,η ] , (4.48)

where
∆1[ζ ,η ] := ∆H [ζ ,η ]− 1

2
∆V [η ]− 1

2
∆V [η ] , (4.49)

with

∆H [ζ ,η ] :=
n

∑
l,m=1

|ζl −ηm| ,

∆V [ζ ] :=
n

∑
l,m=1

|ζl −ζm| .
(4.50)

This is because

∆1[ζ ,η ] =
1
2

n

∑
l,m=1

(
2|ζl −ηm|− |ζl −ζm|− |ηl −ηm|

)
= ∑

i⩽ j

ni

∑
αi=1

ñ j

∑
α̃ j=1

(ζi,αi −η j,α̃ j)+∑
j<i

ni

∑
αi=1

ñ j

∑
α̃ j=1

(η j,α̃ j −ζi,αi)

−∑
i< j

ni

∑
αi=1

n j

∑
α j=1

(ζi,αi −ζ j,α j)−
imax

∑
i=1

∑
αi<α ′

i

(ζi,αi −ζi,α ′
i
)

−∑
i< j

ñi

∑
α̃i=1

ñ j

∑
α̃ j=1

(ηi,α̃i −η j,α̃ j)−
imax

∑
i=1

∑
α̃i<α̃ ′

i

(ηi,α̃i −ηi,α̃ ′
i
)

=
imax

∑
i=1

ni

∑
αi=1

2si,αiζi,αi −
imax

∑
i=1

ñi

∑
α̃i=1

2s̃i,α̃iηi,α̃i .

(4.51)

However, for the original homology choice it is more complicated. For example, if
we take n = 2 and (ζ ;η) = (−1,−3;−2,−4), but with the original contour, then there no
longer is a non-zero residue at the point (w1,w2; w̃1, w̃2) = (τ/z,τ/z,τ/z,τ/z), and instead
one finds the value of the matrix element is given by the sum of the residue of the pole at
(τ/z,τ3/z;τ3/z,τ/z) and (τ/z,0;0,τ/z). However, the final value of Mζ η(z) remains the
same.
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A case where these two homology choices are the same is when ζl ⩾ ηm for all l and m.
We prove the value of Mζ η(z) is indeed what we want in this simpler case. Mζ η(z) is

Mζ η(z) =
n

∏
l=1

∮
C

dwl

2πi

∮
C̃

dw̃l

2πiw̃l

wζl
l

wl − τ/z
w̃−ηl−1

l
1− τzw̃l

∏
l,m

w̃m − τ2wl

w̃m −wl
∏
l<m

(
1− w̃m/w̃l

1− τ2w̃m/w̃l

1−wl/wm

1− τ2wl/wm

)
.

(4.52)

First we need to argue that taking the poles at zero for the wl will lead to zero residue,
meaning we can ignore these poles. We see this by considering evaluating the poles of the
w̃l’s before the wl’s. w̃n only has poles at wl , which then leads to w̃n−1 only having poles at
wl′ for l′ ̸= l. This gives w̃l = wσ(l) for some σ ∈ Sn, undoing our splitting into two integrals
and giving us our original integral as in equation (3.31). The important point to note is that
now each wl has lowest power in its Taylor expansion ζl −ησ−1(l) ⩾ 0 (the −1 exponent
goes away because of the numerator w̃σ−1(l)− τ2wl 7→ (1− τ2)wl) and so there can’t be a
pole with any coordinate at zero.

With this in mind, we can now proceed to evaluating our integral. w1 has a pole at 0 and
a pole at τ/z. Since we are ignoring the pole at 0, we need only consider the pole at τ/z, the
residue of which is

Mζ η(z) = τ
ζ1z−ζ1

n

∏
l=2

∮ dwl

2πi
wζl

l
wl − τ3/z ∏

l

∮ dw̃l

2πiw̃l

w̃−ηl−1
l

1− τzw̃l
n

∏
l=2

∏
m

w̃m − τ2wl

w̃m −wl
∏

l

w̃l − τ3/z
w̃l − τ/z ∏

l<m

1− w̃m/w̃l

1− τ2w̃m/w̃l

n

∏
l<m,2

1−wl/wm

1− τ2wl/wm
.

(4.53)

Note that this is an equality, as we know the pole at zero will have no contribution. For w2

there is a pole at 0 and at τ3/z. The pole at τ3/z has residue

Mζ η(z) = τ
ζ1+3ζ2z−ζ1−ζ2

n

∏
l=3

∮ dwl

2πi
wζl

l
wl − τ5/z ∏

l

∮ dw̃l

2πiw̃l

w̃−ηl−1
l

1− τzw̃l

n

∏
l=3

∏
m

w̃m − τ2wl

w̃m −wl
∏

l

w̃l − τ5/z
w̃l − τ/z ∏

l<m

1− w̃m/w̃l

1− τ2w̃m/w̃l

n

∏
l<m,3

1−wl/wm

1− τ2wl/wm
.

(4.54)
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This continues with wr having a pole at τ2r−1/z and at 0, with us choosing the non-zero pole
giving residue

Mζ η(z) = τ
ζ1+···+(2r−1)ζrz−ζ1−···−ζr

n

∏
l=r+1

∮ dwl

2πi
wζl

l
wl − τ2r+1/z ∏

l

∮ dw̃l

2πiw̃l

w̃−ηl−1
l

1− τzw̃l

n

∏
l=r+1

∏
m

w̃m − τ2wl

w̃m −wl
∏

l

w̃l − τ2r+1/z
w̃l − τ/z ∏

l<m

1− w̃m/w̃l

1− τ2w̃m/w̃l

n

∏
l<m,r+1

1−wl/wm

1− τ2wl/wm
.

(4.55)
Finally we evaluate wn at τ2n−1/z, ignoring the pole at 0 to get

Mζ η(z)= τ
ζ1+···+(2n−1)ζnz−ζ1−···−ζn ∏

l

∮ dw̃l

2πiw̃l

w̃−ηl−1
l

1− τzw̃l
∏

l

w̃l − τ2n+1/z
w̃l − τ/z ∏

l<m

1− w̃m/w̃l

1− τ2w̃m/w̃l
.

(4.56)
The only pole for w̃n is then τ/z. Ignoring the factors of τ and z at the front from the previous
line, this gives

Mζ η(z) ∝ τ
−ηn−1zηn+1

n−1

∏
l=1

∮ dw̃l

2πiw̃l

w̃−ηl−1
l

1− τzw̃l

1
1− τ2

n−1

∏
l=1

w̃l − τ2n+1/z
w̃l − τ3/z

(τ/z− τ
2n+1/z)

n−1

∏
l<m,1

1− w̃m/w̃l

1− τ2w̃m/w̃l
,

(4.57)

where ∝ is used instead of an equals sign, because we are ignoring the powers of τ and z
arising from the w integrals. The only pole for w̃n−1 is τ3/z with residue

Mζ η(z) ∝ τ
−ηn−3ηn−1−3zηn+ηn−1+1

n−2

∏
l=1

∮ dw̃l

2πiw̃l

w̃−ηl−1
l

1− τzw̃l

1
1− τ2

1
1− τ4

n−2

∏
l=1

w̃l − τ2n+1/z
w̃l − τ5/z

(τ3/z− τ
2n+1/z)(1− τ

2n)
n−2

∏
l<m,1

1− w̃m/w̃l

1− τ2w̃m/w̃l
.

(4.58)
This continues with the only contributing pole for w̃n−r+1 being τ2r−1/z with residue

Mζ η(z) ∝ τ
−∑

n
l=n−r+1(2n−2l+1)ηl z∑

n
l=n−r+1 ηl

n−r

∏
l=1

∮ dw̃l

2πiw̃l

w̃−ηl−1
l

1− τzw̃l

r

∏
l=1

1
1− τ2l

n−r

∏
l=1

w̃l − τ2n+1/z
w̃l − τ2r+1/z

n

∏
l=n−r+1

(1− τ
2l)

n−r

∏
l<m,1

1− w̃m/w̃l

1− τ2w̃m/w̃l
.

(4.59)

Taking w̃1 = τ2n−1/z gives our expected result.
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4.4.1 An identity from the matrix element

We have that

Mζ η(z) = Nη(t2)
∮

C
dµ[W ;τ

2]Ψη(W ; t2)Ψζ (W
−1; t2)π f [W ;z, t]π f̄ [W ;z, t] . (4.60)

As in equation (1.9), we shift ζ and η by the same amount, this time such that they both have
non-zero length. Writing ν := η −min(ζn,ηn) and µ := ζ −min(ζn,ηn), we get

Mζ η(z) =
bν(τ

2)

(1− τ2)k

∮
C

dµ[W ;τ
2]Pν(W ;τ

2)Pµ(W−1;τ
2)π f [W ;z]π f̄ [W ;z] . (4.61)

Using the identities in section 4.1, we can rewrite this as

Mζ η(z) = bν(τ
2)z|ν |−|µ|

∑
λ

1
ϕn−l(λ )(τ

2)bλ (τ
2)

Qλ/µ

(
τ

1− τ2 ;τ
2
)

Qλ/ν

(
τ

1− τ2 ;τ
2
)
.

(4.62)
Now note that l(ν)⩽ n, which implies that l(λ )⩽ n, and hence we have

Mζ η(z) = z|ν |−|µ|
∑
λ

1
ϕn−l(λ )(τ

2)
Qλ/µ

(
τ

1− τ2 ; t2
)

Pλ/ν

(
τ

1− τ2 ;τ
2
)
. (4.63)

The result of this section thus tells us the following identity, which is a generalisation of the
principal specialisation result for Hall-Littlewood polynomials to partitions of finite length,

∑
λ

l(λ )⩽n

1
ϕn−l(λ )(τ

2)
Qλ/µ

(
τ

1− τ2 ;τ
2
)

Pλ/ν

(
τ

1− τ2 ;τ
2
)
=

1
ϕn−l(ν)(τ

2)bν(τ2)
τ

∆1[µ,ν ] .

(4.64)

4.5 Proof of lemma 3: Evaluating Oζ η(k)

Proof. We note that Oζ η(k) = Oζ−(kn),η(0), so it is sufficient to evaluate Oζ η(0) ≡ Oζ η .
Using the permutation invariance of the integrand, we can rewrite Oζ η as

Oζ η =
(1− τ2)n

Nη(τ2)

n

∏
l=1

(∮
C

dwl

2πi

∮
C

dw̃l

2πi

) n

∏
l=1

wζl
l w̃−ηl

l ∏
l<m

(wm −wl)(w̃m − τ
2w̃l)

∏
l>m

(w̃m − w̃l)(wm − τ
2wl)∏

l,m

1
(wm − τxw̃l)(w̃m − τ

x wl)
.

(5.65)
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We define n+, ñ+ such that ηn+,ζñ+ ⩾ 0 and ηn++1,ζñ++1 < 0. w1, . . . ,wn+ only have poles
within the unit circle at τxw̃l , while w̃ñ++1, . . . , w̃n only have poles within the unit circle at
τ

x wl . We do these integrals, defining σ : {1, . . . ,n+}→ {1, . . . ,n} and τ : {ñ++1, . . . ,n}→
{1, . . . ,n} so wl = wxw̃σ(l) for l = 1, . . . ,n+ and w̃l =

τ

x wτ(l) for l = ñ++1, . . . ,n. Note that
the factor ∏l<m(wm −wl)(w̃l − w̃m) guarantees that σ and τ are injective.

Now we show that
σ{1, . . . ,n+} ⊆ {1, . . . , ñ+} ,

τ{ñ++1, . . . ,n} ⊆ {n++1, . . . ,n} ,
(5.66)

otherwise the residue is zero. We prove this for σ and note that a very similar proof will
work for τ . Suppose ∃ l ∈ {1, . . . ,n+} such that σ(l) > ñ+, then wl = τxw̃σ(l) = τ2wτσ(l).
Either τσ(l) > l, so the factor in the integrand (1− τ2wτσ(l)/wl) evaluates to zero, or
τσ(l)< l ⩽ n+ =⇒ wτσ(l)= τxw̃στσ(l) =⇒ w̃σ(l)= τ2w̃στσ(l). Now either σ(l)>στσ(l),
so the factor (w̃σ(l)− τ2w̃στσ(l)) evaluates to zero, or w̃στσ(l) =

τ

x wτστσ(l). This process
carries on, either we hit a zero, or we hit a fixed point of τσ (as it is a permutation of a finite
set). However, hitting a fixed point of τσ would lead to wm = τ2wm for some m with wm ̸= 0,
a clear contradiction.

Now we show that if ñ+ > n+, then we get zero. Suppose that this is true, we extend
our definition of τ to {n++1, . . . ,n} in order that τ{n++1, . . . ,n}= {n++1, . . . ,n}, and
then extend our definition of σ such that {σ(1), . . . ,σ(n+),στ(n+ + 1), . . . ,στ(ñ+)} =

{1, . . . , ñ+}. After doing these integrals, we consider wτ(n++1), . . . ,wτ(ñ+). As mτ(l) < 0, we
consider the poles outside the unit circle, there is only one and it is at wτ(l) =

x
τ
w̃m for m =

1, . . . , ñ+. The factor ∏
n+
l=1 ∏

n
n++1(w̃σ(l)− τ

x wm) guarantees that the pole is wτ(l) =
x
τ
w̃στ(l),

for l = n++1, . . . , ñ+.
Upon doing this integral, one finds the integrand

Oζ η =
(−)#x#τ#

Nη(τ2)

n

∏
l=ñ++1

∮ dwτ(l)

2πiwτ(l)

ñ+

∏
l=1

∮ dw̃l

2πiw̃l

n

∏
l=ñ++1

w
ζτ(l)−ηl

τ(l)

n+

∏
l=1

w̃
ζl−ησ(l)
σ(l)

ñ+

∏
l=n++1

w̃
ζτ(l)−ηστ(l)
στ(l) .

(5.67)

This means that w̃1, . . . , w̃ñ+ can only receive poles within the unit circle from the
monomial at zero, and will have a non-zero residue only if it is a simple pole. How-
ever, we have that ζτ(l) − ηστ(l) − 1 ⩽ −2 for l = n+ + 1, . . . , ñ+ because ζτ(l) < 0 and
ηστ(l) ⩾ 0 for such l. Hence this cannot be a simple pole. We conclude that the inte-
gral will evaluate to zero, unless ñ+ ⩽ n+. We now do the integral for w1, . . . ,wn+ =

τxwσ(1), . . . ,τxwσ(n+) and w̃n++1, . . . , w̃n =
τ

x wτ(n++1), . . . ,
τ

x wτ(n). By our earlier argument,
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we have that σ{1, . . . ,n+}= {1, . . . ,n+} and τ{n++1, . . . ,n}= {n++1, . . . ,n}, so we may
combine σ and τ together to form σ ∈ Sn+ ×Sn−n+ ⊆ Sn. Upon performing the integral, we
obtain that all the cross terms cancel out. We define the dot product of the Hall-Littlewood
polynomials for r ⩽ n variables to be

⟨Ψθ ,Ψθ ′⟩(r) :=
1

Nθ Nθ ′

r

∏
i=1

∮ dwi

2πiwi
∑

σ∈Sr

r

∏
i=1

w
θi−θ ′

σ−1(i)
i ∏

i< j
(1− τ

2w j/wi)(1−wσ( j)/wσ(i))

∏
i> j

(1− τ
2wσ( j)/wσ(i))(1−w j/wi)∏

i ̸= j

1
(1− τ2w j/wi)(1−w j/wi)

= δθθ ′
1

N(r)
θ

(τ2)
,

(5.68)
where N(r) has an r to indicate it is for partitions of size r and not n. We find that the integral
becomes, defining ζ(n+) := (ζ1, . . . ,ζn+) and ζ (n+) := (ζn++1, . . . ,ζn) (and similarly for η),

Oζ η = Nζ τ
∑

n+
1 ζl−∑

n
n++1 ηl x∑

n+
1 ζl+∑

n
n++1 ηl⟨Ψζ(n+)

,Ψη(n+)
⟩(n+)⟨Ψ

ζ (n+),Ψη(n+)⟩(n−n+)

= δζ ηx|η |
τ
||η ||

(5.69)

as required.

4.6 Cherkis bow varieties

Nakajima and Takayama in [159] showed that the Coulomb branch of any A-type and Â-type
quiver can be described as a certain type of quiver variety known as the Cherkis bow. A
physical derivation of this fact was first given in [54].

Our derivation of the Coulomb branch Hilbert series through manipulations of the Higgs
branch Molien integral gives exactly what one would expect for the Molien integral of the
Cherkis bow. We shall briefly describe the Cherkis bow variety that coincides with the
Coulomb branch of the Â-quiver mirror dual to the ADHM quiver.

The Cherkis bow is composed of two different parts. The triangle and the two way. These
two components are in figure 4.2. We either align them in a line or in a circle. An example
of this is the one that we will consider, the diagram on the left of figure 4.2 is the Cherkis
bow for the Â quiver in figure 4.1. Schematically, the flavour nodes become two ways and
the edges between gauge nodes become triangles.
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Cn

Cn

Cn Cn

Cn

Cn
C

C C

C
. . .

Cn1 Cn2

C

Cm1 Cm2A
ab C

D
B1 B2

Fig. 4.2 On the left we have the Cherkis bow for the mirror dual of the ADHM quiver. The
middle and the right diagrams show the constituents of a Cherkis bow, respectively the
triangle and the two way.

The Cherkis bow variety is, up to stability conditions and deformation parameters, given
by the solutions to some quadratic equations, modulo the group of invertible endormorphisms
of the domains and codomains of A,C and D, acting in the obvious way. We want to
emphasise the quadratic equation for the triangle part, which is

B2A−AB1 +ab = 0 . (6.70)

The Molien integral that we would expect for the triangle when n1 = n2 = n is exactly our
piece Mζ η(z), where z is the fugacity for the global symmetry from C×-rotations of the C
flavour.

4.7 Mirror symmetry for a linear quiver

The derivation of mirror symmetry for the ADHM quiver and its mirror dual Â quiver leads
to a derivation of mirror symmetry for a particular pair of linear quivers, shown in figure
4.3. In doing so, we find two interesting points: how to glue together two tails on the Higgs
branch in order to produce an adjoint hypermultiplet; how to do so with a baryonic charge
for the gauge node the adjoint hypermultiplet is non-trivially charged under.

In the notation of [63], the two quivers are T σ
ρ (SU(nN)) (the diagram on the left in figure

4.3) and T ρ

σ (SU(nN)) (the diagram on the right), where

σ = (N −1, . . . ,N −1︸ ︷︷ ︸
n

,1, . . . ,1︸ ︷︷ ︸
n

) ,

ρ = (n, . . . ,n︸ ︷︷ ︸
N

) .
(7.71)
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Since ρ is of the form (ab), for a,b ∈ N, we have that T σ
ρ (SU(nN)) is a balanced quiver.

This means the Coulomb branch has full SU(N) symmetry, as we would expect given the
mirror dual.

n n nn n. . .

ζL ζR

1 2 . . . n . . . 1

N

B1 B2 Bn B2n−1

Fig. 4.3 On the left, we have the AN−1 quiver with background magnetic charges ζL and
ζR, where ζL,ζR ∈ A. On the right, we have its mirror dual, the “fish-tailed quiver" with
background baryonic charge B1, . . . ,B2k−1 ∈ Z.

We define NA as the value of the gauge rank of the Ath node of the fish-tailed quiver (so
NA = A for A = 1, . . . ,n). An expression for the Hilbert series of the Higgs branch of the
fish-tailed quiver is given by the Molien integral

HSlin(BA) =
1

1!22!23!2 . . .(n−1)!2n!

2n−1

∏
A=1

NA

∏
a=1

(∮ dwA,a

2πiwA,a
w−BA

A,a

)
2n−1

∏
A=1

∏l ̸=m(1−wA,l/wA,m)∏
NA
l,m(1− τ2wA,l/wA,m)

∏
NA+1
l=1 ∏

NA
m=1(1− τwA+1,l/wA,m)(1− τwA,m/wA+1,l)

n

∏
l=1

N

∏
i=1

1
1− τzi/wn,l

1
1− τwn,l/zi

.

(7.72)

Note that we have an integral over the unit torus, T NA , for each node, with contributions
from the baryonic charges, BA; the bifundamental matter; constraints; Haar measure; and
the fundamental matter at the nth node. We collapse this integral to an integral over the
middle node (an integral of rank n), by noting that for the w1,1 pole there are only two poles
at w1,1 = τw2,1 and w1,1 = τw2,2. Upon integrating out w1,1, one then integrates out w2,l

finding poles at w3,σ(l) and so on, until we reach wn,l . Doing the same thing from the right
inwards gives the expression,

HSlin(ζL,ζR) =
1

(1− τ2)n

∮
C

dµ[W ;τ
2]ΨnL(W ;τ

2)
N

∏
i=1

(
π f (W ;zi)π f̄ (W ;zi)

)
ΨnR(W

−1;τ
2) ,

(7.73)
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where the “fundamental" and “antifundamental" parts are defined in equation (3.25), Ψ is
defined in equation (1.7) and the baryonic charges B correspond to the charges ζL and ζR via

ζL,1 = B1 + · · ·+Bk, ζR,1 = 0 ,

ζL,2 = B2 + · · ·+Bk, ζR,2 =−Bk+1 ,

. . . . . .

ζL,k = Bk, ζR,k =−(Bk+1 + · · ·+B2k−1) .

(7.74)

Note that we can shift ζL and ζR by an arbitrary constant, leaving the Hilbert series invariant
by equation 1.9. So we can reach all possible background magnetic charges this way1.

Just as in section 4.3, we convert our Higgs branch expression into a Coulomb branch
expression via the use of “Dirac delta functions" for symmetric polynomials. These allow us
to rewrite the Hilbert series as an integral over the maximal torus of the gauge group of the
linear quiver, U(n)N−1. Using the tricks of section 4.3, we can rewrite the Hilbert series of
the Higgs branch as follows

HSlin(ζL,ζR) =
1

(1− τ2)n

∮
C

dµ[W ;τ
2]ΨζL(W )

N

∏
i=1

(∮
C

dµ[W (i);τ
2]

K[W (i−1)−1,W (i)−1]π f (W (i);zi)π f̄ (W
(i);zi)

)
Ψζr(W

(N)−1)

=
1

(1− τ2)n
1

NζL(τ
2) ∑

ζ∈AN

M
ζL,ζ (1)(z1)Mζ (1),ζ (2)(z2) . . .Mζ (N−1),ζR

(zN) .

(7.75)

Using the results of 4.3, one sees that this is exactly the expression for the Hilbert series
of the Coulomb branch of the mirror dual theory.

The results of [61] tells us that if we set ζL = ζR and sum over all values with appropriate
factors, then we gauge and glue together the two flavour nodes of the AN−1 quiver. The
resulting quiver is the ÂN-quiver of figure 4.1. If we wanted to have a baryonic charge k, then
we would shift ζR by (kn):

∑
ζ (N)∈A

(1− τ
2)nN

ζ (N)(τ
2)τ ||ζ

(N)||x|ζ
(N)|HSlin(ζ

(N),ζ (N)+(kn)) = HS(k) . (7.76)

On the mirror side we can glue together the two tails of the fishtailed quiver by summing
over the baryonic charges, as specified by ζL = ζR and equations (7.74), leaving an adjoint
hypermultiplet.

1This is because the flavour symmetry of a quiver is S
(

∏a U(Na)
)
.



Chapter 5

A-type quivers

We defined in chapter 3 a superconformal index, and described how to compute it on spaces
whose resolutions have isolated fixed points. In this chapter, we show how to apply this
to A- and Â-type quivers by calculating their fixed points. The calculation relies on an
observation by Nakajima in [154] that these quivers’ Higgs branches can be thought of as
C×-fixed point submanifolds of instanton moduli space. We then make use of the fact that the
superconformal index for instanton moduli space is already known, [164]. The culmination
of this is theorem 9, where we write the Hilbert series and superconformal index of a general
linear quiver with arbitrary background charge in closed form.

In section 5.1, we define the A-type quiver, distinguishing our class from the slightly
less general T σ

ρ (SU(N)) theories. In section 5.2, we do the fixed point construction on
quantum mechanics, and see how it acts on the superconformal index, sending the index of
the large manifold to the fixed point manifold in a certain limit of the fugacities. We then
describe how the linear quivers sit inside the ADHM quiver, using the construction of [154].
This then leads to a description of the isolated fixed points of any linear quiver in terms of
coloured Young tableaux. In section 5.3, we compute the superconformal index of a linear
quiver, by taking the limit of the ADHM quiver and restricting to the appropriate fixed points.
The scaling of the fugacities is crucial and is described in section 5.3.1, while the actual
calculation on the index is in section 5.3.2. We work through an example in section 5.3.3,
reproducing known results for the Hilbert series. In section 5.3.4, we introduce non-Abelian
baryonic charges to the instanton moduli space, and then take the limit, in order to see which
charges on the linear quiver can be described in this way. Finally, section 5.4 contains the
main results of this chapter. Lemma 4 writes the Hilbert series or superconformal index with
arbitrary background Abelian baryonic charge in terms of a Tσ -type theory. This leads to
theorem 9, which allows us to write the Hilbert series or superconformal index in a closed
form, with the sum over fixed points replaced with a sum over a Weyl orbit. This result for
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k N

N1

k1

N2

k2

Nn

kn. . .

Fig. 5.1 The ADHM quiver on the left and a generic An quiver on the right.

the Hilbert series is known and was done in [63]. Here we provide a proof using the fixed
points, and so can extend the result to the superconformal index in a rigorous way. In section
5.5, we generalise these results to write a fixed point sum for Ân-type quivers. In section 5.6,
we prove lemma 4. In section 5.7, we prove theorem 9.

5.1 The linear quiver

The two quivers that we consider are shown in figure 5.1.
The linear quiver is a quiver gauge theory as defined in section 2.1.2, where the underlying

graph is the Dynkin diagram of An. We shall be considering the Higgs branch of these theories.
A large class of such theories was discussed in [63]. They called such theories T σ

ρ (SU(N)).
These theories are good theories, in the sense of section 2.2.2. However, we shall look at a
slightly larger class of linear quivers. The ones where the Higgs branch exists.

For example, if we take the linear quiver for A1, with dimensions (k,N), then if k ⩽ N/2,
we have T (1N)

(N−k,k)(SU(N)) theory. If k > N/2, then we no longer have a T σ
ρ (SU(N)) theory,

but we still have a well defined Higgs branch. In both cases the resolved Higgs branch is
T ∗(Gr(k,N)), the cotangent bundle to the complex Grassmannian of Ck planes lying within
CN . There is a duality, known as three-dimensional Seiberg duality, which relates the theory
with (k,N) to (N − k,N). The equivalence of the Higgs branches follows from the fact that
Gr(k,N)∼= Gr(N − k,N).

All linear quiver gauge theories that are not a T σ
ρ (SU(N)) theory, but have a well defined

Higgs branch, are Seiberg dual to a T σ
ρ (SU(N)) theory. We have a more nuanced discussion

of this duality in section 2.3.3.

5.2 The linear quiver as a submanifold of instanton moduli
space

The fundamental idea of this section and the next is to calculate the superconformal index of
the Higgs branch of a linear quiver, by thinking of it as a C×-fixed point submanifold of a
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larger manifold we know the superconformal index of, specifically, instanton moduli space.
This C× action is a subgroup of the isometries, and notably does not include the C×-scaling
action generated by D −N (see section 3.3 for the definition of that C×-action).

We shall first run through such a construction in the simplest example, free quantum
mechanics on flat space. This example will provide intuition for the construction on the
curved instanton moduli space, especially when one remembers that the superconformal
index is given by the contribution of the quadratic fluctuations at each fixed point, which is
free quantum mechanics.

We shall then describe how the Higgs branch of a linear quiver sits inside the Higgs
branch of the ADHM quiver, and how we can describe the fixed points using the coloured
Young tableaux fixed points of the ADHM quiver.

5.2.1 The construction for free quantum mechanics

Consider C4, with coordinate ring C[X1, X̃1,X2, X̃2]. Xi is charged1 as τsi and X̃i is charged
as τ/si for i=1,2. τ/si and τsi are fugacities for C×

i,1 ×C×
i,2 rotating the target space C2

i =

Ci,1 ×Ci,2. The diagonal subgroup of C×
1,1 ×C×

1,2 is counted with the same fugacity as the
diagonal subgroup of C×

2,1 ×C×
2,2, this is the scaling generated by D −N. dXi and dX̃i are

charged as ysi and y/si respectively, where the fugacity y is for a C×
y that rotates the cotangent

fibres. The index of this SQM is

Z (C4) =

(
τ

y

)2 2

∏
i=1

(1− ysi)(1− y/si)

(1− τsi)(1− τ/si)
. (2.1)

The Hilbert series is the coefficient of the highest power of y divided by τ2,

HS(C4) =
2

∏
i=1

1
(1− τsi)(1− τ/si)

. (2.2)

We consider restricting to the hyperKähler submanifold invariant under the subgroup {(x,1/x)|x∈
C×}⊂C×

1,1×C×
1,2, namely C2,1×C2,2. We do this by discarding all generators with non-zero

power of s1. To take this limit, we take the limit s1 → 0 in the index. This gives

Z (C2) =
τ

y
(1− ys2)(1− y/s2)

(1− τs2)(1− τ/s2)
. (2.3)

1One should think of this as the charge of the operator given by multiplication by Xi, and similarly for the
other variables.
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We then get the Hilbert series by taking the highest power of y divided by τ ,

HS(C2) =
1

(1− τs2)(1− τ/s2)
. (2.4)

The conclusion of this is that this limit of the superconformal index of the original
hyperKähler cone gives the superconformal index of the fixed point submanifold (which is
also a hyperKähler cone).

Theorem 8. Let M be a hyperKähler cone with isolated fixed points under C××T , where
T is a torus action of isometries and C× the conical action. If N ⊂ M is the fixed point
submanifold (generally not connected) under a subgroup of isometries T ′ ⊂ T , then, if (xi)i∈I

are the fugacities corresponding to T ′, we have that

lim
xi→0, i∈I

Z (M ) = Z (N ) . (2.5)

The proof of this follows trivially from the example of free quantum mechanics above
and the localisation theorems of chapter 3.

5.2.2 The construction of the fixed point manifold

Here we describe how we construct the Higgs branch of the linear quiver from instanton
moduli space. We give the construction, and then describe how the fixed points of instanton
moduli space become the fixed points of the linear quivers.

The fixed point manifold

We explain the construction in [154]. This construction takes a certain C×-subgroup of
T := C××GH , and restricts MζR,0 to the fixed point submanifold. This submanifold is a
disjoint union of linear quivers.

We want the fixed points of the C× ∋ t1 action on the set µ
−1
C (0) given by

(X , X̃ ,Q, Q̃) 7→ (t1X , t−1
1 X̃ ,QρW (t1)−1,ρW (t1)Q̃) . (2.6)

This corresponds to a choice of homomorphism ρV : C× → GL(Ck), such that

(t1X , t−1
1 X̃ ,QρW (t1)−1,ρW (t1)Q̃)= (ρV (t1)−1XρV (t1),ρV (t1)−1X̃ρV (t1),ρV (t1)−1Q, Q̃ρV (t1)) .

(2.7)
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ρV is a homomorphism, because the action of GL(Ck) is free on the space of stable maps.
We choose the conjugacy class of ρV and ρW . This fixes the linear quiver and we now show
how.

The conjugacy class of ρV is determined by an n⃗ ∈ Zk/Sk, such that

t1 7→


tn1
1

tn2
1

. . .

tnk
1

 . (2.8)

Similarly, ρW ’s conjugacy class is determined by m⃗ ∈ ZN/SN .
We order these integers from smallest to largest. Let p :=min(m1,n1) and q :=max(nk,mN).

Define n := q− p+1. For a = 1, . . . ,n, we define the spaces

Va = Eigenspace of Ck with eigenvalue tq+1−a
1 ,

Wa = Eigenspace of CN with eigenvalue tq+1−a
1 .

(2.9)

Note that unless m1 ⩾ n1 and mN ⩽ nk, the fixed point set will be empty, so we may as well
take n = nk −n1 +1.

X , X̃ ∈ End(Ck), Q ∈ Hom(CN ,Ck) and Q̃ ∈ Hom(Ck,CN). However, we shall see that
the fixed points respect the eigenspace structure of ρV and ρW . We see from equation (2.7)
that for v ∈Vi,

t1Xv = ρV (t1)−1XρV (t1)v = tq+1−a
1 ρV (t1)−1Xv ,

=⇒ ρV (t1)Xv = tq−a
1 Xv .

(2.10)

This implies that X :Va →Va+1. Similarly, t−1
1 X̃ = ρV (t1)−1X̃ρV (t1), QρW (t1)−1 = ρV (t1)−1Q

and ρW (t1)Q̃ = Q̃ρV (t1) means
X : Va →Va+1 ,

X̃ : Va →Va−1 ,

Q : Wa →Va ,

Q̃ : Va →Wa .

(2.11)

So we exactly have the An linear quiver. We define

ka := dimVa , Na := dimWa . (2.12)

The way to think of this in explicit calculations is that we pick a particular ρW , which -
calling the Nakajima quiver variety associated to the linear quiver M(ρV ,ρW ) - gives us a
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decomposition as
∏

ρV

M(ρV ,ρW )⊆MζR,0 . (2.13)

The fixed points of the fixed point manifold

In the evaluation of the superconformal index of the linear quiver, the analysis of chapter 3
means that one need only consider the fixed points of the action of T . On instanton moduli
space these fixed points famously correspond to N-coloured Young tableaux of total size k,
[164]. For a particular choice of ρW , each fixed point will correspond to an individual ρV .
We explain here how to work out which ρV , and hence which linear quiver, the fixed point
is an element of. Note that since the fixed points are invariant under the whole of (C×)N+2,
they are invariant under the particular C× we used to restrict to the linear quivers, and hence
must lie in some linear quiver.

Moreover, the Higgs branch of a linear quiver is non-empty if and only if we can construct
such a fixed point. The only if is trivial, as the fixed point is an element of the Higgs branch,
while the other way is true because it must be closed under the action of (C×)N+2, lie within
instanton moduli space, and every point on instanton moduli space flows under the action of
(C×)N+2 to a fixed point, [160].

The fixed points are the stable maps X , X̃ ,Q, Q̃ obeying µC = 0, and

(wl −wm + τx)Xlm = 0 ,

(wl −wm + τ/x)X̃lm = 0 ,

(wl − τ − zi)Qli = 0 ,

(wl + τ − zi)Q̃il = 0 ,

(2.14)

where l,m = 1, . . . ,k and i = 1, . . . ,N. The coloured Young tableaux correspond to the values
of gauge fugacities, w ∈ Ck, with

wi,(α,β ) = (τx)α−1(τ/x)β−1
τ/zi . (2.15)

Exactly k components of the 2kN +2k2 components of (X , X̃ ,Q, Q̃) are non-zero. They are,
writing l = 1, . . . ,k as (i,(α,β )) for (α,β ) ∈ Yi and i = 1, . . . ,N,

Xi(α,β ),i(α+1,β ), X̃i(α,β ),i(α,β+1), Q̃i(1,1),i ̸= 0 . (2.16)

Suppose eais is a basis for Ck, for a = 1, . . . ,n , i = 1, . . . ,Na and s ∈ Yai, and fai a basis
for CNa for a = 1, . . . ,n, i = 1, . . . ,Na. Then we have that eai(1,1) ∈Va, because Q̃ai(1,1)ai fai ∝
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eai(1,1) and Q̃ai(1,1)ai ̸= 0. Now we see that if (2,1) ∈ Yai, then Xeai(2,1) ∝ eai(1,1), and so
eai(2,1) ∈Va−1. Through this, we see that

eai(α,β ) ∈Va−α+β . (2.17)

This fully determines the value of the ka’s. Note that there can be values of a where Na = 0
and ka ̸= 0.

The quiver M(ρW ,ρV ) is equal to (using the notation of [63]) Higgs
[
T ρ

σ

(
SU(M)

)]
, where

σ and ρ are partitions of M determined by ρW and ρV . The number of fixed points on this
manifold is given by

# of fixed points = ∑
ρ⩽ν⩽σ∨

KνρKν∨σ , (2.18)

where Kαβ are the Kostka numbers. The reason for this is explained in section 6.4.1, and
comes from the expression for the Poincaré polynomial in [171].

We work through an example, to show how the Young tableaux are chosen. Take the
linear quiver in figure 5.2

1 2 . . . l . . . 2 1

N

Fig. 5.2 An example of a linear quiver, k = l2.

The coloured Young tableau that we restrict to are exactly the ones such that

∃ exactly l ,s ∈ Yi s.t. s = (b,b) for some b ∈ N ,

∃ exactly l −1 ,s ∈ Yi s.t. s = (b−1,b) for some b ∈ N ,

∃ exactly l −1 ,s ∈ Yi s.t. s = (b,b−1) for some b ∈ N ,

∃ exactly l −2 ,s ∈ Yi s.t. s = (b−2,b) for some b ∈ N ,

etc .

(2.19)

So if N = 1, the only pole is given by a single square Young tableaux of height and width l.
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5.3 The superconformal indices of the ADHM and linear
quiver

We now use the analysis of the previous section to compute the superconformal index of the
linear quiver. We need to first take the appropriate scaling of the fugacities, corresponding to
the choice of C×-subgroup of the isometries. We can then apply the limit of the fugacities to
the superconformal index of the ADHM quiver.

We shall then work through some examples and look briefly at non-Abelian baryonic
charge.

5.3.1 Scaling

Here we describe the scalings of the fugacities in our model, corresponding to the choice
of C×-subgroup of isometries. We take ρW to be in the conjugacy class (c1, . . . ,cN) ∈ ZN

with c1 ⩾ c2 ⩾ · · ·⩾ cN = 0. There is an invariance corresponding to shifts ci 7→ ci + c, for
constant c ∈ Z, as they are SU(N) fugacities and not U(N) fugacities. We take ρV in the
conjugacy class (d1, . . . ,dk) ∈ Zk, with d1 ⩾ d2 ⩾ · · ·⩾ dk = 0. d also has a shift invariance.
Hence, we can make both c and d start at 0. We defined ka := ma−1(d), Na := ma−1(c) and
n := d1 +1, such that ∑

n
a=1 ka = k and ∑

n
a=1 Na = N.

We split up the z fugacities as

(z1, . . . ,zN) = (z1,1, . . . ,z1,N1,z2,1, . . . ,zn,Nn) . (3.20)

This conjugacy class will correspond to rescaling the zi fugacities such that za,i = xazĩ is
constant (where ∑

a−1
b=1 Nb + i = ĩ).

We split up the wl fugacities as

(w1, . . . ,wk) = (w1,1, . . . ,w1,k1,w2,1, . . . ,wn,kn) . (3.21)

This conjugacy class will correspond to rescaling the wl fugacities, such that wa,l = x−awl̃ is
constant (where ∑

a−1
b=1 kb + l = l̃).

5.3.2 The superconformal indices

We first describe the Nekrasov partition function for the ADHM construction, making our
conventions clear.
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We follow the fugacity conventions of [126], where in equations (2.56) and (2.57) they
have

ai =
µi

2
, −ε1 = i

γ1 − γR

2
, ε2 = i

γ1 + γR

2
, m = i

γ2

2
. (3.22)

We then convert to our conventions via

zi = eai , τ = e
ε1+ε2

2 , x = e
ε1−ε2

2 , y = em . (3.23)

The Nekrasov partition function for the ADHM quiver is given by

Zk,N : = ∑
{Yi}

|{Yi}|=k

N

∏
i, j=1

∏
s∈Yi

sinh Ei j(s)−i(γ2+γR)
2 sinh Ei j(s)+i(γ2−γR)

2

sinh Ei j(s)
2 sinh Ei j(s)−2iγR

2

, (3.24)

where Ei j(s) is defined in equation (2.54) of [126].
We define the functions of a box, s = (x,y), at row x and column y in the ith partition Yi

of a coloured Young tableau Y⃗

fi j(s) :=−ai(s)− l j(s)−1 , gi j(s) :=−ai(s)+ l j(s) , (3.25)

where ai(s) := Yix − y the arm length and l j(s) := (Y∨
j )y − x the leg length relative to Y j.

Given these functions, we can write the superconformal index of the ADHM quiver as

Zk,N = ∑
{Yi}

|{Yi}|=k

N

∏
i, j=1

∏
s∈Yi

PE
[

τ
gi j(s)−1x fi j(s) zi

z j

(
1+ τ

2 − τ(y+1/y)
)]

. (3.26)

From the superconformal index we can always recover the Hilbert series by taking the
coefficient of the highest power of y (the coefficient of ykN) in the expression divided by τkN .
This is

HSk,N = ∑
{Yi}

|{Yi}|=k

N

∏
i, j=1

∏
s∈Yi

1(
1− zi

z j
τgi j(s)+1x fi j(s)

)(
1− z j

zi
τ1−gi j(s)x fi j(s)

) . (3.27)

With our conventions now clear, we derive our expression for the linear quiver defined
by the conjugacy classes of ρV and ρW . We scale the fugacities in Zk,N as described in
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subsection 5.3.1, and, using theorem 8, take the limit x → 0. This gives

ZρV ,ρW = ∑
{Ya,i}

ρV ,ρW

n

∏
a,b=1

Na

∏
i=1

Nb

∏
j=1

∏
s∈Ya,i

f(a,i)(b, j)(s)=a−b

PE
[

za,i

zb, j
τ

g(a,i)(b, j)(s)−1(1+ τ
2 − τ(y+1/y)

)]
. (3.28)

In this expression, the {Ya,i}
ρV ,ρW

means restricting the sum to all fixed points corresponding to
the linear quiver M(ρV ,ρW ). Note that unlike the instanton moduli space’s superconformal
index, a generic box from a coloured Young tableaux, associated to a fixed point within the
manifold, need not contribute an individual term to the index. Indeed, if this were so then the
highest power of y in the index would be kN, which is strictly greater than the quaternionic
dimension of M(ρV ,ρW ).

Since the manifold is connected, and the contribution at each fixed point corresponds to
the tangent space at that point, we would expect that the highest power of y at each point would
be the quaternionic dimension of the manifold dimHM(ρV ,ρw) = ∑a(kaka+1 + kaNa − k2

a).
This is a non-trivial combinatorial condition on the coloured Young tableaux that appears to
be true.

The Hilbert series of the linear quiver is given by

HSρV ,ρW = ∑
{Ya,i}

ρV

n

∏
a,b=1

Na

∏
i=1

Nb

∏
j=1

∏
s∈Ya,i

f(a,i)(b, j)(s)=a−b

1(
1− za,i

zb, j
τ

g(a,i)(b, j)(s)+1
)(

1− zb, j
za,i

τ
1−g(a,i)(b, j)(s)

) .
(3.29)

From this we can conclude that

lim
ρW ,x→0

Zk,N = ∑
ρV

ZρV ,ρW . (3.30)

This sum has multiplicity one for each ρV , but we might find that ZρV ,ρW = 0, and we
may also have two equivalent linear quivers for different ρV ’s, for example (1)-(1)-[1] and
[1]-(1)-(1). Furthermore, we may not have a connected quiver for a specific ρV and ρW .

5.3.3 An example: the Tσ (SU(N))-type theories

To highlight how this construction works, we look at the quiver in figure 5.3. We shall also
find later in section 5.4 that the superconformal index of any linear quiver can be derived
from the superconformal index of quivers of this form, and hence this derivation is crucial
for our later derivation.
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k1 . . .k2 knN

Fig. 5.3 A Tσ (SU(N))-type theory.

The quiver ranks obey N ⩾ k1 ⩾ k2 ⩾ · · ·⩾ kn > 0, otherwise the Higgs branch is empty.
The calculation of the Hilbert series of this quiver was done via Lefschetz fixed point theorem
directly in [63], we find that our analysis exactly reproduces their results for a choice of k
and N such that it is a Tσ (SU(N)) theory.

Since there is only one flavour node, and it is on the far left node, the fixed points are
coloured Young tableaux of length 1. They are given by kn lots of (n), kn−1 − kn lots of
(n−1),. . . , k1 − k2 lots of (1) and N − k1 lots of ∅. One then needs to sum over the Weyl
group SN modulo the Weyl group of the Levi subgroup,

W̃ := Skn ×Skn−1−kn ×Sk1−k2 ×SN−k1 . (3.31)

This is precisely the same parameterisation of the fixed points found in [63]. Define the
composition of N

l1 = kn , l2 = kn−1 − kn , l3 = kn−2 − kn−1 , . . . , ln = k1 − k2 , ln+1 = N − k1 . (3.32)

Thus, W̃ = ∏
n+1
a=1 Sla and the complex dimension of the manifold is

d := dimCHiggs[Tσ (SU(N))] = 2 ∑
a>b

lalb . (3.33)

Suppose Yi = (a) and Yj = (b), then we have that fi j(s) is zero if and only if b ⩽ a−1 and
s = (1,a) (the last box). For this box we have that gi j(s) = −1. Define the function on
indices h : {1, . . . ,N}→ {0,1, . . . ,n} via

i = l1 + l2 + · · ·+ lh(i)+ j , for j = 1, . . . , lh(i)+1 . (3.34)

Thus the superconformal index is

Z = ∑
w∈SN/W̃

∏
h(i)>h( j)

w

τ

y

(
1− zi

z j

y
τ

)(
1− z j

zi
τy
)

(
1− zi

z j

)(
1− z j

zi
τ2
)
 . (3.35)
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The Hilbert series, recovered by taking the highest power of y divided by τd/2, can
be seen to be the same as the expression for the Hilbert series in [63]. It is a generalised
Hall-Littlewood polynomial. We will discuss this is section 4.

5.3.4 Baryonic charges - Abelian and non-Abelian

One can compute the superconformal index not just of the theory in a vacuum, but also
with a fixed background charge corresponding to some representation of the gauge group.
Geometrically, this corresponds to taking sheaf cohomology valued over the locally free
coherent sheaf defined by the vector bundle corresponding to this representation. We need
only consider the sheafs corresponding to irreducible representations.

If we can compute our indices in the fixed point formalism for any background value
of baryonic charge, then we can glue together our quivers in the sense of section 4.7. This
means that we could calculate the superconformal index for many other theories. This idea
on the Coulomb branch is used to compute the Hilbert series of the Sicilian theory in the
paper [62]. However, at the moment we do not know how to deal with certain background
charges. Specifically, the problem is that in order to evaluate the integral for general charges,
one must use the Jeffrey-Kirwan procedure, this is summarised in appendix A, and this leads
to different answers for different choices of Jeffrey-Kirwan parameter. There is presumably a
correct choice of parameter for this procedure, but I have not yet investigated what it is. We
will for now discuss the charges that one can obtain on the linear quiver by reducing from
instanton moduli space.

For instanton moduli space, the gauge group is U(k) and the irreducible representations
are parameterised by a partition, λ , of length < k, and an integer, c ∈ Z, corresponding to
the U(1) charge. If λ is empty and c ̸= 0, then the sheaf is invertible, i.e. a line bundle, and
the index is just that of the 5 dimensional theory in the presence of a Chern-Simons term,
see [19] and chapter 4. Note that no known correspondence under mirror symmetry exists
for holomorphic vector bundles of rank larger than one on the Higgs branch. In fact, it is
not known to the author how one would compute the Hilbert series on the Coulomb branch
with non-Abelian background charge. The methods of chapter 4 certainly imply a way to
approach this problem, but it is not clear whether this Hilbert series would have any physical
interpretation.



5.3 The superconformal indices of the ADHM and linear quiver 95

We analyse the superconformal index of the instanton moduli space for arbitrary back-
ground charge via a Molien type integral (see section 2.2 of [46]),

Zk,N(c,λ ) =
τkN+k2

ykN+k2

1
k!

k

∏
l=1

(∮
γJ−K

dwl

2πiw1+c
l

N

∏
i=1

(1− ywlzi)(1− y/wlzi)

(1− τwlzi)(1− τ/wlzi)

)
∏
l ̸=m

(1−wl/wm)

sλ (W
−1)

k

∏
l,m=1

(
(1− τ2wl/wm)

(1− τxwl/wm)(1− τ

x wl/wm)

(1− yxwl/wm)(1− y x
τ2 wl/wm)

(1− τ

y wl/wm)(1− yτwl/wm)

)
,

(3.36)
where sλ is a Schur polynomial.

The contour γJ−K describes the poles that one takes the residue at. If we have that
1+ c+λ1 −N and 1+ c+λk−1 −N are negative, then the pole structure is just given by
the usual bosonic poles described by coloured Young tableaux. If they are both positive,
then one redefines the integration variable as wl 7→ ξl = 1/wl and then the pole structure
for ξ is given by coloured Young tableaux. For values where 1+ c+λ1 −N is positive and
1+ c+λk−1 −N is negative, one must deal with the Jeffrey-Kirwan procedure2 summarised
in appendix A.

We rescale the variables by x, as described in section 5.3.1, and without the charges, we
take the limit x → 0 to obtain

ZρV ,ρW =

(
τ

y

)
∑

n
a=1 kaNa+∑

n−1
a=1 kaka+1

(
(1− τ2)

(1− τ

y )(1− τy)

)k n

∏
a=1

1
ka!

ka

∏
l=1

(∮
γJ−K

dwa,l

2πiwa,l

Na

∏
i=1

(1− ywa,lza,i)(1− y/wa,lza,i)

(1− τwa,lza,i)(1− τ/wa,lza,i)

)
n

∏
a=1

ka

∏
l ̸=m

1

(1−wa,l/wa,m)(1− τ2wa,l/wa,m)

(1− τ

y wa,l/wa,m)(1− τywa,l/wa,m)

n−1

∏
a=1

ka

∏
l=1

kb

∏
m=1

(1− ywa+1,m/wa,l)(1− ywa,l/wa+1,m)

(1− τwa+1,m/wa,l)(1− τwa,l/wa+1,m)
.

(3.37)
Now we consider the effect of the charges on the limit. Note that

sλ (W
−1) = ∑

σ∈Sk/Sλ
k

∏
a,l

xσ(a)λa,l w
−λa,l
σ(a,l) ∏

(a,l)<(b,m)

1
1− xσ(b)−σ(a)wσ(a,l)/wσ(b,m)

. (3.38)

2To be clear, one must also use the Jeffrey-Kirwan procedure in the other cases. It is just that in these cases,
the contributing poles match the coloured Young tableaux structure.



96 A-type quivers

This means that the power of x is minimal if σ(a, l) = (a,σ(l)), i.e. that σ ∈ ∏a Ska . The
coefficient of this minimal power of x is given by

sλ (W
−1)→

n

∏
a=1

sλa(W
−1
a ) , (3.39)

where λa,l ⩾ λb,m for all a < b, and λ = λ1 ∪·· ·∪λn. We conclude

ZρV ,ρW (c,λ ) =
(

τ

y

)
∑

n
a=1 kaNa+∑

n−1
a=1 kaka+1

(
(1− τ2)

(1− τ

y )(1− τy)

)k n

∏
a=1

1
ka!

ka

∏
l=1

(∮
γJ−K

dwa,l

2πiw1+c
a,l

Na

∏
i=1

(1− ywa,lza,i)(1− y/wa,lza,i)

(1− τwa,lza,i)(1− τ/wa,lza,i)

)
n

∏
a=1

ka

∏
l ̸=m

1

(1−wa,l/wa,m)(1− τ2wa,l/wa,m)

(1− τ

y wa,l/wa,m)(1− τywa,l/wa,m)

n−1

∏
a=1

ka

∏
l=1

kb

∏
m=1

(1− ywa+1,m/wa,l)(1− ywa,l/wa+1,m)

(1− τwa+1,m/wa,l)(1− τwa,l/wa+1,m)

n

∏
a=1

sλa(W
−1
a ) .

(3.40)

5.4 Generalised Hall-Littlewood polynomials

While we have a fixed point sum for any A-type quiver, a generic A-type quiver has quite
a complicated sum, corresponding to a sum of several Weyl group orbits (the Weyl group
of the flavour group, possibly with some quotient by the Weyl group of a Levi subgroup of
the flavour group). However, as we saw in section 5.3.3, if the A-type quiver has only one
flavour group on a final node, then the fixed points lie in a single Weyl orbit, again with
some possible quotient from a Levi subgroup. This makes these quivers much easier to work
with, and their Hilbert series can be written in terms of a symmetric polynomial known as a
generalised Hall-Littlewood polynomial, first defined in [94].

It turns out that we can reach all A-type quivers, by taking an A-type quiver with only one
flavour group on a final node (written in this thesis as Tσ (SU(N))-type quivers), and taking
certain limits of the flavour fugacities. Thus, we can write any fixed point sum as a sum over
a single Weyl orbit with certain residues of fugacities (note that some of the elements of
the orbit will have zero residue under some of the limits, so will not contribute). This then
allows us to write the Hilbert series of an arbitrary A-type quiver in terms of a generalised
Hall-Littlewood polynomial.

The paper [85] gave a string theory derivation of how one can reach any A-type quiver
from a Tσ (SU(N))-type quiver, using the brane set-up described in section 2.3.2, and the
papers [63, 61] showed it using the mirror dual Coulomb branch monopole formula. In this
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section, we show that this procedure corresponds to a procedure of gluing together the Young
tableaux of the original fixed points to form a new fixed point, and provide a rigorous proof
that it works. This proof allows us to rigorously state the results of [63], which write the
Hilbert series of a T σ

ρ (SU(N)) theory as a generalised Hall-Littlewood polynomial.
The procedure is more general than the work cited above, as it works for linear quivers

that are not T σ
ρ (SU(N)) theories, and also works on the level of the superconformal index,

as it is a fixed point procedure.
For n ∈ N, k ∈ Nn, N ∈ Nn

0 and Z = (zai|a = 1, . . . ,n, i = 1, . . . ,Na), let HS(k,N)(Z) be
the Hilbert series of the An-type quiver with gauge ranks k, flavour ranks N and flavour
fugacities Z. We have the following lemma:

Lemma 4. Let k ∈Nn and N ∈Nn
0, with N1,NH ̸= 0 and Na = 0 for a= 2, . . . ,H−1. Let Z :=

(za,i|i = 1, . . . ,Na − 1 for a = 1,H, i = 1, . . . ,NH+1 + 1 for a = H + 1, i = 1, . . . ,Na for a =

H +2, . . .n) =: (Z(1),Z(H), . . . ,Z(n)). Then

HS
(
k+(−1H ,0n−H),N +(−1H ,1,0n−H−1)

)
(Z)

=Resω=1HS(k,N)(Z(1)∪ (τ−H
ω

−HzH+1,NH+1+1),Z(H)∪ (τωzH+1,NH+1+1),

Z(H+1)\(zH+1,NH+1+1),Z(H+2), . . . ,Z(n))× 1
(H +1)(1− τ2)

N1−1

∏
j=1

1
1− τH z1 j

zH+1,NH+1+1

1

1− τ2−H zH+1,NH+1+1

z1 j

NH−1

∏
j=1

1
1− τ

zH, j
zH+1,NH+1+1

1

1− τ
zH+1,NH+1+1

zH, j

.

(4.41)

Similarly, for k ∈Nn and N ∈Nn
0, with N1,N2 ̸= 0, let Z := (za,i|i = 1, . . . ,N1−2 for a =

1, i = 1, . . . ,N2 +1 for a = 2, i = 1, . . . ,Na for a = 3, . . .n) =: (Z(1),Z(2), . . . ,Z(n)). Then

HS
(
k+(−1,0n−1),N +(−2,1,0n−2)

)
(Z)

=Resω=1HS(k,N)(Z(1)∪ (τ−1
ω

−1z2,N2+1,τωz2,N2+1),Z(2)\(z2,N2+1),Z(3), . . . ,Z(n))

× 1
(H +1)(1− τ2)

N1−1

∏
j=1

1
1− τ

z1 j
z2,N2+1

1

1− τ
z2,N2+1

z1 j

.

(4.42)

The proof of this is in section 5.6.
We can use lemma 4 to write the Hilbert series of a linear quiver as a generalised

Hall-Littlewood polynomial.
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Theorem 9. The Hilbert series of an A-type quiver with gauge nodes k ∈ Nn, flavour nodes
N ∈ Nn

0 and background baryonic charge B ∈ (−N0)
n is

HS =τ
−∑

M1
i=1 ∑

n−h(i)+1
a=1 aBaQm

h

(
Z(1)+(τ + τ

−1)Z(2)+ · · ·+(τn−1 + · · ·+ τ
1−n)Z(n);τ

2
)

n

∏
a=1

a!Na
n

∏
a>b

1

Na

∏
i=1

Nb

∏
j=1

a

∏
ℓ=1

1(
1− τ2−a−b+2ℓ za,i

zb, j

)(
1− τb−a+2ℓ zb, j

za,i

)
n

∏
a=1

a

∏
ℓ=1

Na

∏
i, j=1

i ̸= j , if ℓ=a−1

1(
1− τ2−2a+2ℓ za,i

za, j

)ℓ n

∏
a=1

a−1

∏
ℓ=1

Na

∏
i, j=1

1(
1− τ2+2a−2ℓ za,i

_a, j

)ℓ ,
(4.43)

where (M0,M1, . . . ,Mn) ∈ Nn+1 are the ranks of the Tσ -type theory that the linear quiver is
a limit of (see equation (7.82) for the exact definition); h is defined in equation (3.34); Qm

h is
the generalised Hall-Littlewood polynomial defined by

Qm
h (Z;τ

2) := ∑
w∈SM0/W̃

w

M1

∏
i=1

z
mh(i)
i ∏

i> j
h(i)=h( j)

(
1− zi

z j

)(
1− τ

2 z j

zi

)
∏
i> j

1− τ2 zi
z j

1− zi
z j



:=
1
|W̃ | ∑

w∈SM0

w

M1

∏
i=1

z
mh(i)
i ∏

i> j
h(i)=h( j)

(
1− zi

z j

)(
1− τ

2 z j

zi

)
∏
i> j

1− τ2 zi
z j

1− zi
z j

 ;

(4.44)
and m is the mirror dual magnetic charge. It is defined by the baryonic charge B via

ma :=
n−a

∑
b=1

Bb . (4.45)

We can extend this to the superconformal index as follows

Z (B) =Q̃0
h

(
Z(1)+(τ + τ

−1)Z(2)+ · · ·+(τn−1 + · · ·+ τ
1−n)Z(n);τ

2,y
)

n

∏
a=1

a!Na
n

∏
a>b

1

Na

∏
i=1

Nb

∏
j=1

a

∏
ℓ=1

(
1− yτ1−a−b+2ℓ za,i

zb, j

)(
1− yτ−1+b−a+2ℓ zb, j

za,i

)
(

1− τ2−a−b+2ℓ za,i
zb, j

)(
1− τb−a+2ℓ zb, j

za,i

)
n

∏
a=1

a

∏
ℓ=1

Na

∏
i, j=1

i ̸= j , if ℓ=a−1

(
1− yτ1−2a+2ℓ za,i

za, j

1− τ2−2a+2ℓ za,i
za, j

)ℓ
n

∏
a=1

a−1

∏
ℓ=1

Na

∏
i, j=1

(
1− yτ1+2a−2ℓ za,i

_a, j

1− τ2+2a−2ℓ za,i
za, j

)ℓ

,

(4.46)
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where d is the quaternionic dimension of the linear quiver and

Q̃m
h (Z;τ

2,y) := ∑
w∈SM0/W̃

w

(
M1

∏
i=1

z
mh(i)
i ∏

i> j

τ

y

1− τ2 zi
z j

1− zi
z j

1− y
τ

zi
z j

1− τy zi
z j

∏
i> j

h(i)=h( j)

y
τ

(
1− zi

z j

)(
1− τ2 z j

zi

)
(

1− τy z j
zi

)(
1− y

τ

zi
z j

)) .

(4.47)

We prove this in section 5.7.

k0

kn−1 k1

N0

N1Nn−1

. . .

Fig. 5.4 A generic Ân-type quiver.

5.5 Ân-quivers

The construction of An-type quivers in section 5.2 can be easily adapted to give us the fixed
points of generic Ân-type quivers. The associated variety to a Ân quiver is the moduli space
of instantons on C2/Zn, [135].

We restrict t1 in equation (2.7) to lie in a finite cyclic group, t1 ∈ Zn ⊂ C×. If we do this,
then we have the same argument as for the linear quiver. Ck is split into n pieces, V0, . . . ,Vn−1,
with Va having weight ta

1 , and similarly CN splits into n pieces W0, . . . ,Wn−1. As before we
define

ka := dim Va , Na := dim Wa . (5.48)

The difference now is the periodicity, namely

X : Vn−1 →V0 ,

X̃ : V0 →Vn−1 .
(5.49)
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This periodicity is important for identifying which Ân-type quiver a particular fixed point
lies in given the choice of ρW .

The superconformal index for Ân is

ZρV ,ρW (Ân)

= ∑
{Ya,i}

ρV ,ρW

n

∏
a,b=1

Na

∏
i=1

Nb

∏
j=1

∏
s∈Ya,i

f(a,i)(b, j)(s)≡a−b(mod n)

PE
[

zai

zb j
τ

g(a,i),(b, j)(s)−1(1+ τ
2 − τ(1/y+ y)

]
. (5.50)

In this expression, the {Ya,i}
ρV ,ρW

means restricting the sum to all fixed points corresponding to the
affine quiver fixed by ρV and ρW .

5.6 Proof of lemma 4

Proof. We define h := N1.
In the first case, we map the flavour fugacities z1,h 7→ τ−Hω−HzH+1,NH+1+1 and zH,NH 7→

τωzH+1,NH+1+1. We want the residue of the Hilbert series of the original quiver at ω = 1.
Due to the other flavour fugacities having generic values, the only possible poles in ω −1

in the Hilbert series, when expressed as a sum over coloured Young tableaux {⃗Y}, are the
ones from the interactions between Y1,h and YH,NH . These are

∏
s∈Y1,h

f1,hH,NH (s)=1−H

1(
1−ω−H−1τ

g1,hH,NH (s)−H
)(

1−ωH+1τ
2+H−g1,hH,NH (s)

)
∏

s∈YH,NH
fH,NH 1,h(s)=H−1

1(
1−ωH+1τ

H+2+gH,NH 1,h(s)
)(

1−ω−H−1τ
−H−g1,hH,NH (s)

) . (6.51)

So we see that we get a non-zero residue at ω = 1 if one of the four possibilities happen

1. s ∈ Y1,h such that f1,hH,NH (s) = 1−H and g1,hH,NH (s) = H.

2. s ∈ Y1,h such that f1,hH,NH (s) = 1−H and g1,hH,NH (s) = H +2.

3. s ∈ YH,NH such that fH,NH 1,h(s) = H −1 and gH,NH 1,h(s) =−H −2.

4. s ∈ YH,NH such that fH,NH 1,h(s) = H −1 and gH,NH 1,h(s) =−H.

Now because of the structure of the quiver we know that Y1,h = (m) for some m ∈ N0 and
Y∨

H,Nh
= (H i,λ∨) for λ ∈ P with ℓ(λ )< H and i ∈ N0. We will use this to show that only
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possible non-zero residue is the 4th case. For cases 1 and 2, note that

g1,hH,NH (s) =−a1,h(s)+ ℓH,NH (s)⩽ ℓH,NH (s)⩽ H −1 < H < H +2 . (6.52)

So, these poles cannot be achieved. In case 3 and 4, we have

fH,NH 1,h(s) =−1−aH,NH (s)− ℓ1,h(s)⩽−1− ℓ1,h(s)⩽ H −1 , (6.53)

with the left inequality saturated for aH,NH (s) = 0, and the right inequality saturated if
ℓ1,h(s) =−H. This corresponds to taking s to be the bottom right of YH,NH and having i > m.
If this is the case, then we have

gH,NH 1,h(s) =−aH,NH (s)+ ℓ1,h(s) =−H . (6.54)

So, pole 4 is the only contribution. If we have a {⃗Y} that does not satisfy condition 4, then it
has zero residue and is not a fixed point of the final quiver.

In the second set up for the quiver (H = 1 ⇐⇒ N2 ̸= 0), we take the scaling z1,h 7→
τ−1ω−1z2,N2+1 and z1,1 7→ τωz2,N2+1. The same pole structure holds, we just need to relabel
H,NH as 1,1.

The fixed points of the quiver we reach when we limit ω to one are given by {⃗Y}\{Y1,h,YH,NH}∪
{YH+1,NH+1+1(Y1,h,YH,NH )}, with YH+1,NH+1+1(Y1,h,YH,NH ) :=

((
YH,NH −1H)∨∪Y∨

1,h

)∨
, where

ρ − (1ℓ(ρ)) := (ρ1 − 1, . . . ,ρℓ(ρ)− 1). One can see that this tableau is in fact fixed by the
requirement that we make the linear quiver we want to. Conversely, given a fixed point
{Y ′} of the final quiver, we can reconstruct Y1,h and YH,NH from YH+1,NH+1 . For example, if
YH+1,NH+1 = ∅, then Y1,h = ∅ and YH,NH = (1H). So, one sees that all fixed points of the
final quiver can be constructed from a subset of the original quiver’s fixed points.

What we now must do is actually compute the residue at ω = 1 for the coloured Young
tableaux, and see what we get.

The terms corresponding to the pair of tableaux (Ya,i,Yb, j) for (a, i),(b, j) ̸=(1,h),(H,NH)

are the same for both the initial and final quiver. The terms that will change are

1. (Y1,h,Yb, j),

2. (Yb, j,Y1,h),

3. (YH,NH ,Yb, j),

4. (Yb, j,YH,NH ),

5. (YH,NH ,Y1,h), and
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6. (Y1,h,YH,NH ).

We will show that the terms for 1, 2, 3 and 4 are captured by

∏
s∈YH+1,NH+1+1

fH+1,NH+1+1b, j(s)=H+1−b

1

1− zH+1,NH+1+1

zb, j
τ

1+gH+1,NH+1+1b, j(s)

1

1− zb, j
zH+1,NH+1+1

τ
1−gH+1,NH+1+1b, j(s)

∏
s∈Yb, j

fb, j H+1,NH+1+1(s)=b−H−1

1

1− zb, j
zH+1,NH+1+1

τ
1+gb, j H+1,NH+1+1(s)

1

1− zH+1,NH+1+1

zb, j
τ

1−gb, j H+1,NH+1+1(s)
,

(6.55)
except for some terms that factor out of the sum over fixed points. We will show the terms 5.
and 6. factor out of the sum over fixed points. By construction, we have

{s ∈ YH+1,NH+1+1} ∼= {s ∈ Y1,h}⊔{s ∈ YH,1 − (1H)} . (6.56)

1. We have that for s = (1,y) ∈ Y1,h,

1−b = f1,hb, j(s) = y−m− (Y∨
b j)y ,

g1,hb, j(s) = y−m+(Y∨
b j) j −1 .

(6.57)

2. s = (x,y) ∈ Yb j. For y ⩽ m have

fb, j 1,h(s) = x+ y− (Yb j)x −2

⩽ b+ y− (Yb j)x −2 ⩽ b−2 < b−1 .
(6.58)

For y > m have
fb, j 1,h(s) = x+ y− (Yb j)x −1

⩽ b+ y− (Yb j)x −1 ⩽ b−1 ,
(6.59)

and so x = b and y = (Yb j)b. So, we only have a contribution if (Yb j)b > m. It
contributes

gb, j 1,h(s) =−b . (6.60)

3. s = (x,y) ∈ YH,NH

H −b = fH,NH b, j(s) = x+ y− i−λx − (Y∨
b j)y −1 ,

gH,NH b, j(s) = 1+ y− i−λx +(Y∨
b j)y − x .

(6.61)
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4. Let s = (x,y) ∈ Yb, j. For y ⩽ i we have

fb, j H,NH (s) = x+ y−H − (Yb j)x −1

⩽ b+ y− (Yb j)x −H −1 < b−H .
(6.62)

So, we have no contributions for y ⩽ i. For y > i,

b−H = fb, j H,NH (s) = x+ y− (Yb j)x −λ
∨
y−i ,

gb, j H,NH (s) = y− (Yb j)x +λ
∨
y−i − x .

(6.63)

5. For (Y1,h,YH,NH ), we know Y1,h = (m) and Y∨
H,NH

= (H i)∪ τ with τ1 < H, so, we have
that s = 1, . . . ,m ∈Y1,h and that f1,hH,NH (s) =−1+ s−m−H +1 = s−m−H ⩽−H.
Thus, there are no contributions from this pairing.

6. The final pairing to consider is (YH,NH ,Y1,h). We have already worked out which box
contributes and need only calculate

Resω→1
1

(1−ωH+1τ2)(1−ω−H−1)
=

1
(H +1)(1− τ2)

. (6.64)

Now we look at the terms arising from (Yb j,YH+1,NH+1) and (YH+1,NH+1 ,Yb j). They are
of four types:

i s = (x,y) ∈ YH+1,NH+1+1 with x = H +1, so y ⩽ m. This is the box that comes from
Y1,h.

H +1−b = fH+1,NH+1+1b, j(s) = H + y−m− (Y∨
b j)y ,

gH+1,NH+1+1b, j(s) = y−m+(Y∨
b j)y −H −1 .

(6.65)

ii s = (x,y) ∈ Yb j with y < i.

fb, j H+1,NH+1+1(s) =

−2+ x+ y− (Yb j)x −H , y ⩽ m ,

−1+ x+ y− (Yb j)x −H , m < y < i .
(6.66)

Since x+ y− (Yb j)x −H ⩽ b−H, there can only be a solution if m < y < i, x = b
and y = (Yb j)b. There is, in fact, at most one contribution. It happens precisely when
(Yb j) ∈ (m, i). It contributes

gb, j H+1,NH+1+1(b,(Yb j)b) = H −b . (6.67)
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iii s = (x,y) ∈ YH+1,NH+1+1 with x ⩽ H.

H +1−b = fH+1,NH+1+1b, j(s) =−1+ x+ y− i−λx − (Y∨
b j)y ,

gH+1,NH+1+1b, j(s) = y− i−λx +(Y∨
b j)y − x .

(6.68)

iv s = (x,y) ∈ Yb j with y ⩾ i.

b−H −1 = fb, j H+1,NH+1+1(s) = x+ y− (Yb j)x −λ
∨
y−i+1 −1 ,

gb, j H+1,NH+1+1(s) = y− (Yb j)x +λ
∨
y−i+1 − x .

(6.69)

We now show that the contributions 1,2,3,4 are equal to i,ii,iii,iv, up to some universal
factors. Bearing in mind the scalings z1,h = τ−HzH+1,NH+1+1 and zH,NH = τzH+1,NH+1+1, 1
and i directly match. The rest are slightly trickier.

2 and ii match only if (Yb j)b ⩽ i, otherwise 2 has an unmatched contribution.
3 and iii match, except for the terms s = (x,y) ∈ YH,NH such that aHNH (s) = 0, which

happens when y = i+λx, as we shaven these boxes off. The number of extra terms for 3 is
given by the number of solutions to the equation

x− (Y∨
b j)i+λx = H +1−b , for x ∈ {1, . . . ,H} . (6.70)

For (x,y) a contribution for 4, we have that (x,y− 1) is an equal contribution for iv
(noting that for 4, y > i; for iv, y ⩾ i; and i ⩾ 1). So, we have a match, except for the terms
(x,y) ∈ Yb j for iv with y = (Yb j)x. The number of such terms is given by the number of
solutions to the equation

x−λ
∨
(Yb j)x−i+1 = b−H , for x ∈ {1, . . . ,(Y∨

b j)i} . (6.71)

All three types of extra terms contribute the same factor to the Hilbert series, namely

extra term contribution =
1

1− zb j
zH+1NH+1+1

τ1+H−b

1

1− zH+1NH+1+1

zb j
τ1−H+b

. (6.72)

To further simplify equations (6.70) and (6.72), we define the partition µ via its entries

µa := (Yb j)a − i+1 , if (Yb j)a ⩾ i . (6.73)
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With this, the extra term from 2 and ii is

µb ̸= 0
(
⇐⇒ ℓ(µ) = b

)
; (6.74)

(6.70) becomes

µ
∨(λ (x)+1) = x+b−H −1 , for x ∈ {1, . . . ,H} ; (6.75)

and (6.72) becomes

λ
∨(µ(x)) = x−b+H , for x ∈ {1, . . . , ℓ(µ)} . (6.76)

We will show3 that the number of solutions to (6.74) + the number of solutions to (6.75)
is one greater than the number of solutions to (6.76) for b = 1 or H and exactly equal for
b > H.

For b = 1, µ =∅ or ℓ(µ) = 1. It is clear in both cases.
For b ⩾ H, define

χλ ,µ := |{x|λ∨(µ(x)) = x−b+H , x ∈ {1, . . . , ℓ(µ)}}| ,
ψλ ,µ := |{x|µ∨(λ (x)+1) = x+b−H −1 , x ∈ {1, . . . ,H}}| .

(6.77)

We see that

χλ ,µ = |{x|λ (x−b+H +1)+
1
2
< µ(x)< λ (x−b+H)+

1
2
, x ∈ {1, . . . , ℓ(µ)}}| ,

ψλ ,µ = |{x|µ(x)< λ (x−b+H)+
1
2
< µ(x−1) , x ∈ {1+b−H, . . . ,b}}| .

(6.78)
We define the merger of the parts of µ(i) and λ ( j) + 1

2 in descending order, where we
define λ (H − b+ 1), . . . ,λ (0) := ∞, as the list ν . Define the statistic σ via σ(0) := 0;
σ(k) := σ(k−1)−1 if ν(k) comes from µ; and σ(k) := σ(k−1)+1 if ν(k) comes from
λ . Then we want

χλ ,µ = |{k|ν(k) comes from µ ,σ(k) = 0}| ,
ψλ ,µ = |{k|ν(k) comes from λ ,σ(k) = 1 ,k > 1 if b > H}| .

(6.79)

We need the condition in ψλ ,µ , k > 1 for b > H, because we do not want to count the infinity
term. Up to this subtlety, χλ ,µ is the number of steps in σ from 1 to 0, and ψλ ,µ is the
number of steps in σ from 0 to 1. For b = H, if σ(H + ℓ(µ))⩽ 0, then ψλ ,µ = χλ ,µ , and if

3The author is grateful to [111] for providing the solution to this part of the problem
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σ(H+ℓ(µ))> 0, then ψλ ,µ = χλ ,µ +1. For b>H, if σ(b+ℓ(µ))⩽ 0, then ψλ ,µ = χλ ,µ −1,
and if σ(b+ ℓ(µ))> 0, then ψλ ,µ = χλ ,µ .

Now we see that σ(b+ ℓ(µ)) = b− ℓ(µ) and so the result follows for the cotangent
spaces.

5.7 Proof of theorem 9

Proof. Upon each use of lemma 4, we start from two different possible set ups. One is
the quiver with k = (k1,k2, . . . ,kH ,kH+1, . . .) and N = (h,0H−2,NH ,NH+1, . . .) with H > 2,
which we send to k = (k1 − 1,k2 − 1, . . . ,kH − 1,kH+1, . . .) and N = (h− 1,0H−2,NH −
1,NH+1 +1, . . .). The other set up is starting from k = (k1,k2, . . .) and N = (N1,N2, . . .), for
N2 ̸= 0, which is sent to k = (k1 −1,k2, . . .) and N = (N1 −2,N2 +1, . . .).

We show this generates all possible linear quivers. Suppose we wanted the linear quiver
k = (k1, . . . ,kn), N = (N1, . . . ,Nn). We start with the quiver

k = (M1, . . . ,Mn) , N = (M0,0, . . . ,0) , (7.80)

with M0 ⩾ M1 ⩾ · · ·⩾ Mn. We do

k = (M1, . . . ,Mn) , N = (M0,0, . . . ,0)

7→k = (M1 −1,M2, . . . ,Mn) , N = (M0 −2,1, . . . ,0)

7→ · · · 7→k = (M1 −Nn,M2, . . . ,Mn) , N = (M0 −2Nn,Nn,0, . . . ,0)

7→k = (M1 −Nn −1,M2 −1, . . . ,Mn) , N = (M0 −2Nn −1,Nn −1,1, . . . ,0)

7→ · · · 7→k = (M1 −2Nn,M2 −Nn, . . . ,Mn) , N = (M0 −3Nn,0,Nn, . . . ,0)

7→ · · · 7→k = (M1 − (n−1)Nn,M2 − (n−2)Nn, . . . ,Mn) , N = (M0 −nNn,0, . . . ,Nn)

7→k = (M1 − (n−1)Nn −1,M2 − (n−2)Nn, . . . ,Mn) , N = (M0 −nNn −2,1, . . . ,Nn)

7→ · · · 7→k = (k1, . . . ,kn) , N = (N1, . . . ,Nn) .
(7.81)

So, we see that

M0 =
n

∑
i=1

iNi ,

Mi = ki +
n

∑
j=i+1

( j− i)N j .

(7.82)
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We show theorem 5.7 for the Tσ (SU(N))-type quiver with ranks M ∈ Nn+1 defined in
equation (7.82). From section 5.3.3, we know that the Hilbert series is given by

HS = ∑
w∈SM0/W̃

w

M1

∏
i=1

τ
−∑

n−h(i)+1
a=1 aBaz∑

n−h(i)+1
a=1 Ba

i ∏
h(i)>h( j)

1(
1− zi

z j

)(
1− z j

zi
τ2
)


=
M1

∏
i=1

τ
−∑

n−h(i)+1
a=1 aBa

M0

∏
i, j=1

1
1− τ2 zi

z j

∑
w∈SM0/W̃

w

(
M1

∏
i=1

z∑
n−h(i)+1
a=1 Ba

i ∏
i> j

1− τ2 zi
z j

1− zi
z j

)

∏
i> j

h(i)=h( j)

(
1− zi

z j

)(
1− τ

2 z j

zi

)

= Qn
h(Z;τ

2)τ−∑
M1
i=1 ∑

n−h(i)+1
a=1 aBa

M0

∏
i, j=1

1
1− τ2 zi

z j

.

(7.83)

This proves the theorem in this case.
We now consider a general An-type quiver, with gauge and flavour ranks (k,N)∈Nn×Nn

0

and B ∈ −Nn
0.

All the poles that we take residues at when applying lemma 4 are contained in the product

∏
M0
i, j=1

1
1−τ2 zi

z j

. This means that all that happens to the generalised Hall-Littlewood polynomial

is that the fugacities are scaled. The scalings of the fugacities from the quiver with ranks M
to reach the fugacities for the final quiver are

zN1+2N2+···+(r−1)Nr+aNr+i = τ
1−r+2azr,i ,

r = 1, . . . ,n , i = 1, . . . ,Nr , a = 0,1 . . . ,r−1 .
(7.84)

Defining αi(τ) = τ i + τ i−2 + · · ·+ τ−i, we can write this as

Z 7→ (Z(1),α1(τ)Z(2), . . . ,αn−1(τ)Z(n)) . (7.85)

Now we take the residue at the product over roots. Writing Res for the iterated residues
as defined by (7.81), we find

Res
M0

∏
i, j=1

1
1− τ2 zi

z j

=
n

∏
a=1

a!Na
n

∏
a>b

1

Na

∏
i=1

Nb

∏
j=1

a

∏
ℓ=1

1(
1− τ2−a−b+2ℓ za,i

zb, j

)(
1− τb−a+2ℓ zb, j

za,i

)
n

∏
a=1

a

∏
ℓ=1

Na

∏
i, j=1

i ̸= j , if ℓ=a−1

1(
1− τ2−2H+2ℓ za,i

za, j

)ℓ n

∏
a=1

a−1

∏
ℓ=1

Na

∏
i, j=1

1(
1− τ2+2a−2ℓ za,i

_a, j

)ℓ .
(7.86)
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Finally, we wish to extend these results to the superconformal index. We write the super-
conformal index for the Tσ (SU(N))-type quiver with ranks M ∈ Nn+1 defined in equation
(7.82):

Z = ∑
w∈SN/W̃

∏
h(i)>h( j)

w

(
τ

y

1− y
τ

zi
z j

1− zi
z j

1− τy z j
zi

1− τ2 z j
zi

)

=
M0

∏
i, j=1

1− τy zi
z j

1− τ2 zi
z j

∑
w∈SM0/W̃

w

(
∏
i> j

τ

y

1− τ2 zi
z j

1− zi
z j

1− y
τ

zi
z j

1− τy zi
z j

∏
i> j

h(i)=h( j)

y
τ

(
1− zi

z j

)(
1− τ2 z j

zi

)
(

1− τy z j
zi

)(
1− y

τ

zi
z j

)) .

(7.87)

Since y is generic and adds no poles, it is a simple matter of dressing each term with the
appropriate fermion piece.



Chapter 6

Infinite rank limits

This chapter is based on the author’s own currently unpublished work.
As discussed in section 2.4.1, we expect the Hilbert series at generic charge and the

superconformal index to be characters of the quantisation of the Poisson algebra. In this
chapter, we study the representation theory of this quantum group in a simple example. We
work with quivers whose quantised Poisson algebra is a Yangian. This requires taking an
infinite rank limit of the quiver theory. We find the Yangian character decomposition of the
Hilbert series for generic background magnetic charge.

We shall define the well-known Poincaré polynomial of a resolved quiver variety. We find
that it is related to both our superconformal index and Hilbert series. For a particular quiver,
its Poincaré polynomial is a certain limit of the superconformal index, while the Hilbert
series of the quivers with Yangian quantised symmetry contains the generating function for
Poincaré polynomials.

The two main results of this section are:

1. The Hilbert series of an infinite rank limit of balanced quivers, for a certain background
charge, gives the generating function of finite rank Poincaré polynomials;

2. The space of sections of line bundles of the infinite rank limit of balanced quivers for
any background charge is the classical limit of a tensor product of Kirillov-Reshitikhin
modules times the classical limit of the Yangian.

The second result is a generalisation of a result by Mozgovoy, giving the generating function
of Poincaré polynomails as the partition function of a spin chain. It is a consequence of the
Yangian symmetry of the infinite rank Coulomb branch Poisson algebra.

In section 6.1, we define some notation that we use throughout the chapter. In section
6.2, we define the Poincaré polynomial and the infinite rank limit of the Hilbert series of
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the Coulomb branch. We prove that this reproduces the generating function for Poincaré
polynomials. In section 6.3, we show that the theory has Yangian symmetry. We define a
fermionic form and show that this form corresponds to the graded chararacter of the classical
limit of Yangian modules. We state result 2, about the infinite rank Coulomb branch Hilbert
series for generic charge. In section 6.4, we restrict ourselves from balanced ADE-type
quivers to balanced A-type quivers. In section 6.4.1, we compare our result for the Poincaré
polynomial of A-type quivers to the results of [171], which contains another expression for
the Poincaré polynomial. We prove that they are equivalent using manipulations of a spin
chain. In section 6.4.2, we work through the infinite rank limit on the mirror dual side. We
see that the chiral ring in this limit is a semiclassical limit of the A-type Yangian, as expected.
Section 6.5 contains the proof of lemma 6, and section 6.6 contains the proof of theorem 12
(this is result 2).

6.1 Notation

We briefly define some notation used throughout this chapter.
Starting from an arbitrary quiver Γ, we write, for e ∈ E an arrow in the quiver, i(e) for

the base of the arrow and f (e) for the target. Both are in V , the set of vertices. (−,−) is
the standard non-degenerate bilinear form on h∨, the dual of the Cartan subalgebra of the
Lie algebra, g, defined by the underlying quiver. T is the Z-valued quadratic form on the
root lattice (the Tits form), given by T (α) = 1

2(α,α). We define Q to be the root lattice, Q+

the positive root lattice, P the weight lattice and P+ the dominant weight lattice. See [118]
for the standard definitions of these objects. Note that if Γ is connected, then T is positive
definite iff Γ is of ADE-type (proposition 4.9 of [118]).

Let (αi)i∈V be the simple roots of g. For any α ∈ Q, we have (α i)i∈V ∈ ZV . For ν ∈ P,
define (νi)i∈V by νi := (ν ,αi). We have that (ν ,α) = ∑i∈V νiα

i, for α ∈ Q,ν ∈ P. For any
ν ∈ P and α ∈ Q+, we define the τ2-binomial coefficients

[ν ,α] := ∏
i∈V

[νi,α
i] , [∞,α] := ∏

i∈V
[∞,α i] , (1.1)

as well as, for n ∈ Z and m ∈ N,

[n,m] :=
∏

m
k=1(1− τ2n+2k)

∏
m
k=1(1− τ2k)

, [∞,m] :=
1

∏
m
k=1(1− τ2k)

. (1.2)

For any expression f depending on τ , we define the conjugation f (τ) := f (τ−1), if it makes
sense.
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For ζ ∈ PV , we define for b ∈ N, ζb ∈ NV
0
∼= Q+, via ζba = ζ

(a)
b ∈ N0 for a ∈V .

g has the usual triangular decomposition

g= n+⊕h⊕n− . (1.3)

6.2 The Poincaré polynomial

We study the generating series for Borel-Moore homology. For M a manifold (possibly
non-compact), the Borel-Moore homology of M is defined as the relative singular homology
of the one point compactification of M, M̄, with respect to the point at infinity, and so for
compact manifolds the Borel-Moore homology is identical to the regular singular homology.

HBM
∗ (M) := H∗(M̄,{∞}) . (2.4)

We are interested in the C×-equivariant Borel Moore homology of Mζ , HBM
∗ (Mζ ), for

the definition of which see [77]. This C×-action is defined by some

λ : C× ↪→ C××TH = T ∼= (C×)r+1 . (2.5)

We assume that this is a generic action, this means that it has isolated fixed points. We have
defined r := rk(GH).

Theorem 3.7 (3) and (4) of [160] easily lift to any Nakajima quiver variety with isolated
fixed points. This means that the cycle map from the Chow group to equivariant Borel-Moore
homology is an isomorphism (see [83]), the odd components of the homology group vanish,
and the homology group is freely generated. So we need only compute the Chow group.
For this we can use the results of [55]. We find that each fixed point contributes a single
generator, whose homology degree is given by the dimension of the (+)-attracting set at that
point. That is, for p ∈Mζ a fixed point, the (+)-attracting set is

Sp = {x ∈Mζ

∣∣ lim
t→0

λ (t) · x = p} . (2.6)

We then define the Poincaré polynomial as the generating function of equivariant Borel-
Moore homology:

PMζ
(q) :=

dimCMζ

∑
i=0

dim
(
HBM

2i (Mζ )
)
qi

= ∑
p fixed point

qdimC Sp .

(2.7)
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The superconformal index of chapter 3 contains the Poincaré polynomial. We show how.
At each fixed point of Mζ , we want to know the dimension of the (+)-attracting set. A

generic choice of λ is given by

λ (t) = (tm, tn1, . . . , tnr) (2.8)

for some
n1 > · · ·> nr ≫ m > 0 . (2.9)

We write our superconformal index as a function of the fugacities ỹ,τ,Z, where ỹ = y/τ .
Then one maps the superconformal index under the fugacity mapping

τ 7→ sm , zi 7→ sni , (2.10)

for s a generic fugacity. Finally, one takes the limit s → 0. This produces a finite Laurent
polynomial in ỹ. We call this QMζ

(ỹ).

For a particular fixed point one has a product of the form ỹ−d
∏a

1−ỹsni

1−sni , for ni some
integers and d the quaternionic dimension of the manifold. When ni is positive, the limit of
the ith factor gives one. When ni is negative, it gives ỹ. Furthermore, the sign of ni tells us
about whether the tangent direction i at the fixed point is an attracting or repelling one.

Thus, we have that the Poincaré polynomial is given by

PMζ
(q) = qdimHMζ QMζ

(q) . (2.11)

6.2.1 The Poincaré polynomial and the Hilbert series

Consider a general eight supercharge quiver with flavour ranks N ∈ NV
0 specified and gauge

ranks unspecified. In [102, 103], Hausel wrote the generating function for the Poincaré
polynomial, summing over the possible values of k. For completeness we include his formula.
It states that

∑
k∈NV

dk,N

∑
i=0

b2i(M(k,N))qdk,N Xk =
∑π⃗∈P I q−

1
2 H [⃗π,m⃗(+)]

∏i∈I
X |πi|

i
∏a∈N ϕma(πi)

(1/q)

∑⃗
λ∈P I q−

1
2 H [⃗λ ,0]

∏i∈I
X |λi|

i
∏a∈N ϕma(λi)

(1/q)

, (2.12)
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where for i ∈ N we have defined

ϕi(t) :=
i

∏
j=1

(1− t j) ;

b2i(M) := dimR(HBM
2i (M) ;

(2.13)

the definition of H is found in equation (2.21); and dk,N is the complex dimension of the
quiver variety with gauge ranks k and flavour ranks N.

A striking feature of this equation is that the right hand side looks very similar to the
monopole formula for the Hilbert series of the three dimensional theory defined by this quiver.
We shall find in this section that, for ADE-type quivers, the right hand side does indeed come
from the monopole formula of a certain infinite rank theory. With this equivalence, we are
then able to generalise certain results of Mozgovoy, [150], to generic background charge.
This makes manifest the representation theory of the Hilbert series under the Poisson algebra.

Theorem 10. The generating function of the Poincaré polynomial of ADE-type quivers
is equal to the Hilbert series of the infinite rank limit of the same ADE-type quiver, with
magnetic charge at each node, i ∈V , defined to be mi = (1Ni).

In proving this theorem we start from a generic good/ugly quiver, and then in trying
to take our infinite rank limit find that we are necessarily restricted to balanced ADE-type
quivers.

Proof. As stated in section 2.2.2, provided a quiver gauge theory theory is good or ugly,
the bare dimension of a monopole, with charge n⃗ ∈ ∏i∈V Zki/Ski and background magnetic
charge m⃗ ∈ ∏i∈V ZNi/SNi , can be written as

∆[⃗n, m⃗] = ∑
i∈V

(
− ∑

α,β

|niα −niβ |+ ∑
α,β

|niα −miβ |

)
+ ∑

e∈E
∑
α,β

|ni(e)α −n f (e)β | . (2.14)

The following argument is lifted from [86]. From the manipulations in section 2 of that paper,
we can write

∆[⃗n, m⃗] =2 ∑
i∈V

[
ki

∑
α,β=1

B(niα ,niβ )−
ki

∑
α=1

Ni

∑
β=1

B(niα ,miβ )

]
−2 ∑

e∈E

ki(e)

∑
α=1

k f (e)

∑
β=1

B(ni(e)α ,n f (e)β )

+ ∑
i∈V

ei

ki

∑
α=1

|niα |+ ∑
i∈V

ki

Ni

∑
β=1

|miβ | ,

(2.15)
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where, just as in [86], we have defined the excess

ei :=−2ki +Ni + ∑
e∈E

i(e)=i

k f (e)+ ∑
e∈E

f (e)=i

ki(e) , (2.16)

and the function
B(a,b) :=

1
2
(|a|+ |b|− |a−b|) . (2.17)

This function has the property

B(a,b) =

min(|a|, |b|) , if a ·b > 0 ,

0 , o/w .
(2.18)

Note that the excess, ei, is exactly the term that must vanish for all i ∈V for the quiver to be
balanced.

The Hilbert series is given by

HS[m⃗] = ∑
n⃗∈∏i∈V Zki/ski

τ
∆[⃗n,m⃗]

∏
i∈V

z|ni|−|mi|
i

∏a∈Zϕma(ni)(τ
2)

. (2.19)

Now we note that because of equations (2.18) and (2.15), an individual summand fac-
torises into the positive and negative parts of the vector charges n⃗. Writing Pℓ for all
partitions of length ⩽ ℓ, we have that

HS[m⃗] = ∑
ℓ1i+ℓ2i=ki
ℓ1,ℓ2∈NV

0

∑
πi∈Pℓ1i

∑
νi∈Pℓ2i

τ
H (⃗π,m⃗(+))+H (⃗ν ,m⃗(−))+∑i∈V

(
ei(|πi|+|νi|)+ki ∑

Ni
β=1 |miβ |

)

∏
i∈V

z|πi|−|νi|−|m(+)
i |+|m(−)

i |
i

ϕki−ℓ(πi)−ℓ(νi)(τ
2)∏a∈Nϕma(πi)(τ

2)ϕma(νi)(τ
2)

,

(2.20)



6.2 The Poincaré polynomial 115

where m⃗(+) is the partition of the positive parts of m⃗; m⃗(−) is the partition of the absolute
value of the negative parts of m⃗; and H is defined as

H (⃗λ , µ⃗) :=2 ∑
i∈V

[
ki

∑
α,β=1

B(λiα ,λiβ )−
ki

∑
α=1

Ni

∑
β=1

B(λiα ,µiβ )

]

−2 ∑
e∈E

ki(e)

∑
α=1

k f (e)

∑
β=1

B(λi(e)α ,λ f (e)β )

= 2T (λ∨)−2(λ∨,µ∨) .

(2.21)

The last line of equation (2.21) follows from the following two identities identities: for
λ ,µ ∈ P

⟨λ ,µ⟩ :=
∞

∑
i, j=1

B(λi,µ j)

=
∞

∑
i, j=1

min(i, j)mi(λ )m j(µ)

=
∞

∑
i=1

∞

∑
j,k=1

m j(λ )mk(µ)

=
∞

∑
i=1

λ
∨
i µ

∨
i ,

(2.22)

and for λ ,µ ∈ P I

(λ ,µ) =
∞

∑
k=1

∑
i, j∈I

λikµ jkCi j

=
∞

∑
k=1

(
∑
i∈I

2λikµik − ∑
e∈E

λi(e)kµ f (e)k

)
= ∑

i∈I
2⟨λ∨

i ,µ
∨
i ⟩− ∑

e∈E
⟨λ∨

i(e),µ
∨
f (e)⟩ .

(2.23)

We rescale our Hilbert series by τ
−∑i∈V

ki
2 ∑

Ni
β=1 |miβ |. We now want to take the limit ki → ∞ for

each i ∈V , such that the ratio between different flavour/gauge nodes is constant. We do this
by scaling all dimension vectors by a common factor c ∈N, and send c → ∞. In order for the
scaling dimension to not diverge in this limit for some fixed non-zero (π,ν), it is necessary
that ei = 0 for all i ∈V . We assume that this is the case, this means that the quiver must be of
ADE-type1. We then would like to know whether the Hilbert series has a c → ∞ limit (i.e. is

1ÂD̂Ê-type quivers can also be balanced, but the cost is no flavour symmetry, which is crucial for us in
order to have background magnetic charge.
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the balanced condition sufficient). For this we use Cauchy-Schwarz2 to write

H (⃗λ , µ⃗)⩾
√

(λ∨,λ∨)
(√

(λ∨,λ∨)−2
√
(µ∨,µ∨)

)
, (2.24)

and hence H (⃗λ , µ⃗)→ ∞ as maxi ℓ(λi)→ ∞. This guarantees that the grading provided by
the C×-action at any fixed homogeneous component is fixed for c large enough, and hence
the limit is well-defined.

Calling the rescaled Hilbert series in this limit HS, we get

HS[m⃗] =
1

ϕ∞(τ2)|V | ∑
π⃗∈PV

τ
H [⃗π,m⃗(+)]

∏
i∈V

z|πi|−|m(+)
i |

i

∏a∈Nϕma(πi)(τ
2)

∑
ν⃗∈PV

τ
H [⃗ν ,m(−)]

∏
i∈V

z|m
(−)
i |−|νi|

i

∏a∈Nϕma(νi)(τ
2)

.

(2.25)

The Hilbert series in this limit has factorised into a positive charge piece, a negative charge
piece and a plethystic piece. Equation (2.20)’s summand contains a factorisation into positive,
negative and a plethystic piece, but it depends on the length of the positive and negative
pieces, and so is not a factorisation of the whole Hilbert series.

If we define
mi := (1Ni) , for all i ∈V , (2.26)

then we have that

G [m⃗] =
HS[m⃗]∏i∈V zNi

i

HS[0]
, (2.27)

where G [m⃗] is the generating function for the Poincaré polynomial of the Nakajima quiver
variety the quiver defines, with the ranks of the gauge groups given by the topological charge
in the Coulomb branch formula, and the ranks of the flavour groups given by background
magnetic charge m⃗. This is because we have

G [m⃗] =
∑π⃗∈PV τH [⃗π,m⃗(+)]

∏i∈V
z|πi|

i
∏a∈N ϕma(πi)

(τ2)

∑⃗
λ∈PV τH [⃗λ ,0]

∏i∈V
z|λi|

i
∏a∈N ϕma(λi)

(τ2)

. (2.28)

This is the formula in [102], upon τ 7→ q−1/2 and zi 7→ Xi.
2In order to use Cauchy-Schwarz, it is crucial that our quiver is of ADE-type, and that λ and µ are real.
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6.2.2 The Weyl group action

It was understood how the Weyl group of an ADE quiver acts on the corresponding Nakajima
quiver variety’s Poincaré polynomial in [141]. It is worth noting that this result is equivalent
to the expected enhanced symmetry of the Coulomb branch of a balanced quiver. If we take
a balanced quiver with some gauge and flavour ranks {⃗k, N⃗}, then, for any a ∈ N, we can
consider the balanced quiver with the same underlying directed graph, and ranks {a⃗k,aN⃗}. If
the graph is of ADE-type, then it is expected [21] that the Coulomb branch is invariant under
the Weyl group of this quiver. Notably, this will hold in the limit a → ∞, and hence gives an
alternative explanation for the Weyl symmetry of the Poincaré polynomial.

Note that this Weyl group action is exactly the Seiberg duality of section 2.3.3.

6.3 Yangian symmetry in the infinite rank limit

In the paper [150], Mozgovoy proves the fermionic Lusztig conjecture, conjectured by
Lusztig [140]. It states that for an ADE-quiver the fermionic forms of [101] are related to
the Poincaré polynomials of Nakajima’s quiver varieties. The exact theorem that Mozgovoy
proves states that, for a quiver of ADE-type,

G (N) = ∑
λ∈P

n(N,λ ,τ−2)chM(λ ) , (3.29)

where G (N) is the generating function for the Poincaré polynomial, n is a certain fermionic
form defined in equation (3.42), N is choice of flavour symmetries, and ch M(λ ) is the
character of the Verma module over g(Γ).

Since we have shown in the previous section that this generating function can be derived
from an infinite rank Coulomb branch Hilbert series at a specific charge, an obvious question
arises: If we generalise to generic background charge, do we get a similar result? We further
have the question: What does this tell us about the representation theory?

We shall show that the result can be generalised to generic background charge, and that it
shows the presence of Yangian symmetry.

6.3.1 The Yangian is the quantisation of the Coulomb branch

The affine Grassmannian was first introduced in 1988 by Kazhdan and Lusztig in [125]. It
was shown in 2016 in [37] that the Coulomb branch of a good eight supercharge quiver of
ADE-type is isomorphic as an affine variety to an object known as a Lusztig slice of the
affine Grassmannian, Grλ̄

µ . We define this object:
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Let G be the ADE-type group with Lie algebra g. λ ,µ ∈ h dominant coweights. These
give rise to elements tλ , tµ ∈ G[t, t−1].

Let Gr:= G((t))/G[[t]] be the affine Grassmannian of G. There is an action of G[[t]] on
Gr by left multiplication. Let Grλ := G[[t]]tλ and Grµ := G1[t−1]tw0µ , where G1[t−1] is the
kernel of the evaluation map G[t−1]→ G under t−1 7→ 0 and w0 ∈W is the longest elements
of the Weyl group of G.

Grλ̄
µ := Grλ∩Grµ is the Lusztig slice. This is a transverse slice to Grµ inside Grλ . It is the

Coulomb branch of the ADE-type quiver. For A-type quivers we know that the Higgs branch
is a nilpotent orbit intersect a Slodowy slice, this was proven in [143], and we know the
mirror dual is also an A-type quiver. So we would expect an isomorphism between Lusztig
slices of the A-type affine Grassmannian and Slodowy slices of A-type nilpotent orbits. This
isomorphism is known as the Mirković-Vyrbornov isomorphism. It was proven in [148],
while its generalisation to the quantisation was proven in [198].

The correspondence between the gauge and flavour dimensions, k and N, of the ADE-type
quiver and λ and µ is as follows. We call the underlying ADE-Dynkin graph of the quiver
Γ = (V,E). Define αi to be the simple positive roots of Γ, ωi the fundamental weights and C
the Cartan matrix of Γ. The relation is given by

α := ∑
i∈V

kiαi ,

λ = ∑
i∈V

Niωi ,

µ = λ −α .

(3.30)

Note that for A-type we have that T ρ

σ (SU(N)) corresponds to λ and µ via

λi = σ
∨
i −σ

∨
i+1 , µi = ρi −ρi+1 . (3.31)

It was shown in the works [121, 120] that the quantisation of the coordinate ring, in the
sense of section 2.4, of the Lusztig slice of the affine Grassmannian is an object called the
truncated shifted Yangian.

Grλ̄
µ carries a natural Poisson structure. Moreover, there is a map of graded Poisson

algebras gr(Y λ
µ (R))→ C[Grλ̄

µ ]. This is an isomorphism modulo nilradical ideals, [121]. This
means that we can think of the quantisation of the Coulomb branch, in the sense of section
2.4, as the truncated shifted Yangian.

We define the shifted Yangian briefly, and give an outline of how to define the truncated
shifted Yangian. See [52] for an introduction to the Yangian, and [121] for more details on
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the truncated shifted Yangian. The Yangian is the C-algebra with generators E(r)
a ,F(r)

a ,H(r)
a

for a ∈V and r ∈ N with relations

1. [H(r)
a ,H(s)

b ] = 0;

2. [E(r)
a ,F(s)

b ] = δabH(r+s−1)
a ;

3. [H(1)
a ,E(s)

b ] =CabE(s)
b ;

4. [H(r+1)
a ,E(s)

b ]− [H(r)
a ,E(s+1)

b ] = Cab
2 (H(r)

a E(s)
b +E(s)

b H(r)
a );

5. [H(1)
a ,F(s)

b ] =−CabF(s)
b ;

6. [H(r+1)
a ,F(s)

b ]− [H(r)
a ,F(s+1)

b ] =−Cab
2 (H(r)

a F(s)
b +F(s)

b H(r)
a );

7. [E(r+1)
a ,E(s)

b ]− [E(r)
a ,E(s+1)

b ] = Cab
2 (E(r)

a E(s)
b +E(s)

b E(r)
a );

8. [F(r+1)
a ,F(s)

b ]− [F(r)
a ,F(s+1)

b ] =−Cab
2 (F(r)

a F(s)
b +F(s)

b F(r)
a );

9. a ̸= b, i = 1−Cab =⇒ sym[E(r1)
a , [E(r2)

a , . . . [E(ri)
a ,E(s)

b ] . . . ]] = 0;

10. a ̸= b, i = 1−Cab =⇒ sym[F(r1)
a , [F(r2)

a , . . . [F(ri)
a ,F(s)

b ] . . . ]] = 0,

where sym is symmetrising over the indices r1, . . . ,ri.
This is the filtered presentation of the Yangian. The filtration is given by degX (r) = r for

X = Ea,Fa,Ha.
Denote Yµ , the shifted Yangian, to be the subalgebra with PBW basis given by ordered

monomials in E(r)
a , H(r)

a , F(s)
a for r > 0 and s > ⟨µ,αa⟩. This is proposition 3.11 of [121].

This object was first defined in [42] as the quantisation of the coordinate ring of Slodowy
slices in gln.

The truncation was introduced in [121]. We take definition from chapter 3.2 of [120], we
shall not list the details. The idea is to quotient by a two sided ideal generated by elements
labelled by a ∈V , whose degree is greater than ka.

We now discuss the quantisation of our infinite rank limit. Firstly, at finite rank we take
the quiver to be balanced, i.e. µ = 0 (for A-type quivers this corresponds to ρ = (bn+1) for
some b ∈ N). This means that there is no shifting at all, which is what we expect, as the
shifting would break the expected enhanced topological symmetry. In the infinite rank limit
we have ka → ∞ for all a ∈V , removing the truncation.

This means that the quantised Coulomb branch chiral ring for the infinite rank limit of a
balanced ADE-quiver is the Yangian of the ADE-group that quiver defines.
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6.3.2 The fermionic form

We shall define Hatayama’s fermionic form. We show that the presence of Hatayama’s
fermionic form indicates that the representation is a classical limit of the Yangian. To show
this, we must discuss the representation theory of the current algebra g[t], the quantised loop
algebra Uq(Lg), and the relation between the quantised loop algebra and the Yangian.

We shall define a type of tensor product for the current algebra called the fusion product.
This will be defined on a certain set of modules called the classical Kirillov-Reshetikhin
modules. These are the classical limit of the quantum Kirillov-Reshetikhin modules, simple
modules of the quantum loop algebra. The fusion product is the classical limit of the tensor
product of quantum loop algebra modules (theorem 3.1 of [163]). We then use the results of
[88] to show that this is a classical limit of the tensor product of Yangian representations.

Current algebra

The current algebra g[t] is defined to be g⊗CC[t] as a vector space, with brackets induced
by, for x,y ∈ g and m,n ∈ N0

[x⊗ tm,y⊗ tn] = [x,y]⊗ tm+n . (3.32)

This is a N0-graded algebra, g[t] =
⊕

n∈N0
g⊗ tn.

For u ∈ C, we have an algebra morphism known as the evaluation morphism

evu : g[t]→ g ,

x⊗ tn 7→ unx.
(3.33)

For V a representation of g, we have that ev∗u(V ) is a representation of g[t] of the same
dimension as V .

A g[t]-module V is called cyclic, if there exists a v ∈ V such that U(g[t])v = V . Any
cyclic module inherits a filtration from the grading of g[t]. This filtration v ∈V0 ⊂V1 ⊂ . . .

is defined as
Vn :=U (⩽n)(g[t])v , (3.34)

where U (⩽n)(g[t]) is the subspace of U(g[t]) with degree ⩽ n.
There is an associated graded g[t]-module

gr V =
⊕

n∈N0

Vn/Vn−1 . (3.35)

This grading is clearly g-equivariant.
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We define a special class of g[t]-modules called the classical Kirillov-Reshetikhin modules.
These modules take their name from the work of Kirillov and Reshitikhin [131], where they
introduced finite dimensional simple modules of Y (g) with highest weight mωi for i ∈ V
and m ∈ N. In the works [48, 49], a classical Kirillov-Reshetikhin module was defined as a
g[t]-module. Their definition is (lifting the presentation from [10]):

Definition 6. A classical Kirillov-Reshetikhin module, denoted KRa,m(u), where a ∈ V ,
m ∈ N and u ∈ C×, is the graded module of the filtered module generated by the action of
U(g[t]) on some cyclic v ∈KRa,m(u) such that, for g[t] ∋ x[n]u := x⊗ (t −u)n for x ∈ g and
n ∈ N0,

1. x[n]uv = 0 if x ∈ n+ and n > 0;

2. hb[n]uv = mδn0δabv;

3. fb[n]uv = 0 if n ⩾ δab;

4. fa[0]m+1
u v = 0.

KRa,m(u) is cyclic by definition.
The classical Kirillov-Reshetikhin modules g-modules as well as being g[t]-modules.

Writing L(λ ) for the finite dimensional irreducible representation of g with highest weight λ ,
we have that the classical Kirillov-Reshitikhin modules decompose as

KRa,m(u) = L(nωa)⊕
⊕

µ<nωa

cµ,n,aL(µ) , (3.36)

for cµ,n,a ∈ N0. The work [48] gives an explicit decomposition for A- and D-type:

• For An, we have KRa,m(ζ ))∼=sl(n+1) L(mωa).

• For Dn, we have KRa,m(ζ ) ∼=so(2n)
⊕

µ∈P(a,m)L(µ), where P(a,m) ⊂ P+ is defined
recursively:

P(a,m) = P(a−1,m)+P(a,1) for a = 1, . . . ,n−2 ,

P(a,1) = {ωa,ωa−2,ωa−4, . . .} for a = 1, . . . ,n−2 ,

P(a,m) = mωa for a = n−1,n .

(3.37)

For E-type it is only known for certain Dynkin nodes.
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For u1, . . . ,up ∈ C pairwise distinct, consider the filtered g[t]-module,

W (⃗ν) =
p⊗

i=1

KRai,νi(ui) . (3.38)

By the work [79], W (⃗ν) is a cyclic g[t]-module (if each component is generated by vi, then
W (⃗ν) is generated by v1 ⊗·· ·⊗ vp). There is an associated graded space. We call the graded
space the fusion product. We write it as

gr W (⃗ν ,u) = KRa1,ν1 ∗ · · · ∗KRap,νp(u1, . . . ,up) . (3.39)

Since the grading is g-equivariant, there is an expansion in characters of the form

∑
n∈N0

qnchg
(
(gr W (⃗ν ,u))n

)
= ∑

λ∈P+

Mν⃗ ,λ ,u(q)chgL(λ ) , (3.40)

where Mν⃗ ,λ ,u(q) ∈ N0[q].
The Feigin-Loktev conjecture states that Mν⃗ ,λ ,u(q) does not depend on u. Moreover, for

g simply-laced, di Francesco and Kedem proved in [72] that in fact

Mν⃗ ,λ ,u(q) = m(⃗ν ,λ ,τ2) , (3.41)

where the right hand side is Hatayama’s fermionic form. We now give the definition of the
fermionic forms m and n.

n(⃗ν ,λ ,τ2) is defined as

n(⃗ν ,λ ,τ2) := ∑
ζ∈PV

|ζ |=|⃗ν |−λ

∏
i∈V

x|ζ
(i)|

i τ
2∑i∈V ∑

∞
a=1 ν

(i)
a ζ

(i)
a −2∑

∞
a=1 T (ζa)

×∏
a⩾1

[
a

∑
b=1

(νb −ζb),ζa −ζa+1

]
.

(3.42)

The fermionic form m(⃗ν ,λ ,τ2) is defined with the same summand as n, but the sum over
ζ ∈ PV is restricted to ζ such that

1. ∑
k
ℓ=1(νk − ζk) ∈ P+ for all k ⩾ 1 (this is known as having non-negative vacancy

numbers); and

2. |ζ |= |⃗ν |−λ .
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The fermionic forms n(⃗ν ,λ ,q) and m(⃗ν ,λ ,q), where ν⃗ ∈ PV and λ ∈ P, were first
defined in [101]. In that paper they were conjectured to be equal for λ ∈ P+. This was proven
to be the case in [72].

Quantum loop algebra

We now discuss the quantum loop algebra Uq(Lg). The loop algebra Lg= g⊗C[t, t−1] is
defined in much the same way as the current algebra with [x⊗ tm,y⊗ tn] = [x,y]⊗ tm+n, the
only difference being m,n ∈ Z. For c ∈ C, ϕc : Lg → Lg is a Lie algebra automorphism
defined via

ϕc(x⊗ f (t)) 7→ x⊗ f (t + c) for x ∈ g, f (t) ∈ C[t]. (3.43)

Let q be an indeterminate. For ℓ ∈ Z, s,s′ ∈ N0 with s ⩾ s′ set

[ℓ]q :=
qℓ−q−ℓ

q−q−1 , [s]q! := [s]q[s−1]q . . . [1]q,

[
s
s′

]
q

:=
[s]q!

[s′]q![s− s′]q!
. (3.44)

Uq(Lg) is a C(q)-algebra with generators xa,r, κ±1
a , ha,m for a ∈ V, r ∈ Z, m ∈ Z\{0},

and the following relations for a,b ∈V, r,r′ ∈ Z, m,m′ ∈ Z\{0}:

1. κaκ−1
a = κ−1

a κa = 1;

2. [κa,κb] = [κa,hb,m] = [ha,m,hb,m′] = 0;

3. κax±b,rκ
−1
a = q±Cabx±b,r;

4. [ha,m,x±b,r] =± 1
m [mCab]qx±b,r+m;

5. [x+a,r,x
−
b,r′] = δab

φa,r+r′−φ
−
a,r+r′

q−q−1 ;

6. x±a,r+1x±b,r′ −q±Cab
i x±b,r′x

±
a,r+1 = q±Cabx±a,rx

±
b,r′+1 − x±b,r′+1x±a,r; and

7. for a ̸= b and all sequences of integers r1, . . . ,r1−Cab

∑σ∈S1−Cab
∑

1−Cab
k=0 (−)k

[
s
k

]
q

x±a,rσ(1)
. . .x±a,rσ(k)

x±b,r′x
±
a,rσ(k+1)

. . .x±a,rσ(1−Cab)
= 0.

The φ±
a,r’s are determined by equating coefficients of powers of u in the formula

∞

∑
r=0

φ
±
a,±ru

±r = κ
±1
a exp

(
±(q−q−1)

∞

∑
m=1

ha,±mu±m

)
, (3.45)
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and φ
±
a,∓r = 0 for r > 0.

Let Uq(Ln±) be the subalgebra of Uq(Lg) generated by {x±a,r|a∈V,r ∈Z} and Uq(Lh) be
the subalgebra generated by {k±1

a ,ha,m|a ∈V,m ∈ Z\{0}}. One can show from the defining
relations that a PBW-like exression holds,

Uq(Lg) =Uq(Ln−)Uq(Lh)Uq(Ln+) . (3.46)

Quantum loop algebra representation theory

A Uq(Lg)-module M is of type 1 if

M =
⊕
λ∈P

Mλ , Mλ = {v ∈ M|k±1
a v = q±⟨ha,λ ⟩v} , (3.47)

where ha are the generators of h.
We only consider Uq(Lg)-modules of type 1.
Let P+

q be the monoid under coordinate-wise multiplication of V -tuples of polynomials
π = (π1(u), . . . ,πn(u)) such that each πi(u) is expressed as

πi(u) = (1−a1u)(1−a2u) . . .(1−aku), (3.48)

for some k ∈ N0,a j ∈ C(q)×. Define a map wt: P+
q → P+ via

wt(π) = ∑
a∈V

degπaωa. (3.49)

Say a Uq(Lg)-module V is ℓ-highest weight with ℓ-highest weight vector v if

x+a,rv = 0 for a ∈V,r ∈ Z, Uq(Lh)v = C(q)v, V =Uq(Lg)v. (3.50)

In [50], Chari and Pressley showed that for every π ∈ P+
q there is a unique (up to

isomorphism) simple finite-dimensional ℓ-highest weight Uq(Lg)-module, which we denote
by Lq(π), such that its ℓ-highest weight vector vπ (unique up to scalar multiplication) satisfies

φ
±
a,±rv± = γ

±
a,±rvπ for a ∈V,r ∈ N0, (3.51)

where γ±a,r are rational functions in q determined by the formula

∞

∑
r=0

γ
+
a,ru

r = qdegπa
πa(q−1u)
πa(qu)

=
∞

∑
r=0

γ
−
a,−ru

−r. (3.52)
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π is called the Drinfeld polynomial of Lq(π).

Definition 7. Given a ∈V, ℓ ∈ N and ξ ∈ C(q)×, define πa,ℓ,ξ ∈ P+
q by

(πa,ℓ,ξ )b(u) =

∏
ℓ−1
k=0(1−ξ q2ku) if b=a,

1 o/w.
(3.53)

The simple Uq(Lg)-module associated to this Lq(πa,ℓ,ξ ) is called the quantum Kirillov-
Reshitikhin module. Denote it W a,ℓ

q (ξ ).

Classical limit of quantum loop algebra

Let A be the local subring of C(q) defined by

A = { f/g| f ,g ∈ C[q], g(1) ̸= 0}. (3.54)

An A -lattice L of a C(q)-vector space V is a free A -submodule such that V ∼= C(q)⊗A L.
Let UA (Lg)⊆Uq(Lg) be the A -subalgebra generated by κ±1

a ,x±a,r for a ∈V,r ∈Z, similarly
for triangular components. It is an A -lattice and a sub-coalgebra of Uq(Lg) (note the
quantised loop algebra is a Hopf algebra, and so has a coalgebra structure).

Let P+
A be the submonoid of P+

q consisting of π = (π1(u), . . . ,πn(u)) such that πa(u) ∈
A ×[u] for all a ∈V . The following result is from [48, 51]:

Lemma 5. Assume that W is a finite-dimensional ℓ-highest weight Uq(Lg)-module with
ℓ-highest weight π ∈ P+

A , and let vπ be the ℓ-highest weight vector. Then the UA (Lg)-
submodule L =UA (Lg)vπ ⊆W is an A -lattice of W.

Given an A -module M, denote by MC :=C⊗A M, where C is regarded as an A -module
through the isomorphism C∼= A /(q−1)A . For an element v ∈ M, write v̄ = 1⊗ v ∈ MC.
There exists a surjective C-algebra homomorphism

UA (Lg)C →U(Lg) ,

x+a,r 7→ x+a,r := ea ⊗ tr ,

x−a,r 7→ x−a,r := fa ⊗ tr ,

κ
±1
a 7→ κ

±1
a := 1 ,

ha,m 7→ ha,m := ha ⊗ tm ,

(3.55)

where ha,ea, fa for a ∈V are the Chevalley generators of g.
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Assume that V is a finite-dimensional ℓ-highest weight Uq(Lg)-module with ℓ-highest
weight π ∈ P+

A , and let vπ be an ℓ-highest weight vector. Set L =UA (Lg)vπ ⊆V . Through
the C-algebra homomorphism, LC becomes an Lg-module, which is called the classical limit
of W and denote the associated graded Lg-module by W . Note that dimC(q)W = dimCW .

For sufficiently large N, g⊗ (t − c)NC[t] acts trivially on KRa,ℓ(c). Hence, when c ̸= 0
we have

Lg↠ g⊗ (C[[t − c]]/(t − c)NC[[t − c]])∼= g⊗ (C[t]⊗ (t − c)NC[t]) (3.56)

induced by Taylor expansion. So classical Kirillov-Reshitikhin modules are uniquely lifted
to Lg-modules.

Proposition 2. (Proposition 2.8 in [163]) Let a ∈V, ℓ ∈ N and ξ ∈ A ×, and set c = ξ (1) ∈
C×. Then the classical limit W a,ℓ

q (ξ ) is isomorphic to KRa,ℓ(c) as a Lg-module.

The point of all of this is the following theorem:

Theorem 11. (Theorem 3.1 in [163]) Let a1, . . . ,ap ∈V, ℓ1, . . . , ℓp ∈N and ξ1, . . . ,ξp ∈ A ×.
Assume that the tensor product W a1,ℓ1

q (ξ1)⊗·· ·⊗W ap,ℓp
q (ξp) is ℓ-highest weight. If ξ1(1) =

· · · = ξp(1) = c ∈ C×, then the classical limit of the tensor product is isomorphic as a
g[t]-module to the pullback with respect to ϕc of the fusion product of KRak,ℓk:

W a1,ℓ1
q (ξ1)⊗·· ·⊗W ap,ℓp

q (ξp)∼= ϕ
∗
c (KRa1,ℓ1 ∗ · · · ∗KRap,ℓp(0)). (3.57)

Relation to the Yangian

The work [196] was the first to show that for g of ADE-type, if C (resp. D) is the abelian
category of finite dimensional Uq(Lg)-(resp. Yh̄(Lg)-)modules such that the Drinfeld polyno-
mials of the simple factors have roots in qZ (resp. Z), then the characters of simple modules
in C and D are the same.

A more sophisticated form of this statement was in the work of [88]. Given a finite
dimensional representation of Yh̄(g), they constructed an action of Uq(Lg). In this work they
showed that if h̄ ∈ C\Q and q = eπih̄, then there is an exact faithful functor

Γ : Repfd(Yh̄(g))→ Repfd(Yq(Lg)), (3.58)

where Repfd(a) is the abelian category of finite dimensional representations of the algebra a.
Theorem 6.3 of [88] gives that if h̄ ∈ Π ⊂ C, where Π is a subset of C stable under

shifts by 1
2Zh̄ and x−y /∈ Z ̸=0 for all x,y ∈ Π, and Ω = e2πiΠ, where Ω ⊂C× is stable under
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RepΩ
fd(Uq(Lg))

Repfd(g[t])

RepΠ
fd(Yh̄(g))

q → 1 h̄ → 0

ℸΠ

Fig. 6.1 The commuting diagram of categories.

multiplication by q, then the functor Γ restricts to a functor

ΓΠ : RepΠ
fd(Yh̄(g))→ RepΩ

fd(Yq(Lg)), (3.59)

where RepΠ
fd(Yh̄(g)) is the subcategory of representations whose roots of the associated

Drinfeld polynomial lie in Π (similarly for Uq(Lg) and Ω).
The functor ΓΠ admits an inverse functor:

ℸΠ : RepΩ
fd(Uq(L g))→ RepΠ

fd(Yh̄(g)) . (3.60)

If Π is a fundamental domain for u 7→ u+ 1, then ΓΠ gives rise to an isomorphism of
categories.

In order to show this, they constructed an action of Yh̄(g) on Uq(Lg)-modules. This
action commutes with the classical limit (see figure 6.1), and hence, we see that the fusion
product of classical Kirillov-Reshitikhin modules is the classical limit of the tensor product
of quantum Kirillov-Reshitikhin modules for the Yangian.

6.3.3 The result

We want to extend the rank of the flavour group at any particular node Na to a partition. We
call this collection of partitions ν⃗ ∈ PV . For ν ∈ NV

0 , define r(ν ,τ) ∈ Q(τ)[[xi|i ∈ V ]] as
(chapter 1 equation (3) of [150])

r(ν ,τ−2) := ∑
ζ∈PV

∏
i∈V

x|ζ
(i)|

i τ
2(ν ,ζ1)−2∑

∞
a=1 T (ζa) ∏

a⩾1
[∞,ζa −ζa+1] . (3.61)

In order to prove the fermionic Lusztig conjecture Mozgovoy proves Theorem 1.2 in
[150], which states

n(ν ,τ−2) = r(ν ,τ2)r(0,τ−2) . (3.62)
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We want this formula, but for ν⃗ ∈ PV , instead of ν ∈ P+. We extend the definition of r
to

r(⃗ν ,τ−2) := ∑
ζ∈PV

∏
i∈V

x|ζ
(i)|

i τ
2∑i∈V ∑

∞
a=1 ν

(i)
a ζ

(i)
a −2∑

∞
a=1 T (ζa) ∏

a⩾1
[∞,ζa −ζa+1] . (3.63)

Define the generating function of n(⃗ν ,λ ,τ2) as

n(⃗ν ,τ2) := ∑
λ∈P

n(⃗ν ,λ ,τ2)xν−λ . (3.64)

Lemma 6. We have that
n(⃗ν ,τ−2) = r(⃗ν ,τ2)r(0,τ−2) . (3.65)

We prove this in section 6.5.
Noting that r(⃗0,τ) = r(0,τ), we find that the proof in chapter 8 of [150] exactly follows

through. For an ADE-type quiver, the Coulomb branch formula with arbitrary non-negative
background charge obeys

G (⃗ν) = ∑
λ∈P

n(⃗ν ,λ ,τ2)∏
i∈V

zλ−|⃗ν |
i ∏

α∈Q+

1
1− zα

, (3.66)

where Q+ is the set of positive roots. We review this argument in section 6.6.
We have that under the action of any element w of the Weyl group of Γ that3

n(ν ,w ·λ ,τ2) = (−)l(w)n(ν ,λ ,τ2) . (3.67)

Hence, by the Weyl character formula we have that

G (⃗ν) = ∑
λ∈P+

n(⃗ν ,λ ,τ2)∏
i∈V

z−|⃗ν |
i ch L(λ ) , (3.68)

where L(λ ) is the irreducible representation of highest weight λ . Notably, for an A-type
quiver ch L(λ ) is the Schur polynomial sλ .

Theorem 12. Let Γ be a balanced ADE-type quiver, with G the corresponding Lie group,
and g the corresponding Lie algebra. Choose ranks (ck,cN), for c ∈ N,k ∈ NV and N ∈ NV

0 ,
and let Xc be the Coulomb branch. For m ∈ ZN , we define the line bundle on Xc as the
chiral operators with background magentic charge m, and denote this line bundle as Lm,c.

3This is conjecture 8.3 in [101], and still remains unproven in the literature. The lack of proof of this identity
means that theorem 12 is not yet fully proven.
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Then as a representation of the Yangian Y (g)

lim
c→∞

Z|m|
τ
−c∑i ||m(i)||kiΓ(Xc,Lm,c)∼=V

(
m(+)

)
⊗V

(
m(−)

)†
⊗gr(Y (g)) . (3.69)

where V (µ) is the classical limit of the tensor product of quantum Kirillov-Reshitikhin
modules defined by µ ∈ PV and C×-action corresponding to the grading, V (µ)† is the
same but with the ADE-charge flipped (zi 7→ 1/zi), gr(Y (g)) is the semi-classical limit of the
Yangian Y (g), which is C×-graded.

We prove this in section 6.6.

6.4 A-type quivers

Here we restrict our attention to A-type quivers. In section 6.4.1, we show the expression for
the Poincaré polynomial of an A-type Nakajima quiver variety of Proudfoot and Schedler in
[171] matches our expression, utilising an involution of the spin chain partition function. In
section 6.4.2, we explicitly find for a specific linear quiver that the Poisson algebra in the
infinite rank limit is the semiclassical limit of the Yangian of glN , as expected.

6.4.1 Matching the result

Note that the Poincaré polynomial generating function can have a further grading, given
by the fact that the quiver varieties are all cones and thus admit a C×-action that leaves
the homological degree invariant. Indeed, Proudfoot and Schedler [171] showed that the
Poincaré polynomial for Mζ ,σρ = Higgs

[
T σ

ρ (SU(N))
]

is

PMζ ,σρ
(y,τ) = τ

2n[ρ]−2n[σ ]
∑

σ⩽ν⩽ρ∨
τ

2n[ν ]−2n[ν∨]Kνσ (y)Kν∨ρ(τ
−2) . (4.70)

Here y is counting twice the homological degree and τ is counting the weights under the C×

action.
If we set τ to 1, we have that

PMζ ,σρ
(y,1) = ∑

σ⩽ν⩽ρ∨
Kνσ (y)Kν∨ρ . (4.71)

We should be able to match this formula to the one given by Mozgovoy in [150]. In this
section we show exactly that.
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We define the involution ω , a ring automorphism of the ring of symmetric functions
defined by ωsλ = sλ∨ . Note that ω2 = 1.

The formula from Mozgovoy says that for an A-type quiver

∑
k∈NV

∑
a

qa−dimHMζ ,(k,N) dimHBM
2a (Mζ ,(k,N))Z

µ(k,N) = ∑
λ∈P

m(N,λ ,q−1)sλ (Z) , (4.72)

where µi(k,N) := Ni+ki+1+ki−1−2ki, this is in the Weyl orbit of a partition, ρ , for generic
(k,N). We are slightly abusing notation by summing over the partition λ associated to a
dominant weight. Note that if ψ is a dominant weight of An, then ψ defines a partition via
λ (ψ)i = ∑

n
j=i ψ j.

To compare equations (4.72) and (4.71), we need to restrict k in equation (4.72) such that
it defines a good quiver. We expand the right hand side of equation (4.72) in monomials,

∑
k∈NV

∑
a

qa−dimHMζ ,(k,N) dimHBM
2a (Mζ ,(k,N))Z

µ = ∑
λ ,ρ∈P

m(N,λ ,q−1)Kλρmρ(Z) . (4.73)

Note that the monomial is a sum over the Weyl group, and any individual ρ on the right
hand side gives the Poincaré polynomial for a family of Seiberg dual quivers, which, from
section 2.3.3, we know are all identical (note that we are working purely with resolved Higgs
branches). Picking k such that we have a good quiver (corresponding to the term Zρ in the
monomial symmetric polynomial), this then implies that

P(Mζ ,ρσ ,q) = qdimHMζ ,ρσ ∑
λ

m
(
((mi(σ)i))i∈V ,λ ,q−1)Kλρ , (4.74)

where ρ̃ = (∑n
j=i ρ j)i, Ni = mi(σ) and ((mi(σ)i))i∈V is defined in equation (4.80). Note that

|((mi(σ)i))i∈V |= |σ |= |ρ|= |λ |.
We look at the partition function for the SU(n+1) spin chain, where we grade by the

weights of the diagonal SU(n+1) as well as the energy, which we count with q. If the sites
are

ω((N i
i ))i∈V :=

n⊗
i=1

[i,0, . . . ,0]⊗mi(σ) , (4.75)

then, we know from [129] that the partition function is

X= ∑
λ

Kλσ (q)sλ (Z) . (4.76)
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Note that the Kostka polynomial is related to the fermionic form of [101] via

m
(
ω((mi(σ)i))i∈V ,λ ,q

)
qc(ω((mi(σ)i))i∈V ) = Kλ σ (q) , (4.77)

where c(R) is the absolute value of the minimal dimension in m
(
R,λ ,q

)
∈N0[q−1]. We have

that
c(((mi(σ)i))i∈V ) = dimHMζ ,ρσ , (4.78)

because we know that HBM
0 (Mζ ,ρσ ) ̸= 0 and equation (4.72).

We consider the action of the involution ω on the spin chain partition function. We act in
two different ways on the spin chain, one way directly on the partition function and the other
on the sites. The first way gives partition function

ωX= ∑
λ

Kλσ (q)sλ∨(Z) . (4.79)

The other way changes the sites as

ω
2((mi(σ)i))i∈V = ((mi(σ)i))i∈V :=

n⊗
i=1

[0, . . . ,0,1,0, . . . ,0]⊗mi(σ) , (4.80)

giving partition function

ωX= ∑
λ

qc(((mi(σ)i))i∈V )m
(
((mi(σ)i))i∈V ,λ ,q

)
sλ (Z) . (4.81)

We then compare our two different expressions for ωX. Using that mλ is a basis for
symmetric functions, we deduce

∑
ρ̃

qdimHMζ ,ρσ m((N i
i )i,ρ,q)Kρ̃ λ∨ = ∑

ρ̃

Kρ̃µ(q)Kρ̃∨ λ∨ . (4.82)

The conclusion is that the right hand side of equation (4.74) is the right hand side of equation
(4.71).

We finish by noting that the τ-grading in equation (4.70) implies that there may be another
grading of the infinite rank Coulomb branch. The author is unaware currently whether this is
the case, and what the interpretation of such a grading would be.
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k kk k. . . 1 2 . . . k . . . 2 1

N

X̃(1)

X(1)

X̃(2)

X(2)

X̃(k−1)

X(k−1)

q̃ q
Y(k−1)

Ỹ(k−1)

Y(2)

Ỹ(2)

Y(1)

Ỹ(1)

Fig. 6.2 The same two quivers found in figure 4.3 in chapter 4, but with the hypermultiplets
on the right hand side explicitly labelled. The limit we consider is k → ∞ on the Coulomb
branch of the left hand side and the Higgs branch of the right hand side. Note that the length
of the quiver on the right hand side goes to infinity.

6.4.2 The infinite rank limit on the Higgs branch - Poisson algebra

In this section, we shall investigate the mirror dual of the infinite rank limit of a balanced
Coulomb branch quiver of section 6.2.1. We shall calculate the Poisson algebra given by the
coordinate ring of the mirror dual Higgs branch in this limit. This motivates our result of
section 6.3.1, that states the quantised algebra is Y (g). The particular quiver we consider is
pictured with its mirror dual in figure 6.2.

We shall first work at finite k. The coordinate ring is composed of all polynomials in
q, q̃,X , X̃ ,Y,Ỹ that are invariant under the gauge group modulo the F-term equations. Before
quotienting by the F-term relations, we have

C[µ−1
C (0)] = C[ f , q̃gq| f ,g ∈ C[X ,Y, X̃ ,Ỹ ], f in 1, g in k× k of g] . (4.83)

We define X(0), X̃(0),Y(0),Ỹ(0) ≡ 0. The F-term relations are

X(A−1)X̃(A−1)+X(A)X̃(A) = 0 , 1 ⩽ A < k−1,

Y(A−1)Ỹ(A−1)+Y(A)Ỹ(A) = 0 , 1 ⩽ A < k−1,

X(k−1)X̃(k−1)+Y(k−1)Ỹ(k−1)+qq̃ = 0 .

(4.84)

We define for r ∈ N0 and i, j = 1, . . . ,N,

C(r) := tr
(
(X̃(k−1)X(k−1))

s) ,
J i
(r) j := q̃ j(X̃(k−1)X(k−1))

rqi .
(4.85)

We will show that

C[µ−1
C (0)] = C[C(r),J

i
(r) j|i, j = 1, . . . ,N and r ∈ N0] . (4.86)
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Note that when k is finite, the ring on the right hand side of equation (4.86) will not be freely
generated because of finite rank constraints (this is the classical limit of the truncation in
section 6.3.1).

The Hilbert series for finite k, as found in chapter 4 equation (7.73), can be written using
the Cauchy expansion and the expression for the dot product in equation (1.4) as

HSk(0,0) = ∑
λ

l(λ )⩽k

1
bλ (τ

2)ϕk−l(λ )(τ
2)

Q′
λ
(τZ;τ

2)Q′
λ
(τZ−1;τ

2) . (4.87)

The infinite rank limit4 of this is given simply by the Cauchy identity as

lim
k→∞

HSk(0,0) = PE

[
∞

∑
r=1

τ
2r +

∞

∑
r=0

N

∑
i, j=1

τ
2+2rziz−1

j

]
. (4.88)

This then means that in the infinite rank limit, there are no relations in equation (4.86), and it
is freely generated as a commutative ring by the elements J and C.

We prove equation (4.86) by strong induction on the degree of the monomial. It is clearly
true at degree 0. Suppose it is true up to degree 2r−2 polynomials (all polynomials will be
of even degree).

We first show that the degree 2r monomial can be made to contain no Y terms. Indeed, if
one did then either two things are true, (1) it contains the term Ỹ(k−1) or (2) the polynomials
is a trace of a polynomial purely in the Y,Ỹ variables not containing Ỹ(k−1). Assume it is the
first case, then our polynomial contains a substring, for some s = 1, . . . ,k−1, of the form

Ỹ(k−1)Ỹ(k−2) . . .Ỹ(k−s)Y(k−s) . (4.89)

We can use the F-term constraints to rewrite this as

(−)r(X̃(k−1)X(k−1)+
N

∑
j=1

q̃ jq j)Ỹ(k−1) . . .Ỹ(k−s+1) . (4.90)

This can be clearly continued until there are no more Y -terms. In the other case, we have a
polynomial of the form

trỸ(s) . . .Ỹ(s−a)Y(s−a) . . .Y(s−a+b)Ỹ(s−a+b) . . .Y(s) , (4.91)

4HSk̃(0,0)−HSk(0,0)≡ 0 (modτ2k) for all k̃ > k means that this limit is well defined, though we already
showed the limit was well defined in proving theorem 10.
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where s is the maximal subscript. Then, using the F-term constraints, we commute the first
Y term past all the Ỹ ’s to its left, and then cycle it to the right using the cyclicity of the trace.
This gives

(−)a+1trỸ(s+1) . . .Ỹ(s−a+1)Y(s−a+1) . . .Y(s−a+b)Ỹ(s−a+b) . . .Y(s)Y(s+1) , (4.92)

Thus, we can send s up to k in this way and use our result for case 1.
Our argument for dealing with the Y ’s can be applied to the X’s such that only X(k−1) and

X̃(k−1) appears. The result then follows.
Now we compute the Poisson algebra. We take the holomorphic symplectic form

ωC =
k−1

∑
A=1

(
trdX(A)∧dX̃(A)+ trdY(A)∧dỸ(A)

)
−

N

∑
j=1

dq̃ j ∧dq j . (4.93)

The Poisson brackets are

{C(r),C(s)}= {C(r),J(s)}= 0 ,

{J i
(r) j,J

k
(s) l}= δ

i
l J l

(r+s) j −δ
k
j J i

(r+s) l

+
r−1

∑
m=0

(
J k
(m+s) jJ

i
(r−1−m) l − J k

(m) jJ
j

(s−1+r−m) l

)
.

(4.94)

Note that this is, up to quotienting by the ideal generated by the central elements C(r) , the
semi-classical limit of the Yangian of glN , for this see [149]. This is exactly what we would
expect from section 6.3.1.

6.5 Proof of lemma 6

The proof that we give here is a generalisation of the proof of section 7 of [150]. We will
follow his argument, with some subtleties arising from the generalisation.

Proof. Define L to be the maximal value such that ν
(i)
L ̸= 0 for some i ∈ V . We introduce

fugacities yai for i ∈ V , a = 1, . . . ,L that count the internal magnetic charges, this is not
gauge invariant, and so is not an observable. Define the ring

RL :=Q(τ)[[xi,yai|i ∈V , a = 1, . . . ,L]] . (5.95)
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This ring has elements

sL(⃗ν) := ∑
ζ⃗∈PV

x|⃗ζ |
L

∏
a=1

yζa−ζa+1(1−δaL)
a ∏

k⩾1

(
τ

2T (ζk)

[
k

∑
l=1

(νl −ζl),ζk −ζk+1

])
,

sL := ∑
ζ⃗∈PV

x|⃗ζ |
L

∏
a=1

yζa−ζa+1(1−δaL)
a ∏

k⩾1

(
τ

2T (ζk) [∞,ζk −ζk+1]
)
.

(5.96)

Note that
sL = lim

ν⃗→∞

sL(⃗ν) , (5.97)

where in this limit we send ν
(i)
1 → ∞ for each i ∈V .

For α⃗ ∈ (PL)
V , define

α⃗
′ := (α1 −α2,α2 −α3, . . . ,αL−1 −αL,αL) ∈ (NL

0)
V ,

Aa :=
a

∑
l=1

αl ∈ NV
0 .

(5.98)

Fix an α⃗ ∈ (PL)
V and define5 N⃗, A⃗ ∈ PV for a ∈ N0

Na :=
a

∑
l=1

νl ∈ NV
0 , (5.99)

For t ∈ RL and α⃗ ∈ (PL)
V , define t⃗α ′ ∈Q(τ)[[xi|i ∈V ]] via

t = ∑
α⃗∈(PL)V

t⃗α ′yα⃗ ′
. (5.100)

Define the elements of Q(τ)[[yai|i ∈V ]],

pa(ν) := ∑
α∈NV

0

[ν ,α]yα
a ,

pa := ∑
α∈NV

0

[∞,α]yα
a .

(5.101)

5The author hopes the use of N here will not be confused with the N used to denote the flavour nodes.
Nowhere in this section will we use N to denote the ranks of flavour nodes.
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Define

|⃗ν | := NL =
L

∑
a=1

νa ∈ NV
0 ,

|⃗α| := AL =
L

∑
a=1

αa ∈ NV
0 .

(5.102)

Define the elements of Q(τ)[[xi,yLi|i ∈V ]]

s1,L(|⃗ν |) := ∑
ζ⃗∈PV

x|⃗ζ |yζ1
L ∏

k⩾1

(
τ

2T (ζk)[|⃗ν |−
k

∑
l=1

ζl,ζk −ζk+1]

)
,

s1,L := ∑
ζ⃗∈PV

x|⃗ζ |yζ1
L ∏

k⩾1

(
τ

2T (ζk)[∞,ζk −ζk+1]
)
.

(5.103)

Note that, just as in equation (5.97), we have that

s1,L = lim
|⃗ν |→∞

s1,L(|⃗ν |) . (5.104)

We define a partial order on PV via, for α⃗, β⃗ ∈ PV ,

α⃗ ⩽ β⃗ ⇐⇒ α
(i)
a −β

(i)
a ⩾ 0 ∀i ∈V and a ∈ N . (5.105)

We extend this to a partial order on (NL
0)

V in the obvious fashion.

Lemma 7. We have for all ν⃗ ∈ PV and α⃗ ∈ PV
L ,

1. sL(⃗ν + α⃗)α⃗ ′ = x|⃗α|τ2∑
L
a=1 T (αa)

(
∏

L
a=1 pa(Na) · s1,L(|⃗ν |)

)
α⃗ ′ .

2. sL α⃗ ′ = x|⃗α|τ2∑
L
a=1 T (αa)

(
∏

L
a=1 pas1,L

)
α⃗ ′ .

Proof. We calculate

sL(⃗ν + α⃗)α⃗ ′ = ∑
ζ⃗∈PV

ζa=αa∀1⩽a⩽L

x|⃗ζ | ∏
k⩾1

τ
2T (ζk)

[
k

∑
l=1

(νl +αl −ζl),ζk −ζk+1

]

= x|⃗α|
τ

2∑
L
a=1 T (αa)

L−1

∏
a=1

[Na,αa −αa+1] ∑
ζ⃗∈PV

0⩽ζ1⩽αL

x|⃗ζ | [|⃗ν |,αL −ζ1]

∏
k⩾1

(
τ

2T (ζk)[|⃗ν |−
k

∑
l=1

ζl,ζk −ζk+1]

)
.

(5.106)
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It then follows from the definitions (5.101) and (5.103) that

sL(⃗ν + α⃗)α⃗ ′ = x|⃗α|
τ

2∑
L
a=1 T (αa)

(
L

∏
a=1

pa(Na) · s1,L(|⃗ν |)

)
α⃗ ′

. (5.107)

By taking the limit ν⃗ → ∞ and equation (5.97) we get

sL α⃗ ′ = x|⃗α|
τ

2∑
L
a=1 T (αa)

(
L

∏
a=1

pas1,L

)
α⃗ ′

. (5.108)

Define the ring homomorphism

Sν ,a : RL → RL

∑
β

fβ yβ
a 7→ ∑

β

τ
2(ν ,β ) fβ yβ

a ,
(5.109)

and then define
S⃗ν := Sν1,1 ◦Sν2,2 ◦ · · · ◦SνL,L . (5.110)

We state some results from [150] (recall the definition of ∗ from section 6.1):

Lemma 8.
pa(ν) = pa ·Sν ,a pa (5.111)

Proof. Lemma 7.1 of [150].

Lemma 9.
s1,L(ν) = s1,L ·Sν ,Ls1,L . (5.112)

Proof. Theorem 7.4 of [150].

Lemma 10.
sL(⃗ν) = sL ·SN⃗sL . (5.113)

Proof. By lemma 7, we can write

sL(⃗ν + α⃗)α⃗ ′ = x|⃗α|
τ

2∑
L
a=1 T (αa)

(
L

∏
a=1

pa(Na) · s1,L(|⃗ν |)

)
α⃗ ′

. (5.114)
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Use lemmas 8 and 9 to write

sL(⃗ν + α⃗)α⃗ ′ = x|⃗α|
τ

2∑
L
a=1 T (αa)

(
L

∏
a=1

pa ·SNa a pa · s1,L ·S|⃗ν |Ls1,L

)
α⃗ ′

. (5.115)

Sν ,a is a ring homomorphism and s1,L does not contain ya for a < L, so we may write
(observing that β⃗ ′ ⩽ α⃗ ′ =⇒ β⃗ ⩽ α⃗)

sL(⃗ν + α⃗)α⃗ ′ = x|⃗α|
τ

2∑
L
a=1 T (αa)

(
L

∏
a=1

pa · s1,LSN⃗

(
L

∏
a=1

pa · s1,L

))
α⃗ ′

= x|⃗α|
τ

2∑
L
a=1 T (αa) ∑

0⩽β⃗⩽α⃗

(
L

∏
a=1

pa · s1,L

)
β⃗ ′

(
SN⃗

(
L

∏
a=1

pa · s1,L

))
α⃗ ′−β⃗ ′

.

(5.116)
Then we use lemma 7 twice to write

sL(⃗ν + α⃗)α⃗ ′

= ∑
0⩽β⃗⩽α⃗

x|⃗α|−|β⃗ |
τ

2∑
L
a=1

(
T (αa)−T (βa)

)
sL β⃗ ′

(
SN⃗x−|⃗α|+|β⃗ |

τ
−∑

L
a=1 T (αa−βa)sL

)
α⃗ ′−β⃗ ′

.
(5.117)

Rearranging this gives

sL(⃗ν + α⃗)α⃗ ′ = ∑
0⩽β⃗ ′⩽α⃗ ′

τ
2∑

L
a=1(αa,βa)sL β⃗ ′

(
SN⃗sL

)
α⃗ ′−β⃗ ′ . (5.118)

We will show that sLSN⃗sL equals the right hand side of equation (5.118), and thus they
must be equal. Consider

(sL ·SN⃗+A⃗sL)α⃗ ′ = ∑
0⩽β⃗⩽α⃗

sL α⃗ ′−β⃗ ′ ·SN⃗+A⃗

(
∑

ζ⃗∈PV

x|⃗ζ |
L

∏
a=1

yζa−ζa+1(1−δaL)
a

∏
k⩾1

τ
−2T (ζk)[∞,ζk −ζk+1]

)
β⃗ ′

= ∑
0⩽β⃗⩽α⃗

τ
2∑

L
a=1(Aa,βa−βa+1(1−δaL))sL α⃗ ′−β⃗ ′ · (SN⃗sL)β⃗ ′

= ∑
0⩽β⃗⩽α⃗

τ
2∑

L
a=1(αa,βa)sL α⃗ ′−β⃗ ′ · (SN⃗sL)β⃗ ′ .

(5.119)

With this we may conclude that
sL(⃗ν) = sL ·SN⃗sL . (5.120)
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Define the ring homomorphisms

Φν ,a : Q(τ)[[xi,ybi|i ∈V , b = 1, . . . ,a−1]][yai|i ∈V ]→Q(τ)[[xi,ybi|i ∈V , b = 1, . . . ,a−1]]
(5.121)

via

∑
β

fβ yβ
a 7→ ∑

β

τ
−2(ν ,β ) fβ . (5.122)

Define
Φν⃗ := Φν1,1 ◦Φν2,2 ◦ · · · ◦ΦνL,L . (5.123)

With this we are now ready to proof lemma 6. We have that

n(⃗ν) = ΦN⃗(sL(⃗ν)) , r(⃗ν) = ΦN⃗(sL) . (5.124)

So using equations (5.113) and (5.124) we get

n(⃗ν) = ΦN⃗(sL(⃗ν))

= ΦN⃗(sL ·SN⃗sL)

= ΦN⃗sL · Φ⃗0sL

= r(⃗ν) · r(⃗0) .

(5.125)

This extends the proof to the case of generic charge.

6.6 Proof of theorem 12

Proof. For Γ a finite quiver, [117] showed that for any α ∈ NV , there exists polynomials
aα(Γ) ∈ Z[q] and mα(Γ) ∈ Z[q] such that for any finite field Fq, aα(Γ,q) (respectively
mα(Γ,q)) is the number of isomorphism classes of indecomposable representations (respec-
tively all representations) of Γ over Fq of dimensions α . Define the generating functions
a(Γ,q) = ∑α∈NV

0
aα(Γ,q)Zα and m(Γ,q) = ∑α∈NV

0
mα(Γ,q)Zα .

[151] lemma 5 shows that

m(Γ,q) = PE[a(Γ,q)] . (6.126)
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Results of [112] can be used to show that (shown in theorem 6 of [151])

PE
[

a(Γ,q)
q−1

]
= r(Γ,q) . (6.127)

It is known that for Γ of ADE-type that

m(Γ,q) = ∏
α∈Q+

1
1−Zα

. (6.128)

From this we see that for Γ of ADE-type,

r(Γ,q)r(Γ,q−1) = PE
[

a(Γ,q)
q−1

]
PE
[

a(Γ,q−1)

q−1 −1

]
= PE[−a] =

1
m
. (6.129)

Assume from now that Γ is of ADE-type. Define the space V (⃗λ̃ ) to be the classical limit
of the tensor product of λ̃

(i)
a lots of the quantum Kirillov-Reshitikhin modules W i,a

q for i ∈V ,
a ∈ N. From the discussion in section 6.3.2 we know that this is equal to the fusion product
of the classical Kirillov-Reshitkhin modules6

V (⃗λ̃ ) = ∗
k

ak(1)=c

KR∗λ̃
(i)
a

i,a . (6.130)

This is acted on by T = C× ×H, where H is the Cartan subgroup of G the Lie group
associated to g, and the C× action is given by the grading of the fusion product. We know
further from section 6.3.2 that

chT

(
V
(⃗

λ̃

))
= ∑

λ∈P+

n
(⃗

λ̃ ,λ ,τ2
)

chHLλ . (6.131)

Using equation (3.67), we can write

chTV
(⃗

λ̃

)
= ∑

λ∈P
n
(⃗

λ̃ ,λ ,τ2
)

chHMλ

= ∑
λ∈P

n
(⃗

λ̃ ,λ ,τ2
)

Zλ
∏

α∈Q+

1
1−Zα

= n
(⃗

λ̃ ,τ2
)

∏
α∈Q+

1
1−Zα

.

(6.132)

6In that definition there is a dependence on a complex number, but we can ignore this because of the (proven)
Feigin-Loktev conjecture.
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By lemma 6 and equation (6.129), we see that

chTV
(⃗

λ̃

)
=

r
(⃗

λ̃ ,τ2
)

r(0,τ2)
. (6.133)

For π ∈ PV ,

∏
i∈V

∏
a∈N

1
ϕma(πi)(τ

2)
= ∏

a∈N
[∞,π∨

a ] . (6.134)

So, equations (2.25), (6.134) and (6.133) tells us that

HS[m⃗] =
1

ϕ∞(τ2)|V |Z
|m|r(m(+)∨,τ2)r(m(−)∨,τ2)†

= Z|m|chTV (m(+)∨)chTV (m(−)∨)†r(0,τ2)r(0,τ2)† 1
ϕ∞(τ2)|V |

= Z|m|chTV (m(+)∨)chTV (m(−)∨)†HS(0) .

(6.135)

This proves theorem 12.





Chapter 7

Summary and future directions

7.1 Summary

In chapter 3, we defined a superconformal quantum mechanical model on a conical hyperKäh-
ler manifold that comes from a hyperKähler quotient of affine space, with a homogeneous
symplectic form of degree 2. We defined the superconformal index of the theory, and took a
regularisation given by the projective symplectic resolution. The index did not depend on the
choice of regularisation parameter. We computed the superconformal index in many cases
using localisation theorems.

In chapter 5, we computed the superconformal index of the above mentioned quantum
mechanical model for the case of its target space being the Nakajima quiver variety associated
to A- and Â-type quivers, including in the presence of baryonic charge. We use this analysis
of the linear quiver to prove theorem 9, which writes the Hilbert series with background
charge as a plethystic piece times a symmetric polynomial. We further prove a similar result
for the superconformal index.

Chapter 4 contains theorem 7, which is the statement of three dimensional mirror sym-
metry in the specific case of the ADHM quiver with generic baryonic charge k. The proof of
this involved the use of the theory of symmetric functions and multi-dimensional contour
integrals, one of which we showed in section 4.4.1 is equivalent to a generalised principal
specialisation formula. We remarked in section 4.6 that our derivation seems to use the
structure of the Cherkis bow of [54, 159]. Finally, we showed that our derivation applies
equally well to a certain linear quiver and showed how the gluing procedure of [61] can be
applied on the Higgs branch.

In the final chapter 6, we investigate the action of the Poisson algebra of holomorphic
functions on a hyperKähler manifold on sections of line bundles on the manifold. We look at
the case where the Poisson algebra is the classical limit of the Yangian and find in theorem 12
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that the representation theory is given by the fusion product of Kirillov-Reshitkhin modules
with the Poisson algebra. We further find in theorem 10 that for a specific choice of line
bundle we can produce the generating function for Poincaré polynomials of ADE-type quiver
varities.

7.2 Future directions

In theorem 12 we decomposed the Hilbert series of the Coulomb branch of an infinite rank
ADE-quiver into its representation theory under the Yangian. An obvious generalisation is
how to see the representation theory at finite rank, where instead of the full Yangian one has
the truncated (shifted) Yangian (the shift is present when the quiver is not balanced).

It known that the partition function of a three dimensional theory on S3 gives a quantity
which has a Coulomb branch Hilbert series and a Higgs branch Hilbert series limit, [173]. It
would certainly be of interest to see if one could apply the infinite rank limit to this theory,
and see how the quantum group symmetry manifests itself in the full partition function, and
then of course how the truncated shifted Yangian manifests at finite rank.

The partition function on S2 ×S1 is given by a sum over vortices [173] (this is essentially
a two dimensional version of the results of [169]), with a contribution for each vortex number
given as a q-quantised form of the Hilbert series of the moduli space. How does one instead
get the q-quantised form of the superconformal index? How is the interpretation of the
q-quantised superconformal index in terms of quantum K-theory? Can one compute the
quantum K-theory in the infinite rank limit and get quantum Kirillov-Reshitkhin modules
analagous to theorem 12?

It would also be of interest to calculate the superconformal index in the infinite rank limit
in a similar fashion to theorem 12. This would be an instructive toy model for the ultimate
goal of constructing the infinite rank limit of the ADHM quiver (note that for A-type quivers
the superconformal index tells us quite a lot about the superconformal index of the ADHM
quiver because of equation 3.30 in chapter 5). The reason this is of interest is because the
quantum mechanical model with target space instanton moduli space is the discrete light
cone quantisation (DLCQ) of the six dimensional (2,0) theory, [3, 4]. The infinite rank limit
is the decompactification limit of the null circle, and so one may hope to obtain information
about the (2,0) theory via this limit of the quantum mechanics. The presentation of the
superconformal index in theorem 9 may be conducive to taking the infinite rank limit.

Theorem 10, relating the Hilbert series of the infinite rank Coulomb branch of a balanced
ADE-quiver to the generating function of the Poincaré polynomial of the finite rank Higgs
branch of the same ADE-quiver remains mysterious. It is certainly not directly due to three
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dimensional mirror symmetry, because the graphs of the quivers are the same, which is not
true for the mirror duals. It is possibly a consequence of symplectic duality, [36, 35], a
mathematical duality between the Higgs branch and the Coulomb branch of the same theory,
but this requires further investigation.

An obvious generalisation of the work in chapter 3 is to four supercharge quiver varieties.
For example the work of [154] already provides an answer for the superconformal index of
the handsaw quiver (defined in that paper). However the exact geometrical interpretation of
this quantities remains to be found. It is known that the handsaw quiver variety is the moduli
space of vortices in a Tσ (SU(N)) theory, [44]. In terms of quantum group symmetry, one
finds a similar story to the linear quiver, but a step behind. By this I mean that the linear
quiver gives a spin chain symmetry in the infinite rank limit, and then for all equal charge
would give a finite dimensional affine algebra character in the infinite charge length limit,
corresponding to a thermodynamic limit of the spin chain, see theorem 5.4 [101] . While for
the handsaw quiver one sees the spin chain character at finite rank and gets the affine Lie
algebra character in the infinite rank limit [76, 65]. Of course this is just one of many four
supercharge quivers that one could investigate.

The superconformal index of chapter 3 is one side of the not-well-understood AdS2/CFT1

correspondence. The superconformal index should be comparable to the black hole entropy
of a black hole in AdS2 ×K, for K some eight dimensional manifold. See [181] and the
references therein.
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Appendix A

The Jeffrey-Kirwan pole procedure

In this chapter we give a brief description of the Jeffrey-Kirwan localisation and residue
procedure.

The Jeffrey-Kirwan pole procedure is the method by which we may evaluate the Molien-
like integrals of, for example, sections 2.2.3 and 5.3.4, in order to compute the Hilbert
series/superconformal index we are interested in.

In this appendix we shall briefly why the Molien integral is relevant for our calculation,
and how to take the Jeffrey-Kirwan residue of it.

Our emphasis on this appendix is on calculation as opposed to theory, and in this light
we work through two examples. One being the derivation of the Molien integral for the non-
equivariant Euler character of line bundles on CP1 and the other being the Jeffrey-Kirwan
pole procedure applied to line bundles on a simple linear quiver. Furthermore, we refer to the
literature on equivariant cohomology and characteristic classes for the definitions of these
objects, see for example the excellent lecture notes [139].

The Jeffrey-Kirwan procedure was first developed by Witten, [203], Jeffrey and Kirwan,
[116], and Guillemin and Kalkman, [95], using rather complicated analytic formulae. The
subsequent work by Brion and Vergne, [39], further elucidated by Szenes and Vergne, [189],
provided a simpler algebraic presentation and coined the term “Jeffrey-Kirwan residue".

The procedure was first used in localisation computations in the physics literature in
[25, 26] to compute the partition function of the Ramond-Ramond sector of two dimensional
gauged linear σ -models on T 2 with N = (2,0) supersymmetry (this quantity is known as
the elliptic genus), and then in further works such as [58] and [113] to compute quantum
mechanical partition functions.

One of the crucial ingredients for the Jeffrey-Kirwan residue is the Jeffrey-Kirwan
parameter, η ∈ t∗ (living in the dual of the Cartan subalgebra of the gauge group’s Lie
algebra). In general, the residue is not independent of this parameter. Despite living in a
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different space to the Fayet-Ilioupoulos parameter, ζR ∈ π1(G)∨, they are often identified
(here we set ζC = 0, this identification is, in fact, generally done for symplectic quotients).
There are justifications in the literature for this identification from path integral derivations
of the residue formula, see for example [58, 113]. Assuming this identification, we are able
to compute wall crossing phenomena by varying the Jeffrey-Kirwan parameter pass a wall.

One can understand, from a path integral derivation, the Molien integral over the gauge
fugacities W as an integral over the values of the vector multiplet scalars. The poles then
correspond to the fixed points of the Higgs branch1.

In section A.1, we give a brief description of how one would expect the Molien integral
to emerge. We do not work equivariantly with respect to isometries, but the results can all be
lifted. In section A.1.1, we give the relevant calculation for the simple case of non-equivariant
line bundles on CP1. In section A.2, we explicitly describe how to take the Jeffrey-Kirwan
residue of a meromorphic form. In section A.2.1, we work through the Jeffrey-Kirwan pole
procedure for line bundles on a particular quiver.

A.1 Motivation and statement

In chapter 3, we found ourselves interested in the equivariant Euler character of equivariant
coherent sheaves on a smooth hyperKähler quotient M

ζ⃗
(a quasiprojective variety), with

ζ⃗ = (ζR,0) a regular value. Let V be an equivariant coherent sheaf on M
ζ⃗
. Its Euler

character can be thought of as its image under the K-theoretic push forward (also known as
transfer homomorphism) of the map Π : M

ζ⃗
→{pt}, i.e.

χ(V ) = Π!(V ) . (1.1)

There is a map from equivariant K-theory to equivariant cohomology called the Chern
character, denoted Ch. This character commutes with pullbacks. The Grothendieck-Riemann-
Roch theorem tells us to what extent it commutes with the pushforward. It says that

Ch Π!(V ) = Π∗
(

Ch(V )td(M
ζ⃗
)
)
, (1.2)

where td(M
ζ⃗
) is the Todd genus for the tangent bundle of M

ζ⃗
. We have that

Ch Π!(V ) = Π!(V ) = χ(V ) , (1.3)

1Recall from chapter 2 that when a generic complex hypermultiplet mass parameter and a generic real
Fayet-Ilioupoulos parameter are turned on, the vacua lift to a finite number of isolated fixed points, which have
both non-zero hypermultiplet and vector multiplet scalar vacuum expectation values.
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as Π maps to a point. We further have that (by definition)

Π∗
(

Ch(V )td(M
ζ⃗
)
)
=
∫
M

ζ⃗

Ch(V )td(M
ζ⃗
). (1.4)

So, we see that the evaluation of the Euler class of V is reduced to the problem of inte-
grating a certain cohomology class over the hyperKähler quotient manifold M

ζ⃗
. Specifically,

χ(V ) =
∫
M

ζ⃗

Ch(V )td(M
ζ⃗
). (1.5)

In the work [116], Jeffrey and Kirwan showed us exactly how to evaluate such integrals2.
We lift the integrand to an equivariant cohomology class of the big space, then take a certain
residue of this class called the Jeffrey-Kirwan residue.

Since the action of G on µ⃗−1(⃗ζ ) is free (we choose a regular value of ζ⃗ ), there is an
isomorphism

ϖ : H∗
G(⃗µ

−1(⃗ζ ))
∼=→ H∗(M

ζ⃗
). (1.6)

This map, known as the Borel-Cartan isomorphism, along with the restriction map induced
from the inclusion i : µ

−1
C (0)→ µ−1(⃗ζ ), give the map

κ := ϖ ◦ i∗ : H∗
G(µ

−1
C (0))→ H∗(M

ζ⃗
). (1.7)

It was proved that for compact symplectic quotients that κ is surjective in [132], and it was
proved that the map is surjective for Nakajima quiver varieties in [146].

Define the forms β0(V ) := Ch(V )td(M
ζ⃗
) ∈ H∗(M

ζ⃗
) and β (V ) ∈ H∗

G(µ
−1
C (0)), such

that κ(β (V )) := β0(V ). We know such a form exists by the surjectivity of κ .
If we let F be the set of fixed points of µ

−1
C (0) under G, and assume that the fixed points

are isolated, then the localisation theorem of Jeffrey and Kirwan tells us that

χ(V ) =
∫
M

ζ⃗

β0(V )

=
1

(2π)dimG|WG| ∑
F∈F

JK-Resη

(
∏

α∈RG

α(W )eiµR(F)(W ) i∗F(β (V ))

eF(W )
dW

)
,

(1.8)

2They in fact only showed this for compact manifolds, but works such as [145, 190] tell us how to lift to the
non-compact setting in, at least some of, the examples we care about.
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where eF(W ) is the G-equivariant Euler class of the normal bundle to F in µ
−1
C (0), RG is the

set of roots of G, iF : {F} ↪→ µ−1(0) is the inclusion map, WG is the Weyl group of G, and
JK-Resη is a residue procedure that we shall describe in section A.2.

This residue is exactly of the integrand of the Molien integral.

A.1.1 A simple example

To give a sense of the derivation above, we work through one of the simplest non-trivial
examples: line bundles on CP1. One can understand this manifold as the symplectic
resolution of the Kähler quotient of C2 by the Hamiltonian action of U(1), with moment map
µ = |z1|2 + |z2|2, where (z1,z2) are the standard coordinates on C2. One can understand this
in four supercharge quiver language as being the Higgs branch of the quiver in figure A.1.

1 2

Fig. A.1 The quiver corresponding to CP1. Note the arrow is directed.

CP1 has open cover U = {U0,U1}, where U0 = CP1\{N} and U1 = CP1\{S} (N and S
are the North and South poles of CP1). U0 ∼=C, with coordinate z. On U0∩U1, the transition
function is z 7→ 1/z.

Kähler metric and form on CP1 (using coordinates on U0) are respectively given by

h =
dz⊗dz̄
(1+ zz̄)2 ,

ω = i
dz∧dz̄
(1+ zz̄)2 .

(1.9)

The non-trivial vector bundles on CP1 are the line bundles O(B), for B ∈ Z, such that
O(B)|Ui

∼=Ui ×C, with gluing along U0 ∩U1 via the isomorphism (s,v) 7→ (s−1,s−Bv). It is
standard to show that all vector bundles decompose into a direct sum of such line bundles.

We want to compute the Euler character of O(B), using the map Π : CP1 → {pt}. By
equation (1.5), we have that

χ(O(B)) =
∫
CP1

c(O(B))∧ td(CP1) . (1.10)

Using Chern-Weil theory, one can compute that

c(O(B)) = 1+
Bi
2π

dz∧dz̄
(1+ |z|2)2 . (1.11)
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TCP1 ∼= O(2), as can be seen by a direct calculation of the transformation of ∂

∂ z under
the map z 7→ 1/z. It is a standard result that

td(E) = 1+
1
2

c1(E)+
1

12
(c2

1 + c2)+ . . . . (1.12)

So, over CP1, we have td(E) = 1+ 1
2c1(E), and thus

td(CP1) = 1+
i

2π

dz∧dz̄
(1+ |z|2)2 . (1.13)

So we have that

χ(O(B)) =
∫
CP1

(
1+

Bi
2π

dz∧dz̄
(1+ |z|2)2

)
∧
(

1+
i

2π

dz∧dz̄
(1+ |z|2)2

)
= (B+1)

∫
CP1

i
2π

tr
dz∧dz̄

(1+ |z|2)2

= (B+1) .

(1.14)

Note that for B positive, H1(CP2;O(B)) = 0, and so we have reproduced the well-known
fact that there are B+1 linearly independent global sections of O(B).

Now we shall evaluate our integral over CP1 using the Jeffrey-Kirwan localisation
procedure. To do this, we must lift our cohomology class to H∗

U(1)(C
2). We use the Borel-

Cartan isomorphism, see for example [96]. This maps H∗
U(1)(S

3) 7→ H∗(S2) via

α ⊗wn 7→ αhor ⊗Ω
n , (1.15)

where hor is projecting onto the horizontal component induced from the U(1) principal
bundle S3 → S2 ∼= CP1 (note this is exactly the Hopf fibration), Ω is the curvature of this
principal bundle, and w is the fugacity corresponding to the equivariant grading. The U(1)-
principal bundle has curvature3 i

4π
ω . Using the metric g = dz1dz̄1+dz2dz̄2, we have normal

vector to S3, n, and vertical vector in the bundle v:

n = z1
∂

∂ z1
+ z̄1

∂

∂ z̄1
+ z2

∂

∂ z2
+ z̄2

∂

∂ z̄2
,

v =−iz1
∂

∂ z1
+ iz̄1

∂

∂ z̄1
− iz2

∂

∂ z2
+ iz̄2

∂

∂ z̄2
.

(1.16)

3The coefficient is needed to ensure that this is a generator for Z-valued cohomology.
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So, the vertical bundle has fibres

V(z1,z2)(S
3) = Rv. (1.17)

The horizontal bundle has fibres

H(z1,z2)(S
3) = R(z̄2∂z1 − z̄1∂z2 + z2∂z̄1 − z1∂z̄2)⊕ iR(z̄2∂z1 − z̄1∂z2z2∂z̄1 − z1∂z̄2). (1.18)

We see that under (1.15), the appropriate preimage of i(B+1)
2π

dz∧dz̄
(1+|z|2)2 is

α = (B+1)w. (1.19)

This lives in HU(1)(S3), but since the map from HU(1)(C2) to this is just restriction, we
trivially extend it to a cohomology class on the big space.

To finally apply the formula (1.8), we need to sum over the U(1) fixed points of C2.
There is only one, and it is (0,0) ∈ C2. Given that eU(1)(T(0,0)C2) = w2, we have

χ(O(B)) = Resw=0
(B+1)w

w2 dw = B+1 . (1.20)

A.2 How to take Jeffrey-Kirwan residue

Here we review the iterated residue procedure of [189]. We defer to that paper for proofs (it
is proven in that paper that this method is equivalent to other definitions of the Jeffrey-Kirwan
residue). We shall then do the procedure for a simple linear quiver. We do it for all non-
singular choices of the Jeffrey-Kirwan parameter, and observe wall-crossing for appropriate
choices of baryonic charge.

The gauge fugacities W , live in the real r-dimensional vector space, a. Our integral is
over a meromorphic (r,0)-form, given by a rational function, φ , times dµ := dw1 ∧ . . .dwr.
We shall think of dµ as having positive orientation. In our rational function, we must pick
the poles, corresponding to hyperplanes in a, that we take the residue of (this corresponds to
the choice of linear denominators). We pick these to be all the possible poles in the Hilbert
series, ignoring all poles in the superconformal index that have a factor of y in them4. We
define the set A in terms of this choice of poles as follows: any denominator of the form

1
1−τ#Z# ∏i wni

i
, where we arrange the rational function such that the power of τ is positive,

corresponds to the element ∑i niQi, where Q1, . . . ,Qr is an ordered basis for a. The size of A

4The geometric interpretation for this is clear, since we think of the fixed points as living on the base-
manifold, and thus should ignore all poles containing powers of y in the coordinates.
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is equal to the number of poles that we have decided to consider for our residue, we shall
define this number to be n in this section.

For a choice of A, define BInd(A), the set of basis index sets, to be the set of index
subsets σ ⊆ {1, . . . ,n} for which {αi|i ∈ σ} is a basis of a∗. Use the notation

γ
σ = (γσ

1 , . . . ,γ
σ
r ) (2.21)

for the basis associated to σ ∈BInd(A). We assume an ordering of the basis elements has
been fixed.

Denote by Conesing(A) the union of the boundaries of the simplicial cones Cone(γσ ), for
σ ∈ BInd(A). Elements of Conesing(A) are called singular, while the other points of a are
called regular. A connected component of Cone(A)\Conesing(A) is called a chamber. For a
chamber c, we define BInd(A,c) to be the set of σ ∈ BInd(A) for which Cone(γσ )⊃ c. We
choose such a chamber c, this will turn out to be equivalent to the choice of Jeffrey-Kirwan
parameter.

There are a finite number of points in a where ⩾ r of the hyperplanes defined by A

intersect. Call these points full poles. We label them p1, . . . , p f . If f = 0, then the integral
will be zero. We define Api to be the set of elements of A whose corresponding hyperplanes
pass through pi.

For i = 1, . . . , f , let FL (Api) be the finite set of flags

F = [F0 = {0} ⊂ F1 ⊂ F2 ⊂ ·· · ⊂ Fr−1 ⊂ Fr = a], dimFj = j, (2.22)

such that Api contains a basis of Fj for each j = 1 . . . ,r. For each F ∈ FL (Api), we choose
an ordered basis γF = (γF

1 , . . . ,γ
F
r ) of a with the following properties:

1. γF
j ∈ spanQApi for j = 1, . . . ,r;

2. {γF
m}

j
m=1 is a basis of Fj for j = 1, . . . ,r;

3. the basis γF is positively oriented;

4. dγF
1 ∧·· ·∧dγF

r = dµ .

To each flag F ∈ FL (Api), one can associate a linear functional ResF on the rational
function. This is called an iterated residue. Consider the elements of γF as defining
coordinates on a, and write w j = γF

j (w), for each w ∈ aC. Then any rational function
on aC := a⊗RC can be written as a rational function, φ F , of these coordinates. φ(u) =
φ F(u1, . . . ,ur). We write the pole pi in these coordinates as pi = (pi,1, . . . , pi,r).
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We define the iterated residue associated to the flag F ∈ FL (Api) as the functional
ResF given by the formula

ResFφdµ = Resur=pi,rdurResur−1=pi,r−1dur−1 . . .Resu1=pi,1du1φ
F(u1, . . . ,ur) . (2.23)

Pick an element η ∈ c, this is the Jeffrey-Kirwan parameter. Denote by ΣA the set of
elements of a∗ obtained by partial sums of elements of A. η is sum-regular, if it does not
belong to any hyperplane generated by elements of ΣA.

For j = 1, . . . ,r and F ∈ FL (Api), introduce the vectors

κ
F
j :=

n

∑
ℓ=1

αℓ∈Fj∩Api

αℓ . (2.24)

κF
j ∈ ΣA, and κF

r =: κ = ∑
n
i=1 αi is independent of F .

A flag is proper if the elements κF
j , for j = 1, . . . ,r, are linearly independent.

For each F ∈ FL (Api), define ν(F) ∈ {0,±1} as follows:

• ν(F) = 0 if F is not a proper flag;

• if F is a proper flag, then ν(F) is equal to 1 or −1, depending on whether the ordered
basis (κF

1 , . . . ,κ
F
r ) of a∗ is positively or negatively oriented respectively.

For a proper flag F ∈ FL (Api), introduce the closed simplicial cone s+(F,Api) as

s+(F,Api) =
r

∑
j=1

R⩾0κ
F
j . (2.25)

For η ∈ a∗, denote by FL +(A,η) the set of flags, F , such that η ∈ s+(F,A).
If η is sum-regular, then every flag F ∈ FL +(Api,η) is proper, and thus, for such F

we have ν(F) =±1.
We define the Jeffrey-Kirwan residue as:

JK-Resc(φ) :=
f

∑
i=1

∑
F∈FL +(Api ,η)

ν(F)ResFφ . (2.26)

One can show that this is independent of the choice of η , up to the choice of chamber c that
it belongs to, hence the notation JK-Resc.
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1 1

1 1

B1 B2

Fig. A.2 The simple length two quiver, with baryonic charge B1 and B2.

A.2.1 An example

In this subsection, we work through the Jeffrey-Kirwan procedure for a quiver with back-
ground charge. The quiver we work with is pictured in figure A.2. Due to the tediousness of
the procedure, we only show the details for two poles, before summarising all the results.
These calculations can then be applied for φ the integrand of either the Hilbert series or the
superconformal index.

We take a= RQ1 ⊕RQ2,
dµ = dQ1 ∧dQ2 , (2.27)

and
η = a1Q1 +a2Q2 , (2.28)

for a1,a2 ∈ R.
There are twelve poles whose coordinates are neither zero or infinity. They are

(τ/z1,τ/z2), (τ/z1,1/τz2), (1/τz1,τ/z2), (1/τz1,1/τz2),

(τ/z1,τ
2/z1), (τ/z1,1/z1), (1/τz1,1/z1), (1/τz1,1/τ

2z1),

(τ2/z2,τ/z2), (1/z2,τ/z2), (1/z2,1/τz2), (1/τ
2z2,1/τz2) .

(2.29)

We do the analysis for a single one of these poles explicitly here.
p := (1/τz1,1/τz2):

Ap = {−Q1,−Q2} . (2.30)

Defines flags
FL (Ap) = {[0 ⊂ ⟨Q1⟩ ⊂ R2], [0 ⊂ ⟨Q2⟩ ⊂ R2]} . (2.31)

We choose bases
γ
−Q1 = (Q1,Q2), γ

−Q2 = (−Q2,Q1) . (2.32)

Flags have vectors

κ
−Q1
1 =−Q1, κ

−Q2
1 =−Q2, κ =−Q1 −Q2. (2.33)
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The appropriate signs for the flags are

ν(F−Q1) = +1, ν(F−Q2) =−1. (2.34)

Residue at p is non-zero iff a1,a2 < 0 and a1 ̸= a2. If this is the case, then the contribution
of this pole is

Resw2=1/τz2dw2Resw1=1/τz1dw1 φ (2.35)

Summary5

• a1,a2 > 0 poles are (τ/z1,τ/z2) (τ/z1,τ
2/z1) (τ

2/z2,τ/z2);

• a1,a2 < 0 poles are (1/τz1,1/τz2) (1/τz1,1/τ2z1) (1/τ2z2,1/τz2);

• a1 > 0,a2 < 0 pole −(τ/z1,1/τz2);

• a1 < 0,a2 > 0 pole −(1/τz1,τ/z2);

• a1 > 0,a2 < 0,a1 >−a2 pole (τ2/z2,τ/z2);

• a1 > 0,a2 < 0,−a2 > a1 pole (1/τz1,1/τ2z1);

• a1 < 0,a2 > 0,−a1 > a2 pole (1/τ2z2,1/τz2);

• a1 < 0,a2 > 0,a2 >−a1 pole (τ/z1,τ
2/z1);

• a1 < 0,a2 > 0 −a1 > a2 (−a1 ̸= 2a2) pole −(1/τz1,1/z1);

• a1 > 0,a2 < 0 a1 >−a2 (a1 ̸=−2a2) pole −(τ/z1,1/z1);

• a1 > 0,a2 < 0 −a2 > a1 (−a2 ̸= 2a1) pole −(1/z2,1/τz2); and

• a1 < 0,a2 > 0 a2 >−a1 (a2 ̸=−2a1) pole −(1/z2,τ/z2).

Note that in each chamber one has contributions from exactly three of the twelve con-
tributing poles, each clearly manifesting the expected coloured Young tableaux structure
from chapter 5.

From calculations on Mathematica, one can see that for any choice of η such that
a1 ·a2 · (a1 +a2) · (a1 +2a2) · (2a1 +a2) ̸= 0 (i.e. η is ΣA-sum regular), the Hilbert series
and the superconformal index without baryonic charge are independent of η .

T We now consider the effect of turning on B1 and B2. Through Mathematica, one sees
that the value of the Hilbert series and the superconformal index has a wall crossing along

5A minus sign in front of the pole’s position means that the iterated residue is to be subtracted.
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the line a1 =−a2 for |B1 +B2|> 1. The change in answer for either the Hilbert series or the
superconformal index from wall crossing is a finite polynomial that depends on the charge.
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