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Abstract 

Experimental study on the atmospheric neutrino flux and a neutrino oscillation analysis 

have been made for both the sub-GeV and multi-GeV energy region using Super-Kamiokande 

detector. 

Total exposure of the Super-Kamiokande detector amounts to 33.0 ktonyr and 44 7 4 fully­

contained (FC) events and 301 partially-contained (PC) events are observed. The p/e ratio is 

found to be significantly small compared to the theoretical expectation. The ratio of data to 

the Monte Carlo prediction, R, is measured to be R = 0.63 ± 0.03 (stat.) ± 0.04 (syst.) for 

sub-GeV and RFC+PC = 0.65 ± 0.05 (stat.) ± 0.08 (syst.) for multi-GeV energy region. 

Additionally, the significant deficit of the upward-going events is observed for p-like events. 

The up/down ratio, U/D, is measured to be U/D = 0.78 :t:8:8~ (stat.) ± O.Ql (syst.) for sub-GeV 

p-like events and U/D = 0.53 :t:8:8~ (stat.) ± O.Ql (syst.) for multi-GeV p-like events. On the 

other hand, the up/ down ratio for e-like events is consistent with the expectation. 

A 3-flavor oscillation analysis assuming one mass scale dominance are carried out and the 

allowed region for the oscillation parameters (~m2 , 823, 813) is obtained. The relatively large 

angle for 813 is allowed in the region of 9 X 10-4 < ~m2 < 2.5 X 10-2 eV2 , but the pure 

v~ +-+ v7 oscillation is also consistent with the 3:-flavor oscillation within 90% confidence level 

(C.L.). The pure v~ +-+ Ve oscillation is excluded with high confidence (more than 99.99% C.L.). 

The significant deficit of muon neutrino can be explained well by assuming the 3-flavor or pure 

v~ +-+ v7 neutrino oscillation. We conclude that the present data give evidence for oscillation of 

muon neutrino. 
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Chapter 1 

Introduction 

1.1 Atmospheric neutrinos 

Primary cosmic rays, like protons and nuclei, are poured continuously into the atmosphere of the 

Earth. As they propagate in the atmosphere, they interact with air nuclei and create secondary 

mesons, mostly pions and kaons. Atmospheric neutrinos are produced via the decays of these 

secondaries, especially the decays of charged pions and muons are dominant: 

1f+ -+ Jl.+ +vi' 
.). 

Jl.+ -> e+ + Ve +iii' 

1f - -+ J1. +DI' 
.). 

J1. -> e- +De+ VI' 

In total, two muon neutrinos and one electron neutrino are produced by the decay chain 

of a charged pion. The flux ratio of (vi' +iii') to (ve +De) can be expected to be 2. Actually, 

this expectation is correct in the energy range of ;S 2 GeV. Above which the ratio increases 

up to ~10 at 100 GeV, because muons arrive at the ground without decaying and the number 

of electron neutrino decreases. The uncertainty of the ratio is estimated to be :0:5 % although 

there is ~20 % uncertainty in the measurement of primary cosmic-ray flux. 
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Fig 1.1 shows the energy spectra for vi'+ Dl' and ve+ De, and Fig 1.2 shows the (vi'+ Dl')j(ve+ 

De), vl'jvl' and ve/De ratios. Both figures show the fluxes expected at the Super-Kamiokande 

site. 

Atmospheric neutrinos transverse the earth easily and come from all directions on the earth 

because neutrino has no electric charge and interacts with matter via weak interaction only. The 

flight length of atmospheric neutrino ranges from ~15 km to ~13000 km, and depends on the 

zenith angle of the arrival direction, as shown in Fig 1.3. 

Fig 1.4 shows the neutrino flux x E~ as ·a function of the zenith angle of the neutrino 

arrival direction. The flux has a slight dependence on the arrival direction. At Ev :S 1GeV, 

the neutrino flux is affected by the rigidity cutoff of the primary cosmic rays. The geomagnetic 

field determines the minimum energy of the primary proton. Therefore the neutrino flux is not 

up-down symmetric, since the geomagnetic field above Super-Kamiokande is stronger than the 

average. Above 2 GeV, the geomagnetic effect is negligible. The flux for horizontal direction 

increases due to the high probability of J.t-decay for horizontal directions in the atmosphere. 

1.2 Observation of atmospheric neutrinos 

Detailed study of atmospheric neutrinos are initiated by the nucleon decay experiments, which 

aimed to detect the rare proton decay events. They were located in the deep underground to 

reduce cosmic ray background. But the events of the nucleon decay were supposed to be so rare 

that the atmospheric neutrino became a possible source of background for the nucleon decay 

events. Therefore the precise measurement of the atmospheric neutrino was carried out. 

The atmospheric neutrino had been observed in the 1980's and early 1990's by the following 

experiments: Kamiokande, IMB, Soudan 2, Fn\jus and Nusex. Kamiokande and IMB were a 

imaging water Cerenkov detector, which detect Cerenkov radiation of charged particles. The 

water Cerenkov detector was suited for such massive experiment because it was easy to enlarge 

the mass of the detector. The other experiments, Soudan 2, Fn\jus and Nusex were the tracking 

detectors which detect the tracks of charged particles. 
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1.2.1 Kamiokande experiment 

Kamiokande was an imaging water Cerenkov detector which was located in the Kamioka mine, 

Gifu prefecture, Japan. The average rock overburden amounts to 1000 m, which is 2700 m 

water equivalent (m.w.e.). The detector was the cylindrical tank, 15.5 min diameter and 16m 

in height, and contained 3000 tons of pure water. 948 20-inch photomultiplier tubes (PMTs) 

were instrumented in all solid angle inside the detector and the photocathod-coverage was about 

20%. 

There had been three phases of experiments. Kamiokande-I started at 1983 for the detection 

of proton decay. From Kamiokande-II, The detector was upgraded to reduce low energy back­

ground and observe solar neutrinos. The outer detector covers the inner detector completely 

with 123 20-inch PMTs. The water purification system was improved to removed radioactive 

materials, such as 222 Rn, in the water. The Kamiokande-II succeeded in pushing analysis thresh­

old down to 7 MeV and observing solar neutrinos [1], and especially it is famous for the first 

detection of supernova neutrinos when supernova.1987A exploded [2]. At Kamiokande-III, plas­

tic coated aluminum reflectors were attached to all PMTs to enhance light collection and new 

electronic systems, which was a prototype for the Super-Kamiokande electronics, was installed. 

The atmospheric neutrinos were observed throughout these three phases. The normal data tak­

ing ended at 1996 and the laboratory was inherited to the KAMLAND experiment, which is 

aiming to detect anti electron neutrinos from nuclear reactors. 

There were three types of atmospheric neutrino events observed in Kamiokande, which were 

fully-contained (FC) events, partially-contained (PC) events and upward-going muon (UP!') 

events, as shown in fig 1.5. An event was classified as a FC event if the whole track of charged 

particles are contained. The particle identification was applied for the 1 Cerenkov ring FC 

events and tagged as !'-like ore-like, corresponding to vp. and Ve induced events. An events was 

classified as a PC event if the vertex of event is within the inner detector and the track of a 

charged particle reaches the outer detector. And for a UPI' event, high energy upward-going 

muon, which is produced in the rock, enters the detector. These detection techniques were 

inherited to Super-Kamiokande. 
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Figure 1.5: Schematic views of the fully-contained, partially-contained and upward-going muon 

event. 

1.2.2 1MB experiment 

The "Irvine-Michigan-Brookhaven" (IMB) experiment started at 1982 to detect the nucleon 

decay events. The detector was located at the depth of 1570 m.w.e. in the Fairport salt mine 

near Cleveland, Ohio. It was an imaging Cerenkov detector, which consisted of a 23 m x 17 m 

x 19 m tank, instrumented by 2048 8-inch PMTs facing inward and filled by 8 ktons of pure 

water. The fiducial volume of the detector was 3.3 kton for the neutrino analysis. IMB had also 

three experimental phases with upgrading the detector performance and observed supernova 

neutrinos and atmospheric neutrinos. The experiment ended at 1991, but the 8-inch PMTs and 

wavelength shifter plates were recycled for the outer detector of Super-Kamiokande. 

1.2.3 Soudan 2 experiment 

The Soudan 2 experiment is located 710 m underground in the Soudan Underground Mine State 

Park in Minnesota. The detector is an time projection, tracking calorimeter. It consists of 224 

modules each weighting 4.3 tons and having an average density of 1.6 gjcc. About 85% of the 

mass of the module is provided by 1.6 mm thick sheets of corrugated steel. The sheets are 

stacked to form a hexagonal "honeycomb" structure. Plastic drift tubes fill the space in the 

honeycomb. The calorimeter modules are surrounded by an 1700 m2 active shield of aluminum 

proportional tubes to identify particles which enter or exit the detector. 

The Soudan 2 experiment presents the "contained events" sample which is defined as one 

in which no primary particle in the event leaves the fiducial volume, defined by a 20 em depth 
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cut on all sides of the detector. The events are classified as "track", "shower", "multiprong" or 

"proton" by event scan. 

1.2.4 Frejus experiment 

The Frejus detector was located near the center of the highway tunnel connecting Modane 

(France) to Bardonecchia (Italy) under Alps. The average rock overburden amounts to 1720 m 

(4710 m.w.e.). The detector is a iron calorimeter with the total mass of 900 tons measuring 

6 m x 6 m x 12.3 m, and have a sandwich structure consisting of 912 flash chambers and 

iron planes. 113 planes of Geiger tubes are interspersed and provide the trigger. The data 

taking started February 1984 with mass of 240 tons, and the size of the detector was gradually 

increased until the final mass of 900 tons was reached. The experiment ended in September 

1988. The events are classified as "contained" or "semicontained" events. An event is classified 

to be semicontained if a possible primary vertex found inside the detector and at least one track 

is leaving the apparatus. 

1.2.5 Nusex experiment 

Nusex (Nucleon Stability Experiment) detector was locate in a highway tunnel under Mont 

Blanc in the French Alps, with 4800 m.w.e overburden. The detector is an iron calorimeter of 

a 3.5 m cube, consisting of layered iron slabs and plastic streamer tubes. The total mass is 150 

tons, 130 tons of which is used as a fiducial mass. 

1.3 Atmospheric neutrino problem 

As the investigations of atmospheric neutrino by these experiments were going on, two inconsis­

tent results about the flavor ratio of neutrino had been discussed and caused the atmospheric 

neutrino problem. 

Kamiokande and subsequently IMB reported the anomalous results in the neutrino favor 

ratio in the sub-GeV region, in which visible energy of a event (Evis) is less than about 1 GeV. 

They expressed their measurement by the ratio of ~t-like to e-like compared to the expectation, 

R(~t/e) = (Jt/e)data!(~t/e)exp, and emphasized this ratio to be only about 60% of the expecta­

tion [4, 6]. Soudan 2 experiment also investigated the flavor ratio of atmospheric neutrino with 
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experiment R(ftle) 

Kamiokande sub-GeV 0.60:"8:8~ ± 0.05 [5] 

multi-GeV 0.57:"88~ ± 0.07 [5] 

IMB-3 sub-GeV 0.54 ± 0.05 ± 0.012 [6] 

multi-GeV 1.4:"8:j ± 0.3 [7] 

Soudan 2 0.72 ± 0.19:"8:8~ [8] 

Fn\jus 1.00 ± 0.15 ± 0.08 [9] 

Nusex 

Table 1.1: Summary of the 

measured R(l' I e) value before 

Super-Kamiokande. The first 

error shows statistical error 

and the second shows system-

atic error. 

8 

tracking detector and supported their results [8]. Table 1.1 shows the world summary of the 

flavor ratio, R(l' I e), reported before Super-Kamiokande. 

Furthermore, Kamiokande published a very impressive report about the zenith angle depen­

dence of R(ftle) in the multi-GeV energy region (Evis > 1.33 GeV) [5], as shown in Fig 1.6. 

These results were explained by the neutrino oscillation, which is caused by the finite mass of 

neutrino. Neutrino oscillation is a flavor transition phenomenon caused by the mixing between 

mass eigenstate and flavor eigenstate and the transition probability depends on the neutrino 

energy and propagation length. The oscillation mode was considered to be either "" B Ve or 

"" B Vn with the difference of neutrino mass square (~m2 ) being ~10-2 eV2 , as shown in 

Fig 1.7. 

However, Fn\jus and Nusex experiments offered the different results on atmospheric neutrino 

measurement from those of Kamiokande and IMB. They presented R(ftle) value which agreed 

with the expectation and asserted that no evidence for neutrino oscillation had been found in 

the atmospheric neutrino sample [9, 10]. But the statistical errors of their measurement were 

large compared with Kamiokande and IMB. 

Several hypotheses to solve the problem were discussed actively. One of them was the 

suspicion of performance of particle identification in water Cerenkov detectors. In order to verify 

the performance of the Kamiokande detector, a prototype 1000 ton detector of Kamiokande was 

constructed at KEK in Japan, and a beam test was carried out using it. The electron and muon 

beams in the momentum range of 100~1000 MeV lc were injected into various positions of the 
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Figure 1.7: 90 % C.L. allowed oscillation parameters (sin2 20,llm2 ) for vM ++ ve (left) and 

vM f-+ V7 (right) oscillations. Shaded regions shows the allowed region by Kamiokande sub-GeV 

and multi-Ge V data. 



CHAPTER 1. INTRODUCTION 10 

tank, and the vertex resolution, energy resolution and particle identification performance were 

investigated extensively [11]. The misidentification probabilities for electron and muon events 

were estimated to be less than ~ 3%. The agreement of data and Monte Carlo simulation was 

confirmed. 

The possible background of neutrons produced in the rock was also suggested as follows [12]: 

When the isolated neutron, which is produced by the hadronic shower induced by high energy 

cosmic ray muon, comes into the underground detector, a neutral pion (1r0 ) can be created inside 

the fiducial volume without any hits in the outer detector and can be a background for e-like 

event due to the overlapping of two gammas caused by the 1r0 decay. 

Kamiokande studied the contribution of the neutron background using 1r0-like events [13], 

which was identified by the two Cerenkov rings of e-like and the cut of reconstructed invariant 

mass corresponding to the 1r0 mass. The distribution of the distance from the detector wall 

was examined because an excess should appear near the detector wall due to the inelastic 

interactions of neutron in water ( attenuation length is about ~60 em). No clear excess was 

found and the background level for the sub-GeV e-like events was estimated to be less than 1.2 

%at 90% confidence level (C.L.). And for multi-GeV e-like the background contamination was 

also estimated less than 14 % at 90 % C.L .. These results excluded the neutron background 

hypothesis. 

1.4 Neutrino oscillation 

If neutrinos have a finite mass, the flavor changing phenomena, called neutrino oscillation, can 

occur. Neutrinos interact via the weak interaction in the flavor eigenstates Iva) (a = e, p,, T). 

However, if neutrinos have a finite mass, the mass eigenstates lv;) (i = 1, 2, 3) exist and can be 

different from the flavor eigenstates. In this case, the flavor neutrino states can be expressed by 

the superpositions of the mass eigenstates as follows: 

(1.1) 

where U is a unitary mixing matrix between flavor eigenstates and mass eigenstates of neutrino 

(UU* = U*U = 1). In the following, we will consider the flavor indices a, (3 = e, p,, T and the 

mass indices i,j = 1, 2, 3. The mixing matrix for three neutrinos is usually expressed as follows, 
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analogously to the Cabibbo-Kobayashi-Masukawa (CKM) quark mixing matrix. 

( """" 
S12C13 '"'"] U= 

., 
C12C23 - S12B23S13eio (1.2) -s12c23 - C12S23S13e' B23Cl3 

io io 
C23C13 812823 - C12c23B13e -q2s23 - S12C23S13e 

where Sij and Cij (i,j=l,2,3) show sinllij and cosllij, respectively and llij is the mixing angle of 

two mass eigenstate, vi and Vj. 8 is the CP violation term. 

In the two mixing case, the mixing matrix is given by the following 2 by 2 matrix with II 

being the only one mixing angle: 

U=( cos II sin II ) 

cos II 
(1.3) 

-sin II 

1.4.1 Neutrino oscillation in vacuum 

The mass eigenstate jvi) with a finite mass mi, momentum p and energy Ei = Jp2 + m[ satisfies 

the following energy eigenvalue equation: 

H.o lvi) = Ei I vi) (1.4) 

where H.o is the free neutrino Hamiltonian. The time evolution of the neutrino state is expressed 

by the Schriidinger equation. 

H.o Jva(t)) 

l: UaiEi jvi(t)) 

i,(3 

(1.5) 

The relativistic approximation Ei ~ p + mtf2p is used in (1.5). The Jva(t)) can be obtained 

by solving this equation analytically. 
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(1.6) 

where Aafl shows the transition amplitude from vfl to v, and the oscillation probability can be 

obtained by squaring it. 

The unitarity condition 

2:: U,jUEj = 6afl 
j 

(1.7) 

(1.8) 

(1.9) 

is used in (1. 7). tJ.m~k = m~- m~ is the difference of mass square. The time t is equal to the 

neutrino propagation length L in natural unit. In the 2-flavor mixing case, the mixing matrix 

is given by (1.3) and the oscillation probability (1.8) is given in a much simple form: 

P(vfl --+ v,) sin2 26 sin2 
( t.;: L) (a -1 /3) (1.10) 

P(v, --+ v.,) = 1- sin2 26 sin2 
( t.;: L) (1.11) 

(1.10) shows the transition probability from llfl to !Ia and (1.11) shows the survival probability 

of !Ia. 

According to (1.10) and (1.11), the oscillation length in vacuum, Lv, is determined by mo­

mentum p and CJ.m2 and given by 
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4Kp 

l~m21 

( 
p ) (1~m2 1)-l 2.48 GeV/c eV2 km 

13 

(1.12) 

In the case of L » Lv, the survival probability approaches to 1 - 1/2 sin2 211, where 1/2 

appears because the value of sin2 ( ~~: L) averages out there. The neutrino oscillation can be 

observed in the condition of ~~:L i'; 1, therefore the region of 10-4 ;S ~m2 ;S 10-l can be 

detected with the atmospheric neutrinos whose typical energy is about 1 Ge V and propagation 

length is 15 ~ 13000 km. 

1.4.2 Neutrino oscillation in matter 

When neutrinos propagate through matter, neutrinos fell potentials which are caused by the 

forward scattering with matter. In this case, the contribution from the neutral current and 

charged current should be considered. v_, Vp. and 117 interact with electrons, protons and neutrons 

via neutral current, but only Ve interacts with eleetrons via charged current. This effect modifies 

the behavior of the neutrino oscillation significantly. The potential for Ve by charged current is 

given as follows: 

(1.13) 

where G F is the Fermi constant, Ne is the electron number densities in the medium and N A is 

Avogadro number. For electron anti-neutrino ii_, the sign of this potential is opposite (Ve = - Ve). 

Including the effect of the potential, the equation (1.5) is modified as follows: 

(1.14) 

(1.15) 

It is difficult to solve this evolution equation exactly for neutrinos propagating in matter 

where the electron density is not constant. But in the case of constant density medium, one can 

diagonalize the matrix M 2 and obtain its eigenvalue and eigenfunction. 
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In the case of 2-flavor mixing, the eigenvalue Mf, 2 of the mass matrix M2 is obtained by the 

following equation: 

( 
Mf 0 ) 

0 M'f 
(1.16) 

where 

cos Om sinlim ) 

cos Om 

and Om correspond to the mixing matrix and mixing angle in matter, respectively. Mf,2 corre­

sponds to the square of neutrino mass in matter. The matter oscillation is described by replacing 

t.m2 and 8 with t.M2 and Om, respectively. The mass square difference t.M[2 = M'f- M[ and 

sin2 211m are calculated from (1.16) as follows: 

(1.17) 

(A/ t.m2 -cos 28) 2 + sin2 28 
(1.18) 

When A goes to 0, t.M2 and sin2 28m become those of vacuum oscillation. The oscillation 

probability in matter is expressed by (1.10) and (1.11) with the replacement of t.m2 -+ t.M2 

and I! -+ Om. For three neutrino mixing, the eigenvalue of the mass matrix M 2 is also analytically 

solved [14, 15]. 
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One of the interesting feature in the matter oscillation is the enhancement of sin2 20m. If 

a condition A = Ll.m2 cos 20 is satisfied, the sin2 20m becomes maximal (=1) even though the 

mixing angle 0 is small. 

Fig 1.8 shows sin2 20m as a function of A/ Ll.m2 in the case of sin2 20 = 0.1. It is seen that the 

resonance occurs around A/ Ll.m2 ~ 1. However, the oscillation is suppressed for anti-neutrino 

due to A --1 -A. Furthermore in A » Ll.m2 region, the oscillation is always suppressed by the 

factor ~ (Ll.m2 j A)2 for both neutrinos and anti-neutrinos. 

This theory was first suggested by Wolfenstein [16] and later by Mikheyev and Smirnov 

and named as MSW effect after them. It was applied for the enhancement of solar neutrino 

oscillations inside the Sun [17]. 

1.4.3 3-flavor oscillation with one mass scale 

The behavior of the 3-fiavor mixing oscillation is much more complicated than that of the 2-

fiavor mixing. In the case of the vacuum oscillations, the oscillation probability is expressed 

by the superpositions of three wave components, whose oscillation lengths are 47rp/ILl.m~1 1, 

47rp/ILl.m~2 1 and 47rp/ILl.m~1 1, therefore the physical implications are far from transparent. But 

if m~ is largely separated from mi and m~, the oscillation behavior becomes much simple [18, 19]. 

In this case, two mass states (v1 ,v2 ) are assumed to be degenerate in mass and 

becomes the dominant mass square difference in the neutrino oscillation ( one mass scale domi­

nance). 

The Ll.m2 can be fulfilled with either m3 > m 1,2 or m3 < m 1,2. These two cases are not 

entirely equivalent when neutrinos oscillate in matter. But in quarks and charged leptons, mass 

of the lower generation is lighter than that of the higher generation, therefore the hypothesis of 

the mass hierarchy 

m1 < m2 < m3 

can be assumed and Ll.m2 is taken to be positive in this thesis. 

In the case of the one mass scale dominance, the generic oscillation probability in vacuum 

(1.8) is modified with Ll.m~2 ,31 --> Ll.m2 and Ll.m~ 1 --1 0. 
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P(v!l --t v,) Oafl- 4(U,tU~1 + U~2U!l2)U,3U~3 sin2 
( ~:: L) 

Oafl - 4( Oafl - U,3U~3)U,3U~3 sin2 
( ~:: L) 
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(1.19) 

After the unitarity condition (1.9) is applied in (1.19), the transition and survival probabil­

ities are expressed by 

(a-# {3) (1.20) 

P(v, --tv,) (1.21) 

The following features of oscillation probabilities are considered in this oscillation scheme: 

• ~m2 , 1Ud2
, IU"3I 2 and 1Ural2 are seen in the oscillation probabilities, further IU7 3I 2 is 

determined to be 1 -1Ud2 -IU"312 according to the unitarity condition (1.9). 1Ud2 and 

I U "31 2 is expressed to be 

As a result, the oscillation probabilities are determined by only three parameters, ( ~m2 , lh3, lh3), 

and does not depend on the mixing angle, !112, and the CP violating phase, o. It remains 

valid for the oscillations in matter [19]. 

• All oscillation channels ( ve H v", v" H Vro ve H v7 ) are open and have the same 

oscillation length Lv = 4?rp/l~m2 1. Pure 2-flavor oscillations are also available by the 

following parameterization: 

!113 = 0 pure v" H v7 

023 = 1f /2 pure Ve H vi' 

!123 = 0 pure Ve H VT 
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• The expressions (1.20) and (1.21) have the same form as those of the two flavor mixing 

with the replacement 

(1.22) 

(1.23) 

These equalities are useful in comparing the 3-flavor oscillation result with the experimental 

results which were analyzed by 2-flavor mixing scheme. 

Furthermore, we can consider about the 3-flavor matter oscillation with one mass scale 

dominance [19]. Assuming that neutrinos propagate in the matter of constant density, the 

effective mass squares are induced in the matter oscillation and expressed as follows: 

{ 
1 + Aj ~m2 

1 . 1 . } Mf,3 ~m2 

2 
'F 2y (A/ ~m2 - cos 2013) 2 + sm2 2013 

Mi 0 

And the effective mixing angle in matter Of:l is given by 

. 2om sin2 2013 
sm 13 = -:( A--;-;j--:~-m--:c2 ---co-s-2=-o=-1-'30:) 2,-+-s-,in~2o::-20::-1-3 (1.24) 

This equation is similar to that of the 2-flavor matter oscillation, and the resonance also 

occurs at the condition A= ~m2 cos 2013· 

With these variables, the transition and survival probabilities are given analogously to that 

of the vacuum oscillation 

= 1-sin2 20msin(~M}1 L) 
ee 4p (1.25) 

sin2 20m sin --31-(~M2 L) 
e" 4p (1.26) 

1- sin2 20m sin (~'M}1 L) 
"" 4p 
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. 2 21) . 2em . 2 (M1L) -sm 23sm 13 sm 4p 

· 2 2 m { . 2 (M3L) . 2 (/::,.M13L)} - sm 21)23 cos 1)13 sm 4p - sm 
4
p 

where !::;Mj1 = Mj- M[ and 

sin2 21)13 

· 21) · 2 21)m 
Slll 23 Slll 13 

. 41) · 221)m . 2 21) 21)m 
Sill 23 Sill 13 + Slll 23 COS 13 
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(1.27) 

(1.28) 

(1.29) 

(1.30) 

For Ve --+ Ve and Ve --+ v 11 oscillation, the oscillation probabilities are realized by only replacing 

1)13--+ 1)13 and /::,.m2 --+ t:,.Mj1, and they depend only on one oscillation length 

L31 = 47rp 
m !::;M2 31 

(1.31) 

However, the oscillation probability of v11 --+ v11 is much complicated and has three different 

oscillation length, L~, L~, Lin, which are given by 

L3 = 47rp L1 = 47rp (1.32) 
m M2' m M2 

3 1 

It had been pointed that the presence of Lin component in v11 --+ v11 transition probability 

produces the negligible matter effect in the case of /::,.m2 » A [19, 20]. In this region, the 

oscillation lengths in matter are approximated by 

L31 ~ L3 ~ 47rp = L'hort 
m- m- ~m2- m ' 

= Llong 
- m (1.33) 

where Ve is the potential for Ve by charged current, expressed by Eq 1.13. The short oscillation 

length L:f:ort corresponds to the oscillation length in vacuum, but Lt;:'9 is due to the matter 

effect and as a function of the electron density in matter, Ne. In the case of Ne = 3 NAcm-3, 

which is the average density in the Earth, LU;ng is about 1000 km. In the case of /::,.m2 » A, the 

probabilities due to L:J:ort can be averaged: 

(P(ve--+ Ve)) (1.34) 
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(1.35) 

(1.36) 

The averaged probabilities of the electron neutrino are constant and very close to the cor­

responding averaged probabilities in vacuum. On the other hand, there is a additional term 

depending on L'::,ng for the survival probability of muon neutrino and it suppresses the vi' --+ vi' 

transition in the condition of f>m2 » A res;ion. The large IJ23 and 013 tend to enhance the 

suppression because the degree of the suppression is proportional to sin2 21J23 sin21Jl':\. 

Fig 1.9 shows the averaged v" --+ vi' survival probability as a function of the neutrino 

propagation length at f>m2 = 10-2 eV2, Ne = 3 NAcm-3 and IJ23 = tr/4. Changing IJ13 largely, 

the survival probability is more suppressed and it is possible to lower the averaged probability 

less than 0.5 according to the observed position. 

1.5 Motivation of this thesis 

Atmospheric neutrino problem may not be solved by any hypothesis except neutrino oscillation. 

In order to conclude this problem, the large statistics of the atmospheric neutrino data is neces­

sary. Super-Kamiokande detector has the 22.5 kton fiducial volume, which is more than 20 times 

larger than that of Kamiokande, and about 3000 events are expected per year. Such a large 
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amount of data should give evidence for the neutrino oscillation and show us which neutrino 

oscillation of vi' ++ Ve or vi' ++ v7 mainly occurs for the atmospheric neutrinos. Furthermore, it 

may be possible that two mixing angles and matter effect are related to the atmospheric neutrino 

problem (i.e., the 3-flavor neutrino oscillation effect). 

Based on these motivations, we analyze 33.0 ktonyr of the atmospheric neutrino data ob­

served in Super-Kamiokande. Details on the p, / e ratio, momentum distribution and zenith angle 

distribution are discussed. The 2-flavor osciliation analysis and the 3-flavor oscillation analysis 

with one mass scale dominance, which was described in the previous section, are performed. 



Chapter 2 

Detector 

Super-Kamiokande detector is located at the Kamioka Observatory of Institute for Cosmic Ray 

Research, in the Kamioka mine of Gifu Prefecture, Japan. The latitude and longitude are 36° 

25'N and 137° 18'E, respectively. It lies at a mea,n overburden of the 1000 m thickness of rock, 

which is equivalent to 2700m of water, below the peak of Mt. Ikenoyama, and the detector site is 

about 2km away horizontally from the entrance of the mine. There is rich natural water flowing 

near the detector site and it is used as the bases of pure water filled in the Super-kamiokande 

detector. The temperature in the mine is about 10 'C, and stable all throughout the season. The 

main purpose of this experiment is to observe several types of neutrinos (atmospheric neutrinos, 

solar neutrinos and supernova neutrinos) preciously and prove nucleon decay which is predicted 

by the Grand Unified Theories (GUTs). The Super-Kamiokande experiment started taking data 

on April 1 1996 and continued taking data up to now without any serious trouble. 

2.1 Detection method 

Super-Kamiokande is an imaging water Cerenkov detector. It detects Cerenkov light generated 

by charged particles which propagate in water. Cerenkov light can be emitted when the velocity 

of charged particles exceeds the light velocity in the medium (c/n), where n is the refractive 

index of the medium, for water, it's about 1.33. The threshold momenta for the Cerenkov 

radiation are 0.58, 120, 153 MeV /c for electrons, muons, pions, respectively. 

The Cerenkov light is emitted in a cone of half angle () toward the direction of the particle 

track. This () is called Cerenkov angle and determined as follows: 

21 
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1 
cosO= n(3 
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(2.1) 

where (3 = v / c and 0 is about 42° for (3 = 1.0 in water. The spectrum of the Cerenkov light as 

a function of the wavelength .X is expressed as follows: 

dN 21ra ( 1 ) 1 
d.Xdx = -c- 1 - n 2(32 :X (2.2) 

where a is fine structure constant and x is the length of charged particle trajectory. About 390 

photons axe emitted per 1cm of pass length in water in the wavelength region 300nm ~ 700nm, 

where the photo multiplier tubes are sensitive. 

2.2 Detector features 

Super-Kamiokande detector is a cylindrical water tank whose size is 41.4 m in height and 39.3 

m in diameter, instrumented with photomultiplier tubes (PMT), electronics and online data 

acquisition systems and a water purification system. The water tank is made of stainless steel 

and contains 50000 tons of pure water. The detector has two PMT layers, called as the inner 

detector (ID) and outer detector (OD), and the outer detector surrounds the inner detector 

completely. 

The diameter, height and volume of the inner detector axe 33.8 m, 36.2 m, and 32 kton, 

respectively. 11460 20-inch PMTs are used for the inner detector. 7650 PMTs are attached to 

side wall and the rest are top and bottom walls. The PMTs are placed at intervals of 70 em grid 

and the gaps are lined with black polyethylene terephthalate sheets, which are called as "black 

sheet". The photocathod coverage is about 40%. 

The outer detector surrounds the inner detector completely and its thickness is 2.0 m for 

the side and 2.2 m for the top and bottom. It is instrumented with 1885 8-inch PMTs and each 

PMT is fitted with a 60cm square plate of wavelength shifter to maximize the light collection 

efficiency. Tyvek sheets which are known as a reflective material are covered to enhance light 

collection further. The outer detector has a important role of reducing backgrounds. It is used 

as a veto-counter which identifies cosmic-ray muons and it is easy to identify them because the 

entrance and exit points of muons can be detected with it. Also the water of 2 m thickness in 

the outer detector shields against gamma ray and neutron backgrounds from the rock. 
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Figure 2.1: Schematic view of the frame which supports PMTs 

These two detector volumes are optically isolated from each other by black sheet and Tyvek 

sheet as shown in Fig. 2.1. 

2.3 Photomultiplier tube 

The photomultiplier tubes (PMTs) with 20-inch in diameter were originally developed by Hama­

matsu Photonics K.K. in cooperation with members of Kamiokande [21]. The 20-inch PMTs 

used in Super-Kamiokande have some improvements over those used in Kamiokande. The size 

and shape of this PMT is shown in Fig 2.2. The photo-cathode is made of bialkali (Sb-K-Cs) 

that is suited for the collection of Cerenkov light. The quantum efficiency is shown in Fig 2.3 

and its value is 21 % at the wave length .\ = 400nm, which is the typical wave length of Cerenkov 

light. 
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Figure 2.2: Schematic view of 20-inch PMT used in the inner detector. 
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A Venetian-blind type dynode is used and the bleeder-chain is optimized in order to achieve 

good timing response and collection efficiency of photoelectrons. The average collection efficiency 

is more than 70%. The one photoelectron peak can be seen clearly as shown in Fig 2.4. The 

transit time spread is about 2.2nsec [22]. The PMT have a uniform response under the condition 

that the geomagnetic field is less than 100 mG. The geomagnetic field inside the tank is kept 

less than 100 mG based on the field compensation by 26 sets of Helmholtz coils which surround 

the detector. The average rate of dark noise is about 3.1 kHz and gain of PMT is about 107 

when 2000 Volt is supplied. 

The PMT used in the outer detector is 8-inch Hamamatsu R1408 PMT, which is recycled 

from the IMB experiment. The size of wavelength shifter which is fitted the outer PMT is 

60cm on each side and 1.3cm thick. It absorbs light in ultraviolet and re-radiates blue light 

where the PMT are the most sensitive. Consequently, the light collection efficiency increases 

by 60% [23]. The timing resolution of the PMT is about 11 nsec, and after fitting wavelength 

shifter, it degrades to more than 15 nsec. Nevertheless it is enough for tagging the events. 

2.4 Electronics for inner detector 

Fig 2.5 shows the electronics system used in the inner detector. The system has two types of 

modules, TKO(TRISTAN/KEK Online) module [24] and VME module. These are 48 TKO and 
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8 VME creates in total and they are distributed in 4 electronics huts. Additionally one VME 

module for the global trigger (TRG module) is located in the central hut. 

Initial process of the PMT signals is done by the TKO modules. This system consists of 

up to 20 Analog Timing Modules (ATMs) [25], one GojNoGo (GONG) trigger module and one 

Super-Controller Header bus interface (SCH) module. 

934 ATMs are used for the inner detector and each ATM has 12 PMT input channels. The 

ATM provides a 1.2 fJSec full range with 0.3 nsec resolution in time and a 550 pC full range with 

0.2 pC resolution. Each channel has a pair of switching time-to-analog converters (TAC) and 

charge-to-analog converters (QAC) to measure the time and charge of an input pulse. These pair 

of switching channel is called "A" and "B" respectively and they realize the continuous, dead­

time free data acquisition, for example, for a stopped muon and a decay electron accompanied 

to it. 

Each channel in the ATM has an amplifier with a gain of 100 and a dicriminator. The 

threshold is set to 100mV which is equivalent to about 0.32 p.e., and when input signal exceeds 

this threshold, a rectangular pulse ( 200 nsec width and 11m V height ), is generated. The 

rectangular pulses from the all hit PMTs are added ( "HITSUM" signal) and sent to the global 

trigger module in the central hut and simultaneously a gate window of 900 nsec width is opened 

to start time measurement in TAC and charge accumulation in QAC. QAC accumulates charge 

in 400 nsec time window and keeps it until the global trigger arrives. If the global trigger does 

not arrive within 1.3 fJSec , the storages in TAC and QAC are cleared. On the contrary, when 

the global trigger arrives, charge and timing information are digitized by ADC and sent via SCH 

to the memory (SMP) in the VME module. 

Pedestals of ATMs are measured at an interval of 30 minutes. Only 1/8 of all the ATM are 

measured at once in order not to fail supernova events. 

2.5 Electronics for outer detector 

The electronics system used in the outer detector is constructed by the collaborators of U.S. 

universities and systematized independently with that of the inner detector. Fig 2.6 shows the 

font-end modules for the quadrant electronics system. It consists of 40 paddle cards, 10 charge­

to-timing converters (QTCs) modules, 5 time-to-digital converters (TDCs) and one FASTBUS 
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smart crate controller (FSCC). 

The paddle card has 12 PMT channels. The signal and high voltage lines are AC coupled 

and the paddle card has a role to pick off the PMT signals through a high voltage capacitor. 

The QTC module converts a PMT signal into a logic pulse ( ELC level ) , the leading edge of 

which corresponds to the arrival time of signal and the width is proportional to the integrated 

charge of PMT pulse. The QTC module also provides a HITSUM sig~al ( 200 nsec, 20mV 

rectangular pulse ) and send it to the trigger module in the central hut. 

The LeCroy 1877 Multi-hit Time-to-Digital Converter is used for the TDC modules of the 

outer detector and it has up to 96 ELC level inputs per one module. The least count accuracy 

of the TDC modules is 0.5 nsec. The TDC module serves as a pipeline buffer within 32 IJSec 

and digitize 16 of the most recent signals and stores in the memory. The time window was set 

to the full 32 IJSec centered around the trigger time in the early period of the operation, but in 

September 1996, this width was cut to 16 !Jsec ( trigger time is 10 IJSec after opening gate ) in 

order to reduce the amount of data. The control and read-out of the TDC modules are operated 

by FSCC and the stored data are sent to the online machines. 

2.6 Trigger 

The Super-Kamiokande detector has 3 triggers for the inner detector, which are named as High 

energy trigger (HE), Low energy trigger (LE) and Super Low energy trigger (SLE), and 1 trigger 

for the outer detector, Outer detector trigger (OD). Each of them is triggered by its own level 

of HITSUM signal independently. 

The HE trigger is used mainly to identify cosmic-ray muon, atmospheric neutrino and proton 

decay candidates. It requires a coincidence of 31 HITSUM signals within 200nsec time window 

and the trigger rate is about 5 ~ 6 Hz. The LE trigger is used for solar neutrino analysis above 

5~6 MeV in the energy and its threshold is 29 HITSUM. Fig 2.7 shows the trigger rate of the 

HE and LE. They are stable through the period of this experiment. 

The SLE trigger started from May-1997 in order to push the the analysis threshold of solar 

neutrino energy spectrum down to 4.6 MeV. The computer upgrade and the increase of the 

network speed make it possible. The SLE triggered events are not used at all in the atmospheric 

neutrino analysis and removed at the first step of the data reduction. 
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The OD trigger is used for the rejection of the cosmic-ray muons. It is formed by the 

coincidence of 19 HITSUM signals from the QTC modules in the outer detector. If the OD 

trigger is generated, the trigger signal is sent to the TRG modules. 

The global trigger is generated independently when any of these four trigger is generated, 

and the data stored in memory modules is read 1chrough online workstations. 

2. 7 Data acquisition and offline system 

The data acquisition system consists mainly of 8(1) slave workstations for collecting data of the 

inner( outer) detector and 1 host workstation for controlling run status and collecting data from 

the 9 slave workstations. The host workstation provides the graphical interface for shift workers 

to control run status, and sends commands to each slave workstation via socket according to 

the requirement of shift workers. Each slave workstation reads out the data from electronics 

modules when the global trigger is generated, and transfers it to the host workstation via FDDI 

network. The host workstation concatenates all the information of hit PMTs for both inner and 

outer detectors, and records as one event. 

The data, which are builded as an event in the host workstation, are passed to the offiine 

system. First, the format of data is changed to "ZEBRA" format, which is easy to handle and 
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store additional information. The sequence of data is separated into a data file in every ten 

minutes, the data size of which corresponds to about 50 M Bytes. This reformatted data is 

transfered from the detector site to the offline computer facility out of the mine, and stored 

to the magnetic tape library. At the same time, the data are transfered to the recalibration 

process, which is called as "TQREAL", and the primary reduction. In the TQREAL process, 

the timing and charge information of PMTs are converted from ADC and TDC counts to units of 

photoelectron and nanosecond, respectively, according to the pedestal height and the calibration 

constant. Several primary reductions for the different energy range, including the fully-contained 

and partially-contained first reductions ( see section 4 ) , run in parallel with a total of 20 CPU s 

in order to process a large amount of data speedy. The reducted data are also stored to the tape 

library and the subsequent reduction is processed by each analysis group. 

2.8 Water purification system 

The 50000 ton of pure water is filled in the Super-Kamiokande detector It was produced from 

the natural water flowing near the detector site and filled into the detector. The water purifi­

cation system circulates 50 m3 of pure water per hour to keep its quality. The instruments to 

measure the water quality are equipped in various places and continuous monitor. The purpose 

of the water purification is to remove the radioactive material and bacteria and keep high water 

transparency. The radioactive materials, especially radon e22 Rn), become a background of solar 

neutrino analysis and make it difficult to lower the analysis energy threshold. 

Fig 2.8 shows the water purification system. The solid line shows the main circulation of 

water and the dotted line shows the supplementary circulation line. The heat exchanger keeps 

the temperature of water about 13 oc to suppress bacteria growth. The Ion exchanger and 

cartridge polisher remove metal ions such as Ra and Th in the water. The ultra-violet sterilizer 

kills bacteria in water. The gas in water, such as oxygen and radon, is removed by the vacuum 

degasifier and finally the ultra filter (UF) removes the small dust which size is the order of 10 

nanometers. 

After the water purification, the concentration of radon, which is 104Bq/m3 in the mine 

water, is reduced to < 10mBq/m3 and the light attenuation length is kept to about 100 mat a 

wavelength of 420 nm. 
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Chapter 3 

Calibration 

3.1 Relative gain calibration 

The uniformity of relative gain in all PMTs is important to measure the momentum without 

systematic difference in zenith angle direction. At the beginning of the experiment, the relative 

gain was measured by a Xe-lamp calibration system and the proper high voltage value for each 

PMT was determined so that all PMT have same gain. Fig 3.1 shows the relative gain calibration 

system by a Xe-lamp. The light generated by a Xe-lamp is passed through an ultra-violet (UV) 

filter and split into some lines. One is injected into a scintillator ball via an optical fiber and 

others are used for monitoring the light intensity and triggering data. 

The scintillator ball is made of acrylic resin mixed with BBOT scintillator and MgO powder. 

The BBOT scintillator has a role of wavelength shifter, which absorbs UV light and re-emits 

light whose wavelength is peaked at 440 nm. The MgO powder is used for diffusing light in the 

ball. 

The relative gain of the i-th PMT is expressed as follows: 

G Q; 2 (r;) 
;=a·j(B)·r;exp L 

where a is the normalization factor, Q; is the measured charge of i-th PMT, r; is the dis­

tance from the light source to PMT, Lis the light attenuation length and f(B) is the relative 

photosensitive area as a function of PMT facing angle. 

The gain of each PMT are measured at various different positions by changing the height 

of the ball in the detector to minimize the position dependence. The relative gain spread after 

32 
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Figure 3.1: Schematic view of the absolute gain calibration system. 

adjusting high voltage is ~7%. 

3.2 Single photoelectron distribution 

The absolute gain of the PMT is determined by using charge distribution of single photoelectron 

(p.e.) signal, which is obtained using low energy gamma ray emitted by the Ni(n,/')Ni* reaction. 

Fig 3.2 shows the schematic view of the calibration source. The cylindrical polyethylene vessel 

contains 252 Cf source, nickel wires and water. The 252 Cf is used as a neutron source and the 

nickel wires are filled inside the vessel completely. The energy of gamma ray is about 6 ~ 9 

MeV, corresponding to 50 ~ 80 p.e. in total charge, therefore the number of photon observed 

in a PMT is a.t most one. 

The single photoelectron distribution for a. typical PMT is also shown in Fig 3.2. The large 

spike near zero is caused by the fact that a fraction of the photoelectrons go through the first 

dynode of the PMT. The mean value in this distribution is 2.055 pico coulomb (pC) and we 

always use this constant to convert PMT charge from pico coulomb to photoelectron. 
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Figure 3.2: Schematic view of Nickel calibration source (left) and charge distribution of an inner 

detector PMT (right) in Nickel calibration. The peak around 2 pC corresponds to that of single 

photoelectron 
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3.3 Timing calibration 

The timing calibration of the PMTs is important for determination of vertex position because 

vertex fitting depends on the timing information of each PMT largely. The timing response 

depends on the cable length, the transit time of a PMT and the pulse height due to the slewing 

effect in the discriminator. Therefore the timing difference should be measured as a function of 

pulse height for each PMT. 

Fig 3.3 shows the calibration system of relative timing of the PMTs. We use the N2 laser 

light source which .emits light of 337 nm in wavelength, and a dye laser module converts to 384 

nm which is near the wavelength of Cerenkov li~:ht. The time width of laser pulse is less than 3 

nsec. The laser light is split into two, one is injected into the diffuser ball in the water tank via 

an optical fiber and another is used for monitoring the intensity and triggering the data-taking 

system. The intensity of light is changeable using an optical filter and the timing response is 

measured at various levels of pulse height. 

Fig 3.4 shows the typical 2-dimensional plot of timing and charge. This plot is made for 

each PMT. 

3.4 Water transparency 

The water transparency is an important information to determine the energy of an event inde­

pendent of the vertex position. Also in order to keep the energy scale constant throughout the 

period of the experiment, the continuous measurement is necessary. We have two independent 

methods to measure the light attenuation length. One is the method by a dye laser and a CCD 

camera. This method can measure the wavelength dependence of the attenuation length by 

changing the dye of the laser. Another is by comic ray muons. This method cannot measure 

the wavelength dependence, but it can measure the wavelength-averaged transparency without 

disturbing normal data taking and check the st.>bility of water transparency continuously. 

3.4.1 Laser and CCD camera method 

Fig 3.5 shows the system for the measurement of water transparency with a laser and a CCD 

camera. For the light source, a N2 laser and a dye module are used [26]. The dye module can 
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Figure 3.4: Figure of the relation between Q (p.e.) and T (nsec) for a typical PMT. Circles and 

error bars show peak values and resolutions (la level). 



CHAPTER 3. CALIBRATION 

!i ,- ' ' T ~ 

2:: I 14·Dec-1996(420nm) 

8 ; 
O!o 4·_ 

-,- T , ~ -.---' r 

L=92.2±5.2m 
.:take1 
.:tol<e2 
.:toke3 
.:toke4 

.L_l__ __ .L • -·--~ _ _L_ ~ 

0 10 20 30 
distance from ceo (m) 

37 

Figure 3.5: System of water transparency measurement by a laser and a CCD camera (left 

figure) and the ratio of Icc D to !laser as a function of the distance from the CCD camera at 

420 nm in wavelength (right figure). 

shift the wavelength of the laser beam to 337 ~ 600 nm. The laser light is injected into an acrylic 

diffuser ball which is sunk in the water tank and its intensity (Ilaser) is monitored simultaneously. 

The diffuser ball diffuses the laser light isotropically and the CCD camera , which is set at the 

top of the tank, takes an image of the diffuser ball. The intensity of the light from the diffuser 

ball (IceD) is measured from this image. The distance from CCD camera is changed from 5 

m to 30 m. Fig 3.5 shows the 1zc,. as a function of the distance from CCD camera when the 
llaser 

wavelength of laser is set to 420 nm. The attenuation length is obtained by fitting these data 

with a least square method The derived water transparency is 92.2 m in Fig 3.5. The results of 

this measurement is described in section 5.4.2. 

3.4.2 Cosmic ray muon method 

The events of cosmic-ray muons are suitable for continuous measurement of the attenuation 

length. The attenuation length is measured at every run. Is is used in the reconstruction 

programs, such as the determination of momentum. The drift of the PMT gain averaged over 

all the PMTs can be measured simultaneously and it is also used for the correction of momentum. 

The vertical-going muons entering from the top of the detector and exiting to the bottom, 

are selected and the muon track is reconstructed by connecting the entering and exiting points. 

The number of photoelectron observed by the i-th PMT, Q;, is a function of the flight length of 
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a photon, l;, and is expressed as follows: 

!(8;) ( l;) 
Q; =a. -~.-. -. exp -z 

where a is the normalization factor, f(8;) is the relative sensitive area of PMT and L is the 

attenuation length. The track of muons are reconstructed as a connecting line between the 

entrance and exiting point, and the photon flight length for the i-th PMT, l; is defined as the 

distance between the PMT and the emitted point on the track, where the opening angle to PMT 

is 42°. The above equation is transformed as follows: 

(
Qi X l) l 

log f(B) = -z + const. 

Fig 3.6 shows log ( 3!;/) as a function of l in a typical run and the attenuation length is 

obtained from the fitted slope. The estimator of PMT gain is also derived from this figure as a 

intersection at y-axis with the fitted line. The drift of this value does not exactly correspond to 

the PMT gain drift, but it can be approximated as the relative gain drift of the whole PMT. 

The variation of the attenuation length and PMT gain are shown in Fig 3. 7 as a function 

of time. The average value of 30 runs is used for atmospheric analysis in order to reduce the 

statistical fluctuation. 

In this thesis, the data taken before 27-May-1996, when the attenuation length less than 90 

m, was not used because the quality of data was quite different due to shorter and unstable 

attenuation length. 

3.5 Absolute energy calibration 

We calculated the momentum of the particle from the charge information of PMT ( see sec­

tion 6.5 ) and its energy scale is estimated from Monte Carlo simulation. Therefore, it is im­

portant to understand how precise the Monte Carlo simulation reproduces the absolute energy 

scale because the systematic uncertainty in the absolute energy scale affects the atmospheric 

neutrino measurement directly. We have calibrated the absolute energy scale using the following 

5 calibration sources. 

• muon-decay electron 
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• LINAC 

• 1r0 invariant mass 

• low-energy stopping muon 

• high-energy stopping muon 

3.5.1 Muon-decay electron 

A large number of electrons are produced by the decay of cosmic-ray muons. The absolute 

energy scale is checked by comparing the energy spectrum of the decay electron between the 

data and Monte Carlo. Muon-decay electrons are selected by the following criteria: 

1. Electrons triggered within 1.5 p,sec to 8 p,sec after the trigger of a parent muon are selected. 

2. Number of PMT hits in the inner detector should be less than 1000. 

3. Goodness of the low-energy fitter (Gtow) should be more than 0.5. 

4. Vertex position is reconstructed in the fiducial volume. 

Gtow shows the goodness of fitting the vertex position of event. It is calculated based on the 

timing information of PMT and takes the value from 0 to 1 ( see section 6.1 ). Monte Carlo 

electron events are generated uniformly in the fiducial volume and randomly for the direction. 

The effect of the nucleon Coulomb field caused by the atomic capture of a parent muon [27] 

is taken into account for the energy spectrum of Monte Carlo electrons. Fig 3.8 shows the 

momentum spectrum of muon-decay electrons compared with Monte Carlo events. The shape 

of the momentum spectrum agrees well with Monte Carlo. The mean value of the Monte Carlo 

is 2.0 % lower than that of the data. 

3.5.2 LINAC 

An electron linear accelerator (LINAC) is instrumented at the Super-Kamiokande site and used 

to understand the performance of the detector for low energy events precisely [28]. The energy 

of electrons can be adjusted from 5~ 16 MeV and injected into the various point of Super­

Kamiokande detector through the beam pipe. We use electrons with the energy of 16 MeV and 
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Figure 3.8: Momentum spectrum of muon-decay electron. Points with error bar show the data 

and histogram shows the Monte Carlo. 

injected downward at 6 m from the inner top PMT plane. LINAC electrons events are selected 

according to the following criteria: 

1. Number of PMT hits in the inner detector should be between 100 and 210. 

2. Goodness of the low-energy fitter (Glow) should be more than 0.5. 

3. The distance between the injected position and the reconstructed position should be less 

than 2m. 

Fig 3.9 shows the momentum distribution of LINAC electrons compared with Monte Carlo 

events. The agreement of the momentum distribution is good. The mean value of the Monte 

Carlo is 2.4 % higher than that of the data. 

3.5.3 1r0 invariant mass 

We can calibrate the absolute energy scale using single .,.o events which are produced by the at­

mospheric neutrino interaction. The .,.o invariant mass, M~o, is reconstructed by the momentum 
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Figure 3.9: Momentum spectrum of LINAC electron. Points with error bar show the data and 

histogram shows the Monte Carlo. 

of two gamma-rays, P7 1, P7z, and their opening angle () as follows: 

The single 1r0 events are selected by the atmospheric neutrino fully-contained sample with 

the following criteria: 

1. There should be two Cerenkov ring in a event and both of them be identified as e-like. 

2. Reconstructed 1r0 momentum should be less than 400 MeV jc. 

3. Vertex position should be in the fiducial volume. 

Fig 3.10 shows the distribution of the reconstructed 1r0 invariant mass for data and Monte 

Carlo. The clear peaks of 1r0 around 135 MeV jc2 can be seen in both distributions. By fitting 

the peaks with Gaussian distribution, The peak of the Monte Carlo distribution is 2.2 % lower 

than that of the data. 
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Figure 3.10: Distribution of the reconstructed 1r0 invariant mass for (a) data and (b) Monte 

Carlo. Each peak is fitted by Gaussian distribution. 

3.5.4 Low energy stopping muons 

The Cerenkov opening angle is determined by the momentum as shown in Eq 2.1. For electrons, 

the opening angle is almost constant for the momentum of P e > 100 MeV jc due to its small 

mass. However, for the low energy muons of P ~ ;S 350 MeV /c, the Cerenkov opening angle 

depends largely on the momentum. We checked the energy scale comparing with the Cerenkov 

angle and the momentum for the low energy stopping muons. Fig 3.11 shows the reconstructed 

momentum as a function of the Cerenkov opening angle for the data and Monte Carlo events. 

We calculated a ratio, Rdata,MC, which is defined as (momentum)/(momentum estimated by 

the Cerenkov opening angle). Fig 3.12 shows the (RMc)/(Rdata) as a function of momentum. 

( (R) means the average of R. ) This ratio shows the systematic difference of the momentum 

determination between the data and the Monte Carlo. The deviations from 1 are less than ± 

2.5 %. 

3.5.5 High energy stopping muons 

We can estimate the momentum of high energy muons from its range because the range is al­

most proportional to the momentum. We used the stopping muons whose range is greater than 
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Figure 3.11: Distribution of the Cerenkov opening angle vs the momentum for the low energy 

stopping muons of (a) data and (b) Monte Carlo. 
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Figure 3.12: (RMc)/(Rdata) as a function of momentum. Dotted lines show± 2.5 %. 
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Figure 3.13: (momentum/range) for data and Monte Carlo and the ratio, (mom.frange)Mc/ 

(mom./range)data as a function of range. 

7 m and with one decay electron. The range is estimated by the distance from the entrance 

point and the vertex point of the decay electron. Fig 3.13 shows the ratio of momentum to 

range, (mom-/range), as a function of range for the data and the Monte Carlo and the ra­

tio, (mom.frange)Mc/ (mom./range)data· The deviation from 1 is estimated as the systematic 

difference of momentum determination. 

3.5.6 Summary of the absolute energy scale 

Fig 3.14 shows the summary of the absolute energy scale calibration. Events with the momentum 

from 16 MeV /c to about 10 GeV /c are examined and the uncertainty of the energy scale is 

estimated to be within ± 2.5 %. 
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Figure 3.14: Summary of the absolute energy calibration with the several calibration sources. 

In total, the uncertainty is estimated within ± 2.5%. 



Chapter 4 

Reduction and event selection 

In Super-Kamiokande, about 106 events are triggered per day excluding super-low-energy trig­

gered events, and they are equivalent to 9 GB of data size. Most of them are caused by cosmic-ray 

muons and low energy events from radioisotope material. On the contrary, only ~ 10 atmo­

spheric neutrino events are observed per day. Therefore efficient reduction is necessary to select 

neutrino events among such large quantity of data. 

In this thesis, two types of atmospheric neutrino sample are presented. One is fully-contained 

(FC) event, for which the whole particle tracks are contained within the inner detector. The 

momenta of particles can be measured because all of the particle energy are deposited inside the 

inner detector and the particle type can be identified using the Cerenkov ring pattern. 

Another is partially-contained (PC) event, which requires vertex within the inner fiducial 

area and some energy deposit by an exiting charged particle in the outer detector. The PC 

events are regarded as muon neutrino events because of the presence of the exiting particle, 

most of which are muons. According to the Monte Carlo estimates, 98 % of them are caused by 

charged current (CC) v!L+ DIL interactions. 

Fig 4.1 shows the FC and PC typical events. For FC events, there is no possible energy 

deposit in the outer detector, but for PC event, the hit-PMT cluster which corresponds to the 

exit point of the particle can be seen in the outer detector. A fully-contained event which is 

identified to be electron (muon) by particle identification program is called by "e-like" ("J"-like") 

( see section 6.3 ) . 

47 
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Figure 4.1: Visual displays of FC e-like (left 

upper), FC !'-like (right upper) and PC event 

(left lower), shown in the exploded view of 

the cylindrical tank. The left upper part of 

each display shows the outer detector. 
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4.1 Reduction for fully-contained events 

There are 4 steps of reduction for the FC sample as shown in Fig 4.2. The main reduction 

scheme for this sample is to eliminate cosmic ray muons, low energy events from radioisotopes 

and electric noise events. The cut based on the number of hits in the outer cluster is efficient to 

reject cosmic muons. 

4.1.1 1st reduction for FC sample 

The first reduction for the FC sample is processed! together with other first reduction programs ( 

partially-contained, solar neutrino and upward-going muon). Therefore the simple and effective 

criteria are required so as not to load computer CPU power. About 3500 events are remained 

from 106 events per day by applying the following criteria: 

1. The maximum number of photoelectron (p.e.) within 300 nsec time window (PE3oo) 

observed in the inner detector should be greater than 200, which corresponds to 22 MeV jc 

for electrons and 190 MeV/ c for muons. 

2. The number of hits in the outer detector within 800 nsec time window (Nhital should be 

less than 50 hits. 

Fig 4.3 shows the PE3oo distribution for data and final sample. The low energy background 

events caused by radon and gamma ray from the rock are eliminated by the first criteria. The 

majority of cosmic-ray through-going muons are rejected by the second criterion. The first 

reduction also passes the events accompanying within 30 psec after the selected event so as 

to examine the presence of an electron produced by a muon decay and they are referred as 

"sub" -event attaching to the preceding event. 

4.1.2 2nd reduction for FC sample 

The 2nd reduction rejects low energy events and cosmic muon events furthermore. The reduction 

criteria are as follows: 

1. PEmax(maximum number of p.e. in a PMT)/PE3oo should be less than 0.5. 

2. Nhita should be less than 25. 
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Figure 4.2: Figure of the fully-contained (FC) and partially-contained (PC) reduction steps. 

Raw data are applied by 4 (5) reduction programs for FC (PC) sample and reduced to 20 (2) 

events/day until the human scanning. 
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Figure 4.3: PE3oo distribution for (a) data and (b) final sample data and Monte Caxlo events 

(no oscillation). Number of Monte Carlo events in (b) is normalized to that of data. 

The PEmax/PE300 cut removes the low ener1~Y events with one large accidental hit. Fig 4.4 

shows the PEmax/PE3oo distribution for data, atmospheric neutrino Monte Carlo events and 

final sample, whose vertex position is at least 1.5 m away from the inner detector wall. Fig 4.4 

indicates that the PEmax/PE300 < 0.5 cut is safe enough for the atmospheric neutrino events. 

Fig 4.5 shows the N hit a distribution in data, atmospheric Monte Carlo events and final 

sample. because of no energy deposit in the outer detector. The Nhita < 25 cut is safe for the 

fully-contained events. Most of the cosmic-ray muons are rejected by these Nhita cuts. 

The event rate after the 2nd reduction is about 400 events per day. 

4.1.3 3rd reduction for FC sample 

Most of the background have been removed by the 2nd reduction, but the backgrounds which 

often occur in some specific cases still remain. The 3rd reduction is provided to reject such 

events by the further intelligent but CPU-power-consuming algorithm. 

The 3rd reduction consists of the following 6 cuts: 
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Figure 4.5: Nhita distribution for (a) 

data, (b) atmospheric Monte Carlo events 

and (c) final sample data and Monte Carlo 

(no oscillation). Number of Monte Carlo 

events in (c) is normalized to that of data. 
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1. through-going muon cut 

2. stopping muon cut 

3. low energy event cut 

4. flashing PMT event cut 

5. accidental hits cut 

6. cable-hole muon cut 

The "through-going" and "stopping" muon cut remove the events with more than 9 OD hits 

around the entrance or exit point. The entrance and exit points are determined by each special 

fitters for through-going and stopping muons. 

The "low energy event" cut is to reject the remaining low energy events and applied for the 

events such as less than 500 hits in the inner dletector. This cut is based on the parameters 

calculated in the fitter for the low energy events, which is developed for the solar neutrino 

analysis. One parameter is "N 50", the maximum number of hits within a 50 nsec time window 

in the time residual ( time subtracted by photon's time-of-flight (TOF) ). The N50 is the good 

indicator for the low energy events because the number of hits is proportional to the energy 

of particle in this energy region. Another is the goodness of the vertex fitting, "Glow". The 

definition of the goodness is described in section 6.1. The cut criteria are as follows: 

1. the N50 should be more than 50, which corresponds to about 10 MeV. 

2. Glow should be greater than 0.5 

If a PMT has a mechanical problem in the dynode structure, the PMT emits light by an 

internal corona discharge (flashing PMT events), and these events are characterized by its broad 

time distribution. They are removed by the cut based on the minimum number of hits within 

100 nsec time window (Nminl· This time window is 300 nsec to 900 nsec after the event trigger, 

which is outside the genuine signal region. If the Nmin is greater than 15(10) and the number 

of ID hits is greater(less) than 800, the events are rejected by this cut. 

The "accidental hits" events occur when more than two independent particles are observed 

within the same trigger gate. This kind of events consists of a low-energy particle and an 
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accidentally following cosmic-ray muon, which is observed in the later region of the trigger gate. 

Therefore if more than 5000 p.e. for ID and more than 20 hits for OD is observed within 400 

usee to 600 usee after the event trigger, the events are removed by this cut. 

The "cable hole" indicates the hole, through which cables from PMTs are taken out. There 

are in total 12 cable holes, and 4 of them are located away from the fringe of the tank. The 

cosmic muons which enter the inner detector through these 4 cable-holes survive in the second 

reduction sample because of the lower detection efficiency of the OD around there. In order to 

reject these "cable-hole" muons, plastic scintillation counters, whose size is 2.0 m x 2.5 m, were 

installed above these cable holes in April 1997. In addition to the hit information of these veto 

counter, the events are removed only when the vertex position fitted by the muon fitter is less 

than 4 m from the veto counter. 

The event rate after the 3rd reduction is about 30 events per day. 

4.1.4 4th reduction for FC sample 

The purpose of the 4th reduction is the final rejection of the flashing PMT events. This reduction 

program uses the charge pattern of the inner detector because the flashing PMT tend to cause 

the same charge pattern of events repeatedly. The program scans all events which remain after 

the 3rd reduction and calculate the sum of the PMT charge in each 2 m x 2 m region, which 

is called as "patch". After that, the patterns are compared between two different events one by 

one and the goodness of the pattern matching is estimated by the following "Rmatch" value: 

where q1 (i)(q2 (i)) is the charge sum in the i-th patch for the first and second events, QJ(q2 ) and 

crq1 (crq2) are the average value and deviation of Ql (q2), respectively. The Rmatch takes the value 

of less than 1 and the higher value is estimated to be better matched. Events 1 and 2 are said 

to be "matched" if Rmatch exceeds the threshold. Then the number of matched events (Nmatch) 

is counted. 

Fig 4.6 shows the 2-dimensional plots of "R;::~tch" and Nmatch, where R;::~tch indicates the 

maximum value of R;::~tch for the event against all the other events. The upper figure shows 

the distribution for the neutrino sample from which the flashing PMT events are removed by 

eye-scanning, and the lower shows the flasher- identified events by eye-scanning. A cluster can 
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Figure 4.6: R;;:~fch vs Nmatch distri­

butions for the eye-scanned events 

(upper) and flasher-identified events 

(lower). The events in the right side 

of solid line is removed by the FC 

4th reduction. 

be seen in the high R;;:~fch region of the lower plot. The events in the right side of the region 

separated by the solid line are identified as the flashing PMT events. Some events of the neutrino 

sample are identified as the flasher events ,but all of them are removed by the fiducial volume 

cut because their vertex is near the detector wall. 

The event rate after the 4th reduction is about 20 events per day. The total efficiency of FC 

reduction is estimated by the atmospheric neutrino Monte Carlo and the probability rejecting 

the atmospheric neutrino events is less than 0.1 % for the visible energy greater than 30 MeV 

and within fiducial volume. 

4.2 Reduction for partially-contained events 

The data reduction for PC sample is completely different from that for FC sample because of 

the presence of additional hits in the outer detector. A simple criterion based on the number 

of hit in the outer detector cannot be used and the reduction methods are more complicated 

than that for FC sample. The main background for PC sample is cosmic-ray muons and 5 steps 

of reduction shown in Fig 4.2 are applied to remove them. The remaining events after the 5th 
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reduction are also scanned by the same method as FC sample. 

4.2.1 1st reduction for PC sample 

The purpose of the 1st reduction for PC sample is to reject through-going cosmic muons as much 

as possible and keep not only atmospheric neutrino events but also cosmic stopping muons. The 

reduction criteria in the 1st reduction are as follows: 

1. Total number of p.e. in the inner detector should be greater than 1000. 

2. The time width in the OD hits (Twidth) should be less than 240 nsec. 

3. The number of cluster in the outer detector (Nctust) should be less than or equal to 1. 

An exiting particle in the PC sample must have a track length of 2 2.5 m ,which is the 

minimum distance from the fiducial volume to the outer detector, corresponding to muons with 

2 700 MeV jc. Therefore this total charge cut is safe enough for PC reduction because the 

momentum of a muon which emits 1000 p.e. in the inner detector corresponds to 310 MeV jc. 

The Twidth is the time difference between the leading edge and trailing edge, which have 

more than 15 hits in a 100 nsec time window. The through-going muon have two timing edges 

in the OD time distribution, corresponding to the entering and exiting time. The Twidth cut 

removes through-going muons. 

The "cluster" means the special cluster of neighboring hit-PMTs and it indicates the entrance 

or exit point of cosmic-ray muons. A cluster is formed around PMT which has more than 8 p.e. 

and the clusters which lie within 8 m are merged. The events which have more than or equal 

to 2 clusters are rejected because through-going muons have 2 clusters, corresponding to the 

entrance and exit points. 

The event rate after PC 1st reduction is about 14000 events per day. 

Fig 4.7 and 4.8 shows the Twid and Nctust distribution for data, atmospheric neutrino Monte 

Carlo events and final sample. 

4.2.2 2nd reduction for PC sample 

The 2nd reduction is also based on the number of hit PMTs in the outer detector clusters, which 

is calculated by an algorithm shown in Fig 4.9. Each grid is separated by 10 m x 10 m size in 
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the outer detector and the cluster is formed by looking at the charge gradient to the neighboring 

grids. 

In addition to this, the sum of charge in the inner detector cluster which lies behind the 

outer detector cluster is used for the primary rejection of stopping muons. This is due to the 

difference of the energy deposit at the entrance point of entering particles and exit point of 

outgoing particles. The outgoing particles radiate much more photons around the exit point 

than the entering particles. 

The 2nd reduction criteria is as follows: 

1. The number of OD cluster which have more than 7 hit PMT should be less than or equal 

to 1. This cut eliminates through-going muons. 

2. The minimum number of hits in the side, top or bottom region for the highest charge OD 

cluster (Nclustmin) should be less than 7. This cut eliminates corner clipping muons, which 

hits OD PMTs in both side and top, or side and bottom regions. 

3. For the events whose number of OD cluster is 1, if the sum of charge within 200 em of 

the highest charge PMT in the inner cluster closest to the OD cluster (PE2oo) is less than 

1000 p.e., this events is rejected. This cut eliminates stopping muons. 

Fig 4.8 and Fig 4.11 show the effects of the 2nd reduction for data, atmospheric neutrino 

Monte Carlo events and final sample. Fig 4.12 shows the PE2oo distribution for final sample 

data and Monte Carlo. The number of hits in the highest charge cluster calculated here (Nhitac) 

is also used in the separation of FC and PC sample. ( see section 7.1) 

The event rate after PC 2nd reduction is about 2000 event per day. 

4.2.3 3rd reduction for PC sample 

The purpose of the 3rd reduction is the reduction of the cosmic muons which stops in the inner 

detector. Since the background level has been reduced sufficiently until this reduction step, the 

reduction by using automatic fitter is available. 

The same algorithm described at the section of FC 3rd reduction is used for the rejection of 

flashing PMT events ( see section 4.1.3 ). For the stopping muons rejection, the reduction using 

the vertex fitter, which is modified from PFIT ( see section 6.1 ) is used The entrance position is 
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Figure 4.9: Schematic view of the 2nd reduction clustering algorithm. The circles represent 

the number of charge observed in an angular bin. The larger the radius of the circle, the more 

charge. The arrows represent the vector charge gradient. The angular bin sizes corresponds to 

roughly 10 m x 10 min the outer detector. 
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Figure 4.12: PE2oo distributions in Figpcred2 (c) and (d). Upper (lower) figure shows the events 

whose number of OD cluster is equal to 0 (1). Points with error bars show data and histograms 

show Monte Carlo (no oscillation). Number of Monte Carlo events is normalized to that of data. 
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Figure 4.13: Distribution of the number of OD hits within 8 m of the entrance position for (a) 

data, (b) atmospheric neutrino Monte Carlo events and (c) final sample data and Monte Carlo 

(no oscillation). Number of Monte Carlo events in (c) is normalized to that of data. 

estimated by back~extrapolating from the fitted vertex and direction. The 3rd reduction requires 

less than 10 OD hits within a 8 m of the entrance position in the outer detector because the 

atmospheric neutrino event has no cluster in the entrance position. 

Fig 4.13 shows the number of hits in the entrance position for the data, atmospheric neutrino 

Monte Carlo events and final sample. The event rate after PC 3nd reduction is about 100 event 

per day. 

4.2.4 4th reduction for PC sample 

The 4th reduction attempts to remove cosmic~ray muons which pass the 3rd reduction due to 

the inefficiency of the outer detector. The inefficiency of the outer detector in these events is 

due to the cable bundles, lack of OD PMT coverage and dead PMTs. 

Two vertex fitter are applied in this reduction step and the reduction is done according to 

the reconstructed vertex and direction. One is PFIT, which is also used in the 3rd reduction 



CHAPTER 4. REDUCTION AND EVENT SELECTION 

I 

Inner detector 

I photon 
I 

PMT 

Figure 4.14: Definition of lp, and lph for through­

going muon fitter. lp, is the muon flight length 

from the entrance position to the emission posi­

tion, and lph is the phon flight length from the 

emission position to hit-PMT. 
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and another is through-going muon fitter. The through-going muon fitter was developed to 

reconstruct the track of the through-going cosmic-ray muon. The muon fitter finds the entrance 

and exit positions. The entrance position is defined by the position of the earliest inner hit­

PMT with more than two neighboring hit-PMTs. The exit position is defined by the center 

position of hit-PMTs whose charge is saturated (greater than 231p.e.). Furthermore, a precise 

determination of the exit position using a goodness of fit is done. The goodness is calculated 

using the timing information of PMT and the exit position is determined so as to maximize the 

following goodness: 

1 ~ 1 { 1 (t; -Tent) 2
} goodness= --1- x 6 2 exp -- . 

2:: a[ i ai 2 1.5at 

lp, n 
t; = T; - - - -lph 

c c 

where Tent is the entering time of muon, a; is the PMT timing resolution ( ~3 nsec), T; is time 

of i-th hit-PMT, c is light velocity, n is the reflective index of water. lp, and lph are the flight 

length of muon and photon for i-th PMT, as shown in Fig 4.14. 

Fig 4.15 shows the event display of typical through-going muon event. The track length of 

through-going is defined as the distance between the entrance and exit positions. In case of 
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Figure 4.15: Event display of typical 

through-going muon event. Cross 

point of four triangle marks shows 

the reconstructed entrance position. 
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the partially-contained neutrino events, the muon fitter cannot find the vertex position precisely 

because the real vertex is not on the inner detector wall. Therefore, the goodness becomes worse 

than that of through-going muon event. 

The 4th reduction consists of the following 3 cuts. 

1. From the vertex position determined by PFIT, if PFIT direction ( fh, FIT) and the direction 

to the "earliest" and charge-saturated PMT (d~MT) is opposite, ( d~FIT · (h,MT < -0.8 

) , the event is rejected. 

2. If the goodness of the through-going muon fitter is greater than 0.85, and if the estimated 

muon track length by the entrance and exit point is greater than 30 m, the event is rejected. 

This cut is aimed to eliminates through-going muons. 

3. The distance of vertex position from the detector fringe ( DCORN ) must be greater than· 

150 em. This cut is aimed to eliminates corner-clipping muons. 

Fig 4.16 and Fig 4.17 shows the effect of each cut for data, atmospheric neutrino Monte 

Carlo events and final sample. The event rate after PC 4th reduction is about 20 events per 

day. 
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4.2.5 5th reduction for PC sample 

The 5th reduction is based on the number of hits in the back-extrapolated entrance point. It 

is similar to the 3rd reduction, but instead of PFIT, the more precise and time-consuming 

vertex-position fitting is used for the determination of vertex. If the number of OD hits in the 

extrapolated entrance point is greater than 10, the event is rejected. The event rate after PC 

5th reduction is about 2 events per day. The total efficiency of PC reduction is estimated to be 

88 % using the atmospheric neutrino Monte Carlo events in the fiducial volume. 

4. 3 Scanning 

The event rate after all of FC (PC) reductions is 20 (2) events per day. But some backgrounds 

such as cosmic muons and flashing PMT events still remain. In order to remove them, physicists 

scan the data with a visual display and classify events one by one. Two independent scanners 

are assigned for one data set so as not to miss neutrino events (double scanning). At the same 

time scanners check the data quality from the electronics status and the event rate, and if they 

find any problem in the scanning run(subrun), these are regarded as bad-runs(subrun-s) and 

these data are removed from the final sample and livetime calculation. The event rate after 

scanning is 16 (0.6) events per day for FC (PC) sample. 

After the double scanning, the final scanners, who are grouped by two experienced scanners, 

check the consistency of the classifications by two scanner (final scanning) and make the final 

FC and PC data sample. The scanning efficiency is estimated to be 2:99 % for the events in the 

fiducial volume. 

The precise livetime is necessary for the calculation of neutrino event rate. The livetime are 

estimated for each subrun and summed up for the good subruns of FC and PC samples. The 

pedestal data-taking time and the electronics dead time are removed from the livetime. The 

livetimes of the FC and PC final samples presented in this thesis are calculated to be both 535 

days. 



Chapter 5 

Monte Carlo simulation 

The Monte Carlo simulation is necessary for the precise observation of the atmospheric neutrinos. 

It can show us the expectation including all of the complicated factor, such as neutrino flux, 

interactions, particle tracking and so on, and this expectation is important to examine the 

neutrino oscillation and determine the oscillation parameters. 

In this section, the methods of Monte Carlo simulation used in the atmospheric neutrino 

analysis are presented. 

5.1 Atmospheric neutrino flux 

Atmospheric neutrino fluxes have been calculated by several models, Honda et al [29, 30], Gaisser 

et al [31], Barret al [32], Bugaev and Naumov [33] and Lee and Koh [34]. 

We adopt the flux calculated by Honda et al [30], which is employed by a full Monte Carlo 

method at low energies ( 30 MeV ~ 3 GeV ) and a hybrid method at high energies ( 1 ~ 3000 

GeV ). 

In the Monte Carlo method, the nucleus and the primary energy of cosmic ray are sampled 

according to its energy spectrum and rigidity cutoff, and put into the propagation program 

which simulates the interaction, decay and energy loss of the particles in the atmosphere. The 

muon polarization is also taken into account. It employs a one-dimensional approximation in 

which all the secondary particles and the neutrinos keep the direction of their parent cosmic 

rays. 

The calculation in the hybrid method is based on the v-yield function for nucleon, ry{! (E, Ev, &), 

67 
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which denotes the number of neutrino in the energy region from Ev to Ev + dEv, created by 

a nucleon with energy of E incident from the zenith angle B. The ry~ is calculated by a Monte 

Carlo method. The atmospheric neutrino flux is obtained by integrating this function with the 

energy spectrum of the nucleon flux. The flux obtained this way is connected smoothly to the 

flux below 3 GeV, which is calculated by the Monte Carlo method. 

The uncertainty of the atmospheric neutrino flux is estimated to be 20% at 100 MeV and 

15% at 1-100 GeV, but for the (vi'+ Dl')j(ve+ De) flavor, it is estimated to be< 5% because the 

ambiguity in the absolute flux is cancelled out by taking the ratio. 

5.2 Neutrino interaction 

Atmospheric neutrinos interact with nucleons and electrons in water via charged current ( CC) 

and neutral current (NC) weak interactions. However neutrino interaction with an orbital elec­

tron is negligible because the cross section with an electron is about 1000 times smaller than 

that with a nucleon at the energy region of atmospheric neutrinos. 

For the atmospheric neutrino simulation, the following interactions are taken into account: 

1. CC quasi-elastic scattering vN-+ lN' 

2. NC elastic scattering vN-+ vN 

3. CC single-pion production vN-+ lN'1r 

4. NC single-pion production vN-+ vN11r 

5. CC multi-pion production vN-+ lN'm1r(m 2': 1) 

6. NC multi-pion production vN-+ vN1m1r(m 2: 1) 

7. CC coherent pion production 11160-+ t±16Q1f'F 

8. NC coherent pion production 11160 -+ 11160 1ro 

where N shows a nucleon and l shows a charged lepton. Early version of these interaction pro­

grams are developed for the background estimation of the proton decay analysis in Kamiokande 

experiment [35] and inherited with various modifications. 
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5.2.1 Quasi-elastic scattering 

About 60 % of the atmospheric neutrinos at 1 GeV interacts with nucleons via CC quasi-elastic 

scattering. One charged lepton is produced via this interaction and we intent to observe these 

events for the fully-contained analysis because the identification of the charged lepton informs us 

the incident neutrino flavor. Therefore the simulation of this interaction is especially important. 

The cross section is calculated based on the standard V-A (Vector and Axial-vector) theory 

and it depends on the q2 value ( 4-momentum transfer). The q2-dependence of the cross section 

can be expressed in terms of the hadronic current [36]: 

N 'IJ' IN () -(N') [ pl ( 2) il7!.vqveF~(q2) F ( 2)] (N) < had >=cos cU "!!. v q + 2MN +"!!."!5 A q U 

where cosec is the Cabibbo angle, MN is a nucleon mass and F~, F~ and FA are the vector and 

axial-vector form factors expressed as follows: 

e = j.!p- J.!n = 3.71, 

where Mv and MA are the vector and axial-vector mass and are taken to be 0.84 and 1.01, 

respectively, according to Ref [37]. 

In case of the reaction with nucleons in oxygen, the effects of the Fermi motion and the 

Pauli blocking are considered. The Fermi momentum distribution is estimated from thee- 12 C 

scattering experiment. The Fermi gas model is adopted to simulate the Pauli blocking and 

momentum of a recoil nucleon is restricted to be larger than the Fermi surface momentum ( 250 

MeV /c). 
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Fig 5.1 shows the total cross section of vi'n --t 1'-P and Di'p --t l'+n with MA = 1.01 ± 0.10, 

compared with the experimental data. They are consistent within 10% uncertainty of M A. 

The scattered angle of the lepton, which is determined by the q2 value, depends strongly 

on the incident neutrino energy and affects the zenith angle distribution of lepton direction. 

Fig 5.2 shows the scattered angle of muons as a function of neutrino energy in vi'd --t 1'-PP 

reaction. Our simulation and the experimental data measured by the BNL 7-foot bubble chamber 

experiment [39] are shown and agree well each other. 

We also consider the neutral current elastic interactions, most events of which are invisible 

with our detector. The total cross section is estimated by the following ratio of N C to CC cross 

section according to Ref [43, 44]: 

cr(vp --t vp) 

cr(Dp --t Dp) 

cr(vn --t vn) 

cr(Dn --t Dn) 

5.2.2 Single pion production 

0.153 x cr(vp --t e-p) 

0.218 x cr(Dp --t e+n) 

1.5 x cr(vp --t vp) 

1.0 X cr(Dp --t Dp) 

The single pion production is dominant next to the quasi-elastic interaction in the energy range 

of less than 1 Ge V. Neutrinos produce one lepton and one pion via the following interactions: 

Charged current 

1 
vp --t z-p7r+ Dn --t [+n7r-

vn --t z-p7r0 Dp --t t+n1r0 

vn --t z-n7r+ Dp --t [+p7r-

vp --t vp1r0 Dp --t Dp1r0 

Neutral current 
vp --t vn1r+ Dp --t Dn1r+ 

vn-+ vn1r0 Vn -+ iJn 1r0 

vn --t vp1r - Dn --t Dp1r-

The simulation of these interactions are based on the Rein-Sehgal's model [45]. In this model, 

the interaction is calculated through the following two part: 
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Figure 5.1: Calculated total cross sections of v~'n-+ p,-p (left) and iJI'p-+ l'+n (right) compared 

with the experimental data, ANL [40], GGM [41] and Serpukhov [42]. Upper and lower dashed 

lines show the cross section with MA = 1.11 and 0.91, respectively 
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v + N -t l +N' 

N' -7 1r + N' 

where N' is the baryon resonance, for which ~(1232) and other 17 states of resonance below 2 

GeV lc2 are taken into account, including interferences among them. If this interaction occurs 

via one resonance state, the differential cross section d2 a I dq2 dE is expressed as follows: 

d
2
a 1 1 "' * I 2 2 

2 = 2 • - · ~ IT(vN -7 lN ) · XEv · b"(W - M ) 
dq dEv 321rMNEv 2 . 

spzns 

where 

Ev neutrino energy 

MN nucleon mass 

W invariant mass of 1r N system 

M invariant mass of resonance 

T(vN -tlN*) amplitude of resonance 

XE decay probability of resonance 

The total cross section is obtained by integrating the above equation with q2 and Ev. We 

restricted that the invariant mass W to be less than 1.4 GeV lc2 because multi pion production 

is dominant at W > 1.4GeV lc2 Fig 5.3 and Fig 5.4 shows the total cross sections for charged 

current and neutral current interactions, compared with the experimental data. The calculated 

cross sections agree well with the experimental data. 

The angular distribution of pion from ~(1232) resonance is also calculated using this model. 

However, for other resonances, it is assumed to be isotropic in the rest frame of the 1r N system. 

5.2.3 Multi pion production 

Multi pion production indicates the interaction that produces more than one pion with the 

invariant mass of hadronic system W being larger than 1.4Ge VI c2 The cross section and 

kinematics of multi pion production is calculated under the assumption of Bjorken scaling. The 

differential cross section with Bjorken scaling parameter is expressed as follows: 
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Figure 5.3: Calculated cross section of charged current single-1r production. 
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Figure 5.4: Calculated cross section of neutral current single-1r production. 
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where 

Gp 

MN 

Ev 

m 

E1 

c1 

Cz 

Fermi constant 

nucleon mass 

neutrino energy 

lepton mass 

lepton energy 

m 2(y- 2) MNXY m2 

4MNEvx - 2Ev - E3 

m2 

x Bjorken scaling parameter ( = -q2 /(2M(Ev- Ei) + M 2 ) ) 

y Bjorken scaling parameter ( = (Ev- E1)/Ev) 
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Fz ( x) and F3 ( x) are taken from the CCFR experimental result [ 4 7]. The total cross section 

for charged current is obtained by integrating the above function with a constraint of W > 

1.4GeV /c2 and is shown in Fig 5.5. 

The mean multiplicity of charged pions (nc) is measured to be (0.06 ± 0.06) + (1.22 ± 

0.03) In W 2 by the Fermilab 15-foot hydrogen bubble chamber experiment [48]. From this mea­

surement, we estimated the mean multiplicity ineluding neutral pion (n") under the assumption 

of (n"+) = (n"-) = (n"o) and (n"+) = 1/2(nc) as follows: 

(n") = 0.09 + 1.83ln W 2 

To determine the pion multiplicity for individual events, KNO (Koba-Nielsen-Olesen) scaling 

which reproduce BEBC data [49] for the process vp.P --+ f.'x++ is adopted. The charge of each 

hadron is randomly chosen under the constraint of the total charge conservation. The effect of 

t> resonance in the final state is considered in the decay of hadron system because the result 

of the Argonne bubble chamber experiment shows a clear signal of l> in the multi-hadron final 
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multi-n production 
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Figure 5.5: Calculated cross section of multi-1r production interaction. 

states [50]. The forward-backward multiplicity asymmetry measured by the BEBC data is also 

taken into account to be (n;;)/(n~) = (0.35 + 0.41ln W 2 )/(0.50 + 0.09ln W 2
). 

For neutral current interaction, the ratio of CC and NC cross section is estimated by the 

Ref [51] (Ev < 3GeV) and Ref [52] (Ev > 3GeV). 

a(vN-+ vX) 

a(vN -+l X) 
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a(vN-+ z+ X) 

l 
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0.30 

l 
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5.2.4 Coherent pion production 

Coherent pion production is a coherent interaction of neutrino with a nucleus as a whole. This 

interaction produces one pion of the same charge as the incoming weak current, therefore the 

following 3 types of interactions are considered: 

where 1± is a charged lepton and N is a nucleus. Coherent pion production is characterized by 

an angular distribution of pion that is more sharply peaked in the forward direction than the 

incoherent and resonant interactions. The nucleus does not break up in this reaction due to a 

negligible amount of energy transfer to it. 

The calculation of the cross section and kinematics is based on the Rein-Sehgal model [53]. 

In this model, the coherent process is described by the dominant process of the isovector axial 

current and the contribution from the vector current is neglected. Therefore the cross section 

for neutrino and anti-neutrino can be approximated to be equal. 

The differential cross section is expressed as follows by using Adler's PCAC (partially con­

served axial vector current) theory [57]: 

x Bjorken scaling parameter ( = Q2 /2Me(Ev- Et) ) 

y Bjorken scaling parameter ( = (Ev- El)j Ev ) 

t momentum transfer to the nucleus ( = (p,..- q) 2 ) 

G F Fermi constant 

MN nucleon mass 

Ev neutrino energy 

Et lepton energy 

f,.. pion decay constant 
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Figure 5.6: Calculated cross section of co­

herent 1r production off 16 0 nuclei. 
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The pion-nucleus differential cross section du(trN-> trN)/ditl is approximated to A2 IFN(t)i 2 [du(trN-+ 

trN)/dltilt=o, where A is the number of nucleons in the nucleus, FN(t) is the nuclear form fac-

tor and [du(trN -> trN)/diti]t=O is the pion-nucleon differential cross section in the forward 

direction. 

Fig 5.6 shows the total cross section of coherent pion production off 160, for charged current 

and neutral current as a function of neutrino energy. 

Table 5.1 shows the measured total cross section by the accelerator experiments, compared 

with the expected value calculated by the Rein-Sehgal method. The calculation agrees well with 

the experimental data. 

5.3 Meson nuclear effect 

Mesons, especially pions, produced in a 160 nucleus often make secondary interactions before 

leaving the nucleus. In our Monte Carlo simulation, the following nuclear interactions for pions 

are considered: inelastic scattering, absorption and charge exchange. 

For the density of the nucleus, the following function of Woods-Saxon model is adopted: 

p( r) = ~ j5 { 1+ exp ( r : c) } 

where A is the atomic number, Z is the number of proton in nucleus, j5 is the average density of 
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experiment measurement calculation 

Aachen-Padova [54] ( (Ev) = 2 GeV) a"(1r0 ) = 29 ± 10 33 

a0 (1r0
) = 25 ± 7 33 

SKAT [55] ((Ev) = 7 GeV) a"(1r+) = 106 ± 16 112 

a0 (1r-) = 113 ± 35 112 

a"(1r0 ) =52± 19 56 

CHARM [56] ((Ev) = 31 GeV) a"(1r0 ) = 96 ± 42 107 

Table 5.1: Summary of the measured cross section of coherent pion production. Unit of the 

cross section is w-40cm2 /nuclei. The calculation by Rein and Sehgal model is also shown. 

nucleus, and a and c, the density parameter of nucleus, are set to be 1.80/4ln3 = 0.41fm and 

2.69 fm, respectively. 

The mean free path for pions is calculated from the optical potential model of 1r-nucleus [58], 

as a function of the distance from the nuclear center. The scattered direction of pions is de­

termined by using the result of phase shift anallysis obtained from the 1r-N scattering experi-

ment [59]. 

The Fermi motion of nucleons and Pauli blocking effect are taken into account for the pion 

interaction. The nucleon momentum in the final state is restricted by Pauli blocking, to be 

greater than the Fermi surface momentum PF(r), which is calculated by the following equation: 

1 

PF(r) = Urr2PF(r)} 
3 

This simulation program of nuclear effect is tested by 

• 1r12C scattering [60] 

• "160 scattering [61] 

• pion photo-production ( --y + 12 C -t "± + X ) 

Fig 5. 7 shows the calculated cross section of 1r160 scattering, compared with experimental 

data. The simulation and experiment agree reasonably. 



CHAPTER 5. MONTE CARLO SIMULATION 80 

600 

:0 * total 

I .s 0 1nelast1c I 
c 500 • absorption 1 I 0 0 charge exchange 1 
t5 
Ol 

"' "' 400 I I "' 0 
~ 

() 

300 

1) 1l! 
total 

200 1 
·-- inetastiic 

100 f absorption 

••• < 
/ :: i.{ l··y··f· --" ~~~~ -~~~~~ng 

0 
0 100 200 300 400 500 600 

P ,(MeV/c) 

Figure 5. 7: Calculated cross section of 1r+ 16 0 scattering, compared with the experimental data. 

We checked the program of nuclear effect by simulating pion photo-production in a 12C 

nucleus. The cross section of pion photo-production with nucleon was measured by using light 

nucleus, such as deuterium [62, 63]. Pions are generated in a 12C nucleus according to this 

production cross section and passed through the nucleus. Fig 5.8 shows the calculated cross 

section, compared with experimental data [64, 65]. The agreement is good around the peak. 

Although there is some disagreement in the low energy region, it seems to be due to the effects 

which are not considered in this simulation ( i.e. pion identification and interaction with the 

detector material ) . 

5.4 Particle tracking and detector simulation 

5.4.1 Particle tracking 

The information of particles after leaving the nucleus are inputed into the program which sim­

ulates particle tracking and detector response. We adopted the GEANT code for this purpose, 

which has been developed at CERN and commonly used in high-energy experiments. The 
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Figure 5.8: Differential cross section of pion photo-production. Solid line shows Monte Carlo 

calculation. Data points are taken from Ref [64] (left) and Ref [65] (right). 

CALOR program is used for the hadronic interactions in water. It also has been developed 

at CERN and its calculation is based on the cascade mode [66]. But, in the energy range of 

E" < 500 MeV, the CALOR does not reproduce experimental data well [67]. Therefore when 

pion momentum is less than 500 MeV jc, we developed our own program which use the cross 

section estimated from the experimental data of 1r-
12C scattering [68] and 1r- p scattering [69]. 

5.4.2 Detector simulation 

G EANT program simulates the interactions and energy loss for all particles and traces Cerenkov 

photon emitted by charged particles until it is detected by a PMT or absorbed. 

For the attenuation of Cerenkov photon, we consider Rayleigh scattering, Mie scattering and 

absorption. Fig 5.9 shows the attenuation length of Cerenkov photon in our simulation program, 

as a function of wavelength. 

Photons interact with the molecule of water through Rayleigh scattering, whose coefficient is 

known to have .\-4 dependence ( the attenuation length is proportional to .\ 4. ) Mie scattering is 

included for the effect of scattering with particles, whose size is roughly same as the wavelength. 

Photons are scattered predominantly in the forward direction, and no wavelength dependence 

of attenuation coefficient is assumed in our simulation. Absorption is dominant above 450 nm 
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Figure 5.9: Various marks show 

the measured attenuation coeffi-

cient as a function of the wave 

length. Solid lines show the at-

tenuation coefficient used in the 

Monte Carlo program. 

in wavelength. We used the data given in Ref [71] for the attenuation coefficient of absorption. 

The absolute factors of scattering are tuned to reproduce the results measured by a laser system 

(see section 3.4.1 and Fig 5.9 ). 

The reflection and absorption at the surface of the PMTs and black sheets are included in the 

simulation program. The reflection probability is calculated as a function of incident angle, and 

compared with the measurements. Fig 5.10 shows the reflection probability for each medium. 

Calculation and measurement agreed well and we used the calculated value. In the calculation, 

the photon polarization effect is included. 

The quantum efficiency of PMT is shown in Fig 2.3. The dark noise of PMTs, charge and 

timing resolution are also taken into account in the Monte Carlo simulation. 
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Figure 5.10: Reflection probability on the surface of a PMT (left) and a black sheet (right) as a 

function of incident angle. The lines are calculations: the dashed line shows S-wave and dotted 

line shows P-wave, the solid line shows averaged value. Points show the measured values. 



Chapter 6 

Event Reconstruction Method 

As shown below, we have five reconstruction steps for FC atmospheric neutrino events and one 

step for PC events. 

• For Fully-contained (FC) events 

- Vertex position determination (TDC-fit) 

- Ring counting 

Particle identification (PID) 

Precise vertex position determination (MS-fit) 

Momentum determination 

• For Partially-contained (PC) events 

- Vertex position determination (TDC-fit) 

The difference between FC and PC reconstruction comes from the final selection of each 

sample. In the case of FC sample, for the identification of incident neutrino flavor, events with 

one Cerenkov ring are selected. In addition, momentum and particle type are determined. On 

the other hand, PC events are regarded as the v~-induced events because the exiting tracks, 

in most cases, muons. It is not necessary to count number of Cerenkov rings and momentum 

cannot be measured because of the energy loss out of the inner detector. 

After these reconstructions, we can obtain the vertex position and direction for both FC and 

PC sample, and additionally the number of ring, particle type and momentum for FC sample. 

84 
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Most of the reconstruction programs are inherited from that of Kamiokande, but they are 

reorganized to be fully automatic in order to analyze a large amount of data and Monte Carlo 

events. 

6.1 TDC-fit 

TDC-fit is the vertex and direction reconstruction program using TDC information. There are 

two step in TDC fit, one is a rough fitting without the Cerenkov edge information (PFIT), 

another is a more precise fitting using the edge (TDC-fit). The vertex determined by TDC-fit 

is used until MS-fit is applied, and for PC sample, this is the final vertex position. 

We use the time information called time residual (t;), which is calculated by subtracting 

photon time-of-flight (TOF) from the photon arrival time to the i-th PMT, as follows: 

t0 hit time of the i-th PMT 
' 

(x, y, z) vertex position 

(x;, y;, z;) position of the i-th PMT 

c( Q;, l;) light velocity in water 

The time residual is expected to have a common value in all PMTs for the real vertex if the 

Cerenkov photons are emitted by an infinitesimally short track particle, but in fact, it is not. 

Also some of the photons are scattered in the water. Nevertheless the distribution of the time 

residual becomes shape near the real vertex. In order to quantify its sharpness, we define the 

goodness as a estimator of the vertex fitting as follows: 

In case of PFIT: 

G 1 "' ( (t;-(t))
2

) 
p=--~exp 2 Nhit i 2(1.5o-) 

and in case of TDC-fit: 

G= 

" ' ( (t -(t))
2

) Ui;;Texp -~ 

Li;\- (inside Cerenkov cone) 

" 1 Max[exp(-lt;-(t))') O.Sexp(-'-l'>)] 
u~ -;;z- ~ ' 20nsec 

(outside Cerenkov cone) 
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where a is the mean value of PMT timing resolution, )t( is the mean of ti. The goodness takes 

the value from 0 to 1 and the higher value is estimated to be better. The track length of charged 

particle and time delay of the scattered light are also taken into account in the calculation of 

goodness of TDC-fit. TDC-fit finds the vertex where the goodness becomes maximum. 

In order to find out the particle direction, TDC-fit picks up the outer edge of the Cerenkov 

cone from the observed charge image. 

The Cerenkov edge is obtained from the charge distribution as a function of the Cerenkov 

opening angle (PE(O)). Fig 6.1 shows the typical (PE(O)) distribution for an e-like event. The 

Cerenkov edge (Oedge) is determined so as to be outside but nearest the peak ofPE(O) distribution 

(Opeak) with d2 PE/d02 0. Under these conditions, the direction is searched so as to maximize 

the following evaluation function: 

f = J~'d•.' PE(O)dO. (dPE(0))
2 

exp {- (Oedge ~ Oc)
2

} 

sm II edge dO a e 

where Oc and ae are the Cerenkov opening angle and its resolution, respectively. 

Fig 6.2 shows the distribution of the distance of real vertex to fitted vertex for FC e-like, 

p-like and PC events. The vertex resolutions were estimated to be 64.2, 58.7 and 134.4 em for 

FC e-like, p-like and PC events. 

6.2 Ring counting 

TDC-fit tends to find the most energetic Cerenkov ring and determine its vertex and direction, 

but ring finding and direction fit is necessary for other Cerenkov rings. 

Fig 6.3 shows the basic concept to find other rings. The shaded circle shows the Cerenkov 

image projected to a plane perpendicular to the particle direction. The ring counting programs 

picks up hit PMTs and draws the virtual circles (dashed line) whose center are at the hit PMTs 

and opening angle is 42°. After virtual rings are drawn, the center of Cerenkov ring is estimated 

as a intersection point of these rings. 

The detail procedure is as follows: first of all, expected photoelectron (charge) of the 

Cerenkov ring which was picked at TDC-fit is subtracted for each PMT. The virtual Cerenkov 
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rings are drawn in the PMT direction from the vertex position weighted by its residual charge 

onto the "charge map". This "charge map" is a 2-dimensional map with the direction of azimuth 

and polar angle in the view from the vertex position. Typical "charge map" is shown in Fig 6.3. 

If the second ring exists, the second peak can be seen, shown as the plot. The ring counting 

program picks up some candidate rings from this map. Then a likelihood method is used to 

judge if these candidates are real Cerenkov rings or not. 

We checked the performance of the ring counting with the charged current quasi-elastic events 

of the atmospheric neutrino Monte Carlo because the charged current quasi-elastic interaction 

generates only one lepton and should be identified as a single-ring event. The efficiency is defined 

as (Number of quasi-elastic events identified as a single-ring event)/ (Number of quasi-elastic 

events). 

Fig 6.4 shows the efficiency as a function of the distance of vertex from the inner detector 

wall (Dwau). The efficiency is worse near the detector wall because the ring counting program 

tends to count more number of Cerenkov ring than real due to the scattered light. However, the 

efficiency keeps more than 85 % in the fiducial volume. 

Fig 6.5 shows the efficiency in the fiducial volume as a function of the lepton momentum. 

The lower efficiency for Ve events is caused by the difficulty of judging the number of Cerenkov 

ring due to its diffused Cerenkov edge by the eleetromagnetic shower. 
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Figure 6.2: Distribution of the distance from real vertex to fitted vertex by TDC-fit, for FC 

e-like, !'-like and PC events. The vertex resolution is defined as the distance where the 68 %of 

events are found within and shown by hatched region. 
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Figure 6.3: Left figure shows the basic concept of finding Cerenkov ring direction. The shaded 

ring shows Cerenkov ring and possible center can be found by the focus of dashed circles. Right 

figure shows the charge map for a typical two ring event. The position of the two peaks in ()- ¢ 

plane correspond to the directions of Cerenkov rings. 

6.3 Particle identification 

It is possible to separate Cerenkov rings due to electrons and gammas from those due to muons 

and pions. Cerenkov ring produced by an electron is diffuse because of the electromagnetic 

shower and multiple scattering. Cerenkov rin!~ produced by a muon is characterized by its 

sharpness of Cerenkov edge because a muon propagate in water with a simple dE/ dx energy 

loss only. In addition to the pattern of the ring, the information of opening angle is also used 

to separate particles. The opening angle is important for the identification of low energy muons 

because the opening angle, IJ, and particle velocity has a relation of cos() = (n/3)- 1. 

The details of the particle identification method is described below. First of all, we calculate 

the expected Cerenkov image pattern of both e-like and !'-like from the reconstruction informa­

tion, (vertex, direction, momentum and opening angle). The expected number of p.e. in the 

i-th PMT is expressed as follows: 
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quasi-elastic events in the atmospheric neutrino Monte Carlo sample, as a function of the distance 

of vertex from the inner detector wall (Dwall). 
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ae · QMc(Bi,Pe) · e6[:m )!.5 
· exp( -~) · /(8) + Si ( e-like ) 

( a . sin
2

0; + QknockW)). exp(-h). /(8) + S 
J.L li(sinOi+li(~~)) z z L z 

( ~t-like ) 

where 

ae ,a, normalization factor 

li distance from vertex to i-th PMT 

Bi angle of PMT from the particle direction 

L light attenuation length 

f ( 8) function of relative PMT photo sensitive area 

Si expected amount of scattered light 

In the case of e-like events, the expected p.e., QMc(Bi,Pe) was produced beforehand by a 

Monte Carlo simulation because the analytic calculation of electromagnetic shower is difficult. 

QMc(Bi, Pe) is the table of the expected p.e., which is the average number of p.e. in a circular 

area of 50cm diameter (equal to PMT photosensitive area) located on a sphere of 16.9m in radius. 

The factor of ( 16i;m) 1.5 takes into account the distance dependence of the light intensity. Its 

power index is estimated from a Monte Carlo study. exp( -l;/ L) indicates the light attenuation 

in water. 

In the case .of ~t-like events, we can calculate the expected p.e. by the above formula. 

The second term in the right-hand side originate from the ionization energy loss ~~ in water. 

dx sin B + ldB takes into account the change in the photon density which is caused by the change 

in IJ, corresponding to the energy loss. sin2 1Ji expresses the intensity variation of Cerenkov pho­

tons. Q~nock(!Ji) is the contribution from knock-on electron, which was estimated and tabulated 

beforehand by a Monte Carlo simulation. In addition to this expected p.e., the expected scatter 

light si is also added to the direct photon. 

The definition of Likelihood for Cerenkov image pattern for both e-like and ~t-like is expressed 

as follows: 

L(e or Jt) = II 
0;<(1.5x0c) 
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where Prob is the function that gives the probability to detect Q'tb' p.e. in i-th PMT when 

Qfxp is expected. This function is estimated based on the single-photoelectron distribution for 

Q0 b, <20p.e. and approximated by a Gaussian distribution for Q0 b, >20 p.e., as shown in 

Fig 6.6. 

In order to combine with the information of the Cerenkov opening angle, this likelihood is 

translated to x2 parameter: 

X~attern(e or p) = -2log(L(e or p)) +constant 

Then the probability by Cerenkov pattern is given by 

n ( ) _ { 1 (x
2
(e or p)- Min[x

2
(e),x

2
(p)])

2
} 

rpattern e or f/, - exp --
2 "x' 

where "x' = ,;ND. N D is the number of the used PMT for the likelihood calculation. 

When the particle type is assumed, the expected Cerenkov opening angle can be calculated 

from the particle momentum. Therefore The probability by the Cerenkov opening angle is given 

by 

P ( ) _ { 1 (Bexp(e or p) -80 bs) 2} 
angle e or jJ, - exp --

2 <Jc,e 
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Total probability is defined as the production of the probabilities of the Cerenkov pattern 

and opening angle. 

P(e or Jl.) = Ppattern(e or Jl.) X Pangte(e or Jl.) 

Finally, PID estimator is defined as 

PID estimator = constant x ( J ~log P( e) ~ J ~log P(Jl.)) 

If this PID estimator is positive (negative), the event is identified as e-like (Jl.-like). 

Fig 6. 7 shows the PID estimator estimated by the atmospheric Monte Carlo events for visible 

energy Evis < 1.33 GeV (sub-GeV) and Evis > 1.33 GeV (multi-GeV) sample. The agreement 

of data and Monte Carlo is quite good. The misidentification probabilities for charged current 

quasi-elastic events is estimated to be 0.4% (0.6 %) for sub-GeV 1.1~ (ve) events and 1.4% (0.3 

%) for multi-GeV events. 

6.4 MS-fit 

TDC-fit works well for all energy range and all types of neutrino events. But it has worse vertex 

resolution in the direction of Cerenkov ring, compared to that in the perpendicular direction. It 

comes from the goodness definition of TDC-fit. The deviation of time residual ti~ < t >, which 

can be seen in the goodness definition of TDC-fit, is not significantly changed in places where 

the distance from all hit PMTs is same. Therefore it is difficult to determine the vertex in the 

Cerenkov direction precisely, due to the axial-symmetry of Cerenkov ring. 

In order to solve this problem, we apply the likelihood method which is used in the PID 

algorithm to determine vertex in the particle direction and inherit the goodness of TDC-fit for 

fitting vertex in the perpendicular direction. MS-fit was developed based on this method. The 

meaning of "MS" comes from the types of Cerenkov pattern, M(eson) and S(hower). MS-fit 

follows PID because it uses the particle type determined by PID algorithm. The difference of 

likelihood methods between PID and MS-fit is the treatment of the Cerenkov opening angle. 

In the case of PID algorithm, vertex position is fixed by TDC-fit and opening angle is a free 

parameter to find maximum likelihood, but for MS-fit, the opening angle is fixed according to 

the momentum and particle type, and find vertex where the likelihood becomes maximum. As 

a result, we get better resolution in both vertex and direction than TDC-fit. 
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Figure 6. 7: Distribution of PID estimator for the atmospheric sub-Ge V and multi-Ge V data 

(points) and Monte Carlo (histogram) events. The events of the positive (negative) value are 

identified as e-like (JL-like) events. 
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Fig 6.8 shows the distribution of distance from "real" vertex to fitted vertex which is esti­

mated by the atmospheric neutrino Monte Carlo events. The vertex resolution is defined as the 

distance where the 68 % of events are found within. We can obtain 23~56 em in resolution for 

sub-GeV and multi-GeV sample. The vertex resolution determined by MS-fit becomes better 

than that of TDC-fit, especially for JL-like. 

Fig 6.9 shows the distribution of the angle of real particle direction and reconstructed di­

rection, estimated by the atmospheric neutrino Monte Carlo events. The angular resolution is 

estimated to be 0.9~3.0°. 

6.5 Momentum determination 

The Momentum of charged particle is an important information to estimate the incident neu­

trino energy. In order to determine momentum, we use the sum of the corrected photoelectrons, 

called as RTOT. The purpose of RTOT is to derive momentum which does not depend on 

vertex position, particle direction and water transparency, therefore the corrections of water 

transparency , PMT acceptance, gain and so on are included in the calculation of RTOT. Mo­

mentum are derived from RTOT according to the conversion table, which is previously obtained 

from a Monte Carlo simulation. 

In case of multi-ring event, charge separation for each ring are applied before momentum 

determination. But for single ring event, this separation is not necessary. 

The method of calculating RTOT and momentum determination is as follows: 

1. apply timing cut and eliminate photoelectrons due to a muon-decay electron which happens 

within the lJLsec gate window. Timing window is set to ( -50,250) nsec in residual time, 

where the peak of residual time distribution is set to zero. 

2. calculate summed photoelectrons for the PMTs, the opening angle of which is less than 70° 

and calculate the primary RTOT. each PMT charge is corrected by water transparency 

and PMT acceptance. In the case of muon, muon range is taken into account for the 

calculation of photon flight length. 

3. subtract expected scatter light from RTOT. 

4. correct RTOT with relative gain of the whole PMT. 
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Figure 6.8: Distribution of the distance from real vertex to fitted vertex for FC sub-GeV and 

multi-Ge V events. The vertex resolution is defined as the distance where the 68 % of events are 

found within and shown by hatched region. 
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Figure 6.9: Distribution of the angle of real particle direction and reconstructed direction for 

FC sub-GeV (multi-GeV) events. The angular resolution is defined as the angle where the 68 

% of events are found within and shown by hatched region. 
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5. obtain momentum based on RTOT and particle type. 

The subtraction of scatter light makes the momentum resolution better because the ratio of 

scatter light in RTOT is not constant, it depends on vertex and particle direction. For example, 

the momentum resolution of 1 Ge V electron is improved from 4.8 % to 3.2 % by scatter light 

subtraction. 

The relative gain correction is adopted to correct for the time variation of energy scale. It is 

obtained from the water transparency measurement using cosmic ray muon ( see section 3.4.2 ). 

RTOT can be expressed by the following equation: 

where 

RTOT = G~c ~ax 
f)i < 70° 

-50 < tres < 250 

cosE> l ) Q(i) ·- · exp( --'-)- L S(i) 
f(E>) A B,<7D" 

a normalize factor 

G,GMc relative PMT gain of data and Monte Carlo 

tres time from the peak of time residual 

()i opening angle between PMT direction from 

the vertex position and the particle direction 

E> angle of photon arriving direction 

relative to the PMT facing direction 

f(E>) function of relative PMT photo sensitive area 

li distance from vertex to the i-th PMT position 

A attenuation length of light in the water 

Q( i) photoelectron detected by the i-th PMT 

S(i) expected photoelectron of scatter light in 

the i-th PMT 

Fig 6.5 shows the relation between RTOT and momentum for electron and muon events. 

These are estimated from Monte Carlo events, whose vertex positions are in fiducial volume and 

directions are random. 
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Fig 6.11 shows momentum resolution estimated from these MC sample as a function of 

momentum. It is defined as la width of the Gaussian fit. As a result of fitting these data, the 

momentum resolution is estimated to be: 
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Chapter 7 

Event summary and results 

7.1 Event summary 

In this thesis, we have analyzed the data which were taken from May-1996 to May-1998, and the 

experimentallivetime amounts to 535 days for both fully-contained (FC) and partially-contained 

(PC) sample. We applied the following criteria for FC and PC samples and made the final data 

sets: 

o Fully-contained (FC) 

Dwall > 200 em 

Number of outer detector hits (Nhitac) < 10 

- Visible energy (Evi,) > 30 MeV 

o Partially-contained (PC) 

- Dwall > 200 em 

- Number of outer detector hits (Nhitac) ::>: 10 

- Total photoelectron > 3000 p.e. 

where Dwall is the distance of the event vertex position from the nearest inner detector wall. 

The region Dwall > 200 em is defined as the fiducial region for both FC and PC events. The 

fiducial volume corresponds to 22.5 kton and the exposure of the detector amounts to the 33.0 
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ktonyr. The visible energy (Evis) is defined as the energy sum of each ring assuming that each 

ring is produced by an electron. 30 MeV corresponds to 197 MeV jc of muon momentum. The 

definition of number of outer detector hits (N hitac) was described at the section of PC 2nd 

reduction ( see 4.2.2 ). Nhitac is used to separate FC and PC events. Fig 7.1 shows Nhitac 

distribution for both FC and PC events in the fiducial volume. The separation of FC and PC 

events is clearly seen. The requirement of total photoelectron > 3000 p.e., which corresponds 

to ~580 MeV /c of muon momentum, is safe enough for PC events because the exiting muons 

must have at least 700 MeV/ c momentum to reach the outer detector. 

We obtained a total of 4474 FC events and 301 PC events according to the above criteria. 

The Monte Carlo simulation was made for both FC and PC with 10 years of livetime, based on 

the Honda flux [30], and analyzed by the same reduction and reconstruction methods as data. 

The distributions of the number of Cerenkov ring and visible energy are shown in Fig 7.2 

and Fig 7.3. From these figures, it can be seen that Monte Carlo can reproduce the atmospheric 

neutrino events well. 

7.2 Flavor ratio 

Table 7.1 shows the event summary of the atmospheric neutrino sample compared with the 

Monte Carlo prediction. We separate FC sample into two at 1330 MeV of the visible energy, 

Ev;, in order to see the energy dependent features of the atmospheric neutrino sample. The 

sample with Evis < 1330 MeV is called as "sub-GeV" and with Evis > 1330 MeV is "multi-GeV". 

All PC events are categorized to "multi-Ge V" sample. 

In order to measure the p.je ratio, we required that there should be only a single ring identified 

in a FC event (1-ring event). Each 1-ring event is categorized to be either e-like or p.-like by the 

result of PID algorithm and the particle type indicates us the incident neutrino flavor. Table 7.2 

shows the estimation of the neutrino interaction mode for sub-GeV, multi-GeV and PC samples 

by the Monte Carlo simulation. According to it, 84~88 % of e-like events are due to charged 

current ve interactions and 95~99 %of p.-like and PC are charged current vi' interactions. From 

this table, we assign all PC events to be p.-like. The lower momentum threshold for sub-GeV 

1-ring events is set to be 200 MeV /c for both e-like and p.-like events. 

Fig 7.4 shows the event vertex distribution projected to Z direction (left) and X-Y plane 
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Data Monte Carlo DatajM.C. 

sub-GeV fully-contained (Evis < 1.33 GeV) 

1-Ring 2196 2462.0 0.88 

e-like (P e > 200MeV /c) 1037 884.4 1.16 

~t-like (PI' >200MeV/c) 1158 1573.6 0.74 

~tfe 1.12 1.77 0.63 

2-Ring 733 780.1 0.94 

>3-Ring 178 200.5 0.89 

R = 0.63 ± 0.03 (stat.) ± 0.04 (syst.) 

multi-GeV fully-contained (Evis > 1.33 GeV) 

1-Ring 520 531.7 0.98 

e-like 290 236.0 1.23 

~t-like 230 295.7 0.78 

~tfe 0.79 1.25 0.65 

2-Ring 285 296.2 0.96 

>3-Ring 248 263.8 0.94 

Partially-contained 301 371.6 0.81 

RFC+ PC = 0.65 ± 0.05 (stat.) ± 0.08 (syst.) 

Table 7.1: Summary of atmospheric neutrino events for 33.0 ktonyr exposure of the detector for 

data and Monte Carlo. The number of Monte Carlo events is normalized by the livetime of the 

data. 
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Figure 7.3: Visible energy distribution for fully-contained (FC) and partially­
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Monte Carlo prediction, which is normalized by the livetime of the data. 

Ve CC(q.e.) vi" CC(q.e.) NC 

FC sub-GeV 

e-like 88.7((i9.3) 1.9(0.3) 9.3 

!'-like 0.4(0.3) 95.9(75.4) 3.8 

FC multi-GeV 

e-like 84.4(cl8.2) 7.0(0.9) 8.6 

!'-like 0.5(0.1) 99.1(54.1) 0.4 

PC 1.6(0.3) 97.8(17.9) 0.7 

Table 7.2: Summary of the neutrino interaction mode for FC and PC Monte Carlo samples. 

"CC" shows charged current and "NC" shows neutral current interaction events. "q.e." shows 

quasi-elastic scattering events. Unit is percent(%). 
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(right) for the atmospheric neutrino events. The region pointed by lines and arrows shows the 

fiducial region. The number of Monte Carlo events is normalized to that of data events within 

fiducial region in order to compare the shape of distributions. The distributions of data and 

Monte Carlo agree well. The excess at the highest bin in the Z distribution is due to cosmic-ray 

muons which entered into the inner detector through less efficient regions of the outer detector. 

Any excess cannot be seen near the detector wall inside the fiducial volume. 

We defined R as the pfe ratio of the data compared with the Monte Carlo prediction 

(p/e)Data/(p/e)Mc) and obtained for sub-GeV and multi-GeV samples as follows: 

0.63 ± 0.03 (stat.) ± 0.04 (syst.) 

0.65 ± 0.05 (stat.) ± 0.08 (syst.) 

(sub-GeV) 

(multi-GeV) 

where PC events are included to the multi-GeV p-like events. R, RFC+PC are significantly 

smaller than unity. The systematic errors in R and RFC+ PC are estimated to be 7 % and 11 

% respectively and the details are discussed later. These results are consistent with the results 

obtained by Kamiokande [5], IMB (sub-GeV) [6] and Soudan-2 [8]. 

Fig 7.5 shows the Dwall distribution of the event vertex for e-like, p-like and the p/e ratio. 

Each bin is taken to be equal in the detector volume. The Jl / e ratio is consistent with flat inside 

the fiducial region for both the sub-GeV and multi-GeV samples. The relatively high p/e value 

just inside the fiducial region for the multi-GeV is due to relative deficit of e-like events. 

Fig 7.6 shows the momentum distribution for FC e-like and p-like events. The pfe ratio, the 

ratio of Data to Monte Carlo, and R=(p/e)Data/(pfe)Mc as a function of momentum are also 

shown. There is a deficit for p-like events and an excess for e-like events in all the momentum 

regions of this figure. However, because of the systematic error of absolute event rate ( ±25 %, 

most of which comes from the uncertainty of the primary proton flux), we cannot determine 

whether the deviation of R from unity is caused by a muon deficit or an electron excess. The R 

distribution shows no strong momentum dependence for both sub-GeV and multi-GeV energy 

regions. 

7.3 Systematic uncertainty in the flavor ratio 

Table 7.3 shows the summary of the possible sources of systematic uncertainties in R. 



CHAPTER 7. EVENT SUMMARY AND RESULTS 

100 sub-GeV e-tike 

75 ~ il,i'*oiii'W""';'i11ui 
50 

25 

0~~=~ 
30 

10 

400 

+ 
200 

0 ~~~.......,~.l.J 
-1000 0 1000 

Z(cm) 

0 l.L."'""-"~..c.........,.':-:-'-.u 
-1000 0 1000 

Z{cm) 

80 sub-GeV e-like 

so Wll'!ll...r."'"" 
40 

20 

3~~~~~~ 
20 

10 

0~~~~ 
400 

300 

200 ~,.........,,.....~~-J 

100 

0 o'-'--''-'-'1-='oo"o~-::2o"'o"'o~"" 
3 

R2(cmf 10 

100 

75 

50 rt+11111+11'i!!!loHl~l 

25 

0~~~~ 
30 

20 

10 

4~ ~::::-:::~=~~ 
30 

20 

10 

O Ot....~1e:0':-00::-'-~2e:OLOO...._...., 
3 

R2(cmf 10 

107 

Figure 7.4: Z (left) and R2 (=X2+ Y2 ) (right) distributions of the event vertex for the atmospheric 

neutrino samples. Error bar shows the statistical error for the real data. Histogram shows the 

Monte Carlo prediction and normalized to the number of data events within the fiducial volume. 

Z=O and R 2 =0 correspond to the center of the detector. The high rate at the highest bin in the 

Z distribution is due to cosmic-ray muons. 

• c 150 • > • 
0 100 

• ~ 50 E , 

1.._++ 
sub-GeV e-like 

+ 
~.---

• 60 
c 
~ • 40 
0 • 20 ~ 

E , 

f-7+++ 
multi-GeV y-like 

I 

:t+ f,J + 
~+ ' 

z 
0 

z 
0 

• c 
~ 200 

0 • 100 
~ 

E , 

4 sub-GeV 11-like 

~ 
+ ++-+-+ -+-

+ 

11 200 

~ 150 
0 100 • ~ 

E 50 , 

f-7 
multi-GeV 11-like + PC 

~ 
+ ++ -+-+---+-

z 
0 '' '' 

z 
0 

3 

-3. 
2 
~f-7 

sub-GeV).lle 

f +- ++++-+--+---+-

6 

{ 4 

2 
~ ~ + + -+---+-c 

multi-GeV ).lie 

+ + 
0 0 . ' 

0 200 400 600 800 1000 1200 1400 1600 0 ---- 1-1-1G1D 
0 wall (em) 0 wall (em) 

Figure 7.5: Dwall distribution of the atmospheric sub-GeV (left) and multi-GeV (right) samples. 
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Figure 7.6: Momentum distribution for FC e-like and p-like events, the p/e ratio, the Data/MC 

ratio and the R distribution as a function of momentum. Box histogram shows the Monte Carlo 

prediction with the statistical error. PC events is also shown for comparison. 
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Reduction 

(vi'+ iJI')j(ve+ De) neutrino flux 

Energy spectrum of cosmic ray 

PID 

Single-Ring/multi-ring separation 

Vertex position 

Energy calibration 

Non-neutrino background 

flashing PMT 

cosmic ray muon 

e-like background 

Cross section 

Hadron Simulation 

FC /PC separation 

Total (%) 

Monte Carlo statistical error (%) 

sub-GeV 

«1 

<5 

0.6 

2 

3 

0.6 

1 

<0.5 

<0.1 

<0.1 

2.0 

0.5 

<0.1 

7 

1.5 

multi-GeV FC+PC 

3 

<5 

1.6 

3 

6 

2.4 

4 

<0.5 

0.6 

0.1 

3.7 

1 

0.5 

11 

2.9 

Table 7.3: Summary of systematic error in R. Unit is (%). 
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• Reduction : 

The validity of the FC reduction was checked in the early days of the experiment by two 

independent reduction, one of which was based on the reduction method presented in this 

thesis. Comparing both final data sets, no events of the present data set in the fiducial 

volume were lost, therefore the systematic error in the FC reduction is expected to be very 

small ( «1 %). As for PC reduction, the systematic uncertainty is estimated to be 5 % 

by changing the tuning of the outer detector simulation parameters. It contributes only 

about half of the muons in the multi-Ge V sample, thus the systematic error in RFC+ PC 

is estimated to be 3%. 

• (vi'+ iil')j(ve+ iie) neutrino flux: 

The uncertainties in the absolute electron and muon neutrino flux are estimated to be 

both about 20%, which comes mostly from that of primary cosmic-ray flux, however they 

are correlated each other and canceled largely when the ratio is taken. The uncertainly of 

(vi'+ iil')j(ve+ iie) is estimated to be <5%. 

• Energy spectrum of cosmic ray : 

The spectrum of primary cosmic rays is well fit to a power law E-~ with spectral index 

'Y = 2. 71 ± 0.05. The error of the spectral index affects the spectrum of the neutrino 

energy. The systematic uncertainty is estimated by changing the neutrino spectral index 

by ± 0.05. In practice, this was done by weighting each Monte Carlo events by the factor 

of (Ev/2GeV)±0-05 , where 2 GeV corresponds to the approximate mean energy of the 

atmospheric neutrino events. R in sub-GeV (multi-GeV) is changed by 0.6% (1.6%) due 

to this effect. 

• Particle Identification (PID) : 

The uncertainty in R caused by PID was estimated by the misidentification of the charged 

current quasi-elastic events. According to the Monte Carlo study, the misidentification 

probability is estimated as shown in Table 7.4. The error in PC events was considered to 

be 0 due to no application of the PID algorithm. The particle misidentification changes 

the I' j e ratio by up to twice as large as the misidentification probability, therefore the 

uncertainty is estimated to be 2% (3%) in the sub-GeV (multi-GeV) sample. 
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J.l--te e--tJ.l JR Table 7.4: Misidentification probability of 

sub-GeV 0.4% 0.6% 2% 
PID for the charged current quasi-elastic 

multi-GeV 1.4% 0.3% 3% 
events, estimated by the atmospheric neu-

trino Monte Carlo simulation. 

• Single-ring/multi-ring separation : 

Only the events with single Cerenkov ring were selected for the FC e-like and f.'- like events. 

The number of rings in an events is obtained automatically by the Ring-counting program. 

In order to estimate the systematic uncertainty of the Ring-counting, the result was com­

pared with that of a different version of the Ring-counting program and that of the human 

eye-scanning. The differences in sub-Ge V and multi-Ge V are estimated to be 3 % and 6 

%, respectively, where the error for PC events is considered to be 0. 

• Vertex position : 

The possible bias of the fiducial volume should be considered as the source of the systematic 

error. The final vertex position for FC events is determined by MS-fit. The uncertainty 

was estimated by comparing the result with that from the vertex position of TDC-fit. As 

for PC events, the vertex position of TDC-fit was adopted. The uncertainty was estimated 

by comparing the result with that of the interactive vertex fitter on a visual display. As a 

result, the differences in sub-GeV and multi-GeV Rare estimated to be 0.6% and 2 %. 

• Energy calibration : 

The systematic uncertainties of the absolute energy scale was estimated by using the 

several calibration source, electron LINAC, muon-decay electron, atmospheric 1r
0 events 

and cosmic-ray muons. We concluded that the energy scale is understood to be within 

± 2.5% uncertainty ( see section 3.5 ). The uncertainty in R is estimated to be 1 % in 

sub-GeV and 4% in multi-GeV, by shifting the energy scale within± 2.5 %. As for PC 

events, the uncertainty is expected to be very small because the events of PC sample in 

the fiducial volume with less than 3000 p.e. is estimated to be <0.1 % of the total by the 

Monte Carlo simulation. 

• Non-neutrino background : 
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We considered the effect of the flashing PMT events, cosmic-ray muons and e-like events 

induced by neutrons as the possible background. 

We applied the FC 4th reduction for removing the flashing PMT events and furthermore 

checked by visual scanning. Therefore the contamination of the flashing PMT events is 

expected to be very small. We adopted <0.5% error conservatively for both sub-GeV and 

multi-GeV R. 

We considered cosmic-ray muons as the background source of FC p-like and PC events, 

and estimated the amount of cosmic-ray muon background using "Fromwall" distribution. 

Fromwall is defined as the distance of the vertex position from the inner detector wall 

along the particle direction, as shown in Fig 7.7. The Fromwall value should be small for 

cosmic-ray muons because the reconstructed vertex position of cosmic-ray muon should 

near the inner wall and the direction should face inward. Fig 7.8 shows the Fromwall 

distributions for sub-GeV p-like, multi-GeV p-like and PC events observed in the whole 

inner detector volume. The upper figure of each sample shows the data and Monte Carlo 

events. The peak near zero for multi-GeV p-like events is due to the cosmic-ray muons 

which could not be eliminated by the reduction program because of the inefficiency of the 

outer detector. The middle figure shows the distribution for the cosmic-ray muons. In case 

of FC sample, most of these background are excluded from the fiducial volume because 

of the good vertex resolution (<T ~30cm), and the probability of missfitted in the fiducial 

volume is estimated to be 0.2%. On the other hand, due to the poorer vertex resolution, 

20% of the background for PC sample could be missfitted in the fiducial volume. We 

estimated the amount of the background by a x2 test. The x2 value was calculated by 

comp<}ring data with the combined distribution of the atmospheric neutrino Monte Carlo 

and background events. The 90% confidence level (C.L.) upper limit was regarded as the 

amount of the background. The lower figure of each sample shows the distribution at the 

90% C.L. upper limit and the mesh region corresponds to the contribution of background. 

For sub-GeV and multi-GeV p-like sample, most of them are out of the fiducial region, and 

the background contamination in the fiducial volume is estimated to be less than 0.1%. 

For PC sample, 1% of the background contamination is estimated by this method. Thus, 

the total background contamination in the multi-Ge V p-like and PC sample is estimated 
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Figure 7.7: Definition of Fromwall. 

to be less than 0.6%. As a result, the uncertainty of cosmic-ray muons affects on R by less 

than 0.1 (0.6) % for sub-GeV (multi-GeV) sample. 

We also estimated the e-like background induced by neutrons which is produced by high 

energy cosmic-ray muons in the rock surrounding the detector. According to the Monte 

Carlo simulation of these neutrons, the attenuation length of the neutron-induced events 

was estimated to be about 44 (64) em for sub-GeV (multi-GeV) sample. We estimated 

the neutron background contamination by using Dwall distribution instead of Fromwall 

distribution since the directional correlation between neutrons and secondary particles are 

rather poor (especially at low energies). The Dwall distribution of e-like events was fitted 

by a combined distribution of the neutrino-induced and neutron-induced events by a x2 

method. From the x2 test, the contamination was estimated to be ::;0.1 % in sub-GeV 

and ~0.1 %in multi-GeV. 

• neutrino cross section : 

The uncertainties in R due to neutrino interaction cross section uncertainties were esti-

mated for each interaction mode as follows: For quasi-elastic events, the effect on R was 

tested by changing the axial vector mass MA by ± 10%, the Fermi motion Pp and the 

nuclear potential. For single-pion, multi-pion, coherent-pion production mode, the abso­

lute cross section was varied by ± 30%, ± 40%, ± 30%, respectively. The relative error 

of neutral current cross section to charged current cross section is considered to be ± 

20%. Table 7.5 shows the summary of the differences and the effect on R. In total, the 
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sub-GeV multi-GeV 

o(e-like) o(J-!·like) oR o(e-like) o(J-!·Iike) oR 

MA±lO% ±5.0% ±5.5% ±0.5% ±3.5% ±3.1% ±0.5% 

Ptermi(250 --t 180 MeV) +7.9% +8.3% -0.4% +2.3% +2.0% -0.3% 

V nucl (off --t on) (P fermi = 217) -1.2% -1.3% +0.1% -0.4% -0.3% +0.1% 

a(single-11") ±30% ±5.3% ±4.9% ±0.5% ±5.2% ±5.0% ±0.3% 

a( coherent-71") ±30% ±1.2% ±0.7% ±0.5% ±1.3% ±0.7% ±0.6% 

a(multi-1r) ±40% ±3.5% ±2.1% ±1.4% ±15.6% ±18.6% ±3.2% 

a(NC)ja(CC) ±20% ±1.9% ±0.8% ±1.1% ±1.7% ±0.1% ±1.6% 

total ±11.4% ±11.4% ± 2.0% ±17.1% ±19.6% ± 3.7% 

Table 7.5: Summary of the systematic errors caused by the charged current and neutral current 

cross section uncertainties. 

uncertainty in R was estimated to be 2.0% for sub-GeV and 3.7% for multi-GeV. 

• Hadron simulator : 

We changed the hadron simulator package from CALOR to FLUKA and checked the effect 

on R to be 0.5% (1%) for sub-GeV (multi-GeV). 

• FC fPC separation : 

The separation of FC and PC sample is based on the number of PMT hits in the outer 

detector hits (Nhitac) and made at 10 hits, as shown in Fig 7.1. The uncertainty was 

estimated to be <0.1 (0.5) % in sub-GeV (multi-GeV) sample by changing this separation 

point by ± 20 %. 

Adding all of these errors in quadrature, the leota! systematic error in R is estimated to be 7 

and 11 %for sub-GeV and multi-GeV samples, respectively. The Monte Carlo statistical error 

of 1.5 (2.9) %in sub-GeV (multi-GeV) sample was also included in the systematic error. 
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7.4 Zenith angle distribution 

As mentioned in the introduction, the propagation length of the atmospheric neutrinos varies 

15 ~ 13000 km depending on the zenith angle of the neutrino direction, as shown in Fig 1.3. 

Therefore, if we know the direction of the incident neutrino, we can examine the neutrino 

oscillation which varies the oscillation probability as a function of the propagation length. 

However, the direction of the leptons does not coincide with the incident neutrino direction 

exactly due to the momentum transfer to nucleons. Fig 7.9 shows the scattering angle of outgoing 

leptons as a function of the lepton momentum, for the Monte Carlo events induced via the 

charged current quasi-elastic interactions. From this figure, in the energy region of ;S 0.5 

Ge VIc, the charged lepton is scattered larger than 60°. But the correlation is better for the 

events with the higher lepton momentum. For the events of the lepton momentum, Ptep ;': 1 

GeV lc, we can estimate the neutrino direction within 30° from that of the lepton. 

Fig 7.10 shows the zenith angle distribution for the sub-GeV and multi-GeV samples. The 

horizontal axis shows the cosine of the zenith angle of the particle direction, so that the solid 

angle of each bin is equal and the distribution should be fiat when the neutrino flux is isotropic. 

cos() = -1 shows upward-going particle and cos() = 1 shows downward-going. Box histogram 

shows the Monte Carlo prediction. In the sub-GeV energy region, the neutrino flux is affected 

by the rigidity cutoff of the primary protons due to the geomagnetic field, as shown in Fig 1.4. 

But, because of the large correlation angle between neutrinos and leptons at low energies, up­

down asymmetry cannot be seen clearly in the sub-GeV Monte Carlo events. The excess in 

the horizontal direction of multi-GeV sample is mostly due to the higher flux, which is due to 

the higher probability of decay in flight of high energy muons in the atmosphere for horizontal 

directions. 

Comparing data with Monte Carlo, the deficit of the upward-going p-like events is noticeable, 

especially in the multi-GeV sample. This effect can be seen more clearly in the ratio of data to 

Monte Carlo, as shown in Fig 7.11. As for the sub-GeV and multi-GeV e-like, the ratio is almost 

independent of the zenith angle. x2 ld.o.f. values of a comparison of the data and a straight 

line are 6.814 for sub-GeV and 2.814 for multi-GeV. However, in the p-like sample, the ratio for 

the upward direction is almost half of that for the downward direction. x2 I d.o.f. values of the 

same test are 22.614 for sub-GeV and 29.514 for multi-GeV, whose probabilities are both less 
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Figure 7.9: Distributions of the scattering angle of lepton with respect to the incident neutrino 

direction as a function of the lepton momentum, estimated by the Monte Carlo simulation. Only 

the charged current quasi-elastic interaction events are selected. The cross point shows the peak 

of the distribution at the corresponding momentum bin and error bar shows the region which 

contains the 68 % of the distribution. 
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than 0.1 %. The Jl/e ratio and R as a function of the zenith angle are also shown in Fig 7.11. 

The values of x2 jd.o.f. with respect to a flat line at the mean are 16.7/4 (sub-GeV) and 6.1/4 

(multi-GeV). 

Fig 7.12 shows the up-down asymmetry, (U-D)/(U+D), as a function of the lepton momen­

tum. "U" is defined as the number of upward-going (-1< cosO <-0.2) events and "D" is the 

number of downward-going (0.2< cosO <1) events. Horizontal-going (-0.2< cosO <0.2) evens 

were excluded. As for e-like, the data is consistent with expectation in all energy region. How­

ever, for J.l-like and PC sample, the up-down asymmetry is larger in the high momentum region 

and there is an obvious discrepancy between the data and Monte Carlo. 

Table 7.6 shows the summary of the number of upward-going (U) and downward-going (D) 

events, up/down ratio, U/D and up-down asymmetry (U-D)/(U+D). The asymmetry fore-like 

events is consistent with expectations for both sub-Ge V and multi-Ge V, however, a significant 

asymmetry exists for J.l-like events. The statistical significance of the asymmetry for J.l-like is 

more than 3 a for sub-GeV and 6 a for multi-GeV. 

7.5 Systematic uncertainty for up/down ratio 

Most of the systematic errors are canceled when the up/ down ratio is taken. We considered 

the up-down difference of the neutrino flux, non-neutrino background and energy scale as the 

possible sources of the systematic error for up/down ratio. Table 7.7 shows the summary of the 

systematic errors in the up/down ratio, U jD. 

In order to estimate the uncertainty in the up/down ratio due to the neutrino flux, two 

calculated fluxes, Honda [30] and BGS [32] were compared. Additionally, the effect of 1 km 

mountain over Super-Kamiokande detector was included. The mountain stops muons before 

they can decay in flight and reduces the downward-going neutrino flux. 

We measured the up-down energy scale difference of the detector using the muon-decay 

electrons. Muon-decay electrons whose direction is perpendicular to muon's were selected in 

order not to be affected by the polarization of muons. Fig 7.13 shows the mean momentum of 

the decay electrons as a function of the zenith angle of electron direction. ±0.6 % difference of 

the energy-scale was measured between upward-going and downward-going electrons. It affects 

up/down ratio by ±0.1 % (±0.9 %) for sub-GeV (multi-GeV) e-like events and ±0.2 % (±0.7 
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Figure 7.10: Zenith angle distribution for the atmospheric neutrino data (points) and Monte 

Carlo (box histogram) events. The horizontal axis shows the cosine of the zenith angle of the 

particle. cos() = -1 shows the upward-going particle. The height of the box histogram shows 

the statistical error of Monte Carlo events. 
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for comparison. 
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u D U/D (U-D)/(U+D) 

sub-GeV 

e-like 424 363 1.14:+:gg~ ± 0.01 0.067 ± 0.035 ± 0.01 
data 

p-like 409 521 o.78:+:ggg ± o.o1 -0.123 ± 0.033 ± 0.01 

e-like 341.9 345.6 0.99:+:g g~ ± 0.03 -0.005 ± 0.015 ± 0.01 
Monte Carlo 

J.<-like 633.9 621.3 l.02:+:g g~ ± 0.02 0.010 ± 0.011 ± 0.01 

multi-GeV 

e-like 106 114 0.93:+:gg ± 0.01 -0.036 ± 0.067 ± 0.01 
data 

J.<-like (FC+PC) 140 262 0.53:+:g g~ ± 0.01 -0.303 ± 0.048 ± 0.01 

e-like 87.3 8!l.3 l.Ol:+:gg~ ± 0.03 0.006 ± 0.029 ± O.Ql 
Monte Carlo 

J.<-like (FC+PC) 248.8 252.3 0.99:+:g g~ ± 0.02 -0.007 ± 0.017 ± 0.01 

Table 7.6: Summary of the number of the upward-going and downward-going events and the 

up/down ratio. Upward-going (downward-going) events are those with zenith angle -1 < cos() <-

0.2 (0.2< cosiJ <1). The up-down asymmetries (U-D)/(U+D) are also shown with their statis-

tical and systematic errors. 

sub-GeV multi-GeV 

e-like J.<-like J.</e e-like J.<-like pje 

Theoretical 

Neutrino flux ±2.5 ±2.1 ±0.4 ±2.6 ±1.8 ±1.7 

Total ±2.5 ±2.1 ±0.4 ±2.6 ±1.8 ±1.7 

Experimental 

Energy scale ±0.1 ±0.2 ±0.2 ±0.9 ±0.7 ±0.3 

Non-neutrino background ±1.0 ±0.1 ±1.0 ±0.5 ±1.2 ±1.3 

Total ±1.0 ±0.2 ±1.0 ±1.0 ±1.4 ±1.3 

Table 7.7: Summary of the systematic errors for the up/down ratio, U/D. Unit is percent(%). 
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Figure 7.13: Mean momentum of the muon­

decay electron as a function of the zenith an­

gle of the electron direction. 

%) for J.t-like events. PC events was affected by less than 0.1 % for the up-down energy scale 

difference due to the loose cut on total photoelectrons. 

The non-neutrino background such as cosmic-ray muons could be considered to contaminate 

mostly the downward-going neutrino events. Therefore we estimated its uncertainty by assuming 

that all these events are contaminated in either downward-going or upward-going direction. 



Chapter 8 

Oscillation analysis 

The deficit of the upward-going muons in the multi-Ge V energy region is obvious by the discus­

sion of the previous section. Considering the fact that the up-down asymmetry of multi-Ge V 

e-like events agrees with the expectation, the v, B v7 oscillation mode seems to be dominant for 

the atmospheric neutrinos. However, as described in the introduction, there is some possibility 

of existing other sub-channels if the mixing angle IJ13 is not 0. In this section, we will perform the 

2-flavor oscillation analysis (v, B V7 ) and the 3-flavor oscillation analysis using the atmospheric 

neutrino data and attempt to determine the oscillation parameters (~m2 , IJ23, 013). 

8.1 Analysis method 

We have divided the data into 65 and 5 bins for FC and PC events (70 bins total), respectively, 

according to the lepton momentum, P, and zenith angle, cos 0, as shown in Fig 8.1. 

The oscillation analysis is based on a x2 examination of these distributions. x2 is defined as 

follows: 

(8.1) 

where NnATA is the measured number of events in each (cosO, P) bin, and u is the statistical 

error of both the data and Monte Carlo. Ej, <Yj are the Monte Carlo parameters related to the 

measurement systematic errors and its uncertainties, respectively. The assigned meaning and 

uncertainties are summarized in Table 8.1. 

123 



CHAPTER 8. OSCILLATION ANALYSIS 

2.2 

2.4 

2.6 

2.8 

~ 3.0 

sub-GeV e-like 

' ' I I I I -- -,--- -,--- T--- ,----

--_I_-- .J--- J.--- L---
I I I I 
I I I I 
I I I I 

---1---~---+---~---
1 I I I 

I I I I ---,---0--- T- --r ---
I I I I 

' ' 3.2 L___j__.!..___j__.!..__j 

3.4 

·l -0.6 -0.2 0.2 0.6 

case 

multi-GeV e-like 

' ' 
' ' ' ---,--- ""j-- -~ -- -~---

.[ -0.6 -0.2 0.2 0.6 

case 

2.2 

2.4 

2.6 

2.8 

3.0 

3.2 

sub-GeV Jl·like 

' ' 
' ' ' ------,---~---~---

' ' ' ' ' ___ L __ .J ___ .L ___ L __ _ 
I I I I 
I I I I 
I I I I 

---1---~---+---~---
1 I I I 

' ' ' I I I I ---,---,---y---,---
1 I I I 

' ' 
-1 -0.6 -0.2 0.2 0.6 

case 

multi-GeV J..1. -like 

·l -0.6 -0.2 0.2 0.6 

PC 

.[ -0.6 -0.2 0.2 0.6 

case 

124 

Figure 8.1: Definition of the bins for the oscillation analysis. They are divided according to the 

momentum, P, and zenith angle, cos II. 35 bins for FC e-like events, 30 bins for FC !'-like events 

and 5 bins for PC events, in total 70 bins are prepared. 
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Monte Carlo Fit Parameters ( 'J) Uncertainty ( cr J) 

a overall normalization free (25%) 

{3, sub-Ge V 11-I e ratio 7% 

fJm multi-Ge V 11-I e ratio 11% 

8 Ev spectral index 0.05% 

p relative normalization of PC to FC 8% 

'1s sub-Ge V zenith shape 2.5% 

'1m multi-GeV zenith shape 2.7% 

Table 8.1: Summary of Monte Carlo parameters. The meaning and uncertainty is given for each 

parameter. 

NMc is the expected number of events for the specified oscillation parameters (t>.m2 , 1123 , 

ll13), including the weight caused by the systematic uncertainties. It is given by 

N ( )( Et)o( rJs,m)LdataN (A 2 n n ) 
MC = 1 +a -E 1 + ----;;--- exp um ,u23,013 

0 2 '-MC 

(1- ~) sub-Ge V e-like 

(1 + fl:n sub-GeV 11--like 

X (1- fl2) multi-Ge V e-like 

(1 + flm)(1-I!JY=) 
2 2 Nl-' multi-Ge V fj-like 

(1 + fl;) (1 + ~) PC 

where a, {3,, fJm, ii, p, r], rJm are the Monte Carlo parameters listed in Table 8.1. Et is the 

mean neutrino energy for the corresponding momentum bin and Eo is 2 Ge V as the mean 

neutrino energy of the whole events. Ldata and LMc are the livetime of the data and Monte 

Carlo, respectively. Nexp(CJ.m2 , ll23, ll13) is the expected number of events without the systematic 

uncertainties and given by 
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L + L P(ve --+ Ve) + L £Fe, P(v~ --+ ve) 
NC,FCe CC,FCe CC,FCp,PC CFc11 + Epc 

(FC e-like) 

(FC J.L-like) 

L + L P(vi' --+ vi')+ L fpc P(ve --+ vi') 
NC,PC CC,PC CC,FCe EFce 

(PC) 

where NC(CC) shows the neutral current (charged current) events and FCe (FCJ.L) shows the 

fully-contained e-like (J.L-like) events. P(va --+ Vf3) is the oscillation probability that v0 oscillates 

to vf3 in each event, as function of neutrino energy Ev, flight length L and the oscillation 

parameters (f.m2,8z3,813). fFc., £Fe" and fpc show the detection efficiency of FC e-like, FC 

J.L-like and PC events as a function of the incident neutrino energy Ev, as shown in Fig 8.2. It 

is introduced to correct for the difference of efficiency in each sample. The distribution of the 

production height calculated in Ref [73] is used for the neutrino flight length L. 

The effect of matter on the neutrino oscillation is included in this oscillation analysis. We 

used the five step function for the density profile of matter inside the Earth, as shown in Fig 8.3. 

The region of the tested oscillation parameters were w-4 < f.m2 < 0.1, 0 < sin2 823•31 < 1. 

61 x 41 x 41 points were picked up from this region. At each point, x2 value was minimized 

by changing the Monte Carlo parameters Ej. 

8.2 2-flavor oscillation analysis (vi' ++ l/7 ) 

First of all, we carried out the pure v~ ++ v7 oscillation analysis. Fig 8.4 shows the allowed region 

of the oscillation parameters. The pure v~ ++ v7 is realized at 813=0 in 3-flavor oscillation. 823 

became the only mixing angle and replaced with 8. The MSW effect is not relevant in this 

oscillation mode because electron neutrinos does not take part in the oscillation. The horizontal 

axis is expressed by sin2 28, similar to the usual 2-flavor oscillation analysis. 

x2 minimum is 69.7/67 d.o.f. at (f.m2, sin2 28) = (2.1 X 10-3, 0.97). The 90 % (99 %) 

confidence level (C.L.) allowed region is defined as the region whose x2 difference from the 

minimum x2 value is less than 4.6 (9.2). The region of 8 X w-4 < t.m2 < 6 X w-3 eV2 and 

sin2 28 > 0. 79 is allowed at 90 % C.L .. 
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Figure 8.2: Detection efficiency of FC e-like, FC J.t-like and PC events as a function of the 

incident neutrino energy, estimated by the Monte Carlo simulation. Only events induced by the 

charged current ve (FC e-like} and v, (FC J.t-like, PC) interactions are used. 



CHAPTER 8. OSCILLATION ANALYSIS 

~ 

"' E 
-!2 
Ol 
~ 

>--"iii 
c 
Q) 

0 

10 

10 

10 
0 

14 

12 

10 

8 

6 

4 

2 

---------, 

0 1000 2000 3000 4000 5000 6000 

Radius (km) 

0.2 0.4 0.6 

~ 90% 
..... 99% 

0.8 

128 
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in the oscillation analysis. 

Figure 8.4: Allowed region for oscillation 

parameters, (.6.m2,sin2 28), in vJ.L +-+ v7 os-

cillation mode. The region inside the solid 

(dashed) line is allowed at 90 % (99 %) 

confidence level (C.L.). 
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8.3 3-flavor oscillation analysis with one mass scale dominance 

The 3-flavor oscillation analysis is much complicated than the v~ B v7 2-flavor analysis. Though 

we assume one mass scale dominance for simplicity, all oscillation channels of Ve B v~, vi' B V7 

and Ve B V7 are open with the two mixing angle, 023 and ()13· Furthermore, the MSW effect 

should be considered. 

Fig 8.5 shows the allowed region of oscillation parameters. The allowed region in 3-flavor 

oscillation is a function of 3 parameters, (6m2 , ()23 , () 13 ), therefore the allowed region is expressed 

by the projection onto (sin2 ()23 ,6m2) and (sin2 013,6m2) planes, as shown in Fig 8.5. The 

horizontal axis is expressed by sin2 (), not sin2 21), because the asymmetry of the oscillation 

probability for 023,13 B 1r /2- 1)23,13 is broken in 3-flavor oscillation. 

The 90 % (99 %) allowed region is defined that the x2 difference from the minimum x2 is 

less than 6.3 (11.3) because the number of free parameters is three. The minimum x2 value, 

x;,in' is 65.7/66 d.o.f. at (6m2
, sin2 023, sin2013) = (2.2x10-3 , 0.68, 0.20). The region of 

0.33 < sin2 023 < 0.87 is allowed at 90 % C.L., which corresponds to 0.45 < sin2 2023 < 1.0. It is 

found that the constraint on ()13 is weak and the large region of 1)13 is allowed (sin2 ()13 < 0. 75 at 

90% C.L.). Corresponding to the large 1)13, a large 6m2 region, relative to the 2-flavor v~ B v7 

oscillation region, is allowed (9 x w-4 < 6m2 < 2.5 x 10-2 eV2 at 90 % C.L.). The allowed 

region in large 6m2 will be discussed later. 

Fig 8.6 shows the x 2-x;,in as a function of the mixing angle. Pure vi' B v7 oscillation is 

realized at sin2 013 = 0 and its minimum x2 is 69.7, as described in the previous section. The x2 

difference between the global minimum and the minimum at 1)13 = 0 is 4.0, which corresponds to 

the probability of 26 %. Therefore pure v1, B V7 oscillation is consistent with 3-flavor oscillation 

within 90 % C.L .. 3-flavor oscillation corresponds to pure vi' B Ve when sin2 1)23 = 1 is taken. 

The x2 minimum for this oscillation is 90.1/66 d.o.f., which is larger than the global x2 minimum 

by 24.4, less than 0.01 % probability. Therefore pure Vp, B Ve oscillation is excluded more than 

99.99% C.L .. 

Fig 8. 7 shows the zenith angle and up-down asymmetry distributions with the expected 

distributions at the x2 minimum points in 2-flavor (vp, B v7 ) and 3-flavor oscillation analysis. 

For 11-like, the expected distribution explains the deficit of upward-going muon events excellently. 

Therefore it gives the strong evidence of the muon neutrino oscillations. For e-like, the slight 
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Figure 8.6: x2-x;;,in as a function of sin2 ll23 (left) or sin2 ll13 (right). sin2 ll13 = 0 (sin2 ll23 = 1) 
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C.L. level. 
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excess of upward-going events is seen in the expectation of 3-flavor oscillation result.. It is caused 

by the sub-channel of vi' ++ ve oscillation due to the non-zero value of lh3 . But, according to the 

up-down asymmetry of the observed e-like events there is no strong evidence for non-zero 013· 

Fig 8.8 shows the (x2 - x;;.in) values , as a function of the mass square difference, l::.m2 , 

for 3-flavor and 2-flavor vp ++ v7 oscillation analysis. The minimum x2 value for each l::.m2 is 

searched for by scanning the mixing angles. For 2-flavor oscillation, there is a large wall of x2 

value in the region of l::.m2 > 10-2 e V2 and this region is excluded with more than 99 % C.L .. 

On the other hand, for 3-flavor oscillation, the region of 10-2 < t:.m2 < 10-1 eV2 is allowed at 

99% C.L .. 

Fig8.9 shows the expected up-down asymmetry, as a function of t:.m2 for 3-flavor oscillation 

and 2-flavor vp ++ v7 oscillation. For e-like, the increase of up-down asymmetry in 3-flavor 

oscillation is caused by the excess of upward-going events due to the sub-channel of v, ++ v, 

oscillation. Furthermore, the MSW effect enhanced the Vp ++ ve oscillation in multi-Ge V energy 

region since the neutrino of the energy 1~10 GeV is affected by the MSW effect in 10-3 < 

t:.m2 < 10-2 eV2 according to the MSW condition l::.m2 ~A (see section 1.4.2). 

For JL-like, the behavior of up-down asymmetry in the large region of t:.m2 > 10-2 eV2 is 

significantly different between 3-flavor and 2-flavor oscillation. In 2-flavor vi' ++ V7 oscillation, 

the up-down asymmetry is closer to 0 in the large t:.m2 region because the downward-going 

muon neutrinos also oscillate to tau neutrinos due to the shorter oscillation length. This effect. 

does not allow the large t:.m2 region of> 10-2 eV2 in 2-flavor Vp t+ Vr oscillation. In 3-flavor 

oscillation, the expected up-down asymmetry is consistent. with the measured value within the 

error in the large l::.m2 region. This is caused by the fact that. the probability of the v, --+ v, 
transition can be less than 0.5 for the upward-going muon neutrinos due to the 3-flavor matter 

oscillation in the condition of t:.m2 » A. ( see section 1.4.3 ). This effect keeps the large up­

down asymmetry for sub-GeV and multi-GeV JL-like events and allows the t:.m2 > 10-2 region 

with a slightly lower prob~bilit.y (i.e., allowed at 99% C.L.). 

8.4 Comparison with other experiments 

Fig 8.10 shows the allowed region expressed by sin2 20 for (a) ve--+ v., (b) v,--+ vp, (c) v,--+ Ve 

and (d) vi' --+ v7 transition at 90 % C.L.. Each sin2 20 is given by the following equations 
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Figure 8. 7: Distributions of zenith angle and up-down asymmetry with expectation. Dashed 

line shows the expectation in 3-fiavor oscillation at the global x2 minimum point (E>m2 , sin2
ll23, 

sin2 1113 ) = (2.2x10-3 , 0.68, 0.20). Dotted line shows that of2-fiavor v" B v7 at the x2 minimum 

point (l>m2 , sin2 211) = (2.1 x 10-3 , 0.97). 
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Figure 8.8: x2 - x;;.in as a function of the mass square difference ll.m2, for 3-flavor (left) and 

2-flavor v,. ++ vT (right) oscillation. The minimum x2 value is taken for each ll.m2 with the 

mixing angles unconstrained. 

according to ( 1.22 ) and ( 1.23 ): 

sin2 20,.e 

sin2 20w 

21) . 221) . 221) . 41) 
COS 13 Slll 23 + Slll 13 Sill 23 

• 2 () • 2 21) 
Slll 23 Sill 13 

The allowed regions of the large sin2 20eeo sin2 20,.e and small sin2 201" are due to the large 

allowed 013 in 3-flavor oscillation analysis. 

The information from the other neutrino oscillation experiments using accelerator and reactor 

can be compared with these allowed regions. In Ve -+ Ve transition, CHOOZ [75], which observed 

the De from reactor, excluded sin2 20ee :': 0.2 at large ll.m2 and ll.m2 :': 10-3 eV2 at sin2 20ee = 1.0, 

as shown in Fig 8.10(a). According to it, the region of sin2 1)13 > 0.05 in the large ll.m2 is excluded 

because sin2 20ee is a function of 1)13· However, around ll.m2 ~ 10-3 eV2, there still remains a 
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Figure 8.9: Expected sub-GeV (left) and multi-GeV (right) up-down asymmetry, (U-D)/(U+D), 

as a function of the mass square difference, t:.m2 • Solid (dashed) lines show these in 3-flavor 

(2-f!avor v~ ++ v7 ) oscillation. Expected values are taken at the x2 minimum point for each !::.m2 

with the mixing angles unconstrained. The regions between two dotted lines show the measured 

up-down asymmetry value with statistical and systematic errors. 
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large allowed region in 013· Bugey [76] and Giisgen [77] experiments also exclude sin2 20ee 2: 0.05 

at t!.m2 > w-2 and t!.m2 2: w-2 at sin2 20ee = 1. 

The exclude region on 013 by CHOOZ can be applied to sin2 20p.e and sin2 20w· According 

to the allowed region on sin2 023 by 3-flavor oscillation analysis (0.33 < sin2 0 23 < 0.87, 0.45 < 

sin2 2023 < 1), the regions of 

sin2 20p.e 

sin2 20p.r 

sin2 
023 sin2 

2013 < 0.87 sin2 20{jl00z 

cos4 013 sin2 
2023 < 0.45 cos4 O{jl00z 

are considered to be excluded at 90% C.L. These exclude regions are shown in Fig 8.10 (c) and 

(d) and the regions of sin2 20w 2: 0.17 and sin2 20p.r ;S 0.4 in the large t!.m2 region are excluded. 

In near future, the long baseline experiment with Vp. beam from accelerators, such as K2K [78] 

and MINOS [79], will start and search vi' disappearance and Ve and v, appearance. The ex­

plorable regions by K2K and MINOS are shown in Fig 8.10(b) (vi' disappearance), (c) (ve 

appearance) and (d) (v, appearance). The regions to the right of the line will be expected to 

be sensitive by the appearance or disappearance methods. For vi' --+ vi' transition, K2K and 

MINOS cover the region of t!.m2 2: 2 x w-3 by vi' disappearance, and for vi' --+ Ve and vi' --+ v, 

transitions, most of the allowed region will be expected to be explored by the future experiments. 
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Figure 8.10: Allowed region for (a) Ve --r Ve, (b) vi' --r vi', (c) vi' --r Ve and (d) vi' --r V7 

transition, obtained by the atmospheric neutrino 3-flavor oscillation analysis. The regions inside 

of solid lines are allowed at the 90% C.L .. The excluded regions by CHOOZ (ve --r ve) and the 

sensitivity of the future neutrino experiments (K2K and MINOS) are also shown. The excluded 

region by CHOOZ+SK data in vi' --r Ve and vi' --r V7 are also shown. 
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Conclusion 

We have measured atmospheric neutrinos with the 33.0 ktonyr exposure ofthe Super-Kamiokande 

detector and obtained 4474 fully-contained (FC) events and 301 partially-contained (PC) events. 

• The R, f.t/e ratio compared to the Monte Carlo prediction, was measured to be 

0.63 ± 0.03 (stat.) ± 0.04 (syst.) 

0.65 ± 0.05 (stat.) ± 0.08 (syst.) 

(sub-GeV) 

(multi-GeV) 

and significantly smaller than 1 for both sub-GeV and multi-GeV energy regions. No 

strong momentum dependence of R was observed. 

• The significant deficit of the upward-going events was observed for FC f.l-like and PC 

events. The up/down ratio for sub-GeV and multi-GeV f.t-like events was found to be 

U/D 0.78 ::tt8~ (stat.) ± 0.01 (syst.) 

U/D = 0.53 ::8:8~ (stat.) ± 0.01 (syst.) 

(sub-GeV f.t-like data) 

(multi-GeV f.'- like data) 

where the unity was expected by the Monte Carlo prediction. The up/down ratio fore-like 

events was consistent with the expectation for both sub-GeV and multi-GeV. 

• We have performed the 2-flavor oscillation analysis and the 3-flavor oscillation analysis 

with one mass scale dominance using the atmospheric neutrino data. 

From the 2-flavor v!l ++ v7 oscillation analysis, the best fit point was at (t:.m2
, sin2 21:1) = 

(2.1 X 10-3 eV2, 0.97) and the region 8 X 10-4 < tlm2 < 6 X 10-3 eV2 and sin2 21:1 >0.79 

was allowed at 90 % C.L .. 

138 
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From the 3-flavor oscillation analysis, the minimum x2 value was 65.7/66 d.o.f at (LI.m2, 

sin2023 ,sin21h3) = (2.2xlo-3 eV2, 0.68, 0.20). The 90% C.L. allowed Ll.m2 region was 

9 x w-4 < Ll.m2 < 2.5 x w-2 eV2. The 90 % allowed sin2 023 region was 0.33< sin2 023 < 

0.87. We found that the constraint on 013 was relatively week (sin2 013 < 0.75 at 90% C.L.) 

due to the MSW effect. Pure vi' B V 7 oscillation (013=0) was consistent with data within 

90% confidence level (C.L.). On the other hand, pure vi' B Ve oscillation (023 =7r/2) is 

excluded at more than 99.99 % C.L .. We conclude that the present data give evidence for 

oscillation of muon neutrinos. 
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