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Abstract

The topic of this thesis are several aspects of the confinement phenomenon in Coulomb gauge

Quantum Chromodynamics. In particular we have dealt with the quark propagator and with

properties of Yang-Mills theory at finite temperature. The tools employed are mostly functional

methods, though some general topics are also considered from the lattice point of view.

The introductory part consists of a brief synopsis of some basic quantum field theory, a

pedagogic treatment of several current topics in Non-Abelian quantum gauge theories (with a

particular focus on confinement scenarios) and an introduction to the Green function formalism

as well as the use of Dyson-Schwinger equations. This is followed by a discussion of different

approaches to the Coulomb gauge and an overview over the advantages and peculiarities of this

gauge.

The first major research topic was the quark gap equation with an infrared-divergent Coulomb

gluon propagator D00. As an extension to studies performed so far, some forms of an infrared-

divergent spatial quark-gluon vertex have been tested, but the results remain inconclusive. There

is, however, considerable evidence that some infrared dressing is required in order to obtain quan-

titatively reliable results. The numerical studies performed in this thesis indicate that neither

the vertex form derived from the approximate Abelian Ward-Takahashi identity nor a globally

divergent vertex is fit for this purpose.

The second major research topic of this thesis, finite-temperature studies of pure gauge

theory, again consists of two separate strands:

First, following a recent proposal of Zwanziger, the Gribov-Zwanziger approach has been

extended to the “deconfined” phase of Yang-Mills theory. The resulting gap equation has been

solved numerically, which yields the Gribov mass. From this, the free energy, the anomaly (the

interaction measure) and the bulk viscosity have been determined.

Second, the asymptotic infrared behaviour of bare-vertex truncated Dyson-Schwinger equa-

tions of first-order Coulomb gauge SU(3) theory have been analyzed. They yield a more than

linearly rising potential for three spatial dimensions – a result which has yet to be understood.

Apart from the two main topics, this thesis contains several smaller conjectures and findings:

They include a proposal to systematize the set of gauges by introduction of an approriate

metric, a discussion of the role of interpolating gauges, a justification for the use of to non-

integrable potentials by means of analytic continuation and a general expression for the number

of components in the tensor decomposition of arbitrary Green functions.
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Zusammenfassung

Das Thema dieser Dissertation sind verschiedene Aspekte des Einschlussmechanismus der Quan-

tenchromodynamik in Coulomb-Eichung. Insbesondere wurden der Quark-Propagator und die

Eigenschaften von Yang-Mills Theorie bei endlicher Temperatur untersucht. Die Werkzeuge, die

dabei zum Einsatz kamen, waren in erster Linie funktionale Methoden, einige allgemeine Fragen

wurden auch aus der Sicht der Gitterdiskretisierung erörtert.

Die Einleitung besteht aus einer kurzen Übersicht über Grundlagen der Quantenfeldtheorie,

einer pädagogischen Behandlung einiger aktueller Fragestellungen zu Nicht-Abel’schen Eichthe-

orien (mit besonderem Augenmerk auf Szenarien für den Einschlussmechanismus) und einer

Einführung in den Formalismus der Greensfunktionen und der Dyson-Schwinger Gleichungen.

Dem folgt eine Diskussion der verschiedenen Zugänge zur Coulomb-Eichung und ein Überblick

über Vorteile und Besonderheiten dieser Eichung.

Das erste Hauptforschungsthema war die Quark-Gap-Gleichung mit einem infrarot-divergenten

Coulomb-Gluon-Propagator D00. Als Erweiterungen zu früheren Untersuchungen wurden einige

Formen eines infrarot-divergenten räumlichen Quark-Gluon Vertex getestet; die Resultate sind

allerdings wenig aussagekräftig. Auf jeden Fall gibt es beträchtliche Evidenz dafür, dass ein

gewisses Ausmaß an Infrarot-Dressing notwendig ist, um quantitativ verlässliche Resultate zu

erhalten. Die numerischen Studien, die in dieser Arbeit durchgeführt wurden, deuten an, dass

weder die Vertexform, die sich aus der näherungsweise gültigen Abel’schen Ward-Takahashi-

Identität herleiten lässt noch ein global infrarot-divergenter Vertex für diese Zwecke ausreichen.

Das zweite Hauptforschungsthema dieser Arbeit, Studien reiner Eichtheorie bei endlicher

Temperatur, besteht selbst wieder aus zwei Strängen:

Erstes wurde, einer Anregung von Zwanziger folgend, der Gribov-Zwanziger Zugang auf

die ,,nicht-eingeschlossene” Phase der Yang-Mills-Theorie ausgedehnt. Die resultierende Gap-

Gleichung wurde numerisch gelöst, was die Gribov-Masse liefert. Aus dieser konnten die freie

Energie, die Anomalie (das Wechselwirkungsmaß) und die Volumenviskosität bestimmt werden.

Zweitens wurde das asymptotische Infrarot-Verhalten der Dyson-Schwinger Gleichungen für

SU(3) Theorie in Coulomb-Eichung im erste-Ordnung Formalismus in der Trunkierung nackter

Vertices untersucht. Die Gleichungen liefern für drei Raumdimensionen ein stärker als linear

ansteigendes Potential – ein Resultat, das erst noch verstanden werden muss.

Abgesehen von diesen zwei Hauptthemen enthält diese Arbeit verschiedene kleinere An-

regungen und Ergebnisse: Diese beinhalten einen Vorschlag, die Menge der Eichungen durch

Einführung einer geeigneten Metrik zu systematisieren, eine Diskussion der Rolle interpolieren-

der Eichungen, eine Rechtfertigung für die Verwendung nicht-integrabler Potentiale mittels an-

alytischer Fortsetzung und einen allgemeinen Ausdruck für die Zahl der Komponenten der Ten-

sorzerlegung von Greensfunktionen.
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Prologue

The Puzzle of Confinement

Quantum Chromodynamics (QCD) is generally accepted as the best theory of strong interaction,
i.e. of the forces responsible for stabilizing atomic nuclei (which would otherwise immediately
desintegrate due to electrostatic repulsion and Pauli pressure).

While providing an accurate description of nuclear physics, QCD is formulated in terms
quite different from those experimental physicists would use. Instead of referring to particles
like protons, neutrons, pions or kaons, etc., employs fields called quarks and gluons which carry
a certain kind of charge termed color.

Quarks and gluons have never been observed as isolated particles. The phenomenon that it
is seemingly impossible to break up a “white” object (color singlet) into its colored constituents
is called confinement and up to now only partially explained.

In quantum electrodynamics (QED), perturbation theory provides a calculational scheme,
which allows to determine most observables to almost arbitray precision.1 The situation is
completely different in QCD. Perturbation theory only works for small values of the coupling
constant, which is true for QCD at large momentum transfer, but not at small momenta – the
region which defines the properties of hadrons.

Thus, while perturbative QCD is useful to describe high-energy scattering processes, it fails
when certain other fundamental issues are considered. This is especially true for three main
questions:

• Confinement: Why is it impossible to break apart white objects into their colored con-
tituents (or separate color charges)? Are there any circumstances where this is possible
(deconfinement)?

• Chiral Symmetry Breaking: The most “down-to-earth” hadrons, the proton and the
neutron are at least 50 times heavier than the three quarks they are made of (in the most
simple picture). How does this work?

• The Mass Gap: If we consider physical (white) objects that are made solely from gluons
(so-called glueballs), why are even the lightest of them so heavy?

The last question, packaged together with the proof that quantum Yang-Mills theory (roughly
speaking the gluonic part of QCD) is well-defined at all, has been chosen as one of the seven
millenium problems, [52]. While no one can expect to “just find” a solution to even one of these
three questions, an increasing number of concepts and approaches hopefully fosters our general
understanding. In many respects the situation is similar to a huge jigsaw puzzle: The more
parts are available (and put roughly to the correct place or at least in the correct relation), the
greater are the chances to recognize the underlying picture.

1Of course the more mathematically inclined reader may regard it as slightly unsettling that this scheme
involves expanding quantities of a presumably ill-defined theory in a divergent series and keeping only the first
few terms of the expansion. Still, by doing so, one obtains some of the most accurate results currently available
in science.

1
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Like in a jigsaw puzzle, the border is the easiest piece to assemble. The borders of a theory are
typically certain limits in which it is easier to handle. The weak coupling limit (approached for
large momentum transfers), which is accessible by perturbative expansion, has been studied in
great detail, but, as already mentioned, cannot answer some of the most fundamental questions.

For other borders, like the infrared (i.e. low momentum) limit, investigations are still pursued
only by few researchers. Still the infrared regime is presumably the best place to look at, if one
wants to gain deeper understanding of confinement and chiral symmetry breaking. In last few
years lattice-based methods began to have access to the deep infrared, but still the field is
dominated by functional approaches, based on Green functions and equations which relate them
to each other.

This is also the approach we will use in this thesis (though at some points we employ lattice
argments as well) in order to investigate the infrared properties of quarks and gluons in a quite
particular setting – the Coulomb gauge.

Some Remarks on this Thesis

Where is the wisdom we have lost in knowledge?
Where is the knowledge we have lost in information?

T.S. Eliot, Choruses from The Rock

The availability of scientific information is constantly improving, mainly due to the web and
other electronic media. This is particularly true for the members of those organizations which
can afford to subscribe to all relevant journals. But also for those not so lucky, the arXiv,
www.arxiv.org, and other open platforms provide a vast amount (though not necessarily com-
plete) of up-to-date research information.

The mastering of scientific knowledge2, on the other hand, is becoming an increasingly diffi-
cult task. In particular for beginners in a field the situation can be extremely frustrating. (For
more information on the various obstacles one might have to face in order to obtain a PhD,
consult [47].)

The gap between what is covered by well-written textbooks and what is required to under-
stand current research articles is widening. The amount of scientific information generated per
year steadily increases and the average number of sources required to understand the average
article increases as well. Older articles contain information which is – sometimes even concern-
ing content, more often concerning notation and other aspects of presentation – not up-to-date.
Nevertheless, having read these articles is still necessary for understanding current work. Topical
reviews which should provide a remedy for this, too often fail on this objective.

Sooner or later this situation will require qualitatively new approaches to the handling and
dissemination of knowledge, while up to now we mainly employ (though in a sometimes refined
and extended version) concepts which have essentially stayed the same since the next-to-last
century. This will require a deep analysis of concepts of knowledge, which will presumably
integrate findings of linguistics, didactics, pedagogics, information sciences, neurosciences and
artificial intelligence.

At the moment, however, the best the present author can hope to do is to embed his own
work as good as possible in a broader context, not to state facts (which might appear as self-
evident for accomplished experts, but not for beginners) without any source or explanation – in
short, to keep with those rules of presentation which seem to be accepted on general grounds,
but typically violated in everyday work.

2In this context, knowledge could be loosley described as the ability to judge the relevance and consistency of
given information, the ability to classify and integrate pieces of information and to establish links and connections
between them.

www.arxiv.org
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With this in mind, this thesis has been written in order to be accessible also for readers
which possess only basic knowledge of quantum field theory (as covered for example by [158]
or by [3, 4]), but may be unfamiliar with advanced functional methods or the pecularities of
non-Abelian gauge theories (in particular in the context of non-covariant gauge fixing). At the
same time, the thesis includes a number of research results, some already published, some yet
unpublished. As a consequence, different chapters of this thesis have a very different status, a
situation which is briefly summarized in the following list:

1. Chapter 1 is intended as a brief introduction to the peculiarities of Non-Abelian gauge the-
ories. The focus lies on gauge-fixing and its consequences, in particular gauge-dependent
confinement scenarios. While we point out certain features that are not yet textbook
knowledge, sections 1.1 to 1.4 contain no new results or insights. Section 1.5, however,
has a very different status: It is devoted to the discussion of an additional mathematical
structure hidden in gauge theories, which, to the knowledge of the present author, has not
been discussed so far in the literature.

2. Chapter 2 is an introduction to the Green function formalism and the quantum equations
of motion, which relate them, the Dyson-Schwinger equations (DSEs). This chapter will
mostly contain no new results, but instead focus on pedagogic aspects. As a concrete
example, in section 2.3 we derive DSEs for Coulomb gauge Yang-Mills theory in the infinite-
temperature limit, which will be used in section 5.3 and in [132].

3. Chapter 3 gives a synopsis of what is known about the formulation of QCD in a particularly
interesting (and often difficult) gauge, the Coulomb gauge. Most of this chapter summa-
rizes known results, except for sec. 3.5.5 and sec. 3.5.6 which discuss new aspects of certain
interpolating gauges. Sec. 3.3.4, adjusted to finite temperature, appears as appendix B
of [132].

4. Chapter 4 discusses the quark gap equation in Coulomb gauge, continuing on the project
initiated by [6] and picked up again in [11, 121, 124]. We summarize some old findings and
give certain new results, including general statements about the quark-gluon vertex and
some numerical results for the quark propagator, obtained by solving the gap equation
with different vertex ansätze. A publication on this topic (together with R. Alkofer, G.
Lassnig and R. Krenn), which might contain also parts of chapter 3 as an introduction, is
in preparation.

5. Chapter 5 discusses Yang-Mills theory at finite temperature along the lines of [231]. In
this chapter we analyze the equation of state by incorporating the Gribov-Zwanziger con-
finement scenario and discuss infrared exponents in the infinite-temperature limit. The
first part of this work, which has been done together with Daniel Zwanziger, has been
published as [131], the second part is available as [132].

A. Appendix A fixes some of the notation and contains a more detailed discussion and some
calculations regarding the quark gap equation. This includes the full tensor decomposition
of the equation in Coulomb as well as a Landau-Coulomb interpolating gauge.

B. Appendix B discusses the tensor decomposition of Green functions, which is a key ingre-
dient in making Dyson-Schwinger equations numerically tractable. While most of this is
standard, we derive general formulae for the number of tensor components, which have (to
the knowledge of the present author) never been given explicitely anywhere else.

C. Appendix C contains several small dicussions and calculations, including the Fourier trans-
form of linearly and general rising potentials, a comment on hypergeometric functions and
the Negative-Dimensional Integration Method (NDIM) and an example for the evaluation
of power-law integrals. All of this is (advanced) standard and just given for completeness.
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Chapter 1

QCD, Confinement and All That

If the Lord Almighty had consulted me before embarking upon Creation,
I should have recommended something simpler.

Alfonso X (the Wise) of Castille and León, on
having the Ptolemaic system of epicycles ex-
plained to him, [216]

In this chapter we first briefly discuss the gauge principle and the QCD Lagrangian, mostly
to fix the notation. Then we dive into the issue of gauge-fixing, where we summarize general
considerations (including the Gribov problem and properties of the Gribov region) and give a
short synopsis of some important gauges.

After this, we discuss some aspects of confinement, in particular the Gribov-Zwanziger sce-
nario and its relation to other approaches. Finally, in the last section we present some new ideas
how to define the set of gauges (in contrast to the set of gauge transformations) and how to
possibly endow this set with some additional structure.

1.1 Portrait of a Gauge Theory

To present day knowledge, nature is described on the most fundamental level in terms of gauge
theories. Gauge symmetry made (historically) and makes (in the typical physics curriculum) its
first appearence in electrodynamics, where the physical fields E and B can be determined from
a scalar potential φ and a vector potential A as

E = −gradφ− ∂A

∂t
, B = rot A . (1.1)

These potentials are not unique; in particular one can add the gradient of any function
χ ∈ C2 to A without changing E or B. In the relativistic formulation (using, as always in this
thesis c = 1), it makes sense to combine those two potentials into one four-vector Aµ = (φ, Ai),
µ ∈ {0, 1, 2, 3, 4}. In this formalism, gauge transformations are given by Aµ → Aµ + ∂µχ with
some function χ.1

When moving on to quantum electrodynamics (QED), these gauge transformations have to
be accompanied by a phase change of the fields ψ. The QED Lagrangian reads

LQED = ψ̄(i /D −m)ψ + FµνF
µν (1.2)

with /D ≡ γµDµ, the covariant derivative Dµ = ∂µ + ieAµ and the field strength tensor Fµν =
∂µAν − ∂νAµ. One notes that LQED (and thus the whole theory) is not only gauge invariant,

1Usually one chooses χ ∈ C2(R4). As discussed for example in [149], using functions χ which are not twice
continously differentiable can give surprising effects – for example it allows the construction of monopoles.

5



6 CHAPTER 1. QCD, CONFINEMENT AND ALL THAT

Figure 1.1: In a naive picture, one can imagine fields in the fundamental representation having
one color (red, green or blue) and fields in the adjoint representation one color and one anticolor
(green-antiblue, red-antigreen, . . . ). The binding force between colored particles (here quarks)
is mediated by exchange of adjoint fields (gluons).

but can actually be derived from demanding invariance under local U(1) transformations. While
gauge invariance may be regarded as an oddity (and sometimes even a nuisance) in the case of
QED, matters are different when turning to the electroweak theory or QCD.

Since these theories are not realized in nature on classical level, invoking the correspondence
principle is not possible. The only construction mechanism available is demanding invariance
under local symmetry transformations, which are all contained in a Lie group G (with corre-
sponding Lie algebra g).2

For QCD, one has G = SU(Nc) and g = su(Nc), where Nc = 3 has been determined exper-
imentally. Demanding invariance under SU(Nc) transformations, insisting on renormalizability
and discarding the CP -violating Θ-term [215, 214], one obtains the QCD Lagrangian

LQCD = ψ̄ (i 6D −m)ψ − 1

4
F aµνF

a,µν , (1.3)

with quark fields ψ and gluon fields Aaµ, a = 1, . . . , N2
c − 1, which are contained in the covariant

derivative Dµ = ∂µ + ig λ
a

2 A
a
µ and in the field strength tensor

F aµν = ∂µA
a
ν − ∂νA

a
µ + g fabcAbµA

c
ν . (1.4)

Here fabc denotes the antisymmetric structure constants of the Lie algebra. The contraction
F aµνF

a,µν not only gives a kinetic term, but also describes gluon-gluon interaction (see also

figure 1.4). Thus, the Yang-Mills Lagrangian LYM = −1
4F

a
µνF

a,µν alone already describes an
interesting theory.

1.1.1 The Gluon Sector

The gluon fields in SU(Nc) gauge theory are described by (N2
c − 1)-tuples of vector fields

Aaµ(x), µ = 0, . . . , 3, a = 1, . . . , N2
c − 1, which are typically combined with the group generators

ta ∈ su(Nc) to
Aµ(x) := taAaµ(x) . (1.5)

In very dense notation we will sometimes denote the collection (Aaµ(x))
a=1,...,N2

c−1
µ=0,...,4 simply as A.

The set of all gauge field configurations A (being sufficiently regular3 and compatible with the

2For a short introduction to Lie groups and algebras see section 15.4 of [158], for a more comprehensive text see
for example [86]. The most important concepts of Lie group theory needed here are generators, structure constants
and Casimir operators. We will typically consider the fundamental and the adjoint representation of the group,
which corresponds to quarks and gluons/ghosts. Color indices always belong to the adjoint representation. A
naive picture of fundamental and adjoint representation is given in figure 1.1.

3Since in the standard treatment there are derivatives up to second order acting on the gauge fields and one
demands the fields and their (weak) derivatives up to second order to be square-integrable, the Sobolev space
H2(R4) ≡W 2,2(R4) is natural candidate to define the gauge fields. At least one can expect H2(R4) to be a dense
subset of the space of gauge configurations.
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boundary conditions) is denoted by A. Employing the scalar product

〈
A(1), A(2)

〉
= −tr

∫

R4

d4xAa(1),µ(x)t
aAµ,b(2)(x)t

b (1.6)

A becomes a unitary space; the induced norm is given as usual by

‖A‖ :=
√

〈A, A〉 . (1.7)

Completing A with respect to this norm one obtains a Hilbert space. For some purposes it can
be convenient to use other norms, as we will see in subsection 1.2.4. We typically call A ∈ A a
configuration or a point of this space.

A local gauge transformation is characterized by an element of G located at each point of space-
time. In order to have a symbol at hand, we will denote the set of all local gauge transformations
(which inherit their group structure from G) by G(R4) or simply by G(X) if the domain X has
not been fixed yet.

Local gauge transformations take the form (see section 15.1 of [158].)

ψ → Uψ , ψ̄ → ψ̄U † , Aaµ → UAaµ := UAaµU
† +

i

g
U∂µU

† (1.8)

with U ∈ G(R4). Their infinitesimal version is given by

ψ → (1 + iαata)ψ , ψ̄ → ψ̄(1 − iαata) , Aaµ → Aaµ +
1

g
∂µα

a + fabcAbµα
c (1.9)

with functions αa ∈ C1(R4) and the generators ta ∈ g.
A gauge orbit O is an equivalence class of field configurations connected by local gauge

transformations and thus corresponding to the same physical state,

O[AO] := G(X)AO =
{
A ∈ A

∣∣ ∃U ∈ G(R4) such that A = UAO
}
. (1.10)

We denote the set of all gauge orbits by O and note that since all configurations on one orbit
describe the same physical situation, O is expected to be – up to zero norm states and global
color rotations – isomorphic to the space of physical states P,

O = A/G(X) ≃ P . (1.11)

While gauge orbits are infinite-dimensional objects, it is sometimes useful to sketch them as
curves, connecting equivalent configurations (represented as points). This is used for example
in figure 1.2.

Chromoelectric and Chromomagnetic Fields

For several purposes it is useful to formulate QCD a way very similar to standard electrody-
namics. To do so, one introduces chromoelectric and chromomagnetic fields as

Eai = F a0i and F aij = εijkB
a
k . (1.12)

In an appropriate gauge (the Weyl gauge, A0 = 0, see also subsections 1.4.2 and 3.3), one can
then express the Yang-Mills Lagrangian and Hamiltonian as

LYM =
1

2
(Ea · Ea − Ba · Ba) and HYM =

1

2
(Ea · Ea + Ba · Ba) . (1.13)

Choosing A0 = 0 leads to the loss of one equation of motion, which now has to be imposed as an
additional constraint on the wave functional. This equation turns out to be Gauß’ law, which
reads in the absense of all non-gluonic color charges

Dab
µ F

b,µ0 = (D · E)a = 0 . (1.14)

As dicussed in chapter 3, this condition can be included directly by employing the Coulomb
gauge.
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1.1.2 The Quark Sector and Chiral Symmetry

When considering Nf different quark flavors, the Lagrangian takes the form

LQCD = i

Nf∑

j=1

ψ̄j 6Dψj −
Nf∑

j,k=1

ψ̄jMjkψk −
1

4
F aµνF

a,µν (1.15)

with the quark mass matrix M = diag(m1, m2, . . . ,mNf ).

Vector and Axialvector Currents

For massless (and in an approximate sense also for very light) quarks, QCD exhibits an additional
symmetry in addition to gauge invariance. Our starting point is the quark part of the QCD
Lagrangian, including three different flavors u, d and s of quarks,

Lquark = ū (i 6D −mu) u+ d̄ (i 6D −md) d+ s̄ (i 6D −ms) s (1.16)

In the case mu = md = ms, this Lagrangian is invariant under transformations

q(x) =



u(x)
d(x)
s(x)


→ q′(x) = U



u(x)
d(x)
s(x)


 = eiθ

a λ
a

2



u(x)
d(x)
s(x)


 (1.17)

with U ∈ SU(3). According to Noether’s theorem this symmetry leads to conserved currents,
the vector currents

V a
µ (x) = q̄(x)

λa

2
γµ q(x), a = 1, . . . , 8. (1.18)

In the case mu 6= md 6= ms, as realized in nature, the SU(3) symmetry is not exact. The vector
currents can still be defined, but they are not conserved. For example, the current that changes
a down to an up quark is V µ

+ = V µ
1 + iV µ

2 , and one finds ∂µV
µ
+ = i(mu −md)ūd.

In the chiral limit mu = md = ms = 0 also the symmetry transformation

q(x) =



u(x)
d(x)
s(x)


→ q′(x) = eiθ

a λ
a

2
γ5



u(x)
d(x)
s(x)


 (1.19)

leaves the Lagrangian invariant. This leads to the axialvector currents

Aaµ(x) = q̄(x)
λa

2
γµγ5 q(x), a = 1, . . . , 8. (1.20)

In analogy to the vector case, the axialvector currents can still be defined for nonvanishing
quark masses, but they are no longer conserved. For example, for Aµ+ = Aµ1 + iAµ2 one has
∂µA

µ
+ = i(mu +md)ūγ5d.

The sources of the axialvector currents are closely related to the pseudoscalar mesons. These
particles are comparatively light, so the PCAC (partially conserved axial current) hypothesis
states that the axialvector current is almost conserved.

The Current Algebra

From vector and axial vector currents, charges can be derived the usual way,

Qa(t) =

∫
d3xV a

0 (x), Q5a(t) =

∫
d3xAa0(x). (1.21)
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They have the commutation relations
[
Qa(t), Qb(t)

]
= ifabcQc(t) ,

[
Q5a(t), Q5b(t)

]
= ifabcQc(t) ,

[
Qa(t), Q5b(t)

]
= ifabcQ5c(t) . (1.22)

This defines the chiral SU(3)V × SU(3)A algebra. While the vector charges Qa(t) form a sub-
algebra, the axialvecor charges Q5a(t) do not. The commutation relations remain valid even in
the case mu 6= md 6= ms 6= 0.

The Chiral SU(3)L × SU(3)R Algebra

When projecting out left- and right-handed fermions, ψL = PLψ = 11−γ5

2 ψ, ψR = PRψ = 11+γ5

2 ψ,
they mix only via the mass term,

Lfermion = ψ̄L ( 6D −m)ψL + ψ̄R ( 6D −m)ψR −m
(
ψ̄LψR + ψ̄RψL

)
. (1.23)

In the chiral limit m = 0, left- and right-handed fermions decouple. When again considering
three types of quarks in this limit, the Lagrangian is invariant under the two independent

transformations qL → eiθ
a
L
λa

2 qL and qR → eiθ
a
R
λa

2 qR, i.e. under the group U(3) × U(3). When
factoring out UV (1) (responsible for baryon number conservation) and UA(1) (responsible for
the axial anomly, related to the puzzle of the η′ mass [213, 8]) one obtaines invariance under
SU(3)L × SU(3)R. This symmetry gives rise to 16 Noether currents

jµ,aR = q̄Rγ
µλ

a

2
qR, jµ,aL = q̄Lγ

µλ
a

2
qL, a = 1, . . . , 8. (1.24)

These currents are linked to vector and axialvector current via

V µ,a = jµ,aR + jµ,aL , Aµ,a = jµ,aR − jµ,aL . (1.25)

Again, charges can be constructed as spatial integrals; they fulfillQa = QaR+QaL, Q5a = QaR−QaL
and the commutation relations

[
QaL(t), QbL(t)

]
= ifabcQcL ,

[
QaR(t), QbR(t)

]
= ifabcQcR ,

[
QaL(t), QbR(t)

]
= 0 . (1.26)

These define the chiral SU(3)L × SU(3)R algebra, which is ismomorphic to SU(3)V × SU(3)A.

Spontanous Breaking of Chiral Symmetry

The ground state of QCD has not the full chiral symmetry of the Lagrangian. (Else there
were parity doublets, which are clearly absent from the physical particle spectrum.) So the
SU(3)L × SU(3)R symmetry is reduced to SU(3)V = SU(3)L+R.

SU(3)A is broken, and, according to Goldstone’s Theorem, for each broken global symmetry,
there exists a massless boson. In the case of SU(3)A these particles are the pseudoscalar mesons
π±, π0, K±, K0, K̄0 and η. Since chiral symmetry is also explicitly broken, these mesons are
not massless, but still lighter than all other hadrons.

The breaking of chiral symmetry is accompanied by a “re-sorting” of the ground state; the
vacuum is filled with scalar quark-antiquark pairs. These pair constitute the chiral condensate,

〈
ψ̄ψ
〉

= 〈0|ūu|0〉 +
〈
0|d̄d|0

〉
+ 〈0|s̄s|0〉 , (1.27)

from which hadrons draw most of their mass. For the pion, which were massless in the chiral
limit, the Gell-Mann–Oakes–Renner relation gives

m2
π ∼ (mu +md)

〈
ūu+ d̄d

〉
+ O(m2

u,d). (1.28)
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1.1.3 Renormalization

The theory described so far contains bare parameters and leads to divergent expressions, thus
it has to be regularized and renormalized. There are different procedures available to do so,
and some are intimately related to certain calculational methods. Typically we will either use
dimensional regularization and the modified minimal subtraction (MS) scheme or employ a hard
momentum cutoff (MOM or related schemes).

1.1.4 Approaches to QCD

The ultimate goal of QCD is to provide a description of physical particles and processes in terms
of quarks, gluons and the symmetries which induce them. There exist several methods to extract
physics from a quantum field theory, which all have their merits and shortcomings:

Perturbation theoryis a versatile and successful instrument for many problems, and there-
fore treated in almost all textbooks on quantum field theory. Unfortunately, most problems
which occur in QCD are not tractable perturbatively. Perturbative methods are typically lim-
ited to the case of interactions being “small”, which is not the case for QCD at low momenta.4

One can show, for example, that initially massless QCD stays massless in each order of pertur-
bation theory – in contrast to mass generation via dynamical chiral symmetry breaking. Still,
perturbative results are extremely valuable in order to connect to the large-momentum region.

Lattice regularization is based on the idea of Wick-rotating the Minkowski theory to the
Euclidean regime and, by discretizing R

4, to replace infinite dimensional functional integrals like

〈O〉 =
1

Z

∫
D[A, ψ̄, ψ]O[A, ψ̄, ψ] e−

R

R4 d4xLQCD (1.29)

with Z =

∫
D[A, ψ̄, ψ] e−

R

R4 d4xLQCD

by very high-, but finite-dimensional ones. Originally this was meant to provide a rigorous
mathematical foundation of gauge theories. While this goal has not been fully achieved5, lattice
methods offer the possibility to evaluate various observables via Monte-Carlo integration.

A very short introduction to the lattice is given in [53]. A classical introduction (also for
lattice methods applied to spin systems) can be found in [122], for a more recent reference, one
may consult [170] or [64]. Since the finite size of a lattice corresponds to an infrared cutoff
in momentum space, extremely huge lattices are required to study the infrared asymptotics of
quantities, and there is still an ongoing debate about systematic errors, [56, 206].

Functional methods aim at extracting information from equations relating the Greens
functions of the theory. A quantum field theory is solved when all Greens functions are known
– which is of course out of reach in all realistic cases. Still it is possible to obtain valuable infor-
mation on important Greens functions (in particular propagators and vertices). This is usally
done either employing (exact) renormalization group equations or Dyson-Schwinger equations
(DSEs). In most of this thesis we will study DSEs, which are discussed in chapter 2.

4Note however that even in case of small couplings, perturbative series are typically at best asymptotic, but
by no means convergent [151]. In addition, since the set of operators with purely dicrete spectrum is dense in
the set of self-adjoint operators [42], already in ordinary quantum mechanics one can construct examples where
arbitrarily small perturbations turn a continuous spectrum into a discrete one, thus dramatically changing the
characteristics of a system.

5Lattice regularization is very useful for various considerations, and often it is most convenient to formulate an
idea first on the lattice before translating it to the continuum. Unfortunately, there are still problems connected
with the thermodynamic limit (number of degrees of freedom, i.e. physical volume → ∞), the continuum limit
(lattice spacing → 0) and possible remnants of the initial hypercubic symmetry, so when applying mathematical
standards, this approach cannot be considered as fully rigorous.
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1.2 The Idea of Gauge-Fixing and Some Consequences

Gauge freedom is the main construction principle of QCD. The fact that one physical state is
represented not by one, but by an uncountable infinity of field configurations is typically not
an obstacle in the lattice approach. However, one faces a completely different situation both in
perturbation theory and when applying functional methods.

1.2.1 The Procedure of Gauge-Fixing

Herr und Meister! Hör mich rufen! –
Ach, da kommt der Meister!
Herr, die Not ist groß!
Die ich rief, die Geister
werd ich nun nicht los.

J.W. von Goethe,
Der Zauberlehrling

For perturbative calculations or those based on Greens functions it is necessary to fix the gauge,
i.e. to impose conditions which single out some configurations (in the best case precisely one)
on each gauge orbit. Typically this is done by imposing a condition F [A] = 0 on the gauge fields
by inserting a delta functional. In a more general form this reads

11 =

∫

G(x)

DU JF [UA] δ(F [UA] − ω) , (1.30)

where one makes use of the invariance of the measure, D[A] = D[UA], and of the action,
S[A] = S[UA]. The technical details of the procedure are described in any textbook on (non-
Abelian) gauge theories, for example in sections 9.4 (Abelian case) and 16.2 (non-Abelian case)
of [158].6 Such a gauge condition corresponds to introduction of a curved surface, as illustrated

in figure 1.2.c. The curvature is described by the Jacobian JF = det δF [UA]
δU which has to be

introduced to balance the delta functional.7 A simple geometric picture is given in figure 1.3.a.
For linear functionals F , like F [A] = nµA

µ or F [A] = ∂iA
i, the Jacobian is independent

of g, and the complete g-integration can be factored out. In the Abelian case, JF is even
independent of A and can be completely pulled out of the functional integral, to be absorbed in
the normalization. In non-Abelian theories the last step is no longer possible.

Since calculations on curved spaces (i.e. manifolds) tend to be cumbersome, one usually
follows Faddeev and Popov [77] in expressing the determinant JF as a Gaussian integral over
Grassmann-valued (i.e. fermionic) scalar ghost fields c and c̄,

det(M) =

∫
D[c̄, c] ec̄Mc . (1.31)

These fields now encode information about the curvature of the gauge-fixing surface. The delta
functional is rewritten by functional integration over ω(x) in (1.30) with a Gaussian measure
centered at ω = 0 with width ξ, which describes to what extent field fluctuations around the
surface defined by F [A] = 0 are allowed.

∫ ∞

−∞
e−

ω2

2ξ δ(F [A] − ω) dω = e−
F [A]2

2ξ (1.32)

6Note that the standard derivation employs infinitesimal gauge transformations, so it is only valid pertur-
batively. As discussed in sec. 1.2.9, the Faddeev-Popov method has to be modified in the full non-perturbative
context.

7For a function R → R with one simple root x0 we find δ(f(x)) = δ(x−x0)
|f ′(x0)|

. Thus one has 1 =R
|f ′(x0)|δ(f(x)) dx. All such equations are of course meant in distributional sense, i.e. they are valid only

“under an integral”.
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(a)

O(0)

O(1)
O(2)

O(3)

(b)

A(0)

g1A(0)

g2A(0)

(c)

F [A] = 0

(d)

Figure 1.2: The process of gauge-fixing, which we try to illustrate by giving a cartoon of the
space A of all gauge configurations. (a) All configurations on one gauge orbit O(k)describe
the same physical state. (b) For example there exist gauge transformations g1 and g2 which
transform the field configuration A1 to g1A1 and g2A1 while not altering any physical observable.
(c) Gauge fixing corresponds to introducing a hypersurface in the space A which is typically
done by imposing a condition F [A] = 0. In a (very hypothetically) ideal world this surface
would intersect each gauge orbit exactly once. (d) As discussed in section 1.2.3, in non-Abelian
gauge theories there are typically gauge-equivalent configurations which fulfill the same gauge
condition (Gribov copies). This means the gauge-fixing surface intersects each orbit not only
once, but several times.

(a)

ϑ

(b)

ϑ

d1

d2

d1/ cosϑ

A0 Aϑ

d1

Figure 1.3: (a) The Jacobian JF introduced in (1.30) can be interpreted as a factor analogous
to cos ϑ, which eliminates the angle dependence in the non-orthogonal intersection of a surface.
(b) For non-orthogonal intersection, the area Aϑ = d1d2

cosϑ is larger than the area A0 = d1d2

obtained by orthogonal intersection. In order to put equal weight to both intersections, Aϑ has
to be multiplied by a factor cosϑ. Analogous reasoning is true also in the higher (and even
infinite-)dimensional case, where the Jacobian JF replaces cos ϑ.
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LFP = ψ̄ (i 6D −m)ψ
−1

+1
2

(
∂µA

a
ν − ∂νA

a
µ

)
(∂µAa,ν − ∂νAa,µ)

+ 1
2ξ

(
∂µAaµ

)
(∂νAaν)

−1

+ (∂µc̄a) (∂µc̄
a)

−1

−g ψ̄ λa2 Aaµγµψ

+g fabc (∂µc̄
a) cbAc,µ

+g fabc (∂µA
a
ν)A

b,µAc,ν

+ g2

4 f
abcfadeAb,µAc,νAdµA

e
ν

Figure 1.4: Disentangling the Fadeev-Popov Lagrangian (in linear covariant gauge): Each term
is supplemented by a graphical representation. Note that the terms quadratic in the fields
correspond to the inverse propagators, which is indicated by −1.

This allows to include all factors in the exponent, i.e. to define a modified Lagrangian and cast
the generating functional in the form

Z =

∫
D[A, ψ̄, ψ, c̄, c] e

i
∫

d4x
(
LQCD − 1

2ξ F
2[A] − c̄aMab cb

)
, (1.33)

where the the Faddeev-Popov operator Mab = Mab[A] depends on the type of gauge-fixing
condition, as for example

Mab = −∂µDab
µ [A] = −∂µ

(
∂µδ

ab + g facbAcµ

)
(1.34)

for the linear covariant gauges, F [A] = ∂µA
µ, or

Mab = −∂iDab
i [A] = −∂i

(
∂iδ

ab + g facbAci

)
(1.35)

for the Coulomb gauge, F [A] = ∂iA
i. The full Lagrangian together with a graphical representa-

tion is displayed in figure 1.4. An overview over different prescriptions for gauge-fixing is given
in section 1.4.

Nakanishi-Lautrup Fields

A convenient way to implement gauge-fixing, in particular in the formally singular case ξ = 0,
is by using Nakanishi-Lautrup fields b, which act as Lagrange multipliers, imposing the gauge
condition. For Coulomb gauge, this gives a gauge-fixing term i(∂ib)Ai in the action and an
additional integration over the auxiliary b-field,

Z =

∫
D[A, ψ̄, ψ, c̄, c, b] e i

∫
d4x

(
LQCD + i(∂ib

a)Aai − c̄aMab cb
)
. (1.36)
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Since b has no real dynamics (no kinetic term in the action) it can be integrated out by completing
the square and performing a Gaussian integral. For many purposes, however, it is useful to
include the b-field in the calculations and integrate it out (thus impose the gauge condition)
only in the very last step.

1.2.2 BRST-Symmetry

Gauge-fixing inevitably removes gauge-invariance. We can now ask if actually all of the sym-
metries we have gained from the gauge principle have vanished again in this procedure, and
the answer is no. There is still a considerable amount of the gauge symmetry left, even though
disguised in a way in which it is not immediately recognizable.

As discovered by Becchi, Rouet and Stora [34] and, independently, by Tyutin [196], there
exists a certain nontrivial symmetry operator (carrying itself nonzero ghost number), usually
denoted by s, for which we have8

sL = sLYM + sLgaugefix = 0 . (1.37)

Observables are required to be s-invariant – in the gauge-fixed theory this substitutes for the
gauge invariance present in the initial theory. The BRST operator s acts analogously to a
derivative operator, in particular it is linear and fulfills the product rule,

s(α+ β γ) = sα+ (sβ) γ + β (sγ) . (1.38)

Thus only the action of s on the elementary fields has to be stated in order to define the operator,

sAaµ = Dab
µ c

b , s ca = − g
2 f

abc cb cc ,

s c̄a = i ba , s ba = 0 .
(1.39)

The BRST-operator fulfills sLYM = 0 (which is straightforward to check) and it raises the ghost
number of any expression by one. Thus the action of s can be interpreted as ghost-valued gauge
transformation.

The BRST operator is nilpotent , i.e. it fulfills s2ω = 0 for any expression ω. So we can add
any term Ladd with sLadd = 0 to the Lagrangian and still preserve the symmetry sL = 0. Due
to nilpotency, an easy way to obtain such a term is take it of the form Ladd = sLsomething with
arbitrary Lsomething. Such a term does not change the expectation value of physical observables.

Therefore, the easiest way to implement gauge fixing in the BRST formulation is to choose
Lgaugefix = sγ, where the choice of γ is the choice of gauge [231]. Physics is independent of γ,
provided that it gives a well-defined calculational scheme. The Coulomb gauge, for example, is
defined by the choice γcoul = (∂ic̄

a)Aai , which gives

Lcoul = sγcoul = s(∂ic̄
a)Aai = i(∂ib

a)Aai − (∂ic̄
a)Dab

i c
b . (1.40)

The Cohomology of s

The nilpotency9 of the BRST operator s is actually the key to a very powerful mathematical
structure – cohomology. In the following we study an arbitrary nilpotent operator s that acts
on expressions α, β, . . . which we call forms. We call a form β closed, if sβ = 0 and call it exact,
if we can write β = sα with some form α.

Obviously, each exact expression is closed. We can now ask whether the converse is true as
well – if every closed form β is also exact. Interestingly the answer depends on the space on

8In this section we will only employ the Yang-Mills Lagrangian, inclusion of quarks is straightforward.
9A very important nilpotent operator, which can serve as an excellent example for many concepts, is the

exterior derivative d of modern differential geometry. The apparently simple equation d2 = 0 contains the
relations curl grad = 0 and div curl = 0 as well as their generalizations to higher dimensions [149]



1.2. THE IDEA OF GAUGE-FIXING AND SOME CONSEQUENCES 15

X

Ker s

Im s

0

Figure 1.5: For a nilpotent operator s: X → X, it is obvious that Im s ⊆ Ker s. For spaces X
with nontrivial topology, Im s can be a proper subset of Ker s.

which the forms are defined. There are spaces in which indeed each closed form is exact. In
some sense, these spaces are, however, quite boring – their topology is trivial.

For spaces with nontrivial topology, the set of closed forms is in general “larger” than the
one of exact ones, so the quotient space Hs = Kers/Ims can be used to classify the topology of
the underlying space.10 This ratio is called the cohomology of the operator s, see also figure 1.5.

In gauge theories, with s being the BRST operator, adding s-exact terms to the action does
not change any physical quantity. So one can “factor out” changes by s-exact terms, and what
remains is the cohomology Hs – which is assumed to contain the set of physical observables.

Importance of BRST Symmetry

Using BRST symmetry, one can derive several identities for the Greens functions of the theory
(usually called Zinn-Justin equations, Ward-Takahashi-identities or Slavnov-Taylor-identities).
This is discussed in section 2.4 and plays a key role in proving renormalizability of a quantum
field theory.

The Kugo-Ojima confinement scenario, briefly discussed in subsection 1.3, is based on BRST
symmetry. The best way of ensuring that additional auxiliary fields do not affect physics is to
derive them from an s-exact term in the action. Nevertheless sometimes also theories with
broken BRST symmetry are studied [71, 70] and we will use a related approach in chapter 5.

1.2.3 The Gribov Problem

The original goal of imposing a gauge condition was to single out one representative of each
orbit. As Gribov has shown [95] the usual gauge conditions do not achieve this in non-Abelian
gauge theories.11 Gauge-equivalent configurations which fulfill the same gauge condition are
called Gribov copies, see figures 1.2.d and 1.6.

10Here Ker denotes the kernel and Im the image of a mapping. If one recalls that Ker contains all elements
which are mapped to zero and Im all possible image elements of the mapping, it is clear that we can describe
s-closed and s-exact forms this way. Ker s is obviously of the same size or larger than Im s, so one can at least
hope that such a set-theoretical quotient makes sense – and indeed it does.

11In Abelian gauges, it is actually easy to show that the Coulomb gauge condition ∂iA
i = 0 uniquely fixes

the gauge (up to purely time-dependent gauge transformations). Assume that there were two gauge-equivalent
configurations Aµ(1) and A

µ

(2) which satisfy ∂iA
i
(1) = ∂iA

i
(2) = 0. Since one has Ai(2) = Ai(1) + ∂iχ one finds the

condition ∂i∂
iχ = −∆χ = 0 and since one is restricted to fields which vanish at infinity, χ has to vanish at infinity

as well. The maximum principle for harmonic functions now implies χ(x) ≡ 0, i.e. Ai(1) = Ai(2). This reasoning
does no longer hold in non-Abelian gauge theories, since the gauge transformation is done inhomogeneously
(according to (1.8)) and the gluon fields at spatial infinity only have to approach a pure gauge, i.e. a configuration
which is gauge-equivalent to Aµ = 0.
In [95] the issue was discussed for Coulomb gauge, but in [181] the emergence of gauge-equivalent configurations
fulfilling the same gauge condition was shown to be a general problem of all continuous gauges.
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(a)

A(2)g1A(2)

A(1)

Ω

∂Ω

(b)

Ω
Λ

O(1)

O(2)

Figure 1.6: (a) For a configuration A(1) on the Gribov horizon ∂Ω we have JF = 0, i.e. the orbit
touches the gauge-fixing surface. As dicussed already in [95], to each configuration A(1) inside
the Gribov region Ω and close to the horizon, there exists a gauge-equivalent configuration g1A(2)

also close to the horizon, but outside of Ω.
(b) Ω and the Fundamental Modular Region Λ are both bounded, convex and contain the
configuration A = 0; they also have some boundary points in common. While orbit O(1) has
a precisely one representative belonging to Λ, the orbit O(2) has two representatives on the
boundary ∂Λ, which have to be identified. Note that while two-dimensional cartoons of infinite-
dimensional objects always are somehow misleading, this is aggreveated here by the fact that
boundary points of Λ have to be identified. Strictly speaking, as soon as this identification has
been performed, Ω and Λ are no longer subsets of the same space and thus it’s particularly
dangerous to put both in the same picture.

Originally Gribov had hoped that restriction to the region where the Faddeev-Popov operator
Mab is positive, the Gribov region Ω, would be sufficient to obtain uniqueness while at the same
time not missing any gauge orbits. It has been shown [67, 197] that the Gribov region is
overcomplete. It indeed contains configurations from each orbit – but typically more than once.
Thus there are Gribov copies within Ω, and an additional condition is necessary to achieve
uniqueness, see below.

1.2.4 Gauge-Fixing by Functional Minimization

As first suggested by ’t Hooft [192] one can view gauge-fixing also as the process of minimizing
the square of a certain norm ‖A‖F , related to a suitable functional F . In particular [176,
220] choosing ‖·‖F as the Hilbert norm (1.7), the stationarity condition δ ‖A‖2 = 0 yields the
transversality condition ∂µA

µ = 0. In order to certainly obtain a minimum, one requires the
second variation to be positive, δ2 ‖A‖2

F > 0. For ‖·‖F = ‖·‖ this condition reads (−∂2−A×∂) >
0, which is positivity of the Faddeev-Popov operator.

Therefore minimization of ‖·‖ leads to the Gribov region. The re-interpretation of gauge-
fixing as a minimization procedure is important for gauge-fixed lattice calculations and also the
starting point for the proof that indeed every gauge orbit intersects the Gribov region, [65].

In general, for a reasonable choice of F , the first variation yields the gauge-fixing condi-
tion and the second variation gives a stability condition which involves a Faddeev-Popov-like
operator. In particular, choosing

‖A‖2
F =

∫
d3x

∑

a,i

|Aai |2 = −
∫

d3x tr
[
taAai t

bAbi

]
(1.41)

one obtains the Coulomb gauge.
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1.2.5 The Fundamental Modular Region

We have seen that the Gribov region can be interpreted as the set of all local minima of a
gauge-fixing functional ‖A‖F . Uniqueness can be now obtained by specializing to the the global
minimum, identifying degenerate minima. In the metric space induced by ‖A‖F this corresponds
to choosing on each orbit the point(s) closest to the origin A = 0.

This process gives the Fundamental Modular Region (FMR), usually denoted by Λ. While
providing unique gauge-fixing, Λ has certain disadvantages as compared to Ω:

• Since one invokes a global condition, no local procedure is at hand to implement a re-
striction to the FMR (and for certain setups it is indeed impossible to find such a local
condition, [181]).

• Degenerate minima of ‖A‖2
F have to be identified. Such degenerate minima only occur on

the boundary ∂Λ, but this still gives rise to a complicated topology of Λ, which is difficult
to handle.

One can prove some quite general properties of Ω and Λ: One finds Λ ⊂ Ω, both regions are
convex and they have some boundary points in common, ∂Ω ∩ ∂Λ 6= ∅. This is depicted (with
all caveats that apply for such illustrations) in figure 1.6.b.

In the following we summarize some results, give some proofs (which are typically surprisingly
simple) and discuss the question whether it is valid to replace Λ by Ω in practical calculations.

1.2.6 Convexity of the Gribov Region and the FMR

We are interested in the region where the Faddeev-Popov operator is positive (semi)definite,

M[A] := −∂2 −A× ∂ ≥ 0 . (1.42)

For A = 0 this is certainly true, since in this case M reduces to the negative Laplacian, which
is known to be positive definite.12

Convexity of Ω

We consider two configurations A1 and A2 which both belong to the interior of the Gribov
region, so we have M[A1] > 0 and M[A2] > 0. One immediately sees that M is positive for
any convex combination of A1 and A2 as well, since for α1 > 0 and α2 > 0 with α1 +α2 = 1 we
immediately find due to affine linearity

M[α1A1 + α2A2] = −∂2 − (α1A1 + α2A2) × ∂

= −(α1 + α2)∂
2 − (α1A1 + α2A2) × ∂

= α1(−∂2 −A1 × ∂) + α2(−∂2 −A2 × ∂)

= α1M[A1] + α2M[A2] > 0 . (1.43)

Since this result holds for arbitrary A1 ∈ Ω and A2 ∈ Ω, we conclude that Ω is convex.
With the same argument we can deduce some interesting other properties of M. We see

for example that outside of Ω there exist no points where M[A] is positive definite. Else the
same would be true for all points on the line segment connecting this point and any point in the
Gribov region. (The situation is sketched in figure 1.7.) Such a line segment would inevitably
contain a point on the Gribov horizon, where M is known to be not positive definite.

12The minus sign is indeed required to make the operator positive. An intuitive argument for that is that we

have d2

dx2 sin(kx) = −k2 sin(kx) and d2

dx2 cos(kx) = −k2 cos(kx), so for these functions f an additional minus sign
is required to give f ′′ the same sign as f . Since any “reasonable” function can be expressed as Fourier series or
Fourier transform, this argument holds for a large class of function.
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Ω

A+

⇒ Ω

A+

X

Figure 1.7: The Faddeev operator M cannot be positive definite outside of the Gribov region
Ω. If it was positive in one point A+ 6∈ Ω, then, due to the convexity argument given in
subsection 1.2.6, it would have to be positive also in the whole region X which consists of all
line segments connecting A+ and points A ∈ Ω and thus also contains a part of the Gribov
horizon where M is known to have zero eigenvalues.

Ω

A−
1

A−
2

A−
3

⇒
Ω

A−
1

A−
2

A−
3

Y

Figure 1.8: If the Faddeev operator M is negative (semi)definite at some points A−
i , then it has

to be so also in the convex Y hull of these points. If such points were to lie “on opposite sides”
of Ω, this would be in conflict with the positivity of M inside of the Gribov region.

On the other hand, while the lowest eigenvalue of M turns negative when crossing the Gribov
horizon, this does by no means imply that M becomes negative definite. Rather on the contrary,
while we cannot exclude that there is a region for which M[A] becomes negative (semi)definite,
the range of possibilities for this is extremely restricted.

First, as the gauge field would have to be constructed in a way such that it compensates
the positive contribution from −∂2 for all directions, which, in momentum space, would imply
|A(k)| ∼ kα with α ≥ 1, which is does not look like a particularly well-defined gauge configura-
tion. Since it contains a non-integrable singularity at k = ∞ respectively x = 0 it is no element
of W 2,2(R4).

Second, as soon as M is negative (semi)definite for a set {A−
1 , A

−
2 , . . . } of configurations,

this has to be true also for their convex hull. So, for example, a situation as sketched in figure 1.8
is not possible since it contradicts the positivity of M inside the Gribov region.

Convexity of Λ

It is only slightly more involved to show that the FMR is convex as well. We assume that A1 and
A2 both belong to Λ, i.e. ‖A1‖2 ≤

∥∥UA1

∥∥2
and ‖A2‖2 ≤

∥∥UA2

∥∥2
for all gauge transformations

U . To show that A = α1A1+α2A2 is an element of Λ as well, we must prove that ‖A‖2 ≤
∥∥UA

∥∥2

for all gauge transformations U as well. Employing

∥∥UA
∥∥2

=
∥∥U−1 ∂U + U−1AU

∥∥2 unitary transf.
=

∥∥(∂U)U−1 +A
∥∥ (1.44)
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Figure 1.9: For a configuration on the Gribov horizon there is at least one zero-mode direction,
tangent to the horizon. There can be (and indeed there are) configurations which have more
than one such zero-mode direction and which thus correspond to conical or wedge singularities
of the horizon.

we find (with “c.s.” denoting the completion of a square and “u.t.” a unitary transformation)

∥∥UA
∥∥2 − ‖A‖2 =

∥∥U−1 ∂U + U−1AU
∥∥2 − ‖A‖2 =

∥∥(∂U)U−1
∥∥2

+ 2
(
(∂U)U−1, A

)

= (α1 + α2)
∥∥(∂U)U−1

∥∥2
+ 2

(
(∂U)U−1, α1A1 + α2A2

)

= α1

(∥∥(∂U)U−1
∥∥2

+ 2
(
(∂U)U−1, A1

))
+ α2

(∥∥(∂U)U−1
∥∥2

+ 2
(
(∂U)U−1, A2

))

c.s.
= α1

(∥∥(∂U)U−1 +A1

∥∥2 − ‖A1‖2)
)

+ α2

(∥∥(∂U)U−1 +A2

∥∥2 − ‖A2‖2)
)

u.t.
= α1

(∥∥U−1∂U + U−1A1U
∥∥2 − ‖A1‖2)

)
+ α2

(∥∥U−1∂U + U−1A2U
∥∥2 − ‖A2‖2)

)

= α1

(∥∥UA1

∥∥2 − ‖A1‖2)
)

+ α2

(∥∥UA2

∥∥2 − ‖A2‖2)
)
> 0 . (1.45)

Thus one sees that also the convex combination A = α1A1 +α2A2 is a global minimum and thus
belongs to the Fundamental Modular Region, which is convex as well.

1.2.7 Further Properties of Ω and Λ

As shown in [66], the Gribov region is contained within a certain ellipsoid and thus bounded.13

One also knows [67] that the Gribov region is (overcomplete) in the sense that indeed every
gauge orbit has a configuration contained in Ω.

With the property of convexity in mind, one is tempted to imagine ∂Ω as a smooth hyper-
surface – a picture which is further strengthened by the sketches usually drawn (admittedly also
in this thesis.) But convexity does not imply smoothness, as seen for example in the case of
regular polygons, and indeed, the naive picture does not really capture the true situation. On
the contrary, the Gribov horizon is known to have conical or wedge singularities.

If a configuration belongs to ∂Ω this means that there is at least one zero-mode direction,
which is, roughly speaking, tangent to the horizon. But there are also configurations which have
two or more such directions which are (partially) tangent to the horizon, and, as sketched in
figure 1.9 these can be interpreted as “corners” or “tips”.

As shown in [94], one obtains such “tips” – at least in lattice gauge theory – as gauge
transforms of special topological configurations called center vortices which are believed to play
an important role for confinement. Since there are many such center vortex configurations, there
are also many “tips” – thus the Gribov region auf lattice gauge theory has been described as
similar to a “very high-dimensional pineapple”.

13So one knows that Ω = Ω0 ∪ ∂Ω is both closed and bounded. However since the configuration space A is
infinite-dimensional, this does not imply that Ω is compact.
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1.2.8 The Zwanziger Conjecture

We have seen that the Gribov region can be described in an local way, while the definition of
the FMR requires nonlocal conditions which are much harder to handle. The FMR posses a
complicated topology and since on each orbit there are many almost-degenerate minima of ‖·‖2

F ,
the problem of finding the absolute minimum is hard – computationally equivalent to finding
the ground state of a spin-glass.

Therefore it is convenient to choose Ω as the domain of functional integration, even though
one should employ Λ instead. It is, however, not entirely clear if this procedure produces valid
results. If one knew, for example, that the Gribov region contained Ncop gauge configurations
on each orbit14 (up to possibly a set of zero measure), integration over Ω would yield perfectly
valid results, since the gauge orbits were still equally sampled. If, however, for example half of
the orbits contained Ncop,1 and the other half Ncop,2 configurations in the Gribov region, for
Ncop,1 6= Ncop,2, choosing Ω as domain of integration would result in a systematic bias.

This bias could not be circumvented by choosing configurations from Ω and transforming
them to the FMR, because such a procedure would still inherit the bias contained in Ω. It is the
process of choosing orbits which determines whether one obtains the correct functional integrals
– shifting probability density along the orbit does not influence physics.

Still there are strong arguments [229] that integrating over Ω instead of Λ is indeed a valid
operation at least for low moments, i.e. for expectation values of products of a few fields. These
arguments are based on stochastic quantization and on the relationship between volume and
radius in high- and infinite-dimensional spaces.

As it is well-known, the power-dependence of the volume element in n dimensions,

dVn = rn−1 dr dΩn , (1.46)

leads to the fact that for large n almost all of the volume of a sphere is concentrated in a
region close to the surface (the “entropy argument”, which is also a main ingredient in the
Gribov-Zwanziger confinement scenario, to be discussed in section 1.3.2).

So one can have two sequences of regions
(
R(n)

1

)∞
n=1

and
(
R(n)

2

)∞
n=1

in R
n with radii R

(n)
1

respecively R
(n)
2 and n-volumes V

(n)
1 respectively V

(n)
2 , which fulfill

lim
n→∞

R
(n)
1

R
(n)
2

= 1 and lim
n→∞

V
(n)
1

V
(n)
2

= 0 (1.47)

at the same time. In fact such a situation is expected to be the case for the FMR and the Gribov
region on a sequence of lattices approaching the continuum.

On the one hand, due to vanishing ratio of volumes one would suspect that integrals over
both regions give different values. On the other hand, for low moments of the fields it is not the
volume which counts. Since each instance of a field contributes a factor roughly proportional to
the radius of the domain of integration, on finds for product of ν fields

〈Ax1 . . . Axν 〉1
〈Ax1 . . . Axν 〉2

∼
(
R1

R2

)ν
. (1.48)

Thus for ν ≪ n, the ratio of the radii, not the ratio of the volumes determines the ratio of the
expectation values. For small ν and R1

R2
≈ 1, this ratio is close to one, so it shouldn’t matter

whether an expectation value is calculated in region R(n)
1 or R(n)

2 .
Thus gluon propagators or vertices should not feel the difference between Ω and Λ. Unfor-

tunately (or not) the situation is different for the ghost, since
〈
M−1[A]

〉
contains moments of

all orders – so the Faddeev-Popov operator and thus the ghost propagator is expected to be
sensitive to the domain of integration.

14To simplify the presentation we only regard the case of a finite number of Gribov copies within the Gribov
region.



1.2. THE IDEA OF GAUGE-FIXING AND SOME CONSEQUENCES 21

1.2.9 Remarks on Nonperturbative Gauge-Fixing

The perturbative (i.e. weak coupling) expansion is an expansion of the action around the
Gaussian minimum (Aµ = 0 in Lie algebra respectively Uℓ = 11 in Lie group language). Such
an expansion yields quadratic terms in some directions, but there are also flat directions where
variation does not change the value of the action. Such flat directions correspond to gauge
transformations, which would introduce the volume of the gauge group and which are eliminated
by gauge-fixing.

In sec. 1.2.1 we have outlined the procedure required to implement such gauge-fixing in
the perturbative setup. However, the straightforward Faddeev-Popov procedure, making use
of (1.30), does only work if the condition F [A] = 0 provides unique gauge-fixing.

While this is true perturbatively, the existence of Gribov copies obscures the issue in full non-
perturbative treatment, and accordingly, the Faddeev-Popov procedure has to be modified [220].
A comprehensive summary of various approaches has been given in the introduction to [102]:

One suggestion [152] was that all Gribov copies, weighted with the Faddeev-Popov determi-
nant, should contribute to the functional integral. This is equivalent to insertion of a topological
invariant [29, 30] into the partition functions. Unfortunately, this invariant, the Euler charac-
teristic of SU(NC), turns out to be zero due to cancellations between positive and negative
contributions, so in this approach all observables are indefinite quantities of the form 0

0 . This is
the famous Neuberger problem.

For Dyson-Schwinger equations, to be discussed in chapter 2, the situation is fortunately
clearer. Using stochastic quantization to bypass the Gribov problem, Zwanziger showed [229]
that the system of Dyson-Schwinger equations is unchanged, but supplemented by additional
constraints which reflect that gauge configurations are restricted to the Gribov region.

In fact, many manipulations of functional integrals (“partial integration”) require boundary
terms to vanish. This can be achieved by imposing suitable boundary conditions at infinity
(in function space), but also by cutting off the functional integral at a nodal surface like the
Gribov horizon. This guarantees that boundary terms vanish, and therefore functional integrals
restricted to Ω may have a more sound mathematical foundation than those defined on the whole
space A.

On the lattice, a procedure based on stochastic quantization has been proposed [102] in order
to find a way around the Gribov problem and to determine – for Coulomb gauge in a certain
limit – the FMR configuration without having to solve a spin-glass problem.

There are also proposals to directly circumvent the Neuberger problem. In [206] it was suggested
that stereographic projection could yield a solution. The main idea can be illustrated best when
using G = SU(2), which is geometrically a 3-sphere. The sphere has two critical point, the north
pole and the south pole, which correspond to opposite signs and thus give zero when combined
additively.

When projecting one of the critical points to
infinity, the corresponding contribution is re-
moved and quantities with support on the criti-
cal points no longer vanish by construction, but
may acquire a finite value. When performed
correctly, such a projection does not change the
continuum limit, the same way the replacement
of sinψ by tanψ or ln(1 + ψ) does not change
the O(ψ) part in a neighbourhood of ψ = 0.

⇒
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1.3 The Problem of Confinement

One of the hardest – and most fascinating – topics of QCD is the issue of confinement. Un-
fortunately already the mere question how to properly define this term is tough. For a good
introduction to the topic see [9].

1.3.1 On the Definition of Confinement

Since gauge theories are constructed by demanding gauge invariance, it is obvious that a closed
system described by such a theory has to be gauge invariant as well. This is not necessarily true
if one considers smaller subsystems. One could imagine a colorless object, composed of a red
quark in Graz, a green quark in New York and a blue quark behind the moon – so the single
colored objects could be studied almost independently.15 This is not what is observed in nature
– color charges are always confined to much smaller length scales of about 1

ΛQCD
≈ 1 fm.

There is no color analogue to ionization in electrodynamics – the attempt to kick out a colored
particle always results in the production of new colorless objects. This can be understood the
following way: When trying to separate, for example, the quark and antiquark of a meson, the
energy of the system is at some point large enough to create a quark-antiquark pair which splits
up and color-neutralizes both constituents. So instead of a quark and an antiquark, one has
obtained two mesons.

The main requirement for this picture is that indeed enough energy is stored in the quark-
antiquark system, i.e. that the force does not fall off, at least not too rapidly (as the 1

r -potential
of electrodynamics does, which permits ionization).

Asymptotic Space of Colorless States

One possible way to impose confinement is to demand that colorless asymptotic states are
exclusively scattered into colorless asymptotic states by all possible processes. If colorless intitial
conditions are imposed, this guarantees confinement.

Unfortunately this definition is plagued with severe difficulties. Typically one identifies
asymptotic states with states of the free (non-interacting) theory and the interaction is switched
on and off adiabatically. While such a procedure makes sense to all orders in perturbation
theory (by the Gell-Mann–Low theorem), it is in conflict with Haag’s theorem which states that
theories with different interaction strength are unitarily inequivalent. This is in particular true
for the free and any interacting theory – the Fock spaces are just different and there is no unitary
mapping between them.16 (However parts of this problem can be circumvented; see [99] for a
rigorous discussion.) In some sense all gauge theories are either confining (or strictly speaking
ill-defined, as it is the case for QED17). For example the physical electron is a bound state of a
(massless) naked electron and the Higgs field which neutralizes the weak charge.

15Actually, an appropriate rotation in color space could transform a red quark into a green or a blue one, so it
makes little sense to speak of color itself as if it was a genuine physical property. However, any device designed to
measure the color of an object would be affected as well, so a single color charge could nevertheless be considered
as a reasonable physical object.

16This can be understood already intuitively. For the free theory, the eigenstates of the Hamiltonian are the
eigenstates of the momentum operator, i.e. plane waves. A plane wave eikx extends over all of spacetime, so what
is a plane wave will stay a plane wave forever. Conversely, if an interaction affects a particle at any time, it can’t
have been a plane wave in the first place.

17QED has no mass gap, i.e. it permits states of arbitrarily small mass (photons of arbitrarily small energy).
Any possible detector has a certain minimum energy threshold, thus for any given detection device there are
infinitely many states which are indistinguishable since they only differ by soft photons with energies below the
detection threshold. [Note that chiral QCD contains massless pions and thus suffers from a similar problem!]

Far worse, QED presumably has a Landau pole ΛQED at extremely large momenta which might render the
whole theory ill-defined for any non-vanishing interaction strength. This is a sign that in spite of its tremendous
success, QED has to be embedded in a more complete theory, which modifies or cuts off this momentum region.
The Landau pole indeed lies beyond the Planck scale, where quantum gravity is expected to set in.
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BRST Quartets and the Kugo-Ojima Picture

In QED, the Gupta-Bleuler prescription guarantees that unphysical longitudinal and scalar
(timelike) photons cancel in Feynman amplitudes and thus in physical observables. In QCD this
issue is complicated by the self-interaction of the gluons. A consistent quantization is possible
in the BRST formalism (see subsection 1.2.2), where longitudinal and timelike gluons form a
metric quartet with ghosts and antighosts.

It has been conjectured that global BRST symmetry is unbroken. If this is the case, by virtue
of Nœther’s theorem there exists a BRST-charge, which has to be regarded as “unphysical”.
Such a charge is carried carried by all members of such BRST quartet, while physical states
are precisely those with vanishing BRST charge. In this picture confinement can be set in
correspondence with the existence of such a BRST charge – this is the basis of the Kugo-Ojima
confinement scenario: Since longitudinal and timelike gluons form metric quartets with ghosts,
they are “unphysical”, i.e. do not appear in the space of asymptotic states. If transverse gluons
carry BRST charge as well, they are removed from the physical spectrum as well.

Positivity Violation

From asymptotic scattering theory (see e.g. section 5.1 in [109]) one can deduce that asymptotic
fields (i.e. those with excitations which can be regarded as “real” particles) and their combina-
tions can be expressed in terms of nonnegative spectral functions σ which vanishes outside of
the forward light-cone,

σ(p) = σ(p2)Θ(p0) with σ(p2) = 0 if p2 < 0 . (1.49)

For the time-ordered product of two scalar fields (a two-point Green function, see section 2.1),
for example, this Källen-Lehmann representation has the form

G(x, y) ≡ 〈0| T ϕ(x)ϕ(y) |0〉

= i

∫ ∞

0
dµ2 σ(µ2)

∫
d4k

(2π)4
1

k2 − µ2 + iε
e−i k·(x−y) . (1.50)

The existence of a nonnegative spectral function translates to the condition that the wave-
function of an (potentially) asymptotic particle can be expressed as a nonnegative function.
In the typical sloppy speech of physics this nonnegativity condition is frequently referred to
as positivity. We note that wave functions which extend to spatial infinity have to fulfill the
momentum-space condition ψ̃(0) 6= 0. From the Fourier integral representation

ψ̃(k) =

∫

Rd

ddx e−i k·x ψ(x) (1.51)

we obtain for confined fields (which vanish at inifinity) at k = 0

ψ̃(0) =

∫

Rd

ddxψ(x)
!
= 0 . (1.52)

This can only be possible (in the nontrivial case ψ 6≡ 0) if contributions with different phases
cancel. If ψ is chosen real, this means that one finds open regions X1 ∈ R

d and X2 ∈ R
d with

ψ(x1) > 0 for all x1 ∈ X1 and ψ(x2) < 0 for all x2 ∈ X2. Thus positivity is violated.
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The Linearly Rising Potential

In quenched lattice gauge theory one can show [23] that the physical potential between two static
fundamental charges (which may be interpreted as infinitely heavy quarks) the inequalities

− dV (r)

dr
< 0 and

d2V (r)

dr2
≤ 0 (1.53)

hold. The second inequality is precisely saturated by a linearly rising potential and lattice data
(see e.g. [24]) indicates that the static potential between fundamental charges is indeed linearly
rising (or at least very close to a linearly rising) for larger distances.18

For this reason one sometimes (in particular in lattice gauge theory) identifies confinement
with the existence of an asymptotically linearly rising potential19. In this sense even full QCD
is not confining, only screening, since one observes string breaking and the potential (if one even
dares to define one) flattens out. Still even in full QCD the (presumably) linearly rising potential
governs the behaviour at intermediate distances and provides the energy for pair creation.

We note that the linearly rising static potential

V (x, t) = σ |x| δ(x0) (1.54)

with constant string tension σ can – with some caveats20 – be transformed to momentum space.
For this transformation one obtains (with k := ‖k‖)

V (k2, k0) =

∫

R4

d4x e−i(k0x0−k·x)σ |x| δ(x0) = σ

∫

R3

d3x eik·x |x|1+α

= 2πσ

∫ ∞

0
dr

∫ 1

−1
d(cos ϑ) eikr cosϑ r3 =

4πσ

k

∫ ∞

0
dr r2 sin(kr)

=
4πσ

k4

∫ ∞

0
d(kr) (kr)2 sin(kr) =

4πσ

k4

∫ ∞

0
t2 sin t dt . (1.55)

This dimensionless integral does not exist in the immediate Lebesgue sense, but the straightfor-
ward e−εt

2
regularization yields the value (−2), thus one obtains

V (k, k0) = −8πσ

k4 . (1.56)

The details of this calculation (and its generalizations, see below) are given in appendix C.2. A
modified version of this potential (changed in order to reproduce the correct UV behaviour) is
an important input for the calculations performed in chapter 4.

One can generalize these considerations to potentials of the form

V (x, x0) = σ |x|1+α δ(x0) (1.57)

with −1 < α < 1, for which one obtains

V (k, k0) =
22+α√π Γ

(
2 + α

2

)

Γ
(
−1

2 − α
2

) 4πσ

k4+α
. (1.58)

18The quantitities actually studied are rectangular Wilson loops. If the expectation value of a Wilson loop is
proportional to its area (area law), this corresponds to a linearly rising potential. In contrast, a perimeter law

would indicate deconfinement.
19This condition is very strict and motivated mostly by phenomenology. In principle any monotonically rising

unbounded potential is sufficient for the effect of confinement.
20Neither the linear rising function nor the 1

k4
-potential that’s obtained by Fourier transform belong to L1,

the space of Lebesgue-integrable functions. Thus a regularization procedure is necessary to define the Fourier-
transform of such a linearly rising potential.
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1.3.2 The Gribov-Zwanziger Scenario

In [95] Gribov has not only shown that there are typically many gauge copies which fulfill the
same gauge condition, but he has also a pointed out a possible explanation for confinement
(originally proposed in Coulomb gauge). He roughly estimated that configurations close to the
Gribov horizon contribute to a 1/k4-potential for color charges and thus to confinement.

As already briefly mentioned in sec. 1.2.8, most of the volume of a high-dimensional convex
object is contained in the region close to its surface. The volume of a ball Br with radius r in
D dimensions is proportional to rD, more accurately we have

V (Br) =
2πD/2

Γ(D/2)

rD

D
=:

AD r
D

D
. (1.59)

Accordingly, the volume of a sperical shell Sr1,r2 with r1 > r2 is given by V (Sr1,r2) = AD
D (rD1 −

rD2 ). For the ratio of this volume to the one of a ball of radius r1, we obtain

V (Sr1,r2)

V (Br1)
=
rD1 − rD2
rD1

= 1 −
(
r2
r1

)D
D→∞−→ 1 . (1.60)

Thus even if r2 is very close to r1, for sufficiently high dimensions still an arbitrarily large
fraction of the total volume is contained in sich a thin shell. That’s an even stronger statement
in the infinite-dimensional case, where the surface may contain all of the volume.21

Thus configurations close to the Gribov horizon ∂Ω are expected to dominate a functional
integral restricted to the Gribov region Ω. If a sufficient fraction of configurations on ∂Ω could
be shown to be confining, one could deduce that the whole theory defined by the functional
integral was confining as well.

This scenario has been elaborated by Zwanziger [221, 222] who suceeded in incorporating
the influence of the Gribov horizon into a local action. This is achieved by introducing a cutoff
function (horizon function)

H = − 1

2CA

∫
ddx ddy

{
Da
µ(x)M−1[A]ab(x, y)Dµ,b(y) − d(N2

C − 1)
}

(1.61)

at the Gribov horizon and localizing it by integration over a quartet (ϕ, ϕ̄, ω, ω̄) of auxiliary
ghost fields,

Z =

∫
D(A, c, c̄, b, ϕ, ϕ̄, ω, ω̄) ei

R

ddx(LYM[A]+Lgf [A,c,c̄,b]+LGZ[A,ϕ,ϕ̄,ω, ω̄]) (1.62)

Lgf = i(∂µba)Aaµ + c̄aMabcb (1.63)

LGZ = ϕ̄µ,abMbcϕcaµ + ω̄µ,abMbcωcaµ + γ1/2C
−1/2
A fabcϕµ,acAbµ (1.64)

with a thermodynamic parameter γ to be fixed by a stationarity condition. Consequently the
term Gribov-Zwanziger scenario is typically used for this approach to confinement.

21This argument is essential in statistical physics. In the microcanonical ensemble (where the energy H(p, q)
of a system takes a fixed value E), it doesn’t matter whether one looks at all configurations with H(p, q) = E or
H(p, q) ≤ E, thus one can write in a sloppy, but basically correct way

δ(E −H(p, q)) = Θ(E −H(p, q)) ,

as long as the integral is taken over the whole configuration space. In the transition to the canonical ensemble,
one can remain basically correct by performing the replacement

δ(E −H(p, q)) → e−βH(p, q)

where the inverse temperature β ≡ 1
kBT

is chosen such that 〈H(p, q)〉 = E.
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Configurations close to ∂Ω have at least one near-zero mode in the Faddeev-Popov oberator
Mab[A] and thus the ghost propagator (which is essentially the inverse of Mab[A]) blows up.
For this effect the term ghost dominance has been coined. Ghost dominance has the potential
to solve a puzzle which has accompanied confinement for a long time – the question of confining
vs. confined gluons (see also the dicussion in [13]):

On the one hand one would expect the gluon propagator to vanish for small momenta k
(i.e. long distances) since gluons should not appear as asymptotic states – confined gluons. On
the other hand one expects gluons to mediate the confining force, i.e. the propagator should
diverge or at least remain finite for small momenta – confining gluons.22 In the ghost dominance
scenario the gluon propagator can safely vanish for small k since confinement is mediated by the
(already a priori unphysical) ghost.

In Landau gauge the connection between an infrared-enhanced ghost and an infrared-vanishing
gluon is most easily understood by analyzing the gluon Dyson-Schwinger equation [13, 204, 205].

−1
= . . . + + . . . (1.65)

The ghost loop on the right-hand side is infrared enhanced and thus the gluon propagator is
accordingly suppressed – the gluon cannot propagate over long distances. (For details on such
equations, in particular in the deep infrared, see chapter 2.)

While this scenario is regarded as well-established in functional Landau-gauge, the transla-
tion to other gauges (including the Coulomb gauge) turned out to be significantly more involved.
In Coulomb gauge the picture is additionally modified by the fact that a piece of the gluon
propagator, namely D00(k), indeed diverges for k → 0. This issue is discussed in more detail in
chapter 3.

For a while, gauge-fixed lattice data seemed to support the picture of an infrared-diverging
ghost and an infrared-vanishing gluon very well. Recent publications, however, which use huge
lattices, have cast a shadow of doubt on this scenario [56]. At the moment it is heavily discussed
how to interpret results which point towards a finite ghost and a massive gluon (the “massive
solution” as opposed to the “scaling solution” required for Gribov-Zwanziger) [82, 57]. In addi-
tion there is still an ongoing debate about systematic errors introduced by gauge-fixing on the
lattice [206].

Another possible point of criticism is the gauge-dependence of the scenario – the Gribov region
and the Gribov horizon look different in different gauges, so different configurations are made
responsible for confinement. In some sense, however, the scenario incorporates certain gauge-
invariant features [233]:

Consider ω from the Lie algebra, which transforms covariantly, i.e. which fulfills Dµ[A]ω = 0.
This means that one has

∂µω +Aµ × ω = 0 . (1.66)

This equation is gauge-invariant in the sense that for any gauge transformation g the transformed
equation Dµ(

gA) gω = 0 holds as well.23

Equation (1.66) implies (since it is required to hold as an identity for all x ∈ R
d) also

∂µDµ[A]ω = 0, i.e. the (Landau gauge) Gribov horizon condition which consequently survives
gauge transformations as well. So in this case gauge transformations don’t act freely, but we
have found a gauge-invariant condition which selects a special class of orbits.

22This picture has been called infrared slavery as opposed to asymptotic freedom.
23Note that for a transformation g = 1 + ω we have gAµ = Aµ +Dµ[A]ω = Aµ.
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E ↔ B

superconductor QCD vacuum

µ = 0, ε = ∞ µ = ∞, ε = 0

cavity hadron

µ = 1, ε = 1 µ = 1, ε = 1

Figure 1.10: The dual Meissner effect and the bag model

1.3.3 Some Other Scenarios

There are several other confinement scenarios which are discussed in the literature, and some-
times it is hard to locate the border between true explanations and mere descriptions of the
effect. We have mentioned the Kugo-Ojima scenario on page 23 and discussed the Gribov-
Zwanziger scenario in sec. 1.3.2. Now we will briefly review some other scenarios and point out
certain connections to the Gribov-Zwanziger picture.

Dual Meissner Effect

Older explanations are often given in the language of chromoelectric and chromomagnetic fields
as well as corresponding quantities. For example one can define a chromoelectric permittivity
ε = εchr and a chromomagnetic permeability µ = µchr. Since gluons, which are interpreted as
quantized chromoelectromagnetic waves, propagate with the speed of light c, one still has

ε µ = 1 = c2 . (1.67)

In (electromagnetic) superconductors the magnetic field is collimated to a flux tube – similar
to what is expected from the chromoelectric field in QCD. Since the role of (chromo)electric and
magnetic fields is interchanged as compared to superconductivity, the scenario is called the dual
Meissner Effect.

As illustrated in figure 1.10 a hadron is seen as analogously to a cavity in a superconductor.
Within the hadron, the quarks and gluons behave as free particles, but they cannot penetrate
the QCD vacuum, characterized by µ = ∞.

Since the hadrons can be interpreted as “bags” of perturbative vacuum, embedded in the
“true” nonperturbative vacuum, this picture is also known as the (MIT) bag model. The en-
ergy difference between perturbative and nonperturbative vacuum is characterized by the bag
constant B.

Supercritical Charges

In [96, 97] it has been speculated that the confinement of light quarks is based on the su-
percriticality of color charge, combined with properties of the pion cloud (Gribov’s Picture of
Confinement, not to be confused with the Gribov-Zwanziger scenario).

The appealing basic idea is that in contrast to QED where one needs Z > 137 in order to
have supercriticality, in QCD with its large coupling constant even a single color charge may be
supercritical and thus generate new color charges from the vacuum in order to screen itself.

One problem of this picture is that gluons (living in the adjoint representation of SU(3))
cannot screen quarks (carrying fundamental charge), and recent investigations [83] have found
no evidence for the picture of supercriticality.
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Topological Objects: Instantons, Monopoles, Center Vortices

In the path integral picture, it may be possible to make certain configurations responsible for
confinement.24 Typically one is particularly interested in configurations which can be charac-
terized by nontrivial topology (“topological defects”).

These defects can be zero-dimensional (e.g. instantons), one-dimensional (e.g. monopoles)
or two-dimensional (e.g. vortices). Instantons25, representing solutions of the classical field
equations and characterizable (via the Atiyah-Singer index theorem [21, 22]) by

g2

32π2

∫
d4xF aµν F̃

a,µν with F̃ a,µν = εµνρσF aρσ (1.68)

have been intensively studied in the past, but by now the general consensus is that instantons
alone are not confining (in four dimensions). Matters are different for monopoles and in partic-
ular (center) vortices which are repeatedly held responsibel for confinement (see also sec. 1.4.4).

Topologically nontrivial configurations cannot be reached by small perturbations, conse-
quently they are unaccessible in perturbation theory. This manifests itself in the fact that in-
stanton contributions to the action have the form exp (...)

g2
, i.e. they have an essential singularity

in the coupling.

Abelian Dominance

While SU(3) Yang-Mills theory is genuinely non-Abelian, it has been postulated that nevertheless

Abelian configurations (i.e. those diagonal in color space, Aµ = A3
µ
λ3

2 +A8
µ
λ8

2 ) are responsible for
confinement. This issue is best discussed in the Maximum Abelian gauge (MAG), see sec. 1.4.4.

Connections to the Gribov-Zwanziger Scenario

Several of the scenarios mentioned in this section are related to the Gribov-Zwanziger approach:
After introducing the Gribov-Zwanziger term in the QCD Lagrangian, stationarity of the effec-
tive action defines a new vacuum which has different energy from the original (perturbative)
one. This energy shift and the value of the constant γ could be set in direct correspondence
with the bag constant B. The “true” nonperturbative vacuum is influenced by the additional
term which is invisible in the perturbative approach.

Both the Abelian dominance and the center vortex scenario are related to Gribov-Zwanziger
as well: When transformed to the Coulomb gauge, most Abelian configurations end up on
the Gribov horizon. As shown in [94], when transforming a (thin) center vortex configuration
to Coulomb gauge, it ends up on the Gribov horizon, where it constitute conical or wedge
singularities (i.e. a point where the Faddeev-Popov operator has more than one zero eigenvalue).

Further Notes There seems to be a close connection between confinement and chiral symme-
try breaking; at least for massless quarks chiral symmetry breaking is expected to be a necessary
condition for confinement [46].26 On the other hand it is heavily disputed whether confinement
is also necessary for chiral symmetry breaking or if one could find a phase where confinement is
absent, but chiral symmetry is still broken.

24On the lattice it is easy to check the influence of certain configurations by simply removing them from the
ensemble. One should, however, be cautious when drawing direct conclusions from this procedure.

25It is also possible to separate one instanton into NC dyons. At finite temperature calorons take the place of
instantons; calorons with nontrivial holonomy (Kraan-van Baal calorons) have particularly peculiar properties.

26This argument by Casher has roughly the following form: Imagine a chiral quark and a corresponding anti-
quark flying away from each other in opposite directions. A confining force between them has to pull them back
at some point, which means it has to flip helicity. This helicity flip, however, is only possible if the the quarks
have nonzero mass, i.e. if they have acquired mass via dynamical chiral symmetry breaking. This argument is
widely believed to be correct, but see also [89].
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1.4 Standard and Nonstandard Gauges

People played the old game of
“My gauge is better than yours”.

Peter Arnold at the 46th

Schladming winter school

While all physical processes and quantities are unaffected by the choice of gauge, this is usually
not true for objects which are not directly observable – for example Greens functions, to be
discussed in chapter 2. The same physical effect can be generated by completely different
“mechanisms”, depending on the gauge.

In the gauge-dependent sector one can discover fields which violate the spin-statistics theorem
(for example the Faddeev-Popov ghosts, which happen to be scalar fermions), instantaneous
interactions (which would clearly violate locality and thus causality if they were also present in
the physical sector) and so on.

Various gauges have completely different advantages and disavantages, thus it is no surprise
that a large number of them has been employed over the years to study various aspects of QCD.
We will shortly review some of the most popular ones.

1.4.1 Linear Covariant Gauges

Linear covariant gauges are probably the most popular choice for gauge fixing. They are defined
by the condition

∂µA
µ = 0 , (1.69)

with fluctuations around zero described by the gauge parameter ξ (as discussed in subsec-
tion 1.2.1). One typically chooses the Feynman-t’Hooft gauge ξ = 1 for perturbative calculations
and the Landau gauge ξ → 0 in the functional approach. This is motivated by the fact that
the gluon propagator takes the most simple form for ξ = 1, while ξ = 0 is a fixed point under
renormalization. Sometimes other values of ξ are employed as well, and several calculations can
be done for general ξ.

In momentum space, the gauge condition takes the form kµA
µ(k) = 0, so it is obviously a four-

dimensional transversality condition. Note that if we demand ∂µA
µ = 0 we find for the gluon

propagator

Dµν(x) = 〈Aµ(x)Aν(0)〉 (1.70)

the same transversality condition,

∂µDµν(x) = 〈∂µAµ(x)Aν(0)〉 = 〈0 ·Aν(0)〉 = 0 . (1.71)

This four-dimensional transversality condition has the advantage of being manifestly covari-
ant, which simplifies most considerations (especially in the high-energy regime). A propagator
Dµν(k) depends only on one momentum scale k2 = k ·k, while in non-covariant settings, certain
components have to be treated independently.

The disadvantage of this condition is that the physical interpretation is often less clear. For
photons, only the two degrees of freedom singled out by the three-dimensional transversality
condition k ·A = 0 describe physical particles, while the longitudinally polarized and the time-
like photon cancel each other for all physical processes. The linear covariant gauge now mixes
physical and unphysical parts of the photon.

While in contrast to photons, there are no freely propagating gluons, still three-dimensionally
transverse gluons are considered “more physical” than three-dimensionally longitudinal or time-
like ones. So one encounters a mixing of would-be physical and unphysical components, which
is sometimes hard to disentangle.
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1.4.2 Coulomb Gauge and Weyl Gauge

One can circumvent the problem of this “unphysical” mixing by demanding the Coulomb gauge
condition

F [A] = ∂iAi = 0 , (1.72)

i.e. three-dimensional instead of four-dimensional transversality. This is imposed by the gauge-
fixing functional Lgf,Coul = 1

2ξ (∂iA
a
i )

2 with ξ → 0.27 This simplifies the physical interpretation
and brings other benefits, but introduces also severe problems. They are closely related to
the fact that the Coulomb gauge condition is left invariant by purely time-dependent gauge
transformations. The Coulomb gauge is discussed in detail in chapter 3.

To some extent the benefits of the Coulomb gauge stem from the fact that time is singled
out and treated on different footing than the spatial dimensions. Such separation of space and
time can also be achieved by other gauges, for example the Weyl (or temporal) gauge which is
typically formulated as A0 = 0. Choosing the Weyl gauge eliminated problems in the canonical
formulation of the theory; thus it is a approriate starting point for the Hamiltonian formalism,
to be discussed in section 3.3.

When employing periodic boundary conditions in time, the condition A0 = 0 fixes the value
of time-like Wilson loops to one, which is unacceptable since Wilson loops are gauge-invariant
objects. Therefore in periodic setups the weaker condition ∂0A0 = 0 is used. This version of the
Weyl gauge is obviously left invariant by purely space-dependent gauge transformations g(x).

1.4.3 Lightcone, Axial and Planar Gauges

Abandoning transversality conditions altogether, one can define various other gauges. So one
can choose a fixed null vector n ∈ R

4, n2 ≡ n2
0 − n2 = 0 and demand

nµAµ = 0 , i.e. minimize Lgf,LC :=
1

2ξ

(
nµAaµ

)2
with ξ → 0 . (1.73)

The choice of n (e.g. n = (1, 0, 0, 1)) picks out a prefered axis in spacetime, thus manifest
covariance is broken. Since for n2 = 0 the vector n lies on the light cone, this gauge is called
light-cone gauge.

Very popular types of gauges are obtained if the vector n is chosen as spacelike instead
of null, n2 < 0.28 In the pure axial gauge one demands nµAaµ(x) = 0, in the inhomogeneous
axial gauge one has nµAaµ(x) = ωa(x) with an arbitrary field ω (which can be integrated over,
c.f. (1.32)). The gauge-fixing is implemented by

Lgf, axial =
1

2ξ

(
nµAaµ

)2
(1.74)

with ξ → 0 for the pure and ξ = 1 for the inhomogeneous axial gauge. A special version of the
axial gauge is the planar gauge with gauge-fixing functional

Lgf,planar = −1

2
n · Aa ∂

2

n2
n · Aa . (1.75)

Axial gauges are particularly popular for theoretical considerations (but far less for actual calcu-
lations). While the Faddev-Popov determinant decouples from the gauge field integration (and
thus can be absorbed in the normalization), in special cases ghost contributions can still be
important [140, 49, 48, 85], see also section 4.4 of [129]. On the lattice a complete axial gauge
has been presented in [156].

27Note that this functional can be written in a formally covariant way as Lgf,Coul = 1
2ξ

ˆ
(n2∂µ − nν∂

νnµ)Aaµ
˜2

where covariance is broken by the explicit choice nµ = (1, 0, 0, 0).
28For n2 > 0 on can always find a proper Lorentz transformations which changes nµ to nµ = (n, 0, 0, 0), so

one basically recovers the Weyl gauge.
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1.4.4 Color Symmetry-Breaking Gauges

Maximum Abelian Gauge

Abelian configurations are believed to play a special role for confinement (Abelian dominance
scenario). The diagonal generators of a Lie algebra define the Cartan subalgebra, which is
Abelian (since diagonal matrices commute). In the Maximum Abelian Gauge (MAG) one aims
at minimizing the coefficients of the non-diagonal generators.

For G = SU(2) the gauge field can be written as

Aµ = A1
µ

τ1
2

+A2
µ

τ2
2

+A3
µ

τ3
2

(1.76)

with the Pauli matrices τi. In the ususal representation the generator τ3 is diagonal while τ1
and τ2 are not. Correspondingly one tries to employ gauge transformations to make A1 and A2

als small as possible, i.e. one wants to minimize the functional
∥∥A1

∥∥2
+
∥∥A2

∥∥2
.

For G = SU(3) the generators t3 = λ3
2 and t8 = λ8

2 are diagonal; correspondingly one tries
to minimize the norm of the coefficients A1, A2 and A4 to A7. The MAG breaks isotropy
of color space; one has to distinguish “diagonal” and “off-diagonal” gluons which may exhibit
dramatically different behaviour.

In contrast to their counterparts in linear covariant gauges, the MAG ghosts can interact
with each other. The gauge-fixed Lagrangian includes a ccc̄c̄-vertex which is the source of various
formal complications. It shares this vertex with general ghost-antighost symmetric gauges, the
Curci-Ferrari gauges.

Maximum Center Gauge

For G = SU(2) the center of the group consists of the elements 11 and −11, for G = SU(3) one
finds the center

C = {11, e2iπ/311, e−2iπ/311} . (1.77)

In the lattice Maximum Center Gauge (MCG) one employs gauge transformations to choose all
(group-valued) link variables as close as possible to a center element.29

1.4.5 Gauges Breaking Translational Invariance

A real-space analogon to transversality conditions are the Poincaré gauge and the Fock-Schwinger
gauge, where values are prescribed for the functional

FPoinc.[A] = xµAµ ,

FFock−Schw.[A] = (xµ − zµ)Aµ

with a “gauge parameter” z. Other choices (partly more useful in the electroweak or even
supergravity context than in QCD) encompass the Dirac gauge, Flow gauges, the ’t Hooft-
Veltmann gauge, the Wess-Zumino gauge, Contour gauges, the Laplace gauge [201, 198], certain
nonlinear gauges and others. For a comprehensive list of popular gauges with useful references
see tables 1 to 3 (on p. 4 to 6) of [129].

29It is believed that strong statements about confinement can be made already by studying only the projection
to the center (center vortex scenario). For SU(2) the group can be visualized as a sphere with the center elements
as north and south pole. In the center projection elements on the northern hemisphere are replaced by 11 (the
north pole) and all elements on the southern hemisphere by −11. It is widely believed that one can tell from such a
Z2 configuration whether or not the original configuration contributes to the string tension (see subsection 1.3.1)
and thus is important for confinement.
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1.4.6 Interpolating Gauges

Given two gauges, defined by Lgf,A and Lgf,B , one can always define an interpolating gauge, i.e.
a gauge condition Lgf(λ) with a parameter λ, which fulfills

Lgf(0) = Lgf,A and Lgf(1) = Lgf,B . (1.78)

Sometimes it is useful to employ a vector-valued instead of a scalar interpolation parameter and
in certain cases it can be helpful to introduce more than one interpolation parameter.

The hope when using such interpolating gauges is to be able to solve a problem for general
λ and having access to both gauges A and B by performing the limits λ → 0 and λ → 1. In
addition one could see how a mechanism associated with gauge A gradually translates to another
one, associated with gauge B. Interpolating gauges have been discussed for example in [31, 44].

Unfortunately it is typically not clear if both limits are continuous (provided they exist at
all), so unfortunately up to now interpolating gauges have a very limited range of applicability.
The special case of a Landau-Coulomb interpolating gauge is discussed in sec. 3.5.

1.4.7 Gauge Overfixing

The main requirement for any gauge is that (up to possible set of measure zero) all orbits are
represented with equal weight. If one demands conditions which restrict configuration space too
much, one does not obtain a valid gauge any more – the gauge is overfixed.

Also if the gauge is fixed in an unbalanced way, giving unequal weight to different orbits, the
partition sum and thus observables get distorted. To see an example for an overfixed gauge, we
try to impose simultanously Coulomb and Weyl gauge on the functional integral.30 This would
mean to demand

∂iAi = 0 and A0 = 0 . (1.79)

Taking a time derivative of the second condition yields ∂0A0 = 0, a condition which has to be
fulfilled as well and which already has been identified as a weaker version of the Weyl gauge.
From

∂iAi = 0 and ∂0A0 = 0 (1.80)

we see that the covariant condition

∂µA
µ = ∂0A0 − ∂iAi = 0 (1.81)

is fulfilled as well. However, most configurations which satisfy (1.81) will do this because one
finds

∂0A0(x) = ∂iAi(x) = u(x) (1.82)

with a function u(x) = u(x, t) which is in general not identically zero. Configurations which
fulfill u ≡ 0 almost everywhere (as demanded by (1.80)) constitute only a very small subset of
these configurations.

So if (1.80) were indeed a valid gauge-fixing condition, the Landau gauge would be tremen-
dously overcomplete – which is contradicted by most results known about this gauge. Accord-
ingly it is not possible to impose (1.80) on the lattice, [134].

A remedy to gauge overfixing is to implement gauge fixing by a sequence of functionals
which are consecutively minimized. In the Landau-Coulomb example one could for example
first minimize FCoul[A] = (∂iAi)

2 (where the minimum FCoul[A] = 0 can be achieved on each
orbit) and then minimizes with respect to the remaining degrees of freedom the functional
FWeyl[A] = (∂0A0)

2. Only on certain orbits the minimum is again found at FWeyl[A] = 0.

30It is possible to employ Coulomb and Weyl gauge together in the Hamiltonian formalism, discussed in sec-
tion 3.3. In this case, the Weyl condition is only imposed on one initial timeslice and not fulfilled identically for
all times.
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1.5 Comments on a Possible Metric Structure of Gauge Space

No one exceeds their potential. If they did, it would mean we did not
accurately gauge their potential in the first place.

Director Josef in Gattaca

When discussing questions of gauge-fixing and gauge-depended mechanisms, one sometimes
loosely speaks of gauges which are “more or less similar”, which are “close to each other” or
not. Such a notion of distance implicitly assumes that a metric is given in the space of gauge
conditions.

In the following, we give a proposal how a space of gauges could be defined and which metric
properties it can be expected to have. This section, though being relatively sketchy, deals with
a property of gauges theories which – to the author’s best knowledge – has not been discussed
in the literature so far.

1.5.1 More Thoughts on Gauge Fixing

As outlined in section 1.2, gauge-fixing corresponds to a restriction of functional integration,
which is typically achieved by demanding a condition G[A] = 0. But one can also approach
matters from a different direction. Instead of imposing an analytic condition one can base the
very definition of a gauge on set and measure theoretical foundations.

Imposing a condition G[A] = 0 achieves two things: It picks out a subset GA of the config-
uration space A and it induces a measure DGA = JG[A]DA on this subset. In order to have a
valid gauge, one has to demand (in the Euclidean formulation)

1

Z

∫

A
DAX[A] e−S[A] =

1

ZG

∫

GA

DGAX[A] e−S[A] (1.83)

for all observables X, with

Z =

∫

A
DA e−S[A] and ZG =

∫

GA

DGA e−S[A] . (1.84)

However there may be subsets GA ⊂ A with corresponding measures DGA which fulfill (1.83)
but canot be characterized by imposing a functional condition. Still such a pair (GA, DGA)
should count as a valid gauge (even though may be hard to access for practical calculations).
Since we are exclusively interested in integrated quantities we dismiss all differences which are
only present on a set of measure zero. In addition constant factors in the measure are removed
by normalization. This gives rise to the following definition:

A gauge G is an equivalence class of pairs (GA, DGA) which satisfy (1.83), where equivalent
pairs (GA

1 , DG1A) and (GA
2 , DG2A) fulfill, up to a set of measure zero, GA

1 = GA
2 and for which

there exists a constant c 6= 0 such that, again up to a set of measure zero, on GA
1 the relation

DG1A = cDG2A holds.

A sufficient condition to have a gauge is that a representative of each orbit is contained in
GA and that the measure DGA attributes equal weight to each orbit.31 Up to a set of zero
measure this condition is also necessary.

Since for all practical purposes a gauge can be characterized by one representative, we will
just call (GA, DGA) a gauge, we also often omit the characterization “up to a set of zero
measure”.

31The following simple scenario, for example, would be perfectly valid:
There are two families of gauge orbits, O(s,1), s ∈ S andO(t,2), t ∈ T with appropriate index sets S and T . A gauge-
fixing surface GA intersects all orbits O(s,1) once and all orbits O(t,2) twice, with DGA

(s,1) = DGA
(t,2)
a +DGA

(t,1)
b

for almost all (s, t) ∈ S × T , where A(t,1) = GA ∩O(t,1) and {A(t,2)
a , A

(t,2)
b } = GA ∩ O(2).



34 CHAPTER 1. QCD, CONFINEMENT AND ALL THAT

O1

O2

O3
O4

G1

G2

Figure 1.11: The distance between two (unique) gauges G1 and G2 is based on the distance
between configurations in A1 ∈ GA

1 and A2 ∈ G2 that lie on the same gauge orbit Oα.

1.5.2 The Metric Space of Unique Gauges

The basic idea underlying the definition of a distance between gauges is illustrated in figure 1.11.
We start by considering the distance

∥∥Ak1 −Ak2
∥∥ between configurations which belong to two

different gauges G1 and G2 and lie on the same gauge orbit Ok. All such distances are integrated
over the set which characterizes G1 respectively G2.

This rough concept has of course to be formalized. Since incomplete gauge-fixing and Gribov
copies complicate matters, we will focus here on unique gauges. A unique gauge G is character-
ized by the condition that all elements of GA are pairwise gauge-inequivalent, i.e. for arbitrary
A1 ∈ GA and A2 ∈ GA there exists no gauge transformation g such that A2 = gA1. As outlined
in section 1.2, unique gauges are hard to construct, but here this can be regarded as a merely
technical obstacle which does not affect the following considerations. We denote the set of all
unique gauges with GU and demonstrate in the following that this set can be promoted to a
metric space in a relatively straightforward way.

To formalize the idea sketched in figure 1.11 we define a map d: GU × GU → R
+
0 ,

d(G1, G2) :=
1

ZG1

∫

GA
1

DG1A1 e−SYM[A1] ‖A1 − g12A1‖ (1.85)

where g12 denotes the uniquely defined gauge transformation necessary to transport A1 ∈ GA
1

to g12A1 = A2 ∈ GA
2 . Before proving that (GU , d) is a metric space, we first point out, that d as

defined in (1.85) is well defined at all. Apart from a set of measure zero, for each configuration
A1 ∈ |G1|, there exists per construction an equivalent configuration A2 = g12A1 ∈ GA

2 . So for
any A1 ∈ GA

1 , the quantity ‖A1 − g12A1‖ is well defined, and due to the weight e−SYM[A1], the
functional integral is supposed to converge. Thus we can safely check the axioms of a general
metric space:

(M1) Definiteness: The integrand in (1.85) is positive definite, so also d is non-negative. It
is zero only if ‖A1 − g12A1‖ is zero for all configurations A1 except possibly a set of zero
measure, i.e. if

A1 = g12A1 =: A2

almost everywhere. Since such gauges have already been identified in the first place, we
have d(G1, G2) = 0 if and only if G1 = G2.
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(M2) Symmetry: We have to check

d(G2, G1) =
1

ZG2

∫

GA
2

DG2A2 e−SYM[A2] ‖A2 − g21A2‖

?
=

1

ZG1

∫

GA
1

DG1A1 e−SYM[A1] ‖A1 − g12A1‖ = d(G1, G2) (1.86)

Since we only consider unique gauges, the element A1 = g21A2 is uniquely determined for
each A2 ∈ GA

2 . Thus each pair (A1, A2) ⊂ A2 is unique and appears precisely once in each
of the two integrals,

‖A2 − g21A2‖ = ‖A2 −A1‖ = ‖A1 −A2‖ = ‖A1 − g12A1‖ (1.87)

with g21 = (g12)
−1. Since a valid gauge puts equal weight to equivalent configurations one

has
DG1A1

ZG1

∣∣∣∣
A1∈GA

1

=
DG2A2

ZG2

∣∣∣∣
A2∈GA

2

(1.88)

for equivalent configurations A1 and A2. The Yang-Mills action is gauge-invariant, thus
one can replace e−SYM[A2] by e−SYM[A1] at any instance. From invariance of the measure,
invariance of the action and invariance of the integrand we see that (1.86) indeed holds.

(M3) Triangle Inequality: The triangle inequality holds in A, i.e. we have

‖A1 −A3‖ + ‖A3 −A2‖ − ‖A1 −A2‖ ≥ 0 (1.89)

for arbitrary (A1, A2, A3) ∈ A3. Now we specify this to A1, A2 and A3 being gauge-
equivalent configurations belonging to GA

1 , GA
2 and GA

3 . Then we can rewrite (1.89) using
the gauge transformations g12 and g13 as

‖A1 − g13A1‖ + ‖g13A1 − g12A1‖ − ‖A1 − g12A1‖ ≥ 0 (1.90)

All quantities are well-defined for any given A1 ∈ GA
1 . The inequality remains valid also

when multiplied with the positive definite function e−SYM[A1] and integrated over GA
1 with

the measure DG1A1 and the weight 1
ZG1

,

1

ZG1

∫

GA
1

DA1 e−SYM[A1]
(
‖A1 − g13A1‖ + ‖g13A1 − g12A1‖ − ‖A1 − g12A1‖

)
≥ 0 . (1.91)

Due to linearity, the integration can split up, and due to equivalence of the measure and
invariance of the action,

DA1

ZG1

e−SYM[A1]

∣∣∣∣
A1∈GA

1

=
DA3

ZG3

e−SYM[A3]

∣∣∣∣
A3∈GA

3

,

the second resulting integral can be rewritten as one over G3,

1

ZG1

∫

GA
1

DA1 e−SYM[A1] ‖A1 − g13A1‖ +
1

ZG3

∫

GA
3

DA3 e−SYM[A3] ‖A3 − g32A3‖

− 1

ZG1

∫

GA
1

DA1 e−SYM[A1] ‖A1 − g12A1‖ ≥ 0 . (1.92)

Each functional integral defines a distance d in GU , so we end up with a triangle inequality

d(G1, G2) ≤ d(G1, G3) + d(G3, G2)

which completes the proof that (GU , d) is a metric space. �

We note that GU also inherits completeness from A, so for every Cauchy sequence of unique
gauges the limit is a unique gauge as well. Due to continuity of the metric, any metric space
can be embedded in a Banach algebra (see for example A 159.6 in [103]); thus one could also
proceed with studying algebraic properties of GU .
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A
(1)
1

A2

A
(2)
1 G1

G2

Figure 1.12: A Problem with definition (1.94): When integrating over the set defined by gauge

condition G1, one picks up d(A
(1)
1 , A2) + d(A

(2)
1 , A2) since A2 is the gauge-equivalent configu-

ration with minimum distance both for A
(1)
1 and A

(2)
1 . When integrating over G2, however, one

only picks up d(A
(1)
1 , A2), since A

(1)
1 is the configuration with minimum distance to A2 while

A
(2)
1 is not.

1.5.3 The Distance between General Gauges

We have seen that the set of unique gauges, GU , can be promoted to a metric space. Since most
popular gauges are plagued by Gribov copies (and conditions which provide only incomplete
gauge-fixing inevitably introduce ambiguities), the more important question is whether the set
of all valid gauges can be equipped with a metric.

Straightforward generalizations of (1.85) could be

d′(G1, G2) =
1

ZG1

∫

GA
1

DG1A1 e−SYM[A1]
∑∫

g12

‖A1 − g12A1‖ (1.93)

d′′(G1, G2) =
1

ZG1

∫

GA
1

DG1A1 e−SYM[A1] min
g12

‖A1 − g12A1‖ (1.94)

where we include summation/integration over respectively minimization with respect to all gauge
transformation g12 which yield gauge-equivalent configurations A2 ∈ GA

2 . Unfortunately these
definitions are extremely problematic.

We noted that (1.85) is well-defined (employing the usual existence standards for path interals
in quantum field theory and excluding extremely pathological cases) since for each A1 ∈ GA

1 there
is precisely one g12A1 = A2 ∈ GA

2 and accordingly the integrand is under control. In contrast
to that, (1.93) may contain a divergent series or integral for certain A1 (if there are infinitely
many gauge-equivalent configurations contained in GA

2 ). While (1.94) does not encounter this
problem, it potentially violates symmetry. An example for this is given in figure 1.12.

So we will choose a different route which is based on partitioning general gauges into unique
gauges. This leads to the introduction of a distance measure which has some, but not all
properties of a metric. Note that on the set of subsets of a given metric space the Hausdorff
distance

dH(X,Y ) = max{sup
x∈X

inf
y∈Y

d(x, y), sup
y∈Y

inf
x∈X

d(x, y)} (1.95)

induces a metric (see also figure 1.13.a).
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Figure 1.13: Moving on beyond metric spaces: (a) On the set of subsets of a given metric space,
the Hausdorff distance (1.95) induces a metric (figure taken from [169]). (b) The partitioning
of general gauges is not unique. This is illustrated for a theory with three orbits Oi which each
contain three gauge-equivalent configurations Ai, A

′
i andA′′

i , i = 1, 2, 3. A possible partitioning is
given by {{A1, A2, A3}, {A′

1, A
′
2, A

′
3}, {A′′

1 , A
′′
2 , A

′′
3}}, but in principle this is completely equivalent

to {{A1, A2, A
′
3}, {A′

1, A
′
2, A

′′
3}, {A′′

1 , A
′′
2 , A3}}. In order to establish a distance measure one has

to minimize (1.97) with respect to all possible ways to partition a composite gauge.

For the present case, however, matters are more delicate due to the fact that a general gauge
is characterized not as a subset, but as an equivalence class of positive semidefinite functions
on G (with elements which are from now on always regarded as being properly normalized to
unity). Thus we define:

A partitioning PG of a general gauge G into unique gauges is characterized by a family
(Gt)t∈T of unique gauges (with a suitable index set T ) and a corresponding family of coefficients
(ct)t∈T , ct ≥ 0, such that

GA =
⋃

t∈T
GA
t and DGA

∣∣
Ã

=
∑∫

t∈T
ctDGtA

∣∣
Ã

(1.96)

for all Ã ∈ GA. Partitionings which differ only by a constant factor in ct may be identified
(since constant factors are absorbed in the normalization of functional integrals); accordingly
we impose the normalization condition

∑∫
t∈T ct = 1.

The partitioning of general gauges into unique gauges is typically non-unique. Even in the
most simple (finite or countable) situations there are many ways to partition a general gauge,
as illustrated in figure 1.13.(b).

It is now straightforward to define the distance between partitionings PG1 and PG2 ,

dP (PG1 , P ′
G2

) =
∑∫∫

t∈T, t′∈T ′

ct c
′
t′ d(Gt, Gt′) (1.97)

with d on the rhs denoting the distance (1.85) in GU . The distance between the general gauges
G1 and G2 is defined as the minimum of all these distances w.r.t. all partitionings P and P ′,

d(G1, G2) = min
P,P ′

dP (GP
1 , G

P ′

2 ) . (1.98)

This quantitity is nonnegative and vanishes only for gauges which (up to a set of measure zero)
coincide. It is symmetric as well; however it is not clear whether (and in view of the argument
illustrated in figure 1.13.(b) actually unlikely that) the triangle inequality is fulfilled as well.
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A1

A2

d12

A1

A2

A3

A3̃

d13

d23̃

A1

A2

A3

A3̃

A4

A4̃d14̃

d34

d23̃

Figure 1.14: In a space with points identified, one can take shortcuts und thus violate the naive
triangle inequality. With the identifications A3 ≃ A3̃ and A4 ≃ A4̃ on has d12 > d13 + d23̃ >
d14̃ + d34 + d23̃, i.e. the naive triangle inequality does not hold.

1.5.4 Metric Considerations regarding Topologically Nontrivial Spaces

Als already discussed in subsection 1.2 it can become necessary to identify certain points in
A-space. Due to this modification, ist is not straightforward to connect embeddings of the FMR
in A-space with unique gauges. While a unique gauge can be obtained by removing a sufficient
number of gauge copies, this process is quite arbitrary and particular features of the FMR are
lost.

Therefore we will at least comment on (though not study in depth) the metric properties
of a space which has been obtained by performing such identifications. Starting with a Banach
space (A, ‖·‖) we will study the space A′ which is obtained by identifying all gauge-equivalent
configurations with the same norm. Such a space is well-suited to describe the FMR of a specific
gauge, defined by globally minimizing that particular norm.32

It is obvious that the metric structure of A can not be transferred to A′ in a straightforward
way. Loosely speaking, with that huge amount of identified configurations, one could take
shortcuts and thus violate the triangle inequality, as illustrated in figure 1.14.

Thus we refine the definition of distance in A to one in A′ by setting

d′(A′
1, A

′
2) := minid

i1, i2...

( ∥∥Aid
1 −Aid

2

∥∥ ,
∥∥Aid

1 −Ai1
∥∥+
∥∥Aid

i1
−Aid

2

∥∥ ,
∥∥Aid

1 −Ai1
∥∥+
∥∥Aid

i1
−Ai2

∥∥+
∥∥Aid

i2
−Aid

2

∥∥ , . . .
)
,

(1.99)

where ‖·‖ denotes the norm in A. The minimum minid
i1, i2... is taken w.r.t. all configurations with

are identified in the process A → A′ and w.r.t all configuration Aik ∈ A.
We now prove that (1.99) indeed defines a metric in A′: It is non-negative, and it is zero

if there exist identifications id1, id2 with Aid1
1 = Aid2

2 , i.e. if A′
1 = A′

2. It is clearly symmetric,
and the triangle inequality is fulfilled already by construction. The only challenge is to show if
d′(A′

1, A
′
2) = 0 only if A′

1 = A′
2. For any given argument of the minimum appearing on the rhs

of (1.99), this is clear, since

dn :=
∥∥∥Aid

1 −Ai1

∥∥∥+
∥∥∥Aid

i1 −Ai2

∥∥∥+ . . .+
∥∥∥Aid

in −A2

∥∥∥ (1.100)

32Unfortunately, A′ as defined here is not sufficient to study the metric properties of the set of all (embeddings
of) FMRs, since different gauges G and thus (the embedding of) their FMRs are in general defined via different
norms ‖·‖G. Nevertheless the following considerations may be helpful in order to perform the next step – to
establish a distance measure between FMRs.



1.5. COMMENTS ON A POSSIBLE METRIC STRUCTURE OF GAUGE SPACE 39

equals zero only if there exist identifications idk such that

Aid0
1 = Ai1 , Aid1

i1
= Ai2 , . . . , Aidn

in
= A2 , (1.101)

i.e. if there exists an identification idf with A
idf
1 = A2 which implies A′

1 = A′
2.

The limit limn→∞ dn, however, may be zero even if dn 6= 0 for all n ∈ N. In this case
also d′(A′

1, A
′
2) could be zero even for A′

1 6= A′
2. To exclude this possibility, we establish two

inequalities:

• Since we have identified only points of A with equal norm, the inequality

d′(A′
1, A

′
2) ≥

∣∣ ‖A1‖ − ‖A2‖
∣∣ (1.102)

always holds. This is seen best, as illustrated in figure 1.15.(a), if configurations are
grouped on hyperspheres with radius ‖A‖. Due to identification, one can “jump” on each
hypersphere. Between them, however, the shortest route can at best be in radial direction.
Therefore inequality (1.102) cannot be circumvented.

• To derive the second inequality, we define the distance d of two gauge orbits O1 ∈ O and
O2 ∈ O in A as

d(O1, O2) := min
A1∈O1, A2∈O2

‖A1 −A2‖ . (1.103)

At first glance, one could guess that this does not define a metric, since it might seem
possible, as depicted in figure 1.15.(b), to circumvent the triangle equation by a clever
choice of orbits. This, however, is not true.

Gauge orbits are in some sense parallel (see for example [223]), with a common direction
defined by the set of all local gauge transformations G(x). If we perform the same gauge
transformation g on two configurations A1 ∈ O1 and A2 ∈ O2, we obtain

d(gA1,
gA2) = ‖gA1 − gA2‖

=
∥∥∥U †

gA1Ug + U †
g∂Ug − U †

gA2Ug − U †
g∂Ug

∥∥∥

=
∥∥∥U †

gA1Ug − U †
gA2Ug

∥∥∥ =
∥∥∥U †

g (A1 −A2)Ug

∥∥∥
= ‖A1 −A2‖ = d(A1, A2) . (1.104)

This implies that we can choose, for example, A1 ∈ O1 freely and find A2 ∈ O2 and
A3 ∈ O3 such that

d(A1, A2) = d(O1, O2) and d(A2, A3) = d(O2, O3) . (1.105)

In that case, as illustrated in figure 1.15.(b), all three points lie in a hyperplane defined
by the base point A1 and the normal direction G(x). (If this wasn’t the case, we could
employ suitable local gauge transformations on A2 or A3 to further reduce the distances.)

Thus we also have d(A1, A3) = d(O1, O3), and since the distance defined for the points
Ai ∈ A, i = 1, 2, 3 fulfills the triangle inequality, the same is true for (1.103) defined in
Oi ∈ O. Since the transition A → A′ only identifies certain configurations on the same
orbit, we clearly have

d′(A′
1, A

′
2) ≥ d(O1, O2) (1.106)

From both inequalities (1.102) and (1.106) it follows that d′(A′
1, A

′
2) = 0 only if ‖A1‖ = ‖A2‖

and O1 = O2, i.e. if A′
1 = A′

2. �
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(a)

A1

A2

0‖A1‖

(b)

A1

O1

Oi1

Oi2 O2

A2

Figure 1.15: (a) Even with identifications, the distance between two points in A1 ∈ A and
A2 ∈ A cannot become smaller than the radial distance |‖A1‖ − ‖A2‖|. (b) One could think
that the triangle inequality for the distance between orbits, as defined in (1.103), does not hold,
since one can take “shortcuts”, as depicted here, This is, however, not true, since gauge orbits
are in some sense “parallel”, as expressed in (1.104). Therefore shortcuts between orbits as
(wrongly) sketched in this figure are not possible.

1.5.5 Further Comments on the Distance between Gauges

Since the metric space of unique gauges is (to the knowledge of the present author) a new concept,
one should add a few remarks regarding definition (1.85) and the reasons for introducing such
a space at all.

First, why employ (1.85) and not, as it may seem more appropriate at first glance, a definition
based on a mininum? This could be something like d(G1, G2) = minA1,A2 ‖A1 −A2‖, where the
minimum is taken with respect to all configurations A1 which belong to gauge G1 and all gauge-
equivalent configurations A2 which belong to gauge G2.

There are, however, several reasons why not to employ such a definition:

• Any quantity characterizing something important in a gauge theory should not be sensitive
to changes on a set of zero measure, but this definition of a distance obviously is.

• A single configuration with large action (i.e. a small contribution to the partition function)
could set the distance, which does not seem “natural”.

• Since all linear gauges contain the configuration A = 0, the distance between all linear
gauges would be zero, thus they would have to be identified.

In addition (1.85) has a form which could be evaluated (with some modifications in the
formulation) in lattice gauge theory via Monte-Carlo simulations.

But are there any purposes for which the concept of such a distance could turn out to be useful?
Presumably it does not allow to calculate observables, so from a very strict point of view it is
not even physics. On the other hand, gauge theories obviously have physical content. They are
often approached via gauge-fixing, where the relation between different gauges is often not clear.

A distance measure could help to classify and organize gauges, i.e. create a “map” of gauges.
Moreover, even if the value in physics is limited, GU and the distance between general gauges
might still be interesting objects to be studied in mathematics.
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1.5.6 Z2 Gauge-like Theory on One Plaquette

As a very simple example for our considerations we study a Z2-based gauge-like theory on one
plaquette with four links Ui ∈ {−1, +1}, i = 1, 2, 3, 4. The action is chosen as

SZ2[U ] = −hU1 U2 U3 U4 (1.107)

with a fixed constant h > 0. Since the only gauge-invariant quantity one can form is the product
of the four link variables, one only has the “physically” distinct cases S = −h and S = +h.
Thus any transformation which changes the sign of an even number of links leaves “physics”
invariant and is accordingly just a gauge transformation.

Obviously there are only two gauge orbits which each contain eight configurations,

O(1) =
{
(1, 1, 1, 1), (1, 1,−1,−1), (1,−1, 1,−1), (−1, 1, 1,−1),

(1,−1,−1, 1), (−1, 1,−1, 1), (−1,−1, 1, 1), (−1,−1,−1,−1)
}

(1.108)

O(2) =
{
(−1, 1, 1, 1), (1,−1, 1, 1), (1, 1,−1, 1), (1, 1, 1,−1),

(1,−1,−1,−1), (−1, 1,−1,−1), (−1,−1, 1,−1), (−1,−1,−1, 1)
}

(1.109)

The whole configuration space is given as A = O(1)∪O(2). Since (1.85) and all consequences are
given in continuum language, we have to do some reformulations. Thus we define the metric in
this (configuration) space as

d(U1, U 2) =
1

2

4∑

k=1

∣∣U1
k − U2

k

∣∣ ∈ {0, 1, 2, 3, 4} . (1.110)

With this metric in the base space at hand we can begin to establish also a metric of unique
gauges.

Unique Gauges

A properly normalized unique gauge has to contain precisely one configuration from each of the

orbits, so there are 8 · 8 = 64 unique gauges Gi,j, which contain the configuration U
(1)
i ∈ O(1)

and U
(2)
j ∈ O(2). The distance between such gauges is given by

d(Gi,j , Gk,ℓ) =
1

Z

(
d
(
U

(1)
i , U

(1)
k

)
eh + d

(
U

(2)
j , U

(2)
ℓ

)
e−h
)

(1.111)

with Z = e−S[O(1)] + e−S[O(2)] = eh + e−h = 2cosh h (1.112)

For example, the distance between

G1,3 = {(1, 1, 1, 1), (1, 1,−1, 1)} and G2,7 = {(1, 1,−1,−1), (−1,−1, 1,−1)}

turns out to be

d(G1,3, G2,8) =
1

Z

(
d
(
(1, 1, 1, 1), (1, 1,−1,−1)

)
eh + d

(
(1, 1,−1, 1), (−1,−1, 1,−1)

)
e−h
)

=
1

2 cosh h

(
2eh + 4e−h

)
=

2eh + 4e−h

eh + e−h
=

2 + 4e−2h

1 + e−2h
. (1.113)

The maximum distance between two such gauges is

dmax =
1

Z

(
4eh + 4e−h

)
= 4 . (1.114)
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General Gauges

General gauges can be characterized by 16-tuples

ω = (ω
(1)
1 , ω

(1)
2 , . . . , ω

(1)
8 ; ω

(2)
1 , . . . , ω

(2)
8 ) ∈

(
R

+
0

)16
(1.115)

where ω
(k)
i denotes the weight that particular gauge attributes to the configuration U

(1)
i . A

“vector” ω defines a simple measure on A, but also on the subset

GA =
{

U
(k)
i ∈ A : ω

(k)
i 6= 0

}
. (1.116)

Since gauges are actually equivalence classes, we can choose one representative by imposing a
normalization condition. Since valid gauges have to attribute equal weight to both orbits, one
immediately obtains a second condition as well,

8∑

i=1

ω
(1)
i =

8∑

i=1

ω
(2)
i = 1 . (1.117)

Accordingly the range permitted for ω is not complete
(
R

+
0

)16
, but the cartesian product of two

eight-dimensional unit simplices.

Two particular gauges could be defined by

G1 ∼ ω1 =
(

1
2 ,

1
2 , 0, . . . , 0; 3

4 ,
1
4 , 0, . . . , 0

)
,

G2 ∼ ω2 =
(

3
4 ,

1
4 , 0, . . . , 0; 1

2 ,
1
2 , 0, . . . , 0

)
.

This gauges Gk can now be partitioned into unique gauges by giving coefficients cki,j for the
unique gauges Gi,k, i = 1, . . . , 8, j = 1, . . . , 8. Since we demand nonnegativity, only the four
unique gauges G1,1, G1,2, G2,1 and G2,2 qualify as basis elements; accordingly we have cki,j = 0
for i 6∈ {1, 2} or j 6∈ {1, 2}.

Only G1,1 and G1,2 contain the configuration U
(1)
1 which has weight 1

2 in G1. Thus one has
the condition c11,1 + c11,2 = 1

2 , and by analogous reasoning one can conclude that partitioning G1

and G2 corresponds to solving the linear systems

c11,1 + c11,2 = 1
2

c12,1 + c12,2 = 1
2

c11,1 + c12,1 = 3
4

c11,2 + c12,2 = 1
4

and

c21,1 + c21,2 = 3
4

c22,1 + c22,2 = 1
4

c21,1 + c22,1 = 1
2

c21,2 + c22,2 = 1
2 .

(1.118)

In general such systems will be underdetermined (at most 16 equations for up to 64 coefficients)
and thus contain free parameters. In this easy setup, however, both systems have a unique
solution,

c11,1 = c12,1 = 3
8 , c11,2 = c12,2 = 1

8 , c21,1 = c21,2 = 3
8 , c22,1 = c22,2 = 1

8 . (1.119)

One finds the following
distances between the
relevant unique gauges:

d G1,1 G1,2 G2,1 G2,2

G1,1 0 e−h

coshh
eh

coshh 2

G1,2
e−h

cosh h 0 2 eh

coshh

G2,1
eh

cosh h 2 0 e−h

coshh

G2,2 2 eh

coshh
e−h

coshh 0

The distance between G1 and G2 is now easy to determine,

d(G1, G2) = c11,1c
2
1,1 d(G1,1, G1,1) + c11,1c

2
1,2 d(G1,1, G1,2) + · · · + c12,2c

2
2,2 d(G2,2, G2,2)

= 9+3+3+1
64

eh

coshh + 9+3+3+1
64

e−h

coshh + 2 9+3+3+1
64 = 1

4
eh+e−h

coshh + 1
2 = 1 . (1.120)



Chapter 2

The Dyson-Schwinger Approach

A physicist working without a lattice is something like a trapeze artist
working without a net. There is an ever present danger that a false move
will lead to a fatal result.

Lee Smolin, Three Roads to Quantum Gravity

Ihr kennt’s ma’s glaub’n, die größte Hetz
h̊at ma in W̊ahrheit ohne Netz!

Rainhard Fendrich, Zeitgeisterfahrer

How could we solve a quantum field theory? One possible strategy is to look for a way to directly
calculate all observables with arbitrary precision (or at least with controlled error). This is the
path of lattice gauge theory, as briefly discussed in subsection 1.1.4, where expectation values
〈O〉 are calculated by discretization of the functional integrals (1.29).

Other strategies, however, might employ some intermediate steps. One such possible step
could be to determine the Green functions of the theory. Green functions decribe the propagation
and interaction of the fields present in a theory. If all the Green functions are known, the theory
can also be regarded as being solved, since with this knowledge, all physical quantities can be
calculated as well.

While the reader is expected to have some basic knowledge of Greens functions, still some of
the most essential basics are summarized in section 2.1. Different Green functions of the same
theory are connected by certain equations of motion, the Dyson-Schwinger equations, which
are discussed in section 2.2. Both sections follow closely the presentation given in [63] and
partially [109], adapted to suit the aims of this thesis.

To give a concrete example, we derive in sec. 2.3 – in the context of finite-temperature
Yang-Mills theory – the equation for a particular two-point function which we will again need
in chapter 5.

The particularities of gauge theories manifest themselves as identities which have to be
obeyed by Green functions. These are Ward, Ward-Takahashi and Slavnov-Taylor identities,
which are briefly discussed in section 2.4.

One can use the Dyson-Schwinger equation to generate the perturbation series of a theory,
one can solve them numerically, which typically requires truncations or approximations – a path
followed in chapter 4 for the quark propagator equation. In the deep infrared, however, another
approach is possible. In the absence of all other momentum scales (external parameters or
dynamically generated masses) propagators can be expanded in asymptotic series.

Employing this expansion, the Dyson-Schwinger equations can be solved analytically for
leading orders; from these solutions and consistency conditions, the leading infrared behaviour
of propagators and also higher-order Green functions can be extracted – a method which is
discussed in section 2.5.

43
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2.1 The Green Function Formalism

2.1.1 Full Green Functions and the Generating Functional

Green functions (N -point functions) are defined as time-ordered expectation values of fields

Gi1...iN (x1, . . . , xN ) = 〈T φi1(x1) . . . φiN (xN )〉 . (2.1)

In this section we employ the compact DeWitt notation: All particle properties (type, spin or
polarization, charge, color, . . . ) except sometimes position/momentum are summarized by a
single collective index ik. Repeated indices are summed/integrated over; the functional integral
over all fields φ1, . . . , φN is often just written as

∫
Dφ.

Graphically particles are represented by a solid line with a collective index explicitly
given when necessary. N -point functions are drawn as gray blobs with N legs, e.g.

〈T φi(x1)φj(x2)φk(x3)〉 = i

j

k

. (2.2)

It is often convenient to introduce sources (or sinks) J in the generating functional1

Z = 〈0|0〉 =

∫
Dφ eiS[Φ] → Z[J ] =

〈
0
∣∣ei(φ,J)

∣∣0
〉

=

∫
Dφ eiS[Φ]+i(φ,J) (2.3)

with (φ, J) = φiJi =
∫

ddxφi(x)Ji(x) =
∫

ddx (φ1(x)J1(x) + · · · + φn(x)Jn(x)). In the vacuum
all sources vanish, but one can set them to zero in the very last step of a calculation and make
use of them in intermediate steps. Sources and sinks are drawn as crosses . Employing (2.3),
the generating functional can be written as a (formal) power series in the sources,

Z[J ] = 1 + i
∑

i

∫
ddx1Gi(x1)Ji(x1) −

1

2!

∑

ij

∫
d2d(x1, x2)Gij(x1, x2)Ji(x1)Jj(x2)

− i

3!

∑

ijk

∫
d3d(x1, x2, x3)Gijk(x1, x2, x3)Ji(x1)Jj(x2)Jk(x3) + . . .

= 1 + i
∑

i i

− 1

2!

∑

ij
i j

− i

3!

∑

ijk
i j

k

+ . . . (2.4)

and indeed any particular Green function can be obtained by taking an appropriate derivative
with respect to the sources and afterwards setting all sources to zero, e.g.

[
δ2Z

δ(iJi) δ(iJj)

]

J=0

=


 δ2

δ(iJi) δ(iJj)




J=0

=

i j

. (2.5)

This is similar to the technique of generating functions, well-known from the theory of orthogonal
polynomials and special functions (see for example chapter 34 of [18]). Thus the name generating
functional for Z[J ] is justified.

Typically one can give a perturbative expansion for
Green functions. Note, however, that the full Green
functions considered so far contain disconnected parts.
These parts are mostly unwanted, because they describe
independent processes which are better described sepa-
rately and combined (if necessary) at the very end. This
is achieved by introducing new types of Green functions.

i j

k ℓ

= . . .+

i j

k ℓ

+ . . .

1Note that this prescription can be also be interpreted as a Fourier transform Z[J ] =
R D[φ1...φN ]

(2π)N/2
eZ[φ] ei(φ,J).
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2.1.2 Connected Green Functions

Disconnected parts of the Green functions can be removed by transforming the generating func-
tional Z[J ] to another functional which we will denote by W [J ]. Any full Green function can
be decomposed in a connected piece (which we draw as a shaded blob) and a remainder. We do
this explicitly for the 1-point function and obtain

i = i · ⇐⇒ δZ[J ]

δ(iJi)
=

δW

δ(iJi)
Z[J ] (2.6)

Equation 2.6 is a functional differential equation which can be easily solved to yield Z[J ] = eiW [J ]

or W [J ] = −i lnZ[J ], respectively.
One can – for a given order – check explicitly that this is indeed a useful definition in order

to remove all connected parts. For example, for the one to three-point functions one finds

δ lnZ

δ(iJi)
=

1

Z

δZ

δ(iJi)
=

fi
δZ

δ(iJi)

fl
= Gi,

δ2 lnZ

δ(iJi) δ(iJj)
= −

1

Z2

δZ

δ(iJi)

δZ

δ(iJj)
+

1

Z

δ2Z

δ(iJi) δ(iJj)
=

fi
δ2Z

δ(iJi) δ(iJj)

fl
−

fi
δZ

δ(iJi)

flfi
δZ

δ(iJj)

fl
= Gij −GiGj ,

δ3 lnZ

δ(iJi) δ(iJj) δ(iJk)
=

2

Z3

δZ

δ(iJi)

δZ

δ(iJj)

δZ

δ(iJk)
−

1

Z2

δ2Z

δ(iJi) δ(iJk)

δZ

δ(iJj)
−

1

Z2

δZ

δ(iJi)

δ2Z

δ(iJj) δ(iJk)

−
1

Z2

δ2Z

δ(iJi) δ(iJj)

δZ

δ(iJk)
+

1

Z

δ3Z

δ(iJi) δ(iJj) δ(iJk)

= Gijk − (GijGk −GiGjGk) − (GikGj −GiGjGk) − (GjkGi −GiGjGk) −GiGjGk .

Graphically, this means that all diagrams contained in such a Green function must be connected,
thus the N -point functions

Wi1i2...iN = G
(c)
i1i2...iN

=
δNW

δ(iJi1) δ(iJi2) . . . δ(iJiN )
(2.7)

are called connected Green functions. 2-point connected Green functions G
(c)
ij are called prop-

agators and typically denoted by Dij . Propagators will play an essential role in our following
considerations.

The same way Z is the generating functional for the full Green functions, W is the generating
functional of the connected Green functions,

W [J ] =
∞∑

N=1

iN

N !

∑

i1...iN

∫
dNd(x1 . . . xN )G

(c)
i1...iN

(x1, . . . xN )Ji1(x1) . . . JiN (xN )

= i
∑

i i

− 1

2!

∑

ij
i j

− i

3!

∑

ijk
i j

k

+ . . . (2.8)

To transform expressions formulated in terms of Z to the corresponding ones formulated in
terms of W , one can use the identity

1

Z[J ]

δ

δ(iJi)
(Z[J ] f [J ]) =

1

Z[J ]

(
δW

δ(iJi)
eW [J ] f [J ] + Z[J ]

δf [J ]

δ(iJi)

)
=
δW [J ]

δ(iJi)
f [J ] +

δf [J ]

δ(iJi)
,

which holds for arbitrary functions f of the sources and can thus be written as an operator
equation

1

Z

δ

δ(iJi)
Z =

δW

δ(iJi)
+

δ

δ(iJi)
. (2.9)
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2.1.3 Proper (1PI) Green Functions

Connected Green functions are useful, but often it is desirable to go one step further and study
only Green functions which are one-particle irreducible (1PI), also called proper Green functions.
This property means that one cannot cut a diagram into two (or more) disconnected parts by
cutting a single line.

The consequences of one-particle irreducibility are deeper than they may seem at first glance.
In particular, such irreducibility implies that a 1PI function must not have external legs (since
one could cut one of them and thus produce a disconnected piece). 1PI functions are “ampu-
tated”, i.e. connected to the outside world via vertices (which could even be drawn explicitly
on the blobs).

The “leglessness” implies that one can “stick together” a connected and a 1PI function, but
not two functions of the same type (or a full and a connected function).2 It further implies
that the generating functional Γ of the proper functions cannot depend on sources J . Instead
it depends on fields, more precisely on classical fields, defined as

φ
(cl)
i = 〈φi〉 =

δW [J ]

δ(iJi)
= i . (2.10)

The term classical stems from the fact that (according to Ehrenfest’s theorem) the expectation

values of the field operators φi obey the classical equations of motion. While φ
(cl)
i 6= φi, nev-

ertheless the superscript (cl) is typically dropped when there is no potential for confusion (and
sometimes even when there is).

Picking out a leg in a connected diagram pulls out a 1PI piece which is connected to 0, 1, 2
or more one-particle reducible, but still connected pieces. In detail this means

= + + ΣΣ +
1

2
+ . . .

φ
(cl)
i = ∆ij

(
iJj + iΓj + iΣjkφ

(cl)
k +

i

2
Γjkℓ φ

(cl)
k φ

(cl)
ℓ + . . .

)
, (2.11)

where we have denoted the proper 2-point function appearing here by Σjk. It is convenient to
combine the “proper self-energy” Σ with the inverse bare propagator ∆−1. Multiplying (2.11)
with (−i)∆−1 and slightly rearranging terms yields

0 = Ji + Γi +
(
Σ + i∆−1

)
ij︸ ︷︷ ︸

=:Γij

φ
(cl)
j +

1

2
Γijk φ

(cl)
k φ

(cl)
j + . . . (2.12)

Defining yet another generating functional Γ,

Γ[φcl] =
∞∑

N=1

1

N !

∑

i1...iN

∫
dNd(x1 . . . xN ) Γi1...iN (x1, . . . xN )φcl

i1(x1) . . . φ
cl
iN

(xN )

=
∑

i
i

+
1

2!

∑

ij
i j

+
1

3!

∑

ijk
i j

k

+ . . . , (2.13)

2Of course one can always connect two 1PI functions by a bare propagator or attach a full or connected function
to an appropriate bare vertex.
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we can write (2.11) as

0 = Ji +
δΓ[φ]

δφi
=

i
+

i
. (2.14)

Relations (2.10) and (2.14) can be summarized by a Legendre transform [110]

iΓ[φ(cl)] = W [J ] − iφ
(cl)
i Ji , (2.15)

which again makes clear that classical fields are dual to the sources. Correspondingly, connected
and 1PI functions are in many respects inverse to each other.3 This can be made most explicit
for two-point functions, where a functional derivative of (2.14) with respect to a source Jk gives
(employing the functional version of the chain rule)

0 = δki +
δ

δJk

δΓ[φ]

δφi
= δki +

δφj
δJk

δ

δφj

δΓ[φ]

δφi

(2.10)
= δki + i

δ2W

δ(iJk)δ(iJj)

δ2Γ

δφj δφi
, (2.16)

i.e. WkjΓji = i δki with (as usual) a summation/integration over the multi-index j implied.
Separating again the inverse free propagator ∆−1 from the self-energy part Σ, one can rewrite
this relation as

δ2W

δ(iJi) δ(iJj)
=
i j

= ∆ij − i∆ikΣkl∆lj − ∆ikΣkl∆lmΣmn∆nj + i . . .

=
i j

+ ΣΣi j
+ ΣΣ ΣΣi j

+ . . . (2.17)

=
[
∆
{
1 − iΣ∆ + (−iΣ∆)2 + (−iΣ∆)3 + . . .

}]
ij

=

[
∆

1 + iΣ∆

]

ij

=

[
i

i∆−1 − Σ

]

ij

,

which emphasizes the role of Wij = δ2W
δ(iJi) (iδJj)

= G
(c)
ij = Dij as a dressed propagator and

Σij = Γij − i(∆−1)ij as corresponding self-energy. By introducing appropriate sources and a
corresponding Legendre transform, the formalism of 1PI functions can be extended to 2PI and
general nPI functions, see appendix A of [63].

Derivatives of Propagators

In the derivation of Dyson-Schwinger equations (to be discussed in section 2.2) one repeatedly
has to take derivatives of propagators with respect to classical fields. Making use of the fact that
propagators are the inverse4 of 1PI two-point functions, one obtains the important relation5

δ

δφj
Dik = −Diν1

δ3Γ

δφν1 δφj δφν2
Dν2k ,

δ

δφj

i k = − i

j

kν2ν1 . (2.18)

3This is a consequence of the Legendre transform, which translates a function of physical dimension p−n to a
function of dimension pn. Thus in contrast to a popular misconception, the proper functions are not a subset of
the connected functions, but objects of a different type.

4Note that this is meant as matrix inversion of 1PI two-point functions. If two or more fields mix, one has
to invert the matrix of propagators in order to obtain the 1PI functions and vice versa. This is already true at
tree-level, where one has to perform a matrix inversion to obtain the propagators of mixing fields from the action

5This is the functional analogue to the matrix equation d
dλ
M−1 = −M−1 dM

dλ
M−1, which can be proven by

taking the derivative of the equation MM−1 = 11. For commuting objects f this relation reduces to the elementary

formula ( 1
f
)′ = − f ′

f2 .
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Expressing Connected Functions in Terms of Proper Functions and Propagators

Typically, when studying a quantum field theory, one is only interested in propagators and 1PI
functions. Full Green functions can be obtained as trivial products of connected funtions, and
connected functions can be expressed in terms of proper functions and propagators:

Taking successive derivatives of (2.16) with respect to sources Jik and making use of lower-
order relations yields

= , (2.19)

= + + + (2.20)

and correspondingly for connected n-point functions of higher order.

2.1.4 A Note on Fermionic Fields

In the formalism considered so far we have assumed that all fields φi and φj commute, i.e. are
bosonic. Fermionic fields can be incorporated as well (in a straightforward way, except some
worrying about signs going wrong). Having fermionic fields ψ̄i, ψi (which always come in pairs)
means that one has to introduce anticommuting sources (η̄iηi = −ηiη̄i), and the generating
functional is (employing Grassmann variables) extended to

Z[J, η̄, η] =

∫
D[φ, ψ̄, ψ]eiS[φ, ψ̄, ψ]+i(Ji, φi)+i(η̄,ψ)+i(η,ψ̄) . (2.21)

The diagrammtic notation is useful as well, one only has to care about the direction of fermion
flow (typically indicated by arrows on propagators) and the order of legs, see chapter 4 of [63].

2.1.5 The Role of the Vacuum

Green functions are defined as vacuum expectation values. When introducing sources, we leave
the vacuum and thus instead of (2.1) we obtain modified expectation values

G
(J)
φ1...φN

(x1, . . . , xN ) = 〈T φ1(x1) . . . φN (xN )〉J =
〈
J
∣∣T φ1(x1) . . . φN (xN )

∣∣J
〉
. (2.22)

We always have to distinguish the general theory (with nonvanising sources, here denoted by a
subscript J or a superscript (J)) and the vacuum theory, where the symmetries of the vacuum
are imposed on all Green functions. In the case of QCD, a quark-antighost two-point function
can easily exist in the general theory (including sources),

G
(J)
qc̄ (x1, x2) =

q c̄
=

q c̄
+
q c̄

+ . . . , (2.23)

while in the vacuum such a function is prohibited by various symmetries, i.e. conservation laws
(charge conservation, baryon number conservation, ghost number conservation, to name just a
few). One can deduce from another important vacuum symmetry, namely translation invariance,
that Green functions (2.1) may only depend on relative, but not on absolute positions, e.g.

G
(J)
ij (x1, x2)

J→0−→ Gij(x1 − x2) . (2.24)
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2.2 The Dyson-Schwinger Equations

To define precisely the set of functions q(t) which contribute essentially
in this limit is a nontrivial mathematical matter. [. . . ] The careful
reader is referred to the literature on this point. A physicist will, how-
ever, proceed without fear [. . . ]

C. Itzykson and J.-B. Zuber in [109], p.428

Dyson-Schwinger equations (DSEs), often also called Schwinger-Dyson equations, are funda-
mental equations of any given quantum field theory. Since they are the quantum analog to the
Euler-Lagrange equations of classical systems, they are also often referred to as equations of
motion. DSEs can be used to generate – in a weak-coupling expansion – all Feynman diagrams
of perturbation theory. They are even more useful, however, to study nonperturbative phenom-
ena of quantum field theory. This makes them natural candidates for studies of QCD in the
strong-coupling regime.

Therefore, they complement lattice-based or exact renormalization group approaches to
strong QCD and are an important method for obtaining analytic statements as well as nu-
merical results. The latter ones usually heavily rely on truncations, approximations and clever
ansätze.

Unfortunately, as far as we are aware, there exists no easily accessible pedagogic introduction
to this subject. Standard textbooks on quantum field theory like [158] or [109] discuss DSEs
only in a very condensed and abstract way (and several other textbooks don’t discuss them at
all). There are only a few texts that treat this topic in more detail, especially [63, 142, 167].
All of them have their virtues, but none of them seems to a completely appropriate as a first
introduction to the subject. In addition, being out of print, they are difficult to access.

Topical reviews like [13], [123] or [80], which heavily rely on DSEs, focus for obvious reasons
on recent results and not on the basics that are of course well-known to the authors. Accordingly,
they tend to start on an already quite advanced level, assuming knowledge which can be hardly
expected from a beginner in the field.

So the basics about DSEs are scattered among various sources, a situation that can easily
discourage students from working with this powerful tool. It may even be a reason why DSEs
at the present time receive less attention than they deserve in the community of field theorists
and particle physicists (even though they began to gain increasing popularity during the last
few years).

To fill this gap at least partially, we examine the principles behind DSEs quite in detail and
from various points of view. We motivate them diagrammatically, before deriving them in a
more formal, abstract way. This will be done first for a general quantum field theory. In the
next section we will give a concrete example, employing the Lagrangian of high-temperature
Yang-Mills theory as a starting point.

2.2.1 From the Action to Equations of Motion

Both classical and quantum theories are initially defined by giving an Lagrangian (or, equally
good, a Hamiltonian, with a Legendre transformation mediating the transition from one formu-
lation to the other6). In classical theories, one can derive from a Lagrange function L(qi, q̇i)
equations of motion by the variational principle. Demanding the stationarity condition δS = 0
yields the differential equations

d

dt

∂L

∂q̇i
− ∂L

∂qi
= 0 . (2.25)

6The Lagrangian formulation heavily dominates quantum field theory. This is mostly due to the fact that
symmetries of the system are more transparent in the Lagrangian than in the Hamiltonian. Since quantum
theory relies so heavily on symmetries, the choice of the Lagrangian is quite natural.
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In classical field theories with a Lagrangian density L(φi, ∂µφi) which depends on fields φi and
their derivatives, one obtains

∂µ
∂L

∂ (∂µφi)
− ∂L
∂φi

= 0 , (2.26)

which are partial differential equations. The Maxwell equations of electromagnetism can be
obtained by this formalism (by setting L = 1

4FµνF
µν with the field strength tensor Fµν ∼

∂µAν−∂νAµ) as well as the Einstein field equations of General Relativity, employing the Einstein-
Hilbert Lagrangian L =

√
|det g|R(g).

Also the equations of motion of relativistic quantum mechanics like the Klein-Gordon equa-
tion or the Dirac equation can be obtained from the variational principle; they are also partial
differential equations, which describe the evolution of fields. It is well-known, however, that
relativistic quantum mechanics has a limited range of validity (demonstrated clearly, for exam-
ple, in Klein’s paradox) and one has to move on to quantum field theory in order to access
fundamental features of particle physics.

By allowing creation and annihilation of particles (i.e. field excitations), we lose the concept
of a well-defined particle number. From Heisenberg’s uncertainty principle, combined with
mass-energy equivalence, even the vacuum, when observed closely enough, can contain a huge
number of virtual particles. Thus we cannot expect to obtain just a closed system of differential
equations which describe the motion of a given number of particles. So what is the best thing
which we can hope to get?

As already discussed in section 2.1, propagation and interaction of quantum fields can be decribed
in terms of Green functions, where full propagators are 2-point functions G(2), dressed vertices
are best described as 3- or 4-point 1PI functions Γ(3) or Γ(4), and the interaction of a larger
number of fields is similarly described by higher 1PI n-point functions.

What comes closest to a trajectory or the time evolution of a single particle wave function
is a propagator. So what we can can hope to get is an equation for the propagator, which will
probably be coupled to other objects of the theory, i.e. other Green functions. Let us try to
imagine how this coupling could look like for the quark propagator of QCD.

We examine a quark of momentum p going from some state i to some state j. As already
discussed, such condensed indices can contain in principle contain all of information; here it is
sufficient to read them just as different states of the same particle.

The full propagator S(p) describes everything the quark could possibly “do” on its path
from i to j, as long as no other external particles are involved in the process. In particular, this
contains the possibility of the particle doing nothing special at all. So the full propagator will
certainly contain the bare one, as depicted in figure 2.1.a.

In an interacting theory, that’s of course not the whole story. The quark can interact with
gluons, which is described on tree level with the bare quark-gluon vertex γµ ta. So if anything
has to happen at all, the quark first has to emit a gluon (to which we ascribe the momentum
k = p− q). This is depicted in figure 2.1.b.

After that, the quark can again propagate in all possible ways (described again by the full
quark propagator S(q)), but also the gluon can propagate in all ways possible for a gluon,
Dab
µν(k), which is illustrated in figure 2.1.c.

After these propagations, the gluon has eventually to be reabsorbed by the quark, which
can happen in various different ways, described by the dressed quark-gluon vertex Γν,b(p, q, k).
This is illustrated in figure 2.1.d.

The quark can still propagate any way it likes, S(p), until it finally arrives in state j, as
depicted in figure 2.1.e. We note that the second interesting diagram on the right-hand side
(the interesting one) necessarily contains a closed loop. As usual in quantum theory, we have to
permit all possible intermediate states, i.e. integrate over all values for the momentum q.
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(a)

(b)

(c)

(d)

(e)

(f) = +

(g)
−1

= +

Figure 2.1: Heuristic derivation of the Dyson-Schwinger equation for the quark propagator,
where during the first steps we denote Green functions of any type uniformly by gray blobs:
A quark can either (a) propagate without interaction or (b) propagate freely and emit a gluon
(c) propagate again, as does the gluon, (d) re-absorb the gluon in any way and (e) propagate to
the final state.
So far this “derivation” does not care about the type of Green functions involved. The consid-
erations of section 2.1 make clear that all the two-point functions are connected functions (i.e.
propagators) while the dressed quark-gluon vertex has to be a 1PI function. Adopting the more
concise notation of the previous section, the equation takes the form given in (f). Note that
by using (2.19) this equation could be cast in a more compact, yet more opaque form which
involves only connected Green functions.
Multiplying this equation from the left by the inverse free quark propagator and from the right
with the quark 2-point 1PI function yields the form given in (g). A simple rearrangement of
terms gives the quark gap equation in standard form displayed in figure 4.1.
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Thus we would expect the resulting equation to take the form

S(p) = S0(p) + S0(p)

∫
d4q γµtaDab

µν(p − q)Γν,b(p, q, k)S(−q)S(p) . (2.27)

This equation, obtained by heuristic reasoning, is indeed correct (up to factors of i, since we did
not care about the precise definition of the propagators), though not written in the most useful
way. Still, we already see some of the most prominent features of such equations:

• Since the quantitiy we were initially looking for appears both outside and inside the inte-
gral, we encounter some sort of integral equation, and we can guess that the best procedure
to solve it may be iteration (i.e. start with some guess for S, put it into the integral, get
a new form of S, put it again into the integral. . . )

• The equation for the two-point function S contains the three-point function Γν,b. Anal-
ogously every n-point function couples to one or more m-point functions with m > n.
Thus one cannot expect to obtain a closed system, but instead (countably) infinitely many
equations (“an infinite tower of equations”).

Equation 2.27 or, equivalently, figure 2.1.f has not yet been cast in the most convenient form.
For example while we cannot avoid having both S(p) and S(q) in the equation, we can still
reduce the number of propagators present. This is achieved by multiplying (2.27) from the left
with S−1

0 (p) and from the right with S−1(p). The equation now reads

S−1
0 (p) = S−1(p) +

∫
d4q γµtaDab

µν(p− q)Γν,b(p, q, k)S(−q) , (2.28)

which is depicted in figure 2.1.g. Simple rearrangement of terms and multiplication with i
yields (4.1) which is the basic equation in chapter 4.

2.2.2 The Formal Derivation of DSEs

The easiest way to (formally) derive the Dyson-Schwinger equations is by exploiting the fact
that – given suitable boundary conditions – the integral of a derivative vanishes.7

0 =

∫
Dφ δ

δφk
eiS[φ]+iJiφi =

∫
Dφ
(

i
δS

δφk
[φ] + iJk

)
eiS[φ]+iJiφi

= i

(
δS

δφk

[
δ

δ(iJ)

]
+ Jk

) ∫
Dφ eiS[φ]+iJiφi = i

(
δS

δφk

[
δ

δ(iJ)

]
+ Jk

)
Z[J ] , (2.29)

so we have (
δS

δφk

[
δ

δ(iJ)

]
+ Jk

)
Z[J ] = 0 (2.30)

The resulting equation can be rewritten with (2.9) as
(
δS

δφk

[
δW

δ(iJ)
+

δ

δ(iJ)

]
+ Jk

)
= 0 . (2.31)

7This is not a trivial assumption. The integral is an integral over a function space, and it is not obvious how
to define the boundary of such a space. It is even far less obvious that the contributions from the boundary of
such an infinite-dimensional space indeed vanish unless the measure includes a factor which strongly supresses
large field configurations. A Gaussian measure Dφ exp(−‖φ‖2) can be expected to do the job, but at the same
time includes an unwanted perturbative limitation in the derivation of equations which are expected to describe
the full nonperturbative behaviour of the theory.

A more rigorous way to derive the DSEs is to use the invariance with respect to infinitesimal field translations,
as demonstrated in [109, 167]. But even in this case the use of perturbative methods cannot yet be completely
avoided at an intermediate stage. As stated in [13]: “In neither direction, from the combinatorics of interactions
to the generating functional nor the other way round, from generating functionals to DSEs, can the derivation of
both as yet be fully divorced from perturbation theory.”
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Figure 2.2: Sketch of the procedure necessary to extract physical quantities from Dyson-
Schwinger equations

Using (2.14) to express J as − δΓ
δφ , recognizing δW

δ(iJ) as the classical field and employing the

functional chain rule (see (2.16)) one obtains

δΓ[φ]

δφk
=

δS

δφk

[
φ+ i

δ2W

δ(iJ)δ(iJj )

δ

δφj

]
. (2.32)

The Euclidean version of these functional equations is given by (see for example [13]):
(
− δS

δφk

[
δ

δJ

]
+ Jk

)
Z[J ] = 0 , (2.33)

− δS

δφk

[
δW

δJ
+

δ

δJ

]
+ Jk = 0 , (2.34)

δΓ[φ]

δφk
− δS

δφk

[
φ+

δ2W

δJδJj

δ

δφj

]
= 0 . (2.35)

Actual DSEs can now be obtained from these equations by acting with functional derivatives on
them. The path required to extract physics from the Dyson-Schwnger equations is illustrated
schematically in figure 2.2.

Version (2.32) respectively (2.35) of these equations will turn out to be the most useful one
for our purposes – but all of them are presumably quite opaque for readers with little experience
in field theory. Indeed, equations (2.30) to (2.35) have been described in [63] as “so elegant that
one is probably at a loss as what to do with them” – thus we will proceed with a comprehensive
example.
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2.3 DSEs for Finite-Temperature Coulomb-Gauge YM Theory

In order to give a concrete example for procedure outlined in the last section, we explicitly show
the derivation of a particular Dyson-Schwinger equation which we will employ (together with
others) in section 5.3 to extract infrared critical exponents.

2.3.1 Action and Fields

Our starting point is the action (defined in s spatial dimensions)

S =

∫
dsz
[1
2
πtr,d
k (z)πtr,d

k (z) +
1

2

(
∂kϕ

d(z)
)(
∂kϕ

d(z)
)

+ i
(
∂kϕ

d(z)
)(
∂kA

d
0(z)

)

− ig̃ fdefπtr,d
k (z)Atr,e

k (z)Af0 (z) + ig̃ fdef
(
∂kϕ

d(z)
)
Atr,e
k (z)Af0 (z)

+
(
∂k c̄

d(z)
)(
∂kc

d(z)
)

+ g̃ fdef
(
∂k c̄

d(z)
)
Atr,e
k (z)cf (z)

]
, (2.36)

which contains the fields A0, ϕ, Atr, πtr, c and c̄. The superscript tr denotes transversality, i.e.
the conditions kiA

tr
i = 0 and kiπ

tr
i = 0 are imposed. In diagrams, these fields are depicted as

A0 = Atr = c =

ϕ = πtr = c̄ =
(2.37)

Space indices (lower latin indices) run from 1 to s, color indices (upper latin indices) from 1 to
N2

C − 1. Here we state this action in ad-hoc fashion, but in chapter 5 it will turn out to be the
action for Coulomb-gauge Yang-Mills theory in first-order formalism in the infinite-temperature
limit, with g̃ = g

√
T being the (dimensionful) effective coupling.

This action is interesting (and slightly tricky to handle) because some of the fields may mix.
For example the propagator D a b

πtr
i A

tr
j

does not vanish, so an Atr-field can go into a πtr-field. (This

is already possible at tree-level). In the case of mixing fields, the relation between connected
and 1PI Green functions is more complicated: The relation

δ2W

δJi δJj
=

(
δ2Γ

δΦi δΦj

)−1

only holds as a matrix equation, thus with the abbreviations

DΦiΦj :=
δ2W

δJi δJj
and ΓΦ1Φ2 :=

δ2Γ

δΦ1 δΦ2
(2.38)

one has

(
DAtrAtr DAtrπtr

DAtrπtr Dπtrπtr

)
=

(
ΓAtrAtr ΓAtrπtr

ΓAtrπtr Γπtrπtr

)−1

(2.39)

(
DA0A0 DA0ϕ

DϕA0 Dϕϕ

)
=

(
ΓA0A0 ΓA0ϕ

ΓA0ϕ Γϕϕ

)−1

, (2.40)

e.g.

DAtrπtr =
ΓAtrπtr

ΓAtrAtrΓπtrπtr − Γ2
Atrπtr

, DA0A0 =
Γϕϕ

ΓA0A0Γϕϕ − Γ2
A0ϕ

. (2.41)

This has to be taken into account when determining propagators from the corresponding 1PI
functions.
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2.3.2 The Generating Equation

We now want to derive the Dyson-Schwinger equations for some of the two-point 1PI-functions.
The basic equation for this is (2.32) [with a slightly different convention for factors of i] which
we now have a closer look at. On the right hand side we have the derivative of Γ with respect to
a classical field, e.g. A0 – a quantity we know nothing about a priori. On the right hand side,
however, there is an expression we can easily determine – the derivative of the action S with
respect to a field, with some substitutions done in the argument. In our case we immediately
find

δS

δAa0(x)
=

∫
dsz
[
i
(
∂kϕ

d(z)
)(
δad∂

(z)
k δ(z − x)

)
− ig̃ fdefπtr,d

k (z)Atr,e
k (z)δaf δ(z − x)

+ ig̃ fdef
(
∂

(z)
k ϕd(z)

)
Atr,e
k (z)δaf δ(z − x)

]

=

∫
dsz δ(z − x)

[
−i∂2

(z)ϕ
a(z) − ig̃ fdeaπtr,d

k (z)Atr,e
k (z) + ig̃ fdea

(
∂

(z)
k ϕd(z)

)
Atr,e
k (z)

]

= −i∂2
(x)ϕ

a(x) − ig̃ fadeπtr,d
k (x)Atr,e

k (x) + ig̃ fade
(
∂

(x)
k ϕd(x)

)
Atr,e
k (x) , (2.42)

where we have used “partial integration” and cyclicity of the structure constants, fdea = fade.
In order to obtain an equation for δΓ

δA0
we substitute for all instances of the fields Φk the

corresponding classical fields Φcl
k plus the derivative term δ2W

δJkδJj
δ
δΦj

with the multi-index j

summed/integrated over.8 With the abbreviation

D a b
ΦiΦj (x, y) for

δ2W

δJai (x) δJbj (y)

we find (dropping again the cumbersome superscript “cl”)

δΓ

δAa0(x)
=

δS

δAa0(x)

[
Φ +

δ2W

δJδJj

δ

δΦj

]
= −i ∂2

(x)ϕ
a(x) −

�������������XXXXXXXXXXXXX

i ∂2
(x)D

a a′

ϕΦ1
(x, x′)

δ

δΦa′
1 (x′)

− ig̃ fade
(
πtr,d
k (x) +D d d′

πtr
k

Φ1
(x, x′)

δ

δΦd′
1 (x′)

) (
Atr,e
k (x) +

������������XXXXXXXXXXXX
D a a′

Atr
k

Φ2
(x, x′′)

δ

δΦa′
1 (x′′)

)

+ ig̃ fade
(
∂

(x)
k ϕd(x) +

[
∂

(x)
k Dd d′

ϕΦ1
(x, x′)

] δ

δΦd′
1 (x′)

)(
Atr,e
k (x) +

������������XXXXXXXXXXXX
D a a′

Atr
k

Φ2
(x, x′′)

δ

δΦa′
1 (x′′)

)
,

= −i ∂2
(x)ϕ

a(x) − ig̃ fadeπtr,d
k (x)Atr,e

k (x) − ig̃ fadeD d d′

πkΦ1
(x, x′)

δAtr,e
k (x)

δΦd′
1 (x′)

+ ig̃ fade
(
∂

(x)
k ϕd(x)

)
Atr,e
k (x) + ig̃ fade

[
∂

(x)
k Dd d′

ϕΦ1
(x, x′)

] δAtr,e
k (x)

δΦd′
1 (x′)

,

(2.43)

where we have dropped all terms where functional derivatives have nothing to act on. The
remaining functional derivatives yield

δAtr,e
k (x)

δΦd′
1 (x′)

= δΦ1Atr
k
δd

′eδ(x− x′) , (2.44)

i.e. they vanishe unless the initially unspecified field Φ1 is an Atr-field with the correct properties.
With this constraint we obtain

δΓ

δAa0(x)
= −i ∂2

(x)ϕ
a(x) − ig̃ fadeπtr,d

k (x)Atr,e
k (x) − ig̃ fadeD d e

πtr
k
Atr
k
(x, x)

+ ig̃ fade
(
∂

(x)
k ϕd(x)

)
Atr,e
k (x) + ig̃ fade

[
∂

(x)
k Dd e

ϕAtr
k
(x, x′)

]
x′=x

(2.45)

8As we will see soon, the derivative generates the loop terms which incorporate the quantum nature of the
theory. We have set ~ = 1; otherwise we would explicitly find a factor of ~ in front of the derivative term, and
for ~ → 0 we would obtain the classical theory without any loops present.
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as the generating equation for (certain) 1PI DSEs. Note that the propagators connect the point
x with itself, so we have indeed obtained a closed loop. Displayed graphically (absorbing signs
and prefactors into the graphs), this equation takes the form

A0

=
ϕ

( )−1

A0

+
πtr Atr

A0

+

πtr

Atr

A0

+

∂ϕ Atr

A0

+
∂ϕ

Atr

A0

.

In many cases such equations contain propagators which vanish in the vacuum, but as discussed
in subsection 2.1.5, they make perfect sense in the presence of sources. In our case, the πtr and
the Atr fields mix, but the dressed ϕ− Atr propagator vanishes in the vacuum since transverse
and scalar fields do not mix.

2.3.3 DSE for a Two-Point Function (in Position Space)

In order to obtain the DSE for a two-point 1PI function, we take a derivative of (2.45) with
respect to another field, in our case either A0 or ϕ. (All other cases are trivial either due to the
non-mixing of transverse and scalar fields or due to ghost number conservation).

For the derivative with respect to A0 we find (employing (2.18) in order to take derivates of
propagators with respect to fields)

δ2Γ

δAa0(x) δA
b
0(y)

= ig̃ fade
∫

dwD d d′

πtr
k Φ1

(x,w1)
δ3Γ

δΦd′
1 (w1) δAb0(y) δΦ

e′
2 (w2)

D e′ e
Φ2Atr

k
(w2, x)

− ig̃ fade
∫

dw
[
∂

(x)
k Dd d′

ϕΦ1
(x,w1)

] δ3Γ

δΦd′
1 (w1) δAb0(y) δΦ

e′
2 (w2)

D e′ e
Φ2Atr

k
(w2, x)

with

∫
dw =

∫
dsw1

∫
dsw2 , (2.46)

which, written diagrammatically, takes the form

A0A0

=

πtr

Atr

Φ1

Φ2

A0 A0
+

∂ϕ

Atr

Φ1

Φ2

A0 A0
. (2.47)

Φ1 and Φ2 run over all fields, so written in detail, (2.49) reads (recall that we still work in the
presence of sources, so also propagators like DA0c̄ make sense):

A0A0

=

πtr

Atr

A0

A0

A0 A0
+

πtr

Atr

c̄

A0

A0 A0
+

πtr

Atr

c

Φ2

A0 A0
+ . . .

+

πtr

Atr

A0

c̄

A0 A0
+ . . . +

∂ϕ

Atr

A0

A0

A0 A0
+ . . .

Putting this equation to the vacuum removes most of the mixed propagators. The equation
obtained this way is exact, but contains lots of (completely unknown) three-point functions.
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2.3.4 Truncated DSE (in position space)

In order to make the problem tractable, we will resort to a drastic approximation: We replace
all three-point functions by the corresponding bare vertices,

δ3Γ

δΦ1 δΦ2 δΦ3
→ δ3S

δΦ1 δΦ2 δΦ3
, (2.48)

and accordingly dismiss those three-point functions which have no tree-level counterpart. In our
case the only relevant vertices are those with an A0 (amputated) leg, i.e. the πtr-Atr-A0 and the
ϕ-Atr-A0 vertex. Employing these vertices together with only those propagators which do not
vanish in the vacuum due to symmetries9 yields10

A0A0

=

πtr

Atr

πtr

Atr

A0 A0
+

πtr

Atr

Atr

πtr

A0 A0
+

∂ϕ

Atr

∂ϕ

Atr

A0 A0
.

(2.49)

Written in more detail, taking a derivative of (2.42) with respect to Atr,f
i (u) yields

δ2S

δAa0(x) δA
tr,f
i (u)

= −ig̃ fadeπtr,d
k (x)δikδ

efδ(x − u) + ig̃ fade
(
∂

(x)
k ϕd(x)

)
δikδ

ef δ(x − u)

= −ig̃ fadfπtr,d
i (x)δ(x − u) + ig̃ fadf

(
∂

(x)
i ϕd(x)

)
δ(x− u) (2.50)

and thus we obtain

δ3S

δAa0(x) δA
tr,f
i (u) δπtr,g

j (v)
= −ig̃ fadfδijδ

dgδ(x− v)δ(x − u)

= ig̃ fafgδijδ(x− v)δ(x − u) (2.51)

δ3S

δAa0(x) δA
tr,f
i (u) δϕg(v)

) = ig̃ fadf δijδ
dgδ(x− v)δ(x − u)

= −ig̃ fafg
(
∂

(x)
i δ(x − v)

)
δ(x− u) . (2.52)

The appropriately truncated version of (2.46) (corresponding to the diagrammatic expression
stated in (2.49)) reads

Γab00(x, y) ≡
δ2Γ

δAa0(x) δA
b
0(y)

∣∣∣∣
J=0

(2.53)

= ig̃ fade
∫

dwD d d′

πtr
k
πtr
i
(x,w1)

δ3S

δπtr,d′

i (w1) δA
b
0(y) δA

tr,e′

j (w2)
D e′ e
Atr
j A

tr
k
(w2, x)

+ ig̃ fade
∫

dwD d d′

πtr
k A

tr
i
(x,w1)

δ3S

δAtr,d′

i (w1) δAb0(y) δπ
tr,e′

j (w2)
D e′ e
πtr
j A

tr
k
(w2, x)

− ig̃ fade
∫

dw
[
∂

(x)
k Dd d′

ϕϕ (x,w1)
] δ3S

δϕd′(w1) δAb0(y) δA
tr,e′

j (w2)
D e′ e
Atr
j A

tr
k
(w2, x) .

9Of course one could have the situation that a propagator still vanishes even if it is not forced to do so by a
conservation law. In fact, in chapter 5 we will consistently set DAtrπtr = 0.

10It is easy to check that no other combinations are possible. For example the ϕ-field could change into a
A0-field, but since we need an external A0 and since there is no vertex with two (amputated) A0 legs, such a
diagram does not exist in our truncation.
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By plugging (2.51) and (2.52) into this equation we obtain

Γab00(x, y) = ig̃ fade
∫

dwD d d′

πtr
k
πtr
i
(x,w1) ig̃ f be

′d′δijδ(y − w1) δ(y − w2)D
e′ e
Atr
j A

tr
k
(w2, x)

+ ig̃ fade
∫

dwD d d′

πtr
k A

tr
i
(x,w1) ig̃ f bd

′e′ δij δ(y − w1)δ(y − w2)D
e′ e
πtr
j A

tr
k
(w2, x)

− ig̃ fade
∫

dw
[
∂

(x)
k Dd d′

ϕϕ (x,w1)
]
(−i) g̃ f be

′d′
(
∂

(y)
i δ(y − w1)

)
δ(y − w2)D

e′ e
Atr
j A

tr
k
(w2, x)

= g̃2fadef bd
′e′D d d′

πtr
k
πtr
i
(x, y)D e′ e

Atr
i A

tr
k
(y, x) − g̃2fadef bd

′e′D d d′

πtr
k
Atr
i
(x, y)D e′ e

πtr
i A

tr
k
(y, x)

+ g̃2fadef bd
′e′
∫

dsw1

[
∂

(x)
k Dd d′

ϕϕ (x,w1)
] (
∂

(y)
i δ(y − w1)

)
D e′ e
Atr
i A

tr
k
(y, x) . (2.54)

In order to exploit the remaining delta functional, we employ

∂
(y)
i δ(y − w1) = −∂(w1)

i δ(y − w1) , (2.55)

and with “partial integration” (which yields another minus sign) we find

Γab00(x, y) = g̃2fadef bd
′e′D d d′

πtr
k
πtr
i
(x, y)D e′ e

Atr
i A

tr
k
(y, x) − g̃2fadef bd

′e′D d d′

πtr
k
Atr
i
(x, y)D e′ e

πtr
i A

tr
k
(y, x)

+ g̃2fadef bd
′e′
∫

dsw1

[
∂

(x)
k ∂

(w1)
i Dd d′

ϕϕ (x,w1)
]
δ(y − w1)D

e′ e
Atr
i A

tr
k
(y, x) .

= g̃2fadef bd
′e′D d d′

πtr
k
πtr
i
(x, y)D e′ e

Atr
i A

tr
k
(y, x) − g̃2fadef bd

′e′D d d′

πtr
k
Atr
i
(x, y)D e′ e

πtr
i A

tr
k
(y, x)

+ g̃2fadef bd
′e′
[
∂

(x)
k ∂

(y)
i Dd d′

ϕϕ (x, y)
]
D e′ e
Atr
i A

tr
k
(y, x) . (2.56)

Due to translational invariance the propagators can only depend on the relative position x− y,
not on x and y individually. They are diagonal in color space, so we can also factor out an
appropriate color Kronecker delta,

D a b
Atr
i A

tr
k
(x, y) = δabDAtr

i A
tr
k
(x− y) Γab00(x, y) = δabΓ00(x− y) ,

D a b
πtr
i π

tr
k
(x, y) = δabDπtr

i π
tr
k
(x− y) , Dab

ϕϕ(x, y) = δabDϕϕ(x− y) , (2.57)

D a b
πtr
i A

tr
k
(x, y) = δabDπtr

i A
tr
k
(x− y) .

Thus the implied sum over d′ and e′ in (2.56) is trivial. The structure constants fulfill

fadef bde = NC δ
ab , (2.58)

so we can cancel the δab on both sides of the equation and end up with

Γ00(x− y) = NC g̃
2Dπtr

k
πtr
i
(x− y)DAtr

i A
tr
k
(y − x)

−NC g̃
2 Dπtr

k A
tr
i
(x− y)Dπtr

i A
tr
k
(y − x)

+NC g̃
2
[
∂

(x)
k ∂

(y)
i Dϕϕ(x− y)

]
DAtr

i A
tr
k
(y − x) . (2.59)

which is precisely the algebraic transcription of (2.49).

This can be regarded as the final result – the truncated DSE for Γ00. We note, however,
that (2.49) is formulated in position space. It is typically more convenient to handle such equa-
tions in momentum space where also the known transversality properties can be incorporated
with ease. Thus the next (and already final) step will be to transform (2.59) to momentum
space.
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2.3.5 Truncated DSE in momentum space

We rewrite (2.59) in terms of Fourier transforms,

∫
dsk

(2π)s
eik(x−y)Γ00(k) = NC g̃

2

∫
dsp

(2π)s
eip(x−y)Dπtr

k
πtr
i
(p)

∫
dsq

(2π)s
eiq(y−x)DAtr

i A
tr
k
(q)

−NC g̃
2

∫
dsp

(2π)s
eip(x−y)Dπtr

k
Atr
i
(p)

∫
dsq

(2π)s
eiq(y−x)Dπtr

i A
tr
k
(q)

+NC g̃
2

[
∂

(x)
k ∂

(y)
i

∫
dsp

(2π)s
eip(x−y)Dϕϕ(p)

]

︸ ︷︷ ︸
= −

∫ dsp
(2π)s eip(x−y)pipkDϕϕ(p)

∫
dsq

(2π)s
eiq(y−x)DAtr

i A
tr
k
(q)

= NC g̃
2

∫
dsq

(2π)s

∫
dsp

(2π)s
ei(p−q)(x−y)Dπtr

k π
tr
i
(p)DAtr

i A
tr
k
(q)

−NC g̃
2

∫
dsq

(2π)s

∫
dsp

(2π)s
ei(p−q)(x−y)Dπtr

k
Atr
i
(p)Dπtr

i A
tr
k
(q)

+NC g̃
2

∫
dsq

(2π)s

∫
dsp

(2π)s
ei(p−q)(x−y)pipkDϕϕ(p)DAtr

i A
tr
k
(q) (2.60)

and decide to substitute p→ k = p− q, which yields

∫
dsk

(2π)s
eik(x−y)Γ00(k) = NC g̃

2

∫
dsk

(2π)s
eik(x−y)

∫
dsq

(2π)s
Dπtr

k
πtr
i
(k + q)DAtr

i A
tr
k
(q) (2.61)

−NC g̃
2

∫
dsk

(2π)s
eik(x−y)

∫
dsq

(2π)s
Dπtr

k A
tr
i
(k + q)Dπtr

i A
tr
k
(q)

+NC g̃
2

∫
dsk

(2π)s
eik(x−y)

∫
dsq

(2π)s
(q + k)i(q + k)kDϕϕ(k + q)DAtr

i A
tr
k
(q) .

Assuming the Fourier transform is well-defined11, we can just “leave out” the Fourier operator∫
dsk

(2π)s
eik(x−y) on both sides of the equation and read off the momentum space equation

Γ00(k) = NC g̃
2

∫
dsq

(2π)s
Dπtr

k π
tr
i
(k + q)DAtr

i A
tr
k
(q)

−NC g̃
2

∫
dsq

(2π)s
Dπtr

k A
tr
i
(k + q)Dπtr

i A
tr
k
(q)

+NC g̃
2

∫
dsq

(2π)s
(q + k)i(q + k)kDϕϕ(k + q)DAtr

i A
tr
k
(q) . (2.62)

In general we would now have to perform a tensor decomposition (see appendix B) of all objects
involved in this equation in order to extract scalar equations. In the present case, however, we
can exploit one additional fact – the transversality12 of certain propagators,

DAtr
i A

tr
k
(q) = P̂ik(q)DAA(q),

Dπtr
i π

tr
k
(q) = P̂ik(q)Dππ(q),

DAtr
i π

tr
k
(q) = P̂ik(q)DAπ(q)

with P̂ik(q) = δik −
qiqk
q2

. (2.63)

11Otherwise the equality of integrals would allow no statement about the equality of integrands.
12See chapter 3 for a more detailed discussion of transversality in the Coulomb gauge.
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The corresponding contractions and traces read

P̂ki(q + k)P̂ik(q) =

(
δki −

(q + k)i(q + k)k
(q + k)2

)(
δki −

qkqi
q2

)

= δkk −
qiqi
q2

− (q + k)i(q + k)i
(q + k)2

+
qi(q + k)iqk(q + k)k

q2(q + k)2

= s− 2 +
(q2 + q · k)2

q2(q + k)2
=

(s− 2)q2(q + k)2 + (q2 + q · k)2

q2(q + k)2
(2.64)

and (employing the projection property qiP̂ik(q) = 0 and P̂ik(q)qk = 0)

(q + k)iP̂ik(q)(q + k)k = kiP̂ik(q)kk = kiki −
kiqiqkkk

q2

= k2 − (k · q)2

q2
=

k2q2 − (k · q)2

q2
. (2.65)

With these results, (2.62) takes the form

Γ00(k) = NC g̃
2

∫
dsq

(2π)s
(s− 2)q2(q + k)2 + (q2 + q · k)2

q2(q + k)2
Dππ(k + q)DAA(q)

−NC g̃
2

∫
dsq

(2π)s
(s− 2)q2(q + k)2 + (q2 + q · k)2

q2(q + k)2
DπA(k + q)DπA(q)

+NC g̃
2

∫
dsq

(2π)s
k2q2 − (k · q)2

q2
DAA(q) . (2.66)

which is the final result. For the other propagators one finds similar equations, and the system
of bare-vertex truncated propagator equations could be solved numerically (by iteration) for a
fixed value of s by introducing spherical coordinates in the momentum integrals. In chapter 5
we will follow a different route and use the equations to extract infrared critical exponents.

The derivation of DSEs for other actions follows the same algorithmic procedure (but one might
have to take into account additional combinatorial factors). The derivation becomes significantly
lengthier for quartic interactions, since the canonical substitution required in (2.32) transforms

δS

δφ1
= · · · + γ1ijkφiφjφk into

δΓ

δφ1
= · · · + γ1ijk

(
φi +Diν

δ

δφν

)(
φj +Djµ

δ

δφµ

)(
φk +

�
�

�
��Z

Z
Z

ZZ

Dkλ
δ

δφλ

)

= · · · + γ1ijk

(
φiφjφk + φiDjk +Diν

δ

δφν
(φjφk) +Diν

δ

δφν
Djk

)

= · · · + γ1ijk (φiφjφk + φiDjk + φjDik + φkDij −DiνDjµΓµνλDλk)

= · · · + + + + + , (2.67)

which includes a two-loop term containing three propagators and one three-point 1PI function.
Acting with a functional derivative on this term will generate four new terms (three with two
three-point functions and one with one four-point function). By now a Mathematica package
exists which automates the combinatorics involved in the derivation of DSEs [10].
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(a)

q q + k

k
(b) Ha(k, q) = g ta −

a b

× g tb

Figure 2.3: (a) momentum flow in the fermion-photon vertex, (b) definition of the amplitude H
in (2.70)

2.4 Ward-Takahashi and Slavnov-Taylor Identities

In gauge theories, the initial gauge invariance yields identities also for the gauge-fixed the-
ory. These identities are (partly depending on the context) known as Ward, Ward–Takahashi,
Slavnov–Taylor or Zinn-Justin identities.These identities can be derived from the invariance of
the measure, but the more elegant technique is to use the BRST transformation, discussed in
sec. 1.2.2.

The Slavnov-Taylor identities are valid for renormalized quantities as well and thus they are
an important tool in proving renormalizability.13 They also imply that the different renormal-
ization constants are not all independent.

2.4.1 Restrictions on Propagators and Vertices

The Ward-Takahashi or Slavnov-Taylor identities yield exact constraints on solution of QED,
Yang-Mills theory or QCD, and the amount these identities are violated indicates to which
amount gauge invariance itself is violated.

Green functions with (in case of 1PI functions amputated) gauge field legs are still restricted
by identities which are a consequence of original gauge invariance. Since the vector bosons, being
transverse, have only two physical degrees of freedom, one obtains restrictions for “sticking”
external momenta in place of the gauge fields.

In the general linear covariant gauge, the most simple of these identities reads (see section 2.5
of [140])

qµqνDab
µν(q) = −i ξ δab . (2.68)

It is more interesting to study the identities for vertices, in particular the fermion-photon re-
spectively the quark-gluon vertex. For the fermion-photon vertex the relevant identity reads
(with k denoting the photon momentum)

kµΓ
µ(k, q) = S−1(k + q) − S−1(q) . (2.69)

In the case of covariant Yang-Mills theory this is modified to

kµΓ
a,µ(k, q)

(
1 + b(k2)

)
= Ha(k, q)S−1(k + q) − S−1(q)Ha(k, q) , (2.70)

where b denotes the ghost self-energy and Ha is an amplitude which contains the quark-ghost
scattering kernel. Unfortunately (2.70) is complicated to handle (mostly because it contains the
essentially unknown amplitude H). Still the identity (2.69) is believed to hold approximately
also in the non-Abelian context and it will be used in section 4.2 to motivate certain vertex
ansätze.

13This is typically done inductively in the order of loop expansion, so strictly speaking it is proven to every
order of perturbation theory, but not necessarily in the complete nonperturbative context.
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2.5 Infrared Exponents

Full QCD is a theory which contains external scales – the quark masses. But even in the
absence of theses scales (in the case of massless or infinitely heavy quarks) quantum fluctuations
(accurately described by the renormalization process) still generate a scale ΛQCD.

For very small momenta, p2 ≪ ΛQCD, however, the theory is expected to become conformal,
i.e. remain invariant under scale transformations. Thus in the deep infrared one can employ
the toolbox of conformal theories. In particular it should be possible [13, 204, 205] to expand
a Green function which depends only on one momentum scale p2 into an asymptotic series. So
one obtains for a propagator the series expansion

D(p2) =
1

p2

∑

i=1

(
p2

µ2

)δi
(2.71)

with δ1 < δ2 < δ3 < . . . and µ denoting the renormalization scale (with renormalization again
in some sense responsible for the appearence of anomalous dimensions). The smallest of the
exponents δi will dominate the infrared behaviour, thus δ1 is also called an infrared (critical)
exponent. Relations between the infrared exponents of different quantities can be read off from
the Dyson-Schwinger equations.

As a short example we examine the equation14

=
( )−1 − . (2.72)

In the deep infrared the ghost propagator has form (p2)−αgh , while the gluon propagator has
the form (p2)−αgl . The more dominant diagram on the rhs will determine the inverse ghost
propagator, proportional to (p2)αgh on the lhs. So we have

(p2)αgh = max

{
p2,

∫
ddq q (p+ q) (q2)−αgh

(
(p− q)2

)−αgl

}
(2.73)

In the loop term, after performing the integral, all powers of momentum have to be taken by
p since this is the only momentum present. Each ghost-gluon vertex contributes one power of
momentum (since ghosts have a derivative coupling) and the integration itself contributes pd.
So one has

(p2)αgh = max
{
p2, (p2)d/2+1−αgh−αgl

}
, (2.74)

and since for p2 → 0 the smallest power dominates, this is equivalent to

αgh = min

{
1,
d

2
+ 1 − αgh − αgl

}
. (2.75)

So one would expect to have either αgh = 1 or αgh = d
2 + 1 − αgh − αgl.

This is, however, not the whole story: The tree-level part of the equation can be precisely
cancelled by quantum fluctuations, and this is indeed what happens in the ghost equation.
Thus the ghost can diverge stronger than a free particle, which is a necessary ingredient in the
Gribov-Zwanziger confinement scenario, sec. 1.3.2.

Matters are more complicated for vertices or in noncovariant setups, where more than one
momentum scale is present. For the Coulomb gauge we will discuss this issue in sections 3.4.4
and 5.3.

14Here the dressed ghost-gluon vertex has been replaced by a bare one. There is an argument by Taylor [194]
that this vertex indeed stays bare, which is a key ingredient in the analysis ghost DSEs.



Chapter 3

QCD in the Coulomb Gauge

As already stated in sections 1.2 and 1.4, the Coulomb gauge is defined by the gauge condition
∇ · A = 0, which reads in more detail

∂
(x)
i Aai (x)t

a = 0 . (3.1)

In contrast to the covariant gauge-fixing condition ∂µA
µ = 0, there is no reference to the Aa0

components and one has no derivative with respect to x0 = ct. This difference has a large impact
on the properties of the theory.

Even among the “physical gauges”, the Coulomb gauge has a special status. An the one hand,
there are several problems and difficulties, both technical and fundamental issues, which have
to be discussed in this chapter. On the other hand it is commonly believed that the Coulomb
gauge permits the most direct physical interpretation of results and mechanisms.

This is related to the fact that the gauge condition is more “physical” (three-dimensional
transversality of the gauge felds) than other conditions, but presumably also to the related fact
that time is not treated on equal footing with space coordinates. While the covariant framework
certainly has considerable merits, the special role of time as compared to space is sometimes
blurred.

In sec. 3.1 we start with some fundamental issues, including the tree level propagators and
mixing of scalar fields, the infamous energy divergences of Coulomb gauge, the reformulation by
introducing auxiliary fields (first-order formalism) and questions of renormalization.

In sec. 3.2 we discuss the remnant g(t) symmetry, which leads to some quite special and
peculiar features of Coulomb gauge, including the physical state space.

Sec. 3.3 gives a synopsis of the Hamiltonian formulation of QCD, including the (1 + 1)-
dimensional case for which analytic solutions are available.

In sec. 3.4 we summarize various results which come from perturbative, functional, variational
and lattice calculations, including a brief discussion of infrared exponents.

In sec. 3.5 this chapter is concluded by a discussion of interpolating gauges, which were
introduced as a tool to regularize and renormalize the Coulomb gauge. While they turned
out to be at best partially fit for this task (due to problems in the limiting process), they are
nevertheless an interesting topic for themselves.

63
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3.1 Some Fundamental Issues

Computations in the Coulomb gauge never seem particularly enjoyable
or uplifting. Too many trivial things can and do go wrong, and the
compilation of Feynman integrals seems to take forever.

G. Leibbrandt and J. Williams in [130]

3.1.1 Coulomb-Gauge Propagators

From the Coulomb-gauge partition function (1.36) one can (after integrating out the Nakanishi-
Lautrup field b and performing some partial integration) directly read off the tree-level propa-
gators by inspecting the quadratic part of the action:

D
(0)
ij (k) =

1

k2
P̂ij(k) with P̂ij(k) = δij −

kikj

k2

D
(0)
i0 (k) = D

(0)
0j (k) = 0 D

(0)
00 (k) =

1

k2 (3.2)

S
(0)
F (k) =

1

k/−m
D

(0)
cc̄ (k) =

1

k2

Both the Faddeev-Popov-ghost propagator and the A0-A0 propagator D00 have the purely in-
stantaneous 1

k2 form. Thus the “unphysical” time-like gluons and the “even more unphysical”

Faddeev-Popov ghost are (at tree-level) static, fixed on their timeslice.1

Loop corrections modify parts of this picture. While, due to ghost number conservation,
the ghost propagator stays instantaneous at any order in perturbation theory, D00 can, due to
intermediate loops, acquire a non-instantaneous part, as sketched in figure 3.1.

On the level of full propagators, however, due to remnant symmetry dicussed in sec. 3.2.1
one expects the transverse gluons to become instanteneous themselves, which confines all color-
charged fields to their respective timeslice. While this effect has not been explicitly studied for
the gluonic sector, we will dicuss this issue in chapter 4 when we study the quark propagator.

3.1.2 Coulomb-Gauge Vertices

While both A0 and Ai couple to the quark the same way (since the quark does not directly feel
the effect of gauge-fixing) other vertices are significantly modified – or at least one has to take
greater care than in the covariant case which types of gluons can be coupled together:

The A0 does not directly couple to the FP-ghost. A three-gluon vertex can connect three
transverse gluons, two transverse gluons and one Coulomb gluon A0, one transverse gluon and
two A0, but not (due to antisymmetry requirements) three A0. Analogously a four-gluon vertex
can either connect four transverse gluons or two transverse and two Coulomb gluons; no other
combination is permitted. A table of all tree-level propagators and vertices present in the
Coulomb gauge is given in figure 3.2.

1Even without performing a single line of actual calculation, one can see how this comes about. A0 appears
in the Yang-Mills action linearly or quadratically only in the term F 2

0i. The mixed propagators are removed since
partial integration yields

(∂iA0)(∂0Ai) → −A0∂i∂0Ai = −A0∂0∂iAi ,

which vanishes due to ∂iAi = 0. The term quadratic in A0,

(∂iA0)(∂iA0) → −A0∂i∂iA0

only contains spatial derivatives, and in contrast to Landau gauge this fact is not altered by the gauge-fixing term
(which knows nothing about A0). Similarly the quadratic ghost part has the form c̄∂i∂ic, thus the propagator
extracted from this is instantaneous as well.
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Figure 3.1: Ghosts in Coulomb gauge have a purely instantaneous tree-level propagator. Since
ghost number is conserved, even with loop corrections included, the ghost (dotted line) is still
confined to one time-slice. The Coulomb gluon A0 (wavy lines), however, is not rectricted by
such a conservation law. It can split into two transverse gluons (curly lines), which propagate
in time, so D00 could, in principle, acquire a non-instantaneous piece.

3.1.3 Further Notes on Propagators and 1PI Functions

We now give a more rigoros treatment of the propagator extraction [233], which also illustrates
the inversion properties of two-point connected and 1PI Green functions, dicussed in sec. 2.1.3.
We now restrict ourselves to the Yang-Mills part, since the quark sector is not directly altered
by the procedure.

The Ward identity

Γ(Ai, A0, b) = Γ̃(Ai, A0) +

∫
d4x i(∂ib)Ai , (3.3)

completely fixes the dependence of Γ on b. From this, we find

δΓ

δb
= −i∂iAi (3.4)

Now we separate Ai into its transverse and longitudinal parts,

Ai = Atr
i + ∂is . (3.5)

The transverse part does not mix with any of the scalars, so we only have to consider three
scalar fields, namely A0, s and b. The dependence of Γ on b is given by

Γ(Atr
i , A0, s, b) = Γ̃(Atr

i , A0, s) +

∫
d4x i(∂ib) (∂is) . (3.6)

To find the propagators it is sufficient to consider the terms in Γ that are quadratic in the fields.
For the three scalar fields A0, s and b, this is a [3 × 3]-matrix. From the dependence of Γ on b,
the elements of this matrix that involve b are given by

Γsb = Γbs = ik2 , Γb0 = Γ0b = Γbb = 0 . (3.7)

The matrix thus has the particular form

Γ(2) =




Γ00 Γ0s 0
Γs0 Γss ik2

0 ik2 0


 . (3.8)
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[
D

(0)
A0A0

]ab
(k) = =

δab

k2

[
D

(0)

ATAT

]ab
ij

(k) = =
δab

k2
P̂ij(k)

[
G(0)

]ab
(k) = =

δab

k2

[
S

(0)
F

]
(k) = =

1

k/−m
[
Γ

(0)
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=

a
= i gtaγ0
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Γ

(0)
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i
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[
Γ

(0)

c̄ATc

]abc
i

(p) =
p

a, i
= gfabcpi

[
Γ

(0)
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]abc
ijk

(p, q, r) =
pր
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δij(r − p)k
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]abcd
ijkl
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= −i g2


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Figure 3.2: All tree-level propagators and vertices relevant for Coulomb gauge QCD. (Note in
particular that the ghost-A0 and the triple-A0 vertex are absent.)
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with determinent det Γ(2) = k4 Γ00. The propagators are obtained by inverting Γ(2), which yields

D ≡W (2) =
(
Γ(2)

)−1
=




1
Γ00

0 − Γ0s

ik2 Γ00

0 0 1
i k2

− Γs0
ik2 Γ00

1
ik2 −Γ00Γss−Γ0sΓs0

ik4 Γ00


 (3.9)

Since D0s = Ds0 = 0 there is no mixing between Ai and A0. From Dss = 0 we see that the
Ai-Ai-propagator is indeed transverse. One also obtains

D00 =
1

Γ00
. (3.10)

In addition one has found the propagators involving the b-field. They are all non-zero, but they
are usually not needed because b does not appear in any vertex.

3.1.4 Energy Divergences

A main feature of Coulomb gauge is that one has to deal with instantaneous propagators. At
tree-level, the ghost and the Coulomb gluon have propagators of the form

D
(0)
c̄c = D

(0)
00 =

1

k2 . (3.11)

Also the full propagators of those fields contain an instantaneous part or are even fully instan-
taneous. Instantaneous propagators (which correspond to static potentials) give rise to severe
problems. The first one is a conceptual one:

Instantaneous interactions threaten one of the cornerstones of quantum field theory – causal-
ity. As it will be discussed in sec. 3.2.4, instantaneous effects never show up in the physical sector
– provided everything is handled correctly. As soon as truncations are employed, however, one
cannot exclude the possibility of finding causality-violating effects also in observables.

A second problem is both conceptual and technical: In any loop we have to integrate over
both 3-momentum and the momentum zero- (respectively four-)component. In Coulomb gauge
one can construct loops which contain only instantaneous propagators. It is obvious that the
integral ∫

R3

d3k

∫ ∞

−∞

dk4

k2 (p − k)2
(3.12)

diverges, since an k4-independent expression is integrated over the infinite domain (−∞, ∞).
But also integrals like ∫

R3

d3k

∫ ∞

−∞

dk4 k
2
4

(k2 + k2
4) (p − k)2

, (3.13)

which stem from loops with just one instantaneous propagator are energy-divergent. These di-
vergences cannot be handled by standard regularization/renormalization techniques (and indeed
the renormalizability of the Coulomb gauge is a delicate issue, see sec. 3.1.6).

While energy divergences are obviously present in single diagrams, they are expected to cancel
when diagrams are correctly combined. This is, however, hard to show explicitly even in per-
turbation theory. The energy divergences have been shown to cancel up to two loops [15], but
a general proof is still missing. A more convenient way to handle this issue is the first order
formalism, which is discussed in 3.1.5 and is more closely related to the Hamiltionian formalism
(sec. 3.3).
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Split Dimensional Regularization

There is a proposal to regularize energy divergences by a procedure called split dimensional
regularization (SDIM) [130], where two parameters ω and σ are introduced,

∫
d3q dq4 →

∫
d2ωq d2σq4 . (3.14)

The regularization parameters can in principle even be complex; the four-dimensional world is
recovered in the limit ω → 3

2 , σ → 1
2 . The SDIM procedure has been employed also in the

context of negative dimensional regularization (NDIM; see appendix C.1) [189], but it cannot
be regarded as a generally accepted solution of the problem of energy divergences [207].

3.1.5 The First-Order Formalism

It is often convenient to reformulate Coulomb gauge QCD by introducing an additional field,
which plays roughly the role of a color-electric field. While this increases the number of fields, it
simplifies the structure of vertices, and many features (like the cancellation of energy divergences
on perturbative level) are easier to treat in this first order formalism

Typically, quantum field theory is treated in the standard second order formalism. However,
there is the – sometimes advantageous – possibility to switch to the phase-space or first order
formalism. To do this, an auxiliary field πai is introduced which plays a role related to the
color-electric field. Employing the field-theoretical version of the identity

e+a2 =
1√
π

∫ ∞

−∞
e−x

2+2ax dx (3.15)

(which can be shown easily by comleting the square and performing Gaussian integration) one
obtains the action

S =

∫
d4x

[
iπai (∂0A

a
i −Dab

i A
b
0) +

1

2
(πai π

a
i +Ba

i B
a
i ) + (∂ic̄

a)Dab
i c

b + i(∂ib
a)Aai

]
. (3.16)

In contrast to the initial action one has only first derivatives acting on the gauge fields, and the
quartic A0-A0-Ai-Ai vertex has been converted to a quadratic piece of the action. The price for
this is the additional π-field, which one has also to integrate over in the path integral.

While the fields in first- and second-order formalism are related by simple identities, matters
are more complicated for functional derivatives and sources. This unfortunately quite technical
issue has been settled in [200] for general field theories with focus on Coulomb gauge QCD.

It is often convenient to separate the π-field into a transverse and a longitudinal part by
setting

πai = πtr,a
i + ∂iϕ

a . (3.17)

The gluon and the π-fields mix both on tree-level and for full propagators. Since scalar and
transverse parts do not mix, one has to consider only Atr-πtr and A0-ϕ transitions. The A0-ϕ
propagator has precisely the same form and appears at the same places as the c̄-c propagator.

Since A0-ϕ is bosonic while c̄-c is fermionic, the energy-divergent contributions are expected
to cancel, which is easy to make explicit at one-loop order. When denoting the external mo-
mentum by p, the internal by k and the energy-convergent function from the transverse gluon
propagator by F (p, k), we find for a graph contributing to the gluon self-energy
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A0 ϕ

∼
∫

d4k F (p, k)
k2
0

k2
0 + k2

(
δij −

kikj

k2

)
(3.18)

=

∫
d4k F (p, k)

k2
0 + k2 − k2

k2
0 + k2

(
δij −

kikj

k2

)

=

∫
d4k F (p, k)

[(
δij︸︷︷︸
=:I4

− kikj

k2
︸︷︷︸
=:Igh

)
− k2

k2
0 + k2

(
δij −

kikj

k2

)

︸ ︷︷ ︸
energy-convergent

]

The integral containing Igh is up to the sign what one obtains from the ghost contribution to the
self-energy, while the part containing I4 is cancelled by the energy-divergent part of the diagram
containing the four-gluon vertex.

3.1.6 Renormalization of the Coulomb Gauge

Renormalization in the Lagrangian formalism has been discussed in [153] (in a rather traditional
approach which employs Zinn-Justin equations, an expansion of the effective action and recursive
relations), but since no consistent regularization has been employed and the topic of energy
divergences has been left untouched, the status of this piece of work is somehow unclear. In a
follow-up article [154] some of the gaps have been filled, but still the question of renormalizability
cannot be regarded as settled [233].

In order to prove the renormalizability of the Coulomb gauge, interpolating gauges have
been used [31], but as discussed in section 3.5 the status of the limiting process remains unclear.
A problem with the interpolating gauges is that the ghost-A0 vertex is proportional to the
regularization parameter η. This leads to some of the difficulties discussed in section 3.5.

For many purposes (including the possible proof of renormalizability) it would be beneficial
to have a “minimal” regularization procedure which only modifies the propagators, leaving all
the vertices untouched. Such a regulator has been proposed in [32], it takes the form

Lreg = LCoul + η
(
i ϕ̇Ȧ0 + ˙̄c ċ

)
(3.19)

Obviously, on tree-level only the gluon and the ghost propagator are affected by this prescription.
In contrast to interpolating gauges, however, for η 6= 0 the Lagrangian (3.19) does not describe
a gauge-fixed Yang-Mills theory. In particular BRST invariance is broken.

Consequently, the most difficult part in using (3.19) is to show that BRST invariance is
regained in the limit η → 0, and this is still work in progress [233].

Nevertheless there are certain results about behaviour of Coulomb gauge under renormalization
group flow (implicitly assuming that the theory is indeed renormalizable). In particular it is
known that g2D00 is a renormalization group invariant [226], which singles out the Coulomb-
gluon propagator as a particularly interesting object (which is one of the foundations of the
analysis done in chapter 4). The feature of renormalization group invariance is not shared by
the ghost propagator, g2 〈cc̄〉 is no renormalization group invariant.



70 CHAPTER 3. QCD IN THE COULOMB GAUGE

3.2 Why Coulomb Gauge is Special

Yet, despite its headstart in an Abelian context, application of the
Coulomb gauge to non-Abelian models remains as puzzling and prob-
lematic today as ever.

George Leibbrandt in [129]

3.2.1 The Remnant Symmetry

Gauge condition (3.1) is obviously left invariant by time dependent gauge transformation g(t).
Since this symmetry is a “leftover” of the original full gauge symmetry, the term remnant
symmetry has been coined. It is intimately connected to the property of a “physical” state
space, as discussed in section 3.2.2.

Presence of this symmetry implies that – even without the Gribov problem – one physical
state does not correspond to just one, but to infinitely many configurations which are related
by particular time-depedent gauge transformations. Gauge-fixing is incomplete with a one-
parameter family of transformations left open. In the introduction to [31] the number of such
parameters has been called “degree of arbitrariness” and denoted by σ. The Coulomb gauge has
σ = 1, while the Weyl gauge (left invariant by all gauge transformations g(x)) has σ = 3.

A consequence of this “arbitrariness” is that one has to be careful when speaking about
“the” Coulomb gauge, since one can fix the remnant symmetry and about a gauge which still
respects the Coulomb gauge condition (3.1) but does presumably not have all the properties
discussed in this chapter. To have a more accurate terminology at hand we will distinguish
the physical Coulomb gauge where g(t) remains unfixed from Coulomb-like gauges where g(t) is
either explicitly removed (by demanding additional conditions) or spontaneously broken (by the
calculational process employed).

The remnant symmetry is responsible for many of the outstanding features of the Coulomb
gauge, in particular the property of being “physical”. It is tied closely to the fact that correlators
of colored fields vanish identically for unequal times.

At tree-level, the ghost and part the Coulomb gluon propagator are static, containing a delta
functional in time direction, δ(t). A remainder of the Coulomb gluon, the transverse gluon and
the quark propagator, however, are not instantaneous at tree-level.

Consequences in Perturbation Theory

Perturbation theory breaks the remnant symmetry, since tree-level transverse gluon and quark
propagator contain instances of the momentum zero-component. This can be interpreted in (at
least) three ways:

• The remnant symmetry could be removed (spontaneously broken) by some mechanism
which leaves its traces already in perturbation theory. A “self-completion” of the Coulomb
gauge (i.e. automatic removal of the remnant symmetry) has been advocated in [208]; the
arguments will be discussed in subsection 3.2.5.

• It cannot be excluded that the Coulomb gauge constitutes no valid gauge at all. In
particular the proof of renormalizability of this gauge is still missing.
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• Typically, if an approximation method violates an important symmetry of a theory, this
should raise serious doubt about the approximation method, not the theory. The fact
that perturbation theory and Coulomb gauge QCD are in some sense incompatibel is not
completely surprising. If we mean by confinement that colored objects have no physical
existence of their own, this principle is already to a large extent built into the construction
of non-Abelian gauge theories, since in a gauge average, color non-singlets vanish. For
unequal times, Coulomb gauge inherits the property that all correlators between color
non-singlets are gauge-averaged away as well.

Consequences on the Lattice

On the lattice the Goulomb gauge is fixed on each timeslice. The remnant symmetry appears as
the freedom to impose further conditions on the time-like links. For example one could choose
all these links U4 such that the average distance to the unit element 11SU(3) is minimal. This has
been done for example in [60], but presumably corresponds (in the language of subsection 3.2.1
to the reduction of the physical Coulomb gauge to a Coulomb-like gauge.

Even when the remnant symmetry is not explicitly fixed, is is still somehow problematic to
choose from each sampled orbit only one configuration to represent the Coulomb gauge. Since
the path integral representation contains an integration over infinitely many configurations,
linked by time-dependent gauge transformations, also the Monte Carlo average schould include
a statistically significant number of configurations from each orbit. The proposal for a new type
of interpolating gauge, made in subsection 3.5.6 is based on this condition.

3.2.2 The Physical State Space

In Coulomb gauge, gauge-fixing is done on each time-slice separately. Typically it is argued
that this lead to a “physical”, i.e. positive definite state space with only gauge-invariant objects
propagating in time – while Lorenz invariance is not manifest, unitarity is.

This property is understood best on the lat-
tice in a setup as illustrated on the right.
On intermediate timeslices, the correlator
〈O1(t1)O2(t2)〉 involves only the action it-
self, which is initially gauge-invariant. Since
gauge-fixing has been done separately on
each timeslice, it can also be undone on all
intermediate slices without affecting the typ-
ically gauge-dependent operators O1 and O2,
defined at t = t1 and t = t2.

O1(t1)

O2(t2)

t1

t2

t

In the unfixed theory, only physical, i.e. gauge-invariant states propagate, while all gauge-
dependent quantities are washed out by averaging over all possible gauges. So while O1 and O2

may be extremely “obscure”, in particularly involving strongly gauge-dependent effects, only
the physically relevant part will propagate and thus enter the correlator.

As a consequence, in completely unregularized Coumlob gauge one expects the unequal-time
correlators of all color-charged fields and composite operators (gluons, quarks, diquarks, . . . ) to
vanish; they do not propagate in the strict sense.



72 CHAPTER 3. QCD IN THE COULOMB GAUGE

3.2.3 The Color-Coulomb Potential

The full A0-A0 propagator consists of an instanteneous and a non-instanteneous “polarization”
piece,

− g2 D00(x, tx,y, ty) = VC(x − y) δ(tx − ty) + Pnon−inst(x − y, tx − ty) . (3.20)

Little is known about the non-instantaneous piece; it may even vanish in full theory due to the
arguments given in sec. 3.2.2. For the instanenous piece (which is expected to be dominant even
if the non-instanteneous part does not vanish) some results are available.

VC can be expressed in terms of the Laplacian and the inverse Faddeev-Popov operator,

VC(x − y) =

∫

R3

d3z
〈
0
∣∣M−1

xz [A]
(
∇

2M−1[A]
)
z,y

∣∣0
〉
. (3.21)

Inserting a complete set of states (with |0〉 denoting the vacuum) we obtain

VC(x − y) =

∫

R3

d3z
〈
0
∣∣M−1

xz [A]
(
∇

2M−1[A]
)
z,y

∣∣0
〉

(3.22)

=

∫

R3

d3z
〈
0
∣∣M−1

xz

∣∣0
〉
∇

2
z

〈
0
∣∣M−1

zy

∣∣0
〉

(disconnected)

+

∞∑

n=1

∫

R3

d3z
〈
0
∣∣M−1

xz

∣∣n
〉
∇

2
z

〈
n
∣∣M−1

zy

∣∣0
〉

︸ ︷︷ ︸
should fall off exponentially due to mass gap

. (connected) (3.23)

The connected part contains intermediate massive states (since Yang-Mills theory has a mass
gap) and thus falls off exponentially. Thus for large distances we have a contribution only from
the disconnected part, which can be expressed in terms of the ghost propagator G =

〈
0|M−1|0

〉
,

(disconn.) =

∫

R3

d3z G(x − z)∇2
zG(z − y)

FT→ G2(k2)k2 . (3.24)

We now write the ghost propagator in the form

G(k2) =
d(k2)

k2 (3.25)

and thus can express the color-Coulomb potential in the form

Vcoul(k
2) = G2(k2)k2 =

d2(k2)

k2 → α(k2)
d2(k2)

k2 (3.26)

with a form factor α which is expected to approach one for k2 → 0.

Employing variational methods it has been shown [228] that the color-Coulomb potential VC lies
(asymptotically for large distances) above the Wilson potential (Zwanziger inequality). Thus,
if the (physical) Wilson potential is confining, VC is confining as well – no confinement without
Coulomb confinement.

Since the Wilson potential is presumably linearly rising (as also indicated by numerous lattice
studies) and a more than linearly rising potential would pose severe problems, it is reasonable
to expect

VC(k2) ∼ σC

(k2)2
(3.27)

with a constant σC (the Coulomb string tension) for small k2. The determination of σC on the
lattice is reviewed in sec. 3.4.1, a possible form of VC for large k2 is discussed in sec. 4.1.2.

The Zwanziger inequality is particularly intriguing since VC is just a piece of a two-point
function while the Wilson potential is defined via a path-ordered exponential, eP

R

Aµ dxµ , and
thus contains contributions from n-point functions of arbitrarily large n.
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3.2.4 Causality in the Coulomb gauge

Instantaneous propagators, as found for D
(0)
00 (k) as well as for (at least for the dominant piece

of) D00(k) correspond to a static potential. While statics potentials are a perfectly valid concept
in the framework of nonrelativitistic (quantum) mechanics, in the strict sense they do not make
sense in relativistic (quantum) field theory, since any instantaneous interaction violates the
concepts relativity is built on.

So at first glance the instantaneous propagators of Coulomb gauge seem to be an embarrass-
ment. Here we have to keep in mind that in the gauge-dependent sector of the theory almost
anything (including the sudden appearence of scalar fermions) can happen. So only physical
effects have to obey causality, not necessarily gauge-dependent quantities.

This means however that all acausal effects in Coulomb gauge have to cancel in a way to
guarantee causality for observables. This can be seen from various points of view [233]:

• If one is doing ordinary perturbation theory then one can use BRST invariance in the
interpolating gauge (see section 3.5). Leaving aside the question of a discontinuity at the
Coulomb gauge (which would only affect zero-momentum quantities) then one passes from
the Coulomb gauge to the (Lorentz-invariant) Landau gauge by varying a gauge parameter.
The gauge parameter appears in the BRST-exact part of the action, and one can easily
show that the expectation value of a (BRST-invariant) observable is independent of the
gauge parameter.

• In the operator formalism one can show that the Dirac-Schwinger consistency condition
(see for example ref [41]) is satisfied by the Coulomb-gauge Hamiltonian. [As a historical
note: Schwinger originally constructed the Coulomb-gauge Hamiltonian by requiring that
this consistency condition be satisfied.]

• If Gribov copies are handled correctly, the result will be consistent with Lorentz invariance.
In the operator formalism that means that the wave functional must satisfy the boundary
condition that results from identifying gauge-equivalent points on the boundary of the
Gribov region. This is supposed to be achieved at the non-perturbative level by imposing
the horizon condition [221, 222], see also section 5.2.

3.2.5 Further Notes on the Remnant Symmetry

Repeatedly the status of the remnant symmetry is under discussion. In [208] it has been argued
that in the functional approach, the Coulomb-gauge is self-completing in the sense that the
system itself chooses a way how to remove the symmetry under time-dependent gauge trans-
formations g(t). In this section we want to point out some possible problems in the derivation
given there.

As it will be discussed in sec. 3.5, one can deduce the condition

∫

R3

d3x ∂0A0 = 0 ⇐⇒ I :=

∫

R3

d3xA0 = C (3.28)

with some constant C for the Coulomb endpoint of certain interpolating gauges. In [208], time
reversal has been invoked to argue that C = 0. Time reversal allows immediate statements about
the propagator 〈A0A0〉 (which has to be an even function of the zero-component of momentum),
but it seems questionable to deduce further information about A0 from it. Thus, instead of
simply setting C = 0, it would seem necessary to integrate C over all permitted values to obtain
a valid representation of the path integral [233].



74 CHAPTER 3. QCD IN THE COULOMB GAUGE

Assuming this problem could be circumvented, we soon run into the next difficulty. The
conclusion in [208] relies on the assumption that imposing a condition on a system that already
fulfills that condition should not have any effect – so if the Coulomb gauge already fulfills some
time-dependent gauge condition G[A] = 0, imposing this condition once more shouldn’t change
anything.

While such reasoning is certainly true in ordinary geometry and algebra, one has to be
cautious when translating it to functional analysis. The reason for this is that imposing the
same condition twice involves the square of a δ-distribution – an a priori undefined (and in
general undefinable) object.

Let us go through the usual procedure to see at which point problems may arise when
imposing two gauge conditions on a system. We find for a functional integral restricted by the
condition G1[A] = 0 the expression

∫
DAeiS[A] =

∫
DU

∫
DA eiS[A] δ(G[UA]) det

δG1[
UA]

δU

=

∫
DU

∫
D[UA]eiS[UA] δ(G1[

UA]) det
δG1[

UA]

δU

For a linear gauge condition, det δG1[UA]
δU is independent of U , but (in the non-Abelian theory)

it still depends on A, so let us set

JG1 [
UA] := det

δG1[
UA]

δU
.

The measure DA and the action S are both invariant under gauge transformation, so we obtain
∫

DA eiS[A] =

∫
DU ·

∫
DUA eiS[UA] δ(G1[

UA])JG1 [
UA] .

Now we can rename UA→ A everywhere and obtain
∫

DA eiS[A] =

∫
DU ·

∫
DA eiS[A] δ(G1[A])JG[A] .

where
∫
DU can be absorbed in an overall normalization factor. Now let us impose the condition

G2[A] = 0,

∫
DA eiS[A] =

∫
DU ·

∫
DV

∫
DA eiS[A] δ(G1[A]) δ(G2[

VA])JG2 [A] det
δG[VA]

δV
.

As before, the determinant does not depend on V , the integral measure and the action are both
invariant under gauge transformations, so we have

∫
DA eiS[A] =

∫
DU ·

∫
DV

∫
DVA eiS[VA] δ(G1[A]) δ(G2[

VA])JG1 [A]JG2 [
VA] . (3.29)

Now, however, we run into problems. In general we cannot factor out the V -integral, since we
have no way to rewrite δ(G1[A]) and JG1[A] in terms of VA. This would be only possible if G1

and G2 were completely independent gauge conditions (as for example a purely spatial and a
purely temporal one). Without the ability to seperate the V -integration from the rest of the
integral, we lose the ability of rewriting (3.29) in terms of local fields.

We could argue (rather handwavingly) that for G1 = G2, in (3.29) indeed A can be replaced
by VA, since the two conditions are equivalent everywhere.When doing this, we may again
rename VA → A and factor out

∫
DV . After performing this (highly questionable) operation,

we end up with
∫

DAeiS[A] =

∫
DU

∫
DV ·

∫
DA eiS[A] δ2(G1[A])J2

G1
[A] ,
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an object that contains the square of a delta functional2 and the squared Jacobian, which, as
we will explain, may be problematic as well:

The regions where the Jacobian diverges are believed to dominate the behaviour of such
functional integrals (the Gribov-Zwanziger confinement scenario of sec. 1.3.2). This may be
regarded similar to the case of an integrable singularity that dominates the value of an integral.

It is well known already from standard calculus that a product of two integrable singular
functions is not necessarily integrable anymore. For example, while for f(x) = 1/

√
x

∫ 1

0
f(x) dx =

∫ 1

0

dx√
x

=
1

1 − 1
2

= 2

exists, the integral ∫ 1

0
f2(x) dx =

∫ 1

0

dx

x
= − lim

a→0
ln a

clearly diverges.
So while one Jacobian may provide the key to understanding confinement, two of them are

likely to invalidate the functional approach altogether. One can of course hope that the ill-
defined square of delta and the probably ill-defined square of Jacobians cancel precisely in the
way necessay to obtain a sensible result – but it seems unjustified to draw any conclusions from
such a hope.

While expression (3.29) is probably well-defined for compatible gauge conditions G1 and G2,
it seems impossible to rewrite it in terms of local fields. This should not come as a big surprise.
While, for example, the condition ∂iAi = 0 can be handled in a local way, the completetely
equivalent condition (∂iAi)

2 = 0 cannot be directly implemented with standard methods.

Assuming that all problems pointed out so far could be circumvented, the final conclusion still
exhibits a logical loophole. To shortly summarize the argument, it goes along the lines of

1. One cannot impose two time-dependent gauge conditions on the Coulomb gauge. (This
would clearly mean overfixing the gauge.)

2. A certain choice of time-dependent gauge fixing (which seems most obvious to us) cannot
be imposed. We just checked.

3. Therefore, the system must already fulfill another (probably highly nontrivial) gauge con-
dition, which it has chosen itself.

4. Thus the remnant symmetry has been removed, the Coulomb gauge has completed itself.

The problem with this reasoning is that it implicitely assumes that some sort of time-dependent
gauge-fixing condition has to be chosen in any case. It seems likely, however, that one simply
cannot impose an additional constraint on the physical Coulomb gauge without losing its most
important properties and ending up just with a non-unitary Coulomb-like gauge. Due to these
arguments, the claimed “self-completion” of the Coulomb gauge seems highly questionable.

2When continuing with the usual Faddeev-Popov procedure, the problem of squared deltas seems less severe,
since delta distributions are effectively replaced by Gaussians, which can multiplied with ease. For the Coulomb
gauge, however, one has to take the width ξ of the Gaussian to zero, so the original problem is recovered.
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3.3 Hamiltonian Formulation of Coulomb Gauge QCD

Coulomb gauge Yang-Mills theory (and by extension quantum chromo-
dynamics) is a fascinating, yet frustrating endeavor.

P. Watson & H. Reinhardt in [211]

3.3.1 Gauß’ Law

The Non-Abelian version of Gauß’ law,

∇ · Ea = ρaquark − gfabcAbkE
c
k , (3.30)

has to be fulfilled. In Coulomb gauge, Gauß’ law can be obtained directly by integrating out the
A0 field, while in other gauges it only enters the game when finally projecting to the physical
subspace.

As explained for example in [9], the quark color charge ρaquark which is in the fundamental
representation cannot be neutralized by gluons which have charge in the adjoint representation.
Thus color-electric field lines either have to connect two quarks or extend to infinity.3

In the canonical approach, described for example in [162], the gauge fields Aaµ are considered
as (cartesian) coordinates with conjugate moment defined as

Πa
µ(x) :=

δS

δ(∂0Aaµ(x))
=

{
Eai (x) for µ = i ∈ {1, 2, 3}
0 for µ = 0 .

(3.31)

In order to avoid problems with the result Πa
i (x) ≡ 0, the Weyl gauge condition Aa0(x) ≡ 0 is

imposed. Doing so, one obtains the Hamiltonian

H =
1

2

∫
d3x

(
Π2(x) + B2(x)

)
, (3.32)

where the chromomagnetic field is defined as Ba
i = εijkF

a
jk(x). Canonical quantization is per-

formed by imposing canonically the equal-time commutation relation

[
Aai (x), Πb

j(y)
]

= δijδ
abδ3(x − y) , (3.33)

which promotes the classical canonical momentum to an operator,

Πa
i (x) → Π̂a

i (x) =
1

i

δ

δAai (x)
. (3.34)

It is Gauß’ law, (
δab∂i + g facbAci

)
Πi(x)ϕ(x) = −gρq(x)ψ(x) , (3.35)

which is responsible for the separation of gauge-invariant (physical) and gauge-dependent degrees
of freedom. Consequently it has to imposed on the wave functional in order to obtain the physical
state space.

Gauß’ law is identically fulfilled in Coulomb gauge, therefore it is typically more convenient
to fix the gauge to Coulomb gauge than to work with a constraint on the wave functional.

3In principle there is a third possibility. As discussed in [161] in the context of classical electrodynamics,
one can place curves of infinite length in a finite domain (for example by wrapping up a curve on a torus in an
irrational manner), and such half-infinite or infinite curves would in principle be suitable as electric respectively
magnetic field lines which neither end on charges resp. close nor extend to infinity. This can be translated to
color-electric and color-magnetic field lines as well. It is very unlikely however that such – extremely unstable –
configurations have any physical relevance.
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3.3.2 The Operator Ordering Problem

The Weyl gauge Yang-Mills Hamiltonian given in (1.13) in some sense corresponds to the use of
cartesian coordinates in A-space and thus has the most simple form. Switching to another gauge
corresponds to a change to curvilinear coordinates, and as usual, operators take a different (and
usually more complicated) form in such coordinates.

As derived in [51] one finds for the Yang-Mills Hamiltonian in a linear gauge the expression

H =
1

2

∫
d3r

{
[Eai (r)]2 + [Ba

i (r)]2
}
W

+ V1 + V2 , (3.36)

V1 =
1

8
g2

∫
d3r 〈r, a′|(FkDk)

−1Fj |r, a〉〈r, b|(Fk′Dk′)
−1Fjtata

′ |r, b〉 (3.37)

V2 =
1

8
g2

∫
d3r

∫
d3r′ 〈r′, a′|

[
δi′i −Di′(FkDk)

−1Fi
]
|r, b〉 (3.38)

× 〈r, a|
[
δii′ −Di(Fk′Dk′)

−1Fi′
]
|r′, b′〉〈r, b|ta(Fk̄Dk̄)

−1FjF†
j (D

†
k̄′
F†
k̄′

)−1ta
′ |r′, b′〉

where W denotes Weyl ordering4 and the quantities Fj are defined via the gauge condition
F [Ai] = 0 by

F a[Ai, r] =

∫
d3r′

〈
r, a|Fj |r′, b

〉
Abj(r

′, t) . (3.39)

The two nonlocal terms, conventionally denoted by V1 and V2 are related to ambiguities certain
in energy-divergent two-loop diagrams in the functional approach.

This result is rederived in [165] within the path integral formalism and supplemented by an
additional term which shows up in the presence of fermions. See also [225] for a pedagogical
derivation of the continuum and the lattice Coulomb gauge Hamiltonian.

3.3.3 Connection between Hamiltonian and Functional Formalism

The main advantage of the Hamiltonian formalism is that it allows (due to employing a positive
definite space of states) the use of the variational principle. As in ordinary quantum mechanics
one can choose an ansatz for the wave functional and minimize the expectation value of the
Hamiltonian, see e.g. [162].

A disadvantage of this method is that it is hard to find a connection to the usual functional
formalism, as can be seen from the following argument5:

In the Hamiltonian approach one chooses an initial time-slice t = ti and imposes the Weyl
gauge condition A0 = 0. The remaining gauge freedom is employed in order to choose A

transverse. Employing transverse gluons as degrees of freedom, unitary time evolution is used
to reach all other time-slices. While the Coulomb gauge condition ∇iAi = 0 is fulfilled for all
times, the Weyl gauge condition cannot be simultaneously fulfilled.

Accordingly one finds in general A0 6= 0 for t 6= ti. Still, as it is obvious by the choice
A0 = 0 at t = ti, the correlator 〈A0(x, t)A0(x

′, t′)〉, which vanishes for t = t′ = ti has not the
same meaning as in the functional approach, where D00 does not vanish, but instead diverges
for small momenta at each timeslice.

While one can hope that transverse gluons behave in a similar way in the Hamiltonian
and the path-integral approach, there is no rigorous argument for that (in particular since also
transverse gluons are just would-be physical particles).

4Weyl-ordering means the symmetric ordering of equal-time operators, i.e. [x̂Φ(x̂, p̂)]W = 1
2
{x̂,Φ(x̂, p̂)W } and

[p̂Φ(x̂, p̂)]W = 1
2
{p̂,Φ(x̂, p̂)W }, in particular [x̂p̂]W = [p̂x̂]W = 1

2
(x̂p̂+ p̂x̂). See [69] for a one-page tutorial.

5While the first-order formalism is in some aspects closer in spirit to the Hamiltonian approach, there is still
no immediate correspondence known between the quantities in those two (in principle equivalent) ways to write
down the theory.
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3.3.4 (1 + 1)-dimensional Coulomb Gauge

QCD in two dimensions [191], called the ’t Hooft model can be solved exactly, it has been
discussed further in [43, 76, 28] and various other publications. While such a model has little
to do with the real (3 + 1)-dimensional world, it can still be an interesting playground to test
various techniques or see how certain mechanisms may work in principle.

Even though it is possible to solve QCD1+1 analytically, these calculations are not necessarily
possible in an arbitrary gauge, and indeed already in the Landau gauge no way of solving the
theory is known so far. Typically, QCD1+1 is considered in the axial gauge, but a solution can
be obtained in the Coulomb gauge as well.

The Coulomb gauge condition reads

∂A1

∂x1
= 0 , (3.40)

which implies that A1 is constant on each timeslice and that the Faddeev-Popov operator takes
the form

Mab = − ∂

∂x1

(
δab

∂

∂x1
+ qfacbAc1

)
, (3.41)

which is now just an ordinary differential operator. When restricting the system to the interval
−L

2 ≤ x1 ≤ L
2 , one can give an expansion of the wave functional in Fourier modes,

ψ(x1) =
∑

n

ψn eiknx1 with kn =
2π n

L
. (3.42)

The propagators of A0 and the Faddeev-Popov ghost are given by

〈A0(x1)A0(y1)〉 =

〈
1

−D2
1

〉
(3.43)

〈c(x1)c̄(y1)〉 =

〈
1

−∂1D1

〉
(3.44)

where we have D1[A] = ∂1+gA1× and the average is with respect to A1. Since A1 is independent
of x1, one can diagonalize these operators by Fourier transform, so

DA0A0(k1) =
〈 1

(k1 + igA1×)2

〉

Dgh(k1) =
〈 1

k1(k1 + igA1×)

〉
(3.45)

We now integrate A1 over the Gribov region, which is the region where the eigenvalues of
the Faddeev-Popov operator k1(k1 + igA1×) are non-negative. For this purpose, we quantize (as
above) in a periodic box of length L, so k1 = 2πn/L, where n is an integer. We first consider
the gauge group to be SU(2). One easily finds that the eigenvalues of igA1× are given by 0 and
±|gA1|. The case k1 = 0 is trivial.

The Gribov horizon is determined by the first non-trivial zero eigenvalue. This occurs for
n = ±1, at |gA| = 2π/L. Thus A1 is integrated over the sphere |A1| ≤ 2π/gL. We now take the
infinite-volume limit L→ ∞, while keeping a typical momentum k1 finite. In this case we have
A1 → 0, and the A0 and ghost propagators approach their free values, DA0A0(k1) = Dgh(k1) =
1/k2

1 . This result does not change for SU(N) with N > 2. The restriction to the Gribov region
(which in this case coincides with the Fundamental Modular Region) was essential in deriving
this result.

For an up-to-date review on (1 + 1)-dimensional Yang-Mills theory in the Hamiltonian ap-
proach and implications for Dyson-Schwinger equations see [164].
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3.4 Selected Results on the Coulomb Gauge

We now briefly summerize several results on Coulomb gauge QCD which are typically closely
connected to the investigations performed in this thesis. The methods used to obtain them
range from perturbative over functional to lattice approaches.

3.4.1 On the Lattice: Propagators and the Coulomb String Tension

While gauge-fixing on the lattice is a cumbersome procedure [87, 134], it is nevertheless per-
formed by several groups and yields valuable insights (and sometimes important numerical
parameters) also for functional approaches.

In the brief review [54], lattice simulations in Coulomb gauge are divided into those from
the classical area, which examine propagators and the color-Coulomb potential, and the modern
area, where mainly the eigenvalue spectrum of the Faddeev-Popov operator is investigated.
While both issues are relevant for questions of confinement, the “classical” results are more
intimately linked to the questions discussed in this thesis.

Several lattice studies show a blowup of ghost and A0-A0 propagator, while the transverse
gluon propagator is suppressed [59, 58, 61, 127] in accordance with the Coulomb gauge version of
the Gribov-Zwanziger scenario. Gauge-fixed lattice studies allow also the determination of the
Coulomb string tension σC [171, 150, 145, 146, 202, 203]. Zwanziger’s inequality (see sec. 3.2.3)
implies σC ≤ σW, and indeed most studies find

σC ≈ (2 ÷ 3)σW. (3.46)

Thus typical values are σC ≈ 0.5MeV2. In the high-temperature (“deconfined”) phase, one finds
magnetic scaling (see the expositions given in chapter 5 and section VI.C to VI.E of [145])

√
σC ∼ g2(T )T . (3.47)

Coulomb-gauge lattice studies also reveal the close connection between a finite string tension
and the presence of center vortices [92, 93].

3.4.2 The Transverse Gluon Energy and Gribov’s Formula

The dispersion relation of transverse gluons is significantly modified as compared to the one
of transverse photons. While for large momenta one finds E(k) ≈ |k|, the infrared region is
strikingly different.

While a photon of low momentum has also low energy, a low-momentum gluon is expected
to have a large energy which diverges towards infinty for k2 → 0 (i.e. for increasingly large
distance). A simple formula which describes this behaviour has been proposed by Gribov [95],

E(k) =

√
k2 +

m4

k2 . (3.48)

It contains a mass parameter m (conventionally called the Gribov mass) which is dynamically
generated (similar to ΛQCD) from the initially scale-free theory. The energy has a minimum at
|k| = m; and for smaller momenta it increases again; at some point one has ∂E

∂k > c = 1, which
makes obvious that (3.48) does not describe a physical particle.

The fits of numerical results, either from the lattice [60] or from the Hamiltonian ap-
proach [79, 163] to (3.48) or similar forms like

E(k) = |k| + Λ2

|k| (3.49)

works reasonably well, so (3.48) or (3.49) can be used as a starting point for further calculations.
While (3.48) has been postulated in [95], its form can be derived from the Gribov-Zwanziger
Lagrangian (1.64), see also sec. 5.2.
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3.4.3 Perturbative Expansion and Dyson-Schwinger Equations

While there have been perturbative calculations in Coulomb gauge by Leibbrandt, Zwanziger,
Andrasi, Doust, Taylor and others, the situation has remained – mostly due to the problems
outlined in sections 3.1 and 3.2 – somehow unsatisfactory for many years.

The problem has been taken up by Watson and Reinhardt, who have in a couple of arti-
cles [210, 208, 209, 211, 160, 212] done a systematic investigation of one-loop perturbative two-
point functions and their Dyson-Schwinger equations. The tools employed encompass Schwinger
parameterization, differential equations for certain integrals and integration by parts.

3.4.4 Infrared Exponents in the Coulomb Gauge

Infrared exponents have been briefly discussed for covariant gauges in section 2.5, and in the
context of covariant gauges, they turn out to be a powerful tool for the analysis of propagators
and vertex functions. It won’t come as a surprise that, as so many tools developed for the
covariant formalism, the study of these exponents can be transferred to the non-covariant setup,
but becomes signifantly more cumbersome and allows less general statements.

The origin of these problems is, once again, that even in the conformal region and even in the
case of the simplest nontrivial objects of the theory there are at least two scales present, namely
(given some Euclidean momentum p) p2 and p2

4. This is true for the pure Coulomb gauge and
(though presumably in a less severe way) in the (Weyl-)Landau-Coulomb interpolating gauge.

While some ideas to define a general asymptotic expansion in several variables are outlined
in appendix C.3, they are not yet directly applicable to the current situation. Actually the
most straightforward approach is to neglect in the system of Dyson-Schwinger equations all
diagrams which have no instantaneous piece. This has been done in [12], where it has turned
out that, truncated such severely, the first-order system is incompatible with the expected 1/k4-
behaviour of D00(k). Also inclusion of straightforward vertex dressing (not taking into account
more complicated tensor structures) did not provide a remedy.

Coulomb-gauge infrared exponents are easier to handle at finite temperature: In this setup
the zeroth momentum components p0 are replaced by the Matsubara frequencies n 2πT (see
section 5.1). In the high-temperature limit the 0th Matsubara frequency is expected dominate;
thus one can factor out the scale g2T from all equations and work with only one scale p2. This
path is followed in section 5.3.

3.4.5 The Gluon Chain Model

The existence of a linearly rising color-Coulomb potential answers certain questions concerning
confinement, but as well gives rise to other puzzles:

• If, as the lattice data indicates, σC is indeed significantly larger than σW, there has to be
a mechanism which reduces the Coulomb string tension to the physical one.

• The color-Coulomb potential is radially symmetric; thus it does not describe the formation
of a string between two distant color charges. Somehow the Coulomb gluons have to be
collimated to such a string.

A possible explanation for both these effects is provided by the gluon chain model [91, 90]
in which two fundamental color charges are connected by a chain of constituent gluons which
interact via the color-Coulomb potential, but partially screen it at the same time. This model
potentially explains both the formation of a string and the reduction of the Coulomb string
tension to the Wilson value.
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3.5 Interpolating Gauges and their Limits

As discussed in [31], a whole class of interpolating gauges is given by the condition6

η ∂0A0 − ∂iAi = 0 , η ∈ [0, 1] . (3.50)

These gauges are essentially Landau-like (in particular perturbatively unique, i.e. unique up to
Gribov copies) for η > 0, but already non-covariant for η < 1. The most striking difference
is that they have two different ghost-gluon vertices which allow the definition of two running
couplings [84].

3.5.1 Tree-Level Propagators

Employing the Fadeev-Popov method for the gauge condition (3.50) the gauge-fixing and ghost
part of the Lagrangian take the form

Lgf,gh =
1

2ξ

(
∂′ · A

)2
+ ∂′c̄ ·D[A]c

with ∂′ = (η∂0, ∇). Including this in the Lagrangian, the gluon and ghost propagator for
Landau-Coulomb interpolating gauge can be easily read off (note that in [31] a different metric
has been chosen which alters some of the expressions),

D
(0)
ij (k) = −i

{
1

k2

(
δij −

ki kj

k2

)
− ki kj

k2

η2 k2
0(

ηk2
0 − k2

)2

}
,

D
(0)
0i (k) = i

η k0 ki(
ηk2

0 − k2
)2 , D

(0)
00 (k) = i

k2

(
ηk2

0 − k2
)2 , D

(0)
gh (k) = −i

1

ηk2
0 − k2 .

The fermion propagator is unaffected by the choice of gauge fixing. One notes that D
(0)
0i vanishes

for η → 0 while D
(0)
00 (k) and D

(0)
gh (k) become instantaneous. For η > 0 one has to include the

mixed propagator, but there are no problems with energy divergences.

The only tree-level vertex directly affected by the interpolation procedure is the ghost-A0

vertex which is proportional to η and thus formally vanishes in the Coulomb limit η → 0.
However, as we will see in sec. 3.5.3, certain diagrams which contain such a vertex survive in
the Coulomb limit.

3.5.2 Access to the Physical Coulomb Gauge?

Even though one is left only with the Coulomb gauge condition in the limit η → 0 (and no other
explicit condition is present), the nature of the limit is far from being obvious. Essentially there
are three main possibilities:

1. The endpoint is the physical Coulomb gauge. This implies that the limit η → 0 of the
interpolating gauge is extremely singular since the dimensionality of the gauge condition
changes discontinously.

2. The endpoint is only one Coulomb-like gauge, where ∇ · A = 0 holds, but the g(t)-
symmetry has been removed.

3. The endpoint defines no valid gauge at all.

6An extension of this interpolation process which includes also the Maximal Abelian Gauge as a particular
limit has been established in [44] and discussed further in [45].
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An Additional Constraint

While none of these possibilities can be rigorously excluded, there seems to be some evidence for
the second scenario. Integration of (3.50) over space yields (with periodic boundary conditions
or for fields vanishing sufficiently rapidly at infinity)

∫
d3x (η ∂0A0 + ∂iAi) = η

∫
d3x ∂0A0 +

∫
d3x ∂iAi

︸ ︷︷ ︸
=0 due to Gauß’ theorem

= η ∂0

∫
d3xA0 = 0 . (3.51)

For η 6= 0 one can divide this condition by η and obtains the constraint

∂0

∫
d3xA0 = 0 (3.52)

which holds for all η > 0 and thus also in the limit η → 0. This implies that the value of
the integral over A0 is constant over all time-slices, in contrast to the physical Coulomb gauge,
where the g(t)-symmetry allows to choose

∫
d3xA0 independently on each time-slice.

Existence of Stronger Constraints?

One can ask whether not only (3.52) but also the significantly stronger condition

∂
(x)
0 A0(x) = 0 (3.53)

holds for the Coulomb endpoint of the interpolating gauge. This, however, is quite unlikely,
since for η ≪ 1, large fluctuations of ∂0A0 can be compensated by small fluctuations of ∂iAi.

Consider two independent linear gauge conditions7 F [A] = 0 and G[A] = 0, where

F [A] +G[A] = 0 provides perturbatively complete gauge-fixing. (3.54)

In this case (since only rescaling is involved [31, 84]) an interpolation prescription

η F [A] +G[A] = 0, η ∈ [0, 1] (3.55)

provides complete gauge fixing as well for η > 0. We now assume that the limit η → 0+ can
enforce F [A] = 0 and G[A] = 0 individually. Certainly

G0 :=
{
A
∣∣ F [A] = G[A] = 0

}
⊂
{
A
∣∣ F [A] +G[A] = 0

}
=: G1 (3.56)

holds, and this inclusion is proper, since in general there exist configurations A which fulfill

F [A(x)] = −G[A(x)] = f(x) 6≡ 0 . (3.57)

These configurations do not only exist, but they are expected to constitute a “large” part of
G2, since among those configurations with F [A(x)] = f(x), configurations with F [A(x)] ≡ 0 are
a subset of measure zero. Thus G0 is only a “small” subset of G1, and if (3.54) holds, than a
significant number of gauge orbits has been completely removed from the path integral.

Thus, if (3.53) indeed held for the Coulomb endpoint of the interpolating gauge, this would
imply that either Landau gauge is already perturbative incomplete (for which there is no evi-
dence) or that the gauge-fixing for η → 0 is overcomplete and the endpoint does not describe a
valid gauge any more. It is also impossible to impose the lattice versions of ∇ ·A = 0 and (3.53)
at the same time [134].

7The argument indeed only holds for independent gauge conditions, not for choices like F [A] = G[A] = 1
2
∂µA

µ.
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c

∂ic̄ c

∂j c̄

cη∂0c̄

c η∂0c̄

A0

A0

Ai Aj
∼ 1

(η1/2)2
η2 1

(η1/2)2
= 1

Figure 3.3: For this graph, where all internal propagators are of the form 1
p2+η p2o

, we find (η−1/2)2

from rescaling, (η−1/2)2 from two powers of p0 and η2 from the vertices. Thus this diagram is
proportional to η0 = 1 and does not vanish for η → 0 even though it has no corresponding
counterpart in the physical Coulomb gauge.

3.5.3 Rescaling of Momenta and Further Hints at Discontinuities

Regularizing diagrams which contain A0- or ghost propagators (which are instantaneous in the
Coulomb gauge) with (3.50) gives rise to integrals of the form (in the Euclidean setup)

I :=

∫
dp4

(p2 + η p2
4) ((p + k)2 + η(p4 + k4)2)

. (3.58)

They are energy-divergent in the formal Coulomb limit η → 0. As long as we have η > 0,
however, we can rescale such an integral by p4 → p4√

η , which yields

I =
1√
η

∫
dp4

(p2 + p2
4)
(
(p + k)2 + (p4 +

√
ηk4)2

) . (3.59)

Even in the limit η → 0, the rescaled p4-integral itself poses no problem – the divergence has
been shifted to the divergent prefactor 1√

η . Thus this procedure offers an alternative way to

regularize energy divergences.
The rescaling of momenta with 1√

η is a general procedure, thus one can directly read off the

the power of η for a given diagram. (Each loop contributes η−1/2, each power of p4 as well, and
there might be explicit powers of η from mixed gluon propagators or ghost-A0 vertices.)

In order to access to the physical Coulomb gauge with the limit η → 0, one would expect
certain diagrams to vanish during the limiting process – those diagrams which are absent in the
physical Coulomb gauge (like those containing a mixed propagator D0i or a ghost-A0 vertex).
As already noted in [31] this is not the case:

The diagram depicted in 3.3 (a contribution to the self-energy of the transverse gluon) does
not vanish in the Coulomb limit η → 0 though it contains ghost-A0 vertices and is thus absent
in the physical Coulomb gauge.

Of course one cannot exclude the possibiliy of intricate cancellations between several dia-
grams which are absent for η = 0, but there is no strong argument in favor of this possibility.
It is more likely to interpret this as a further hint that the Coulomb limit of the interpolating
gauge is not the physical Coulomb gauge. This can presumably be characterized by breaking of
the g(t) symmetry by the limiting process8 and thus one finds only one particular Coulomb-like
gauge.

8This might be similar to what is known from spin models. The ↑-↓ symmetry of the Ising model is broken by
application of an external magnetic field h, and in the thermodynamic limit (i.e. for an infinitely large system)
this breaking survives the limiting process h→ 0.
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Figure 3.4: Results from [55]: The gluonic correlators Dtr(0, |p|) and D00(0, |p|) in three (left)
and four (right) dimensions. Circles indicate data for η = 1 (Landau gauge), crosses are used
for η = 1

2 , squares for η = 1
10 , triangles for η = 1

20 , stars for η = 1
100 and upside-down triangles

represent results at η = 0 (Coulomb gauge).

3.5.4 Interpolating Gauges on the Lattice

Interpolating gauges as defined by (3.50) have also been studied on the lattice [135, 55]. The
results for three and four dimensions, as illustrated in figure 3.4, confirm the picture proposed
in [84], where for λ > 0 the interpolating gauge is in some sense a deformed Landau gauge.

There is evidence for a limiting momentum scale k2
lim (depending on the interpolation pa-

rameter η) below which the gauge is essentially Landau-like, while for k2 > k2
lim one finds

Coulomb-like behaviour. This is particularly intriguing for D00, a quantity which looks radi-
cally different in Landau respectively Coulomb gauge9:

• In Landau gauge, D00(k) is contained in the full gluon propagator Dµν(k), consequently
(see sec. 1.3) it is supposed to vanish for k2 → 0.

• In Coulomb gauge, on the other hand, D00(k) does not describe the propagation of would-
be physical gluons, but instead gives a confining, essentially static potential which is
supposed to diverge for k2 → 0.

In the interpolating gauge, D00 is starting to blow up for k2 becoming smaller until k2
lim is

reached. For k2 decreasing further, D00(k) starts to approach zero (as the Landau-like behaviour
dictates – but see also [56]).

The apparent existence of an η-dependent threshold momentum, below which the behaviour
of the interpolating gauge is essentially Landau-like, vaporizes all attempts to perform an infrared
analysis (along the lines of sec. 2.5) of this interpolating gauge. In the deep infrared one will find
Landau-like behaviour for all η > 0; it remains unclear to what extent the Coulomb endpoint of
this gauge coincides with the physical Coulomb gauge.

9Note that at some instances one has statements about the dependence on k2, at other instances about the
dependence on k2 = −(k2

4 + k2). For k4 = 0 these scales agree (up to the minus sign which can easily be
absorbed). Actually it might be reasonable to check the dependence on the “interpolating” momentum scales
k′

2
= −(η2k2

4 + k2) and k′ · k = −(ηk2
4 + k2) as well.
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3.5.5 A Picture of the Interpolation Process

The interpolation prescription (3.50) can be extended to include also the Weyl gauge,

1−λ
2 ∂0A0 − 1+λ

2 ∂iAi = 0 , λ ∈ [−1, 1] , (3.60)

and doing so is actually helpful for the following discussions. For λ = −1 one has the Weyl
gauge condition, for λ = 0 the covariant and for λ = 1 the Coulomb gauge condition. Quantum
fluctuations can be handled by introducing [in terms of (1.32)] a continuous function ξ(λ) with
ξ(−1) = ξ(1) = 0 and ξ(0) = ξ0, where ξ0 is chosen according to the type of covariant gauge one
wants to access (like ξ0 = 0 for Landau and ξ0 = 1 for Feynman gauge).

For λ = 1 a one-parameter family of gauge transformations g(t) is left open, for λ = −1 it
is a three-parameter family g(x) while for λ ∈ (−1, 1) the gauge fixing is unique (up to Gribov
copies). With the words of [31], the “degree of arbitrariness” σ varies according to

σ(λ) =





3 for λ = −1

0 for − 1 < λ < 1

1 for λ = +1

(3.61)

As already discussed in some length, it is highly questionable whether the limits λ→ −1+ and
λ→ 1− indeed yield the corresponding gauge, i.e. if the limits are continuous.

We now try to find an illustrative picture of the interpolation process and give certain
conjectures about the endpoints of these interpolation: To do this, we work in the metric space
of gauges G (which is not the space A of configurations!) as introduced in sec. 1.5. Each point in
this space represents a perturbatively unique gauge (σ = 0), while hypersurfaces are incomplete
gauges with σ > 0.

On the hypersurface C of all formal Coulomb gauges (i.e. all valid gauges which fulfill (3.1), but
with g(t)-invariance removed one way or the other), the condition

〈∫
d4x (∇ · A)2

〉
= 0 (3.62)

is precisely met.10 The physical Coulomb gauge G
(phys)
C encompasses all of these gauges in the

sense that any given Coulomb-like gauge G∗
C can be partitioned in a way such that all unique

gauges contained in PG∗
C

are also contained in an appropriate partitioning of G
(phys)
C .

Assuming reasonable continuity properties (some of which can be derived from the con-
siderations in 1.5 and the fact that a distance functional d is continuous) the hypersurface C
is surrounded by a continuum of other hypersurfaces which contain gauges that are “almost”
Coulomb-like. This means they fulfill

〈∫
d4x (∇ · A)2

〉
= cC (3.63)

with cC being small (but strictly positive) close to C. The further we move away from C, the
larger values for cC we will find. Loosely speaking, these are hypersurfaces of constant, but
decreasing “Coulombness”. The same way we have a hypersurface W with

〈∫
d4x (∂0A0)

2
〉

= 0
and hypersurfaces of decreasing “Weylness” with

〈∫
d4x (∂0A0)

2

〉
= cW (3.64)

and cW ∈ R
+.

10With 〈. . .〉 we denote the correctly normalized expectation value with respect to all configurations which
belong to the relevant gauge.
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Figure 3.5: The curve γλ of Weyl-Landau-Coulomb interpolating gauge connects the Weyl gauge
WC which is most Coulomb-like and the Coulomb gauge CW which is most Weyl-like. The
Landau gauge L lies between these two gauges. For any point on the interpolation line, the
tangent hyperplanes τi of the hypersurfaces

〈∫
d4x(∇ · A)2

〉
= const and

〈∫
d4x(∂0A0)

2
〉

=
const coincide, and the tangent to γλ is a normal vector.

While the numbers cC from (3.63) and cW from (3.64) do not define a metric in the strict
sense, they still serve as a “distance measure” which allows to classify “how far a certain gauge
is away“ from Coulomb respectively Weyl gauge.

The Landau gauge strictly fulfills

∂µA
µ ≡ ∂0A0 − ∂iAi = 0 ⇐⇒ ∂0A0 = ∂iAi . (3.65)

Thus we find

c
(Landau)
W =

〈∫
d4x(∂0A0)

2

〉
=

〈∫
d4x(∂iAi)

2

〉
= c

(Landau)
C , (3.66)

i.e. the Landau gauge is located “right in the middle” between the two gauge hypersurfaces C
and W .

The interpolation process (3.60) with λ ∈ (−1, 1) defines a curve γλ in G which starts for
λ = −1+ infinitesimally close to W and comes for λ = +1− infinitesimally close to C. This is
sketched graphically in figure 3.5.

While the interpolation process inevitably leaves C (unless ∂0A0 = ∇ · A = 0 defined a
valid gauge, a possibility which has been discarded in sec. 3.5.2), condition (3.60) still constrains
(∂0A0)

2. Thus an infinitesimal interpolation step λ → λ+ ε reduces cC while it increases cW –
but in a controlled, possibly even minimal way:
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Conjecture 3.5.1: An infinitesimal interpolation step λ → λ + ε in (3.60) selects among all

paths which reduce c
(0)
C to c

(ε)
C < c

(0)
C the one which minimizes the increase of cW .

According to this conjecture, γλ intersects both the hypersurfaces of constant “Weylness”
and those of constant “Coulombness” orthogonally. Thus γλ can be regarded as a geodesic in G,
which connects the hypersurfaces W and C in the shortest possible way. The gauges obtained
for λ→ −1+ and λ→ 1− are thus expected to lie on W respectively on C, but as close to each
other as possible.11

Conjecture 3.5.2: The endpoint λ→ +1− of the Weyl-Landau-Coulomb interpolating gauge,
denoted by CW , is the one gauge which, among all gauges fulfilling the Coulomb gauge condition
∇ · A = 0, minimizes the functional

〈∫
d4x(∂0A0)

2
〉
.

Analogously we conjecture that for λ → −1+, the endpoint WC of the Landau-Weyl inter-
polating gauge is the gauge that, while strictly fulfilling the Weyl gauge condition ∂0A0 = 0,
minimizes the functional

〈∫
d4x(∇ · A)2

〉
as compared to all other types of Weyl gauge.12

Loosely speaking: According to this conjecture, the Coulomb endpoint of the interpolating
gauge (3.60) is the one formal Coulomb gauge which is most “Weyl-like” – and vice versa.

If these considerations turn out to be correct, the Landau gauge, obtained for λ = 0, is
located not only half way between C and W , but also on γλ half way between CW and WC .

The considerations so far are based on the distance measures (3.63) and (3.64). All results
should also translate to the original distance defined in sec. 1.5, therefore we propose that also
the following statement holds:

Conjecture 3.5.3: The endpoints λ→ ±1∓ of the Weyl-Landau-Coulomb interpolating gauge
are those gauges GC ∈ C and GW ∈ W which minimize d(GC , GW ), when employing the
distance d from (1.98),

d(CW , WC) ≤ d(GC , GW ) for all GC ∈ C and GW ∈W . (3.67)

11Note that we still have to assume that the gauges λ → ±1∓ exist. If G was a complete metric space (which
remains to be proven) the existence of the endpoint gauges could be established the following way:

1. Define a sequence of gauges by the choice λ = −1 + 1
n

respectively λ = 1 − 1
n
, n ∈ N.

2. Show that this is a Cauchy sequence.

3. Since in a complete space each Cauchy sequence converges, also the limit element belongs to G and thus is
a valid gauge.

While the steps 1 and 3 are straighforward, we expect enormous difficulties to be associated with step 2, the proof
of the Cauchy property.

12We note that γλ can be built up from infinitesimal parameter shifts and the increase of (3.64) is supposedly
minimal for each such shift. Thus locally conjecture 3.5.2 is an immediate corollary of conjecture 3.5.1. Globally,
however, one cannot a priori exclude the possibility that such a steepest descent-like procedure does not yield an
optimal result.
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×

×
σ = 1 σ = 1

2 σ = 1
4

Figure 3.6: An illustration of the “retraction” process of random time-dependent gauge trans-
formations to the north pole (= the position of the identity) for σ → 0

3.5.6 Proposal of a New Type of Interpolating Gauge

As discussed in some length, the interpolation prescription (3.50) is expected to remove the
remnant symmetry in the Coulomb limit (by implicitly imposing an additional constraint);
therefore it is probably at best discontinuously connected to the physical Coulomb gauge.

Taking into account the importance of the remnant symmetry it would be desirable to have a
procedure at hand which gradually removes the remnant symmetry in an essentially continuous
way. Here we sketch a possible path how such a procedure could be implemented on the lattice:

1. Generate (typically via importance-sampling Monte-Carlo simulations) an ensemble of
independent gauge configurations; gauge-fix each one to the configuration which satisfies
(the lattice version of) ∇ · A = 0 and fulfills a further condition which removes remnant
symmetry (e.g. minimizes the lattice version of

∫
d4x(∂0A0(x))

2). In the following we
denote these configurations by {UC

i,min}i=1,...,Nconf
.

2. Generate a set of random time-dependent gauge transformations

{
g(t)ji

}
=
{
eiθa,ji (t)λ

a

2

}j=1,...,Nrem

i=1,...,Nconf

, (3.68)

characterized by time dependent parameters θa,ji (t), a = 1, . . . , N2
C−1. These configuration

should be “small”, i.e. continuously connected to unity (in contrast to “large” gauge
transformations which play an important role in the discussion of instantons).

3. Choose a gauge-variant quantity X[U ] (e.g. a particular Green function). Introduce a
parameter σ, set σ = 1 and choose a fixed q ∈ (0, 1). Repeat the following process Ninterp

times:

• Produce configurations U j,Ci, σ = eiσθa,ji (t)λ
a

2 UC
i,min (i = 1, . . . , Nconf ; j = 1, . . . , Nrem).

• Evaluate 〈X[U ]〉σ with the ensemble of all these Nconf ·Nrem configurations.

• Scale down σ by σ → q σ.

4. Check whether 〈X[U ]〉σ depends on σ and whether the extrapolation σ → 0 coincides with
the results for 〈X[U ]〉 when taking the expectation value w.r.t. {UC

i,min}i=1,...,Nconf
.

In case of G = SU(2) a geometric interpretation of this procedure is relatively straightforward.
Geometrically SU(2) is equivalent to a three-sphere. Without loss of generality we can place
the identity element 11 at the north pole and (−11) at the south pole. Starting from a minimal
configuration UC

i0,min all links between two distinct time-slices are multiplied by the same random
group elements. For σ = 1 these elements are randomly distributed over the whole sphere, while
for σ → 0 they are contracted towards the north pole. The process is illustrated in figure 3.6.



Chapter 4

The Coulomb-Gauge Gap Equation

We now turn to our main source of information about the quark sector of Coulomb gauge
QCD, the Dyson-Schwinger equation for the (inverse) quark propagator. Since this equation
determines the dynamically generated mass (i.e. the mass gap between physical objects and the
vacuum), it is often called a gap equation.

4.1 Gap Equation and Propagators

The (unrenormalized) quark gap equation reads

iS−1(p) = γµpµ −m+ ig2CF

∫

R4

d4q

(2π)4
γνS(q)Γµ(q, p)Dµν(k) (4.1)

where we have set k = p − q. It is schematically illustrated in figure 4.1 and involves the fully
dressed quark propagator (appearing on the right-hand side of the equation as well) S, the fully
dressed gluon propagator Dµν , a bare quark gluon vertex γν and a dressed vertex Γµ.

4.1.1 Structure of the Quark Propagator

In covariant gauges, the quark propagator has two independent Dirac tensor structures. As well
known, the inverse bare propagator is given by

iS−1
0 (p) = 6p−m+ iε . (4.2)

The full (dressed) propagator can be described in similar way, if one introduces two scalar
functions A(p2) and B(p2), which describe the “vector” and the “scalar” part of the propagator.

iS−1(p) = 6pA(p2) −B(p2) + iε . (4.3)

In the non-covariant case, unfortunately, the description gets more involved. As discussed in
appendix B, in Coulomb gauge (and other situations which explicitely separate time from space)
the number of independent scalar structures increases to four.

In our case, we set

iS−1 = γ0p0A−B − γipiC + γ0p0γ
ipiD + iε (4.4)

where A = A(p2, p2
0) and analogously for the scalar functions B, C and D.1 The contraction of

γ0 with p0 and the fact that the scalar coefficients may depend only on the square of p0 ensures

1The component D does not appear in a straightforward decomposition of the covariant expression. It vanishes
at tree level and thus does not introduce perturbative divergences (see for example dicussion in [168], p.42f). For
these reasons it is often neglected
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−1 −1

Figure 4.1: Diagrammatic representation of the quark gap equation

that time reversal invariance is respected. From (4.4) we obtain2

S(p) = i
γ0p0A+B − γipiC + γ0p0γ

ipiD

p2
0A

2 −B2 − p2C2 + p2 p2
0D

2
. (4.5)

A Wick rotation p0 → −ip4 gives p2
0 → −p2

4 and thus

SE(p) = i
γ4p4A+B − γipiC − γ4p4γ

ipiD

p2
4A

2 +B2 + p2C2 + p2 p2
4D

2
. (4.6)

For convenience we introduce the abbreviation

dquad,E := p2
4A

2 +B2 + p2C2 + p2 p2
4D

2 (4.7)

for the quadratic form that appears as denomiator in Euclidean formulation.

4.1.2 Parameterization of the Gluon Propagator

Due to non-covariance, in the expression γµDµνΓ
ν the spatial and the temporal components

have to be disentangled. This implies that the gluon propagator components D00 and Dij can
(and, as already discussed in chapter 3 do) have a different form.

The Mixed Gluon Propagator – Di0 and D0j

Formally such a decomposition also includes the mixed propagator Di0 (and D0j , which because
of gluon exchange symmetry has to have the same structure). Due to rotational and time reversal
invariance Di0(k) has to be proportional3 to both to k0 and ki.

Di0(k) = D0i(k) = VM (k2, k2
0) k0 ki . (4.8)

Since the transversality condition kiAi = 0 is imposed in Coulomb gauge4 one also has for the
propagator

kiDi0(k) = ki 〈AiA0〉 = 〈kiAiA0〉 = 〈0〉 = 0 . (4.9)

Combining this with (4.8), one obtains

k2 k0 VM (k2, k2
0) = 0 , (4.10)

which immediately shows that VM (k2, k2
0) ≡ 0 for k 6= 0 and k0 6= 0. While, as discussed in

appendix A.4, this equation has a nontrivial distributional solution, the physical relevance of
this formally possible solution is highly questionable and thus we set Di0 = D0j = 0 in the
following. Accordingly, the relevant parts of the gluon propagator are D00(k) and Dij(k).

2The causal prescription +iε is from now on implicitely understood. Also note that from 6 p 6 p = p2 it follows
in Minkowski space that 6p 6p ≡ γiγjpipj = −p2.

3Note that k is the only vector available for construction of all terms, and both indices of Di0 have to taken
by objects with the correct transformation properties, so the proportionality to ki k0 immediately follows.

4This is true also in the more formal treatment (briefly mentioned in subsection 1.2.1) which makes use of the
Nakanishi-Lautrup field b. Since b has no “real” dynamics (there is no kinetic term and no propagator) it can
be integrated out for any correlator not explicitely containing it. This imposes the transversality condition on
spatial gluons Ai
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The Coulomb Gluons – D00

As discussed already in chapter 3, D00 contains an instantaneous part which is believed to be
dominant in the infrared as well as a possible non-instantaneous part. Since (to the knowledge
of the present author) no information on the non-instantaneous part is available and since it is
believed to be subdominant anyhow, we choose to neglect it in the following.

For the instantaneous part, we eliminate the renormalization-flow invariant coupling g in
favor of the running coupling α,

D00(k
2, k2

0) =
i

g2
4π VC(k2) with VC(k2) =

α(k2)

k2 (4.11)

The form of α is known in two limits:

• Far in the ultraviolet, k2 ≫ Λ2
QCD, one has to find

α(k2) ≃ 12π

(11Nc − 2Nf ) ln k2

Λ2
QCD

i.e. lim
k2→∞

ln

(
k2

Λ2
QCD

)
α(k2) =

12π

11Nc − 2Nf
(4.12)

in order to recover the results of perturbation theory.

• In the deep infrared, k2 ≪ Λ2
QCD, one has

α(k2) ≃ 2σC

k2 i.e. lim
k2→0

k2 α(k2) = 2σC (4.13)

with the Coulomb string tension σC , which can be obtained from lattice calculations.

A potential which interpolates between these asymptotic forms has been given by Richard-
son [166],

α(k2) =
12π

(11Nc − 2Nf ) ln
(
1 + k2

Λ2

) . (4.14)

For k2 ≫ Λ one can neglect the term 1 within the logarithm and recover (4.12) with Λ = ΛQCD,
while for k2 ≪ Λ2

QCD one can expand the logarithm, which gives

α(k2) ≃ 12π Λ2

(11Nc − 2Nf )k2 . (4.15)

In order to recover (4.13), one has to choose

Λ2 =
11Nc − 2Nf

6π
σC

Nc = 3
Nf = 3

↓
=

9

2π
σC . (4.16)

The advantage of this approach is that since only one physical scale enters the calculation,
the influence of this scales is easy to check. The disadvantage of this approach is that only one
physical scale enters the calculation, and that for current lattice values of the string tension [145,
203],

σc = 0.300 ÷ 0.550 GeV2 (4.17)

one finds ΛQCD = 0.650 ÷ 0.890 GeV, which is an extremely large value compared to what is
typically given in the literature, ΛQCD = 0.150 ÷ 0.300 GeV, [40, 72]. It is unclear whether
gauge and renormalization ambiguities can make up for that difference.
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The Transverse Gluons – Dij

The transverse gluon propagator Dij has to contain a transverse projector, so the most general
parameterization has the form

Dij =
i

g2
VT (k2, k2

0)

(
δij −

ki kj

k2

)
(4.18)

with a function VT . Along the lines of [121, 124] we choose

VT (k2, k2
0) =

Z(k2, k2
0)

k2
0 − ω2

g(k
2)

(4.19)

ω2
g(k

2) =

(
|k| + Λ2

|k|

)2

= k2 + 2Λ2 +
Λ4

k2 (4.20)

with a scale Λ which is chosen equal to ΛQCD and a dressing function Z. Since in the gap
equation the dressing of Dij cannot be disentangled from the dressing of the vertex Γj we set
Z(k2, k2

0) ≡ 1 for now; other choices are discussed in sec. 4.3.3. For Z = 1 the ansatz (4.20) has
the following features

1. For k2 ≫ Λ2 one can neglect Λ2

|k| compared to |k|. Thus one recovers ωg ∼ |k| as by
perturbation theory in the regime of small coupling, i.e. large momenta.

2. For k2 ≪ Λ2 the Λ2

|k| term is dominant and for k → 0 the gluon energy (which is up to a

constant factor equal to 1
ωg

) diverges. As dicussed in subsection 1.3 this can be interpreted
as a manifestation of gluon confinement.

3. Also in the intermediate momentum regime, this ansatz is in good agreement both with
lattice results [60] and with results from Hamiltonian calculations [78, 79].

4.1.3 The Resulting Gap Equation

With the harsh truncation Γµ(q, p) → γµ and by plugging the parameterizations (4.4), (4.11)
and (4.18) into (4.1) one can obtain a set of scalar equations by projecting on single propagator
tensor components. After working out everything in Minkowski space, one can hope to safely
Wick-rotate all integrals to Euclidean space.

For realistic choices of (4.11) and (4.18) the integrals appearing in the gap equation are UV-
divergent and thus have to be renormalized. On finds (see [124] and also appendix A.3) the
renormalized gap equation

iS−1(p) = Z(µ)γ
µpµ − Zmm+ ig2CF

∫

R4

d4q

(2π)4
γνS(q)Γµ(q, p)Dµν(k) . (4.21)

In Coulomb gauge the renormalization constant Z0 can be different from Zi (which is equal for
i = 1, 2, 3). In practical calculations, renormalization is performed by momentum subtraction:
One considers the subtracted quantities A(p2, p2

4)−A(µ2, µ2
4) for a renormalization point (µ, µ4)

far in the ultraviolet. This subtraction reduces the renormalization constants to their tree-level
expressions,

Z(0) = 1, Z(i) = 1, mZm = m0 . (4.22)
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4.1.4 Applications of the Quark Propagator: the Mass Function

Any solution for the functions A, B, C, D can be employed (together with an appropriate
ansatz for the quark-quark scattering kernel) in a Bethe-Salpeter equation (relativistic two-
particle bound-state equation, see sec. 4.4) in order to obtain information about mesons. A
more ambitious (and significantly more difficult) way to use the propagator is within a Faddeev
equation (the corresponding three-body equation) to study baryons.

However, one often wants to make quick statements about (pseudo)physical numbers without
invoking a bound-state equation. Therefore, one usually introduces a mass function M(p2, p2

0),
which can be interpreted as the momentum-dependent mass of a “constituent quark”.

The idea behind the definition of this function is that (4.3) can be rewritten as

iS−1(p) = A(p2)

(
6p− B(p2)

A(p2)

)
+ iε . (4.23)

This reveals that for the dressed propagator the quantity B
A plays a role similar to the mass m

in the bare propagator (4.2) and thus on can set M(p2) := B(p2)
A(p2)

and hope that this quantity

describes bare plus dynamically generated mass.

In the non-covariant formalism such considerations are less straightforward, one has to ex-
amine the poles of the p0-integrated propagator S. The position of the poles can be set in
correspondence with a constituent quark mass. From (4.5) we obtain5

S(p) = −i

∫ ∞

−∞

γ0p0A+B − γipiC + γ0p0γ
ipiD

(A2 + p2D2)p2
0 −B2 − p2C2

dp0

sym
= −i

∫ ∞

−∞

B − γipiC

A2 + p2D2
· dp0

p2
0 − B2+p2C2

A2+p2D2

. (4.24)

To proceed further with this expression we have to make some assumptions about the p2
0-

dependence of the coefficient functions A, B, C and D. According to the argument given
in section 3.2 one expects such functions to be p0-independent in the strict Coulomb gauge – an
expectation largely confirmed by the numerical results presented in section 4.3.

Assuming such p0-independence, the integral can be done analytically,

S(p) = −i
B − γipiC

A2 + p2D2

∫ ∞

−∞

dp0(
p0 −

√
B2+p2C2

A2+p2D2

)(
p0 +

√
B2+p2C2

A2+p2D2

) (4.25)

causal prescr.
= −i

B − γipiC

A2 + p2D2
lim
ε→0

∫ ∞

−∞

dp0(
p0 −

√
B2+p2C2

A2+p2D2 + iε
)(

p0 +
√

B2+p2C2

A2+p2D2 − iε
)

We now set κ :=
√

B2+p2C2

A2+p2D2 and f(p0) :=
1

(p0 − κ+ iε)(p0 + κ− iε)
. Residue calculus yields

Iε :=

∫ ∞

−∞

dp0

(p0 − (κ− iε)) (p0 − (−κ+ iε))
= 2πi {Res(f,−κ+ iε) − Res(f, κ− iε)}

= 2πi

{
1

p0 − κ+ iε

∣∣∣∣
p0→−κ+iε

− 1

p0 + κ− iε

∣∣∣∣
p0→κ−iε

}
= πi

{
1

−κ+ iε
− 1

κ− iε

}

= − πi

2(κ− iε)
−→
ε→0

−πi

2

1

κ
= −πi

2

√
A2 + p2D2

B2 + p2C2
(4.26)

5Note that the coefficients depend on p2
0, i.e. only on even combinations of p0. Thus one can immediately

apply some symmetry arguments to get rid of antisymmetric parts of such an expression.
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This yields

S(p) = −π
2

B − γipiC√
A2 + p2D2

√
B2 + p2C2

, (4.27)

which suggests that either B
C or A

D might be regarded as the mass of such a constituent quark.
Since A

D is not defined at tree-level and D might even vanish identically we define the mass
function (for the Wick-rotated system) as

M(p2, p2
4) :=

B(p2, p2
4)

C(p2, p2
4)
. (4.28)

It turns out that with the form (4.11) for D00 both B and C are divergent quantities which have
to be regularized in order to obtain sensible results. Such a regularization can be achieved for
example by the substitution

k2 → k2 + µ2
IR (4.29)

with µ2
IR > 0. While both B and C diverge for µIR → 0, the ratio M = B/C remains well-

defined. We now attempt to separate B and C into a divergent (for µIR → 0) and a regular
part [5],

B = Bdiv +Breg, C = Cdiv + Creg . (4.30)

Obviously this is ambiguous in general, since any µIR-finite quantity can be freely shifted be-
tween the divergent and the regular part. Such a separation is only possible with additional
assumptions about analyticity properties. We now assume that B, C and the mass M can be
expanded in the form

B =
B(−1)

µIR
+B(0) +B(1) µIR + O(µ2

IR) (4.31)

C =
C(−1)

µIR
+ C(0) + C(1) µIR + O(µ2

IR) (4.32)

M = M (0) +M (1) µIR + O(µ2
IR) . (4.33)

Then we have

M (0) = lim
µIR→0

B

C
=
B(−1)

C(−1)
, i.e. B(−1) = M (0) C(−1) . (4.34)

So on the one hand, the ratio of the divergent parts determines the mass and the regular parts
seem to drop out completely. On the other hand, using this result, we find

M (0) +M (1) µIR + O(µ2
IR) =

M (0) C(−1)

µIR
+B(0) +B(1) µIR + O(µ2

IR)

C(−1)

µIR
+ C(0) + C(1) µIR + O(µ2

IR)
. (4.35)

Rearrangement yields (note that from multiplication with µ−1
IR we lose one order of µIR which

we can keep track of)

������
M (0) C(−1)

µIR
+M (0)C(0) +M (1)C(−1) + O(µIR) =

������
M (0) C(−1)

µIR
+B(0) + O(µIR) , (4.36)

i.e. for µIR → 0 we find

M (0) =
B(0)

C(0)
− M (1)C(−1)

C(0)
. (4.37)

So the regular parts are closely related to the mass as well, and if M (1) was to vanish, the mass
could expressed solely in terms of the regular parts.
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4.2 The Quark-Gluon Vertex

4.2.1 Naive Decomposition

The considerations in appendix B show that the quark-gluon vertex in Coulomb gauge formally
has 32 components. One expects the Slavnov-Taylor identities to fix the longitudinal compo-
nents, so making use these identities will reduce the number of independent components.

Unfortunately already for covariant gauges the Slavnov-Taylor identities are too complicated
to be directly incorporated and the issue further complicated in the non-covariant formalism.
Therefore, at this point, we only employ the most naive basis (which is most transparent, but
not well-suited for exploiting Ward-like identities). In this basis the full tensor structure of the
quark-gluon vertex is given by

Γa0(p, q) = ta
(
ΓA0a 11 + ΓS0b γ

0 + ΓA0c (6p− 6q) + ΓA0d (6p+ 6q) + ΓS0e (6p− 6q) γ0

+ ΓS0f (6p+ 6q) γ0 + ΓA0g [6p, 6q] + ΓS0h [6p, 6q] γ0
)

(4.38)

for the 0-component of the vertex and

Γai (p, q) = ta
{(

ΓS1a 11 + ΓA1b γ
0 + ΓS1c (6p− 6q) + ΓS1d (6p+ 6q) + ΓA1e (6p− 6q) γ0

+ ΓA1f (6p+ 6q) γ0 + ΓS1g [6p, 6q] + ΓA1h [6p, 6q] γ0
)
γi

+
(
ΓS2a 11 + ΓA2b γ

0 + ΓS2c (6p− 6q) + ΓS2d (6p+ 6q) + ΓA2e (6p− 6q) γ0

+ ΓA2f (6p+ 6q) γ0 + ΓS2g [6p, 6q] + ΓA2h [6p, 6q] γ0
)
pi

+
(
ΓS3a 11 + ΓA3b γ

0 + ΓS3c (6p− 6q) + ΓS3d (6p+ 6q) + ΓA3e (6p− 6q) γ0

+ ΓA3f (6p+ 6q) γ0 + ΓS3g [6p, 6q] + ΓA3h [6p, 6q] γ0
)
qi (4.39)

for the spatial part.
As discussed in section B.3, time reversal invariance gives an additional contraint concerning

symmetry properties of the coefficient functions. More precisely, all functions with superscript S
must be symmetric in the combined time components of momenta p and q, those with superscript
A antisymmetric. A decomposition of the gap equation, employing the naive decomposition of
the vertex and heavily using the computer algebra system FORM [199], is given in section A.5.

4.2.2 The Ball-Chiu and the Curtis-Pennington Vertex

For QED in the linear covariant gauge, Ball and Chiu [25, 26] have given a basis for the tensor
decomposition of the fermion-photon vertex. In principle one has to deal with twelve spinor
components, but four of them (the so-called “longitudinal part”) are determined by the corre-
sponding Ward-Takashi identity. Using this basis (which is particluarly well-suited for one-loop
perturbative calculations) Curtis and Pennington [62] have constructed a vertex which respects
multiplicative renormalizability and which is widely used in the covariant case.

In spite of some effort invested there, the translation to the non-covariant case, in particular
the Coulomb gauge (where renormalizability is an unsettled issue), did not yield satisfying
results. Apart from various conceptual problems, the resulting expressions turned out to be too
involved to be useful for the numerical calculations performed in sec. 4.3.
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4.2.3 Restrictions from Ward Identities

The quark-gluon vertex is restricted by the its Slavnov-Taylor identity which contains the quark-
ghost scattering kernel [140] and is considered as too complicated to be put to practical use.

So we we modestly try to obtain some information from the Abelian Ward-Takahashi identity

(pµ − qµ)Γ
µ = S−1(p) − S−1(q) , (4.40)

which is assumed to hold approximately also in the non-Abelian case. Employing the parame-
terization (4.4) for the quark propagator S and denoting the gluon momentum by k = p− q, we
obtain

kµΓ
µ ≡ k0Γ

0 + kiΓ
i = −i

{
γ0 (p0A(p) − q0A(q)) − (B(p) −B(q))

− γj (pjC(p) − qjC(q)) + γ0γj (p0pjD(p) − q0qjD(q))
}

(4.41)

We are in particular interested in the case when p ≈ q i.e. when the gluon momentum is small
compared to all other scales. In this case we can set q = p − k and neglect in the following all
terms of second or higher order in k. Moreover we can expect that for small k0 and ki we can
(assuming suffient regularity properties) reliably use the linear approximation

A(q20 , q2) ≈ A(p2
0, p2) +Ap20

(
(p0 − k0)

2 − p2
0

)
+Ap2

(
(p − k)2 − p2

)

= A(p2
0, p2) +Ap20

(
��p

2
0 − 2p0k0 + ��SSk

2
0 −��p

2
0

)
+Ap2

(
��p

2 − 2p · k +��@@k
2 −��p

2
)

= A(p2
0, p2) − 2

(
Ap20 p0k0 +Ap2 (p · k)

)
=: A(p2

0, p2) − 2 dA (4.42)

where we have used the abbreviations

Ap20 :=
∂A(x1, x2)

∂x1

∣∣∣∣
(x1,x2)=(p20,p

2)

(4.43)

Ap2 :=
∂A(x1, x2)

∂x2

∣∣∣∣
(x1,x2)=(p20,p

2)

. (4.44)

The same is done for the functions B, C and D and we obtain

kµΓ
µ ≈ −i

{
γ0 (2p0 dA+ k0A(p) −����XXXX2k0 dA ) − 2 dB − γj (2pj dC + kj C(p) −����XXXX2ki dC)

+ γ0γj (2p0pj dD + p0kj D(p) −�����XXXXX2p0kj dD + pik0D(p) −�����XXXXX2pik0 dD)
}

= −i
{
k0

[
2γ0p2

0Ap20 + γ0A(p) − 2p0Bp20 − 2 6pp0 Cp20 + 2γ0p2
0 6pDp20

]

+ ki

[
2γ0p2

0Ap2 − 2piBp2 − 2 6ppiCp2 − γiC(p) + 2γ0p0 6ppiDp2 + γ0p0γ
iD(p)

]}

(also)
= −i

(
k0 iΓ0 + ki iΓ

i
)
, (4.45)

where we have neglected all terms of O(k2). (Note that dA(p) defined in (4.42) is O(k) and the
same is of course true for dB(p), dC(p) and dD(p).) So we find for small k

iΓ0 ≈ γ0A(p) + 2γ0p2
0Ap20 − 2p0Bp20 − 2 6pp0 Cp20 + 2γ0p2

0 6pDp20
, (4.46)

iΓi ≈ −γiC(p) + γ0p0γ
iD(p) + 2γ0p2

0Ap2 − 2piBp2 − 2 6ppiCp2 + 2γ0p0 6ppiDp2 . (4.47)

In the crudest approximation we can neglect all the derivatives Ap20 , Ap2, Bp20 , . . . . Doing so,
we find

Γ0 ∼ γ0A(p) , Γi ∼ γi(C(p) − γ0p0D(p)) . (4.48)
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As described in sec. 4.3, for a bare-vertex truncation we find an infrared-finite function A,
which is close to one. While the calculations including D are not stable, there are indications
that this component is small or vanishes altogether, while the coefficient C diverges ∼ 1

µIR
. From

this simple analysis we could conclude that Γ0 may stay almost bare in a more advanced vertex
ansatz, while the spatial part Γi has to be endowed with an infrared-divergent part.

While inclusion of the derivatives does not seriously affect the result for Γi, matters are more
subtle for Γ0, where one encounters the derivatives of the infrared divergent functions B and C.
The vertex thus can only stay finite if

Bp20+ 6pCp20 ≤ O(µ0
IR) = O(1) , (4.49)

One possibility for this is that Bp20 and Cp20 both vanish. If they don’t, one can neglect terms

O(1) as compared to the infrared-divergent functions and obtains

Bp20 ≈ −/pCp20
(square)
=⇒ Bp20 ≈ p2Cp20 . (4.50)

This relation can be checked for numerical solutions of the system, and a violation for p ≈ q
would indicate inconsistencies with a IR-finite vertex Γ0.

4.2.4 Perturbative Investigation of the Vertex

At one-loop order, there are contributions to the vertex from the diagrams

“Abelian” = and “Non-Abelian” = (4.51)

The first of these diagrams is present also in the Abelian context, while the other one is
genuinely non-Abelian. Most perturbative investigations focus on the Abelian diagram, but the
non-Abelian one is enhanced by a factor of N2

C [141].

As outlined in sec. C.1.2, all integrals that appear in these two diagrams can be derived from
two “master integrals”, which, in principle, could be evaluated with the means of NDIM. The
practical calculation, however, is extremely involved and has not been accomplished so far.

4.2.5 Other Forms for the Quark-Gluon Vertex

The Slavnov-Taylor identity for the quark-gluon vertex in Landau gauge is given by [140]

G−1(k2)ikµΓµ(q, k) = S−1(p)H(q, p) −H(q, p)S−1(q) , (4.52)

with G(k2) denoting the ghost dressing function and H(q, p) denoting the ghost-quark scattering
kernel. In [81], an approximate solution has been given in the form

Γν(q, k) = V abel
ν (p, q, k)W¬abel(p2, q2, k2) (4.53)

where V abel
ν carries the tensor structure and is chosen as a Ball-Chiu or Curtis-Pennington

vertex. The function W¬abel is introduced in order to ensure that (i) the quark mass function
(p2) is independent of the renormalization point and (ii) the anomalous dimension of the mass
function known from perturbation theory is recovered in the UV-limit.
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Figure 4.2: Two diagrams contributing to the mass of the η′ meson.

4.2.6 Considerations on an Infrared-divergent Vertex Γi

As it has been shown in [7], in Laudau gauge the quark-gluon vertex has infrared-divergent com-
ponents. This is not surprising, since the Landau-gauge gluon propagator is infrared vanishing
and the ghosts – responsible for confinement in the Yang-Mills sector – do not directly interact
with quarks. Thus another element has to carry the necessary infrared divergence which should
lead to the expected vanishing of the quark propagator in the infrared.

Due to the similarities of 3-dimensional Landau and 4-dimensional Coulomb gauge, it does
not seem unreasonable to expect also the spatial part of the Coulomb-gauge vertex, Γi, to be in-
frared divergent. On the other hand, since the Coulomb gluons already provide (over)confinement,
such a divergence is not necessary to explain quark confinement. One-gluon exchange is sufficient
for that.

In the following we summarize and discuss several arguments in regarding possible infrared
divergent structures contained in the quark-gluon vertex.

• The Hamiltonian Formalism: In the Hamiltonian formalism, discussed in sec. 3.3, the
quark-gluon vertex enters at certain off-diagonal elements of the Hamiltonian6,

|q〉 |qA〉 |qq̄〉 |qq̄A〉 . . .

〈q| Hq ∗ . . .
〈qA| ∗ HqA . . .
〈qq̄| Hqq ∗ . . .

〈qq̄A| ∗ HqqA . . . ,
...

...
...

...
...

. . .

(4.54)

here marked with an asterik ∗. A uniformly infrared-divergent vertex would break diagonal
dominance of the operator which would be rather unexpected.

• Meson Equations: In the quark gap equation (4.1) one encounters a combination of a
bare spatial quark-gluon vertex, a (presumably ∼ k2 infrared-supressed) transverse gluon
propagator and a dressed spatial quark-gluon vertex. To trigger chiral symmetry breaking
and yield an effect comparabe to that of the Coulomb gluons, Γi would have to carry a
divergence of order k−6.

On the other hand, in meson diagrams as depicted in figure 4.2.6, one finds a combination
of one transverse gluon propagator and two dressed quark-gluon vertices. Here a vertex
Γi ∼ k−6γi would yield an interaction diverging like k−10, which is hard to accomody with
the framework of relativistic quantum field theory.

6The author is grateful to Felipe Llanes-Estrada for bringing that fact to his attention.
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= + . . . −

Figure 4.3: Part of the skeleton expansion of the vertex DSE in Landau gauge (all internal
propagators are dressed)

= + . . . − +

Figure 4.4: Part of the skeleton expansion of the vertex DSE in Coulomb gauge (all internal
propagators are dressed)

• Origin of the Divergence: The infrared divergence of the Landau-gauge quark-gluon
vertex is closely connected to the diagram depicted in figure 4.2.6, which is obtained in a
skeleton expansion of the vertex Dyson-Schwinger equation.

In Coulomb gauge, a corresponding skeleton expansion contains additional terms, in par-
ticular those explicitely displayed in figure 4.2.6. The two diagrams are expected to (at
least to some extent) cancel each other, thus (at least partially) removing the source of
infrared divergence present in Landau gauge.

Consequently, while there might be infrared divergences in the Coulomb gauge quark-gluon
vertex, one should not expect that they are of the same type as those found in Landau
gauge.

• Consistency of the Skeleton Expansion: In Coulomb gauge the vertex DSE contains
a qq̄A0A0 four point function. A skeleton expansion of this function is given by

= + + . . . (4.55)

(all internal propagators being dressed). In order for the skeleton expansion to make sense,
the second term should not be more infrared singular than the first one.

Thus the combined effect of

– introduction of one additional D00-propagator,

– replacement of a Γ0 vertex by the combination ΓiDijΓ
(3g)
j00 , performed twice

– and one additional momentum integration

should not be an increase the power of infrared divergence. This is hard to accomplish
with a strongly infrared divergent Γi-vertex.
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4.3 Truncation Schemes and Numerical Results

Having obtained the general form of the quark gap equation in extended rainbow truncation,
we now turn to a discussion of the numerical solution of this equation.

4.3.1 The Instantaneous Approximation

The Coulomb gap equation with an infrared-divergent kernel has first been studied numerically
in the pioneering work of [1] and [6]. At that time the only way to have a chance of solve this
equation was to employ severe truncations. So not the standard rainbow truncation (Γi → γi,
Γ0 → γ0) was employed, but more drastically, the influence of the transverse gluon propagator
has been neglected completely by setting γi → 0.

In this case D drops out and one obtains A(p2, p2
0) ≡ 1. When employing a purely instanta-

neous ansatz for D00 one can show that B and C do not depend on p0. Thus the p0 integration
in the integral equations can be done analytically and one is left with two coupled integral
equations for two functions of only one variable p2.

Later the solution of the instantaneous approximation has also been used as an input in
the Bethe-Salpeter equation (see sec. 4.4) for studies of meson properties [11]. While being
quantitatively far off, this approach nevertheless yields a couple of interesting results: The
Gell-Mann–Oakes–Renner relation Mπ ∝ m2

quark is nicely fulfilled, the mass of the unphysical
diquarks diverges if the infrared cutoff is removed, while meson masses, but also diquark radii
remain finite. The latter result can be invoked as a justification for quark-diquark ansätze to
describe baryons [75].

4.3.2 Inclusion of Transverse Gluons and Retardation

Previous Work The treatment of the Coulomb gauge gap equation has been extended to
include transverse gluons and possible retardation effects [121] (neglecting the component D of
the quark propagator).

The numerical procedure has been significantly improved in [124]: The integral equations
were solved by iteration, employing the ε-algorithm to accelerate convergence; the momentum
integrals were performed by iterated adaptive Gauß-Kronrod integration,

The initial hope of the project was to obtain quantitatively reasonable results, in particular
a “constituent quark mass”7 mCQ ≈ 350MeV as opposed to mCQ ≈ 100MeV obtained in the
instantaneous approximation with a bare-vertex truncation.

This has not been achieved: The inclusion of transverse gluons, employing a bare vertex γit
a

as an approximation to Γai , and the explicit treatment of possible retardation effects (A(p2) →
A(p2, p2

0) etc.) did not significantly change the picture. In particular the value of the mass
function stayed almost the same; the p2

0-dependency was small (for A) or essentially absent (for
B and C).

New Results On second thought, the results found in [121, 124] are not particular surprising.
In the deep infrared the transverse gluons vanish ∼ µ2

IR, while the Coulomb gluons diverge
∼ µ−4

IR .

So in the (numerically performed) limit µIR → 0 the effect of the transverse gluons is expected
to vanish, while the instantaneous part of D00 (which is of course p2

0-independent) completey
dominates the system. Depending on the point of view, the p2

0-independence of the propagator
components can either be regarded as very deep (a direct manifestation of the remnant symmetry,
as discussed in sec. 3.2.1) or as rather trivial (a simple consequence of comparing powers of µIR).8

7The constituent quark mass is usually defined as mCQ := M(02) or as mCQ := M(p2
∗) where M(p2

∗) = p2
∗.

8It has been explicitly checked that also for stronlgy p2
0-dependent initial guesses the same p2

0-independent
solutions arise. Thus a propagator ∼ δ(t) is not only permitted by the system. but actually enforced.
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A(p2, p2
4) = 1−4π

p4

∫ ∞

0
dq q2

∫

R

dq4
q4A(q2, q24)

dquad,E

∫ 1

−1
d(cos ϑ)VC(k2)

+
2

p4

∫ ∞

0
dq q2

∫

R

dq4
q4A(q2, q24)

dquad,E

∫ 1

−1
d(cos ϑ)VT (k2, k2

4)

B(p2, p2
4) = m0 + 4π

∫ ∞

0
dq q2

∫

R

dq4
B(q2, q24)

dquad,E

∫ 1

−1
d(cos ϑ)VC(k2)

+ 2

∫ ∞

0
dq q2

∫

R

dq4
B(q2, q24)

dquad,E

∫ 1

−1
d(cosϑ)VT (k2, k2

4)

C(p2, p2
4) = 1 +

4π

p

∫ ∞

0
dq q3

∫

R

dq4
C(q2, q24)

dquad,E

∫ 1

−1
d(cos ϑ)VC(k2) cos ϑ

− 2

∫ ∞

0
dq q4

∫

R

dq4
C(q2, q24)

dquad,E

∫ 1

−1
d(cos ϑ)

VT (k2, k2
4) (1 + cos2 ϑ)

k2

+
2

p

∫ ∞

0
dq q3

∫

R

dq4
(p2 + q2)C(q2, q24)

dquad,E

∫ 1

−1
d(cos ϑ)

VT (k2, k2
4) cos ϑ

k2

D(p2, p2
4) = 0 +

4π

p p4

∫ ∞

0
dq q3

∫

R

dq4
q4D(q2, q24)

dquad,E

∫ 1

−1
d(cosϑ)VC(k2) cos ϑ

+
2

p4

∫ ∞

0
dq q4

∫

R

dq4
q4D(q2, q24)

dquad,E

∫ 1

−1
d(cos ϑ)

VT (k2, k2
4) (1 + cos2 ϑ)

k2

− 2

p p4

∫ ∞

0
dq q3

∫

R

dq4
(p2 + q2) q4D(q2, q24)

dquad,E

∫ 1

−1
d(cos ϑ)

VT (k2, k2
4) cos ϑ

k2

Exteq 1: Coulomb gauge gap equation in rainbow truncation. Contributions displayed in gray
drop out for symmetry reasons when the non-instantaneous part of D00 is neglected, provided
the functions A and D are even in p0. The quantity dquad,E is defined in (4.7).

Building on the code developed in [124] the system of equations given in exteq. 1 has been
analyzed in greater detail.9 The standard setup uses m0 = 0.0037MeV, NC = Nf = 3 and

σC = σ
(std)
C := 0.4107GeV2, which yields Λ2

QCD = 0.588284GeV2. The calculations have been
performed on a Np−points×Np4−points point grid with points (|p|k , p4,j) set according to the rule

|p|k = pmin

(
pmax

pmin

)k/(Np−points−1)

k = 0, . . . , Np−points − 1

p4,j = p4,min

(
p4,max

p4,min

)k/(Np4−points−1)

j = 0, . . . , Np4−points − 1 (4.56)

with Np4−points = Np−points = 48 and

pmin = p4,min = 0.0015GeV, pmax = p4,max = 60000GeV . (4.57)

The renormalization point has been chosen as µ ≡ |µ| = µ4 = 45000GeV, the infrared regulator
has typically been set to µ2

IR = 10−4 GeV2. In order to accelerate the iteration process, often
the value of µ2

IR has been scaled down during the calculation, starting from µ2
IR = 0.1GeV2 until

the desired value has been reached.

9The straightforward bare vertex truncation employed in the following corresponds to the substitution ΓS0b → 1,
ΓS1a → 1 while all other components of (4.38) and (4.39) are set to zero. This truncation reduces the full gap
equation (given in extended equations 3 to 6 on pages 157ff) to extended equation 1.
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Figure 4.5: Propagator components A, B, C and the mass function M = B
C for the standard

setup (employing D ≡ 0, m0 = 3.7 MeV, σC = σ
(std)
C , µ2

IR = 10−4)

The standard setup produces the results illustrated in figure 4.5. The dependence on µIR is
illustrated in figure 4.6. One easily notices the divergent behaviour B ∼ 1

µIR
and C ∼ 1

µIR
, while

the ration M := B
C seems to converge nicely.

The results for some other values of the Coulomb string tension σC and the current quark
mass m0 are given in figures 4.7 and 4.8. While these results qualitatively show the expected be-
haviour (M ∼ √

σC, M = m0+(dynamically generated mass)), the agreement is not particularly
good, which may hint at possible numerical problems (see also the discussion in sec 4.3.4).

4.3.3 Explorative Study of an Infrared Divergent Vertex Γi

As mentioned in the previous section, the mere inclusion of transverse gluons and retardation
effects does not produce quantitatively sensible results. So the truncation scheme employed so
far seems to be to harsh. While it cannot be excluded that the Coulomb-gluon diagram has to
be significantly modified (by employing additional tensor structures of Γ0 or taking into account
the possible non-instantaneous parts of D00) the fact that g2D00 is already a renormalization
group invariant makes it seem more likely that the transverse gluon diagram has to be changed.

Since there is quite some information available on Dij (see sec. 4.1.2) it is most likely that
Γi has to be enhanced. As discussed in sec. 4.2.6, there is some evidence for (as well as against)
an infrared-divergent spatial vertex Γi

The Ward-Takahashi identity discussed in sec. 4.2.3 suggests Γi ∼ γiC, so the vertex would
diverge ∼ 1

µIR
. The results for the modification Γi ∼ γiC(q2) are given in figure 4.9. While this

modification definitely affects the propagator, it does not happen the way initially hoped for.
Instead of enhancing the constituent quark mass, this change further supresses mCQ by roughly
a factor of 2.5. This might or might not change when employing the full Slavnov-Taylor identity.



4.3. TRUNCATION SCHEMES AND NUMERICAL RESULTS 103

A

GeV

GeV

B

GeV

GeV

GeV

C

GeV

GeV

M

GeV

GeV

GeV

Figure 4.6: Propagator components A, B, C and the mass functionM = B
C for µ2

IR = 10−k GeV2,
k = 1, 2, 3, 4, 5, 6; otherwise as in fig. 4.5.
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Figure 4.7: Propagator components A, B, C and the mass function M = B
C for different values

of the Coulomb string tension σC = (
√

2)nσ
(std)
C , n = −2, −1, 0, 1, 2; otherwise as in fig. 4.5
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Figure 4.8: Propagator components A, B, C and the mass function M = B
C for different values

of the bare quark mass, otherwise as in fig. 4.5
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Figure 4.9: Propagator components A, B, C and the mass function M = B
C for an IR-divergent

spatial vertex Γi ∼ C γi, otherwise as in fig. 4.5
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Figure 4.10: Propagator components A, B, C and the mass function M = B
C for an IR-divergent

vertex Γi − γi ∼ 1
|k|α γi, α = 1, 2, 3, 4, 5, otherwise as in fig. 4.5

In order to investigate other forms of infrared-divergent spatial vertices, we have chosen a
dressing

Γi =

(
1 + 2π

(
ΛQCD

|k|

)α)
γi (4.58)

with α ∈ {1, 2, 3, 4, 5, 6}. Since the transverse gluons are suppressed ∼ µ2
IR in the infrared and

since a divergence ∼ µ−4
IR is present from the Coulomb gluons, one would expect such a dressing

to have little effect for α ≤ 5. Indeed, the results given in figure 4.10 show some enhancement
of the mass function, but the results are still numerically far off from what to expect for a
reasonable consituent quark mass.

For α = 6, the iteration did not converge. The final form of the propagator functions
when terminating the calculation after several weeks is illustrated in figure 4.11. The are some
indications of numerical instabilities (fluctuations in A, a “buckling-up” of C) and a mysterious
p2
4-dependence of B, C andM . The constituent quark mass did steadily rises during the iteration

process; at the termination time it had reached mCQ ≈ 2.5GeV.

This can be interpreted as sign (in addition to the arguments given in sec. 4.2.6) that a
uniformly strongly infrared divergent vertex introduces severe problems and presumably has
to be dismissed. It might be possible to reduce α slightly below α = 6 or tinker with the
prefactors in order to obtain a finite result of the correct magnitude, but this would require
extreme fine-tuning with correspondigly little or no significance.

When changing (4.58) to

Γi =


1 + 2π


 ΛQCD√

k2 + k2
4



α
 γi , (4.59)
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Figure 4.11: Propagator components A, B, C and the mass function M = B
C (not converged

and unlikely to converge) for an IR-divergent vertex Γi − γi ∼ 1
|k|6 γi, otherwise as in fig. 4.5.

one obtains the results given in figure 4.12. In this case, the constituent quark mass is even
reduced as compared to the calculations performed with a bare vertex.

One should note that the value of such ad-hoc ansätze is usually extremely limited: Even
if such an ansatz yields reasonable values for certain observables, this does by no means imply
that the form of the vertex is indeed correct. Basically such calculations may give some hints
at how to possibly restrict a vertex, but without further theoretical foundations they have little
explanatory power.

4.3.4 Some Notes on the Numerical Challenges

The solution of the gap equation by iteration and numerical integration turned out to be ex-
tremely involved:

• Even the extremely elaborate algorithm developed in [124] repeatedly ran into problems or
instabilities when the system of equations was somehow altered to test a different ansatz
for one of the components. In particular the appropriate choice of relative and absolute
error thresholds turned out to be highly nontrivial. In part this is a consequence of certain
components diverging ∼ 1

µIR
. An error threshold which works fine for some value of

µ2
IR might be inappropriate when µ2

IR is scaled further down. Since the calculations are
extremely involved, so is the evaluation of different threshold strategies, and accordingly
an satisfying strategy has not yet been found.

• In [124] a procedure called “freezing” has been proposed in order to accelerate convergence
of the iteration: When using the “freezing” technique, those grid points for which the
change due to iteration is below a given threshold are “frozen”, i.e. not changed any further.



4.3. TRUNCATION SCHEMES AND NUMERICAL RESULTS 107

A

GeV

GeV

B

GeV

GeV

GeV

C

GeV

GeV

M

GeV

GeV

GeV

Figure 4.12: Propagator components A, B, C and the mass function M = B
C for an IR-divergent

vertex Γi − γi ∼ 1
|k|αγi, α = 2, 4, 6, otherwise as in fig. 4.5

While this procedure produces a considerable speedup, it destroys the self-consistency of
the system and can produce unwanted results. In particular it can lead to a “buckling-up”
of the mass function. This effect becomed more severe for smaller values of µIR; for most
calculations presented in the following, the freezing technique has not been used.

• The calculation turned out to be not stable when the D-component of the propagator
was included. This is presumably a purely numerical effect, and there is some numerical
evidence that D is negligible or vanishes completely. Also conceptually, D is intimately
related to the mixed gluon propagators Di0 and D0j which vanish in the Coulomb gauge.
Still this topic should be subject to further investigations.

• Presumably the numerical treatment of a two-dimensional integral by iterated one-dimensional
integrations is not optimal. An investigation of alternative techniques is currently per-
formed [128].

4.3.5 Conclusions

Apart from numerical challenges, the picture obtained for the Coulomb gauge gap equation
remains shadowy. On the one hand side, a serious modification of the bare-vertex truncated
version employed in [121, 124] seems to be necessary, on the other hand simple ansätze as
employed in sec. 4.3.3 do not improve the situation.

The numerical results as well as some of the general considerations given in sec. 4.2.6 indicate
that the spatial vertex is not globally divergent. Still it is likely that some components of Γi
diverge for |k|2 → 0 – though it’s not obvious from general considerations that this divergence
will be strong enough to overcompensate the infrared suppression of the transverse gluons and
produce an interaction of order 1

k4 .
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Figure 4.13: A graphical illustration of the relativistic two-body bound state equation (homo-
geneous Bethe-Salpeter equation), from [74].
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Figure 4.14: Prescription how to construct a scattering diagram from a self-energy diagram such
that chiral symmetry is respected in a combined DSE/BSE approach, illustrated for rainbow-
ladder and a more elaborate vertex ansatz.

4.4 A Note on Mesons

When the quark propagator is known it can be used to obtain meson properties with the help
of the Bethe-Salpeter equation (BSE; the relativistic generalization of the Schrödinger equation
for two-body bound states [172]).

The general structure of the BSE for a quark-antiquark state is displayed in figure 4.13.
It is obtained by projecting on a pole (corresponding to a bound state) of a quark-antiquark
four-point function.

The equation contains (apart from the Bethe-Salpeter amplitude Ψ which roughly corre-
sponds to the wave function in nonrelativistic quantum mechanics and which one typically
wants to determine) two dressed quark propagators and the quark-antiquark scattering kernel.

This kernel is an unknown four-point function, for which of course an ansatz has to be made.
This ansatz and the ansatz employed in the gap equation for the quark-gluon vertex have to be
consistent in a quite particular way to ensure that chiral symmetry is respected [144]:

In order to obtain the form of the scattering kernel one has add up the diagrams obtained by
all possible ways to cut a single internal quark propagator line This is illustrated in figure 4.14
for the rainbow truncation (which yields the so-called ladder truncation for the scattering kernel,
thus “rainbow-ladder”) and a more elaborate vertex ansatz which includes a three-gluon vertex.

In principle the quark propagator obtained in sec. 4.3 could be used in the Bethe-Salpeter
equation to compute meson properties. Due to the severe problems still present at the stage of
the gap equation and due to lack of knowledge how to choose a reliable ansatz for the quark-
gluon vertex (and thus also for the qq̄qq̄ scattering kernel), however, this would appear to be a
quite premature step.



Chapter 5

Finite Temperature Theory

The Coulomb gauge is well-suited for the studies at finite (i.e. non-zero) temperature. The
reason is simple: In order to treat a system at temperature T one has to introduce a heat bath
which defines a preferred rest frame, thus covariance is broken.1 The loss of (manifest) covariance
is the price one pays anyway when working in the Coulomb gauge, so finite-T introduces no
additional drawback.

Thus we use to opportunity to translate some ideas and methods to finite temperature. In
section 5.1 we summarize some basic challenges of finite-T QCD, we also review several methods
to approach them, including consecutive effective field theories, as proposed in [39]. and methods
to treat them.

In sec. 5.2 we use the local action proposed in [231] in order to obtained nonperturbative
contributions to several thermodynamic observables, including free energy, anomaly and bulk
viscosity. The physics behind this method is that the functional cut-off at the Gribov horizon
suppresses the infrared components of the gluon field [95], so that the infrared divergences of
finite-temperature field theory found by Linde [133] do not arise [218].

In sec. 5.3 we examine a different topic, employing the standard first-order pure gauge action.
For the Dyson-Schwinger equations obtained in a bare-vertex truncation we look for infrared
asymptotic power-law solutions and interestingly obtain a slightly overconfining color-Coulomb
potential in s = 3 spatial dimensions. Some mathematical aspects of such overconfining solutions
are discussed in appendix C.2.

We close the chapter with a brief outlook on the inclusion of quarks, presented in sec. 5.4.

1One definitely loses manifest covariance. One could argue that when performing a boost, one would have to
boost the heat bath as well in order to keep covariance – but we regard this as a rather unphysical setup. For
example the microwave background defines (in good approximation) a heat bath with T ≈ 2.7K and thus a rest
frame. Any boost with respect to this rest frame will introduce a Doppler shift and thus anisotropies – which
renders the definition of temperature questionable. In order to compensate this effect one would have to boost
the whole known universe. . .

109
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5.1 General Remarks on Finite Temperature QCD

5.1.1 Rise and Fall of the Quark-Gluon Plasma

As already mentioned in sec. 1.1, one of the most striking properties of QCD is asymptotic
freedom. For large momentum p, the coupling g(p) is small, so quarks and gluons can be treated
as if they were almost free particles — in particular, they can be treated with the sophisticated
methods of perturbation theory.

While the situation is obviously different in the regime of low energies (which is most relevant
for nuclear physics), it was natural to expect that a perturbative description could be applied
to QCD at sufficiently high temperatures. After all, high temperature T implies high average
particle momentum and thus a small coupling, i.e. almost free particles.

For this scenario, the term “quark-gluon plasma” was coined [177], and one could expect
a phase transition where, on a certain curve in the µ-T -space (where µ denotes the chemical
potential), hadrons melt into such a plasma.

This phase transition offered a natural solution to a problem posed by Hagedorn, [100], who
found that due to an exponential increase of the number of accessible states, the temperature
of a hadron could not exceed a certain limit TH ≈ 160MeV.

The picture of hadrons melting into a plasma of (almost) free quarks and gluons, however,
turned out to be too naive. In principle, this should have been clear at least since 1980, when
it was shown [133, 98] that at order g6 a natural barrier arises for any perturbative description.
Even earlier than that, the simple fact that the infinite-temperature limit of four-dimensional
Yang-Mills theory is a three-dimensional confining Yang-Mills theory could and should have
been regarded as a sign that any straightforward perturbative approach to high-temperature
QCD was necessarily doomed.

It took however more than 20 years until it (slowly) began to be accepted that the high-
temperature phase of QCD has little to do with a conventional plasma. The results of the RHIC
experiments, [179], showed clearly that also above the phase transition, bound state phenomena
cannot be neglected, and the description as a perfect fluid is much more accurate than the one
as a weakly interacting plasma.

While the term “quark-gluon plasma” is still widely used, one begins to speak (more accu-
rately, though somehow using an oxymoron) of a “strongly coupled quark gluon plasma” [27,
180], or even a “quark-gluon soup”.

With the experimental results which are — for certain observables — an order of magnitude
away from the predictions for a weakly coupled plasma (see for example data on the elliptic flow
in [143]) an accurate description of the high-temperature phase remains a challenge for theoret-
ical physics. One conclusion, however, seems to be clear: In the high-T regime, perturbation
theory has to be replaced or at least supplemented by nonperturbative methods.

5.1.2 How to Study High Temperatures

It is useful to rescale thermodynamic quantities with appropriate powers of the temperature. In
particular, the free energy per unit volume,2 the pressure, and the energy per unit volume

w =
lnZ

V
, p =

w

β
, e = −∂w

∂β
(5.1)

are rescaled to
wr =

w

T 3
, pr =

p

T 4
, er =

e

T 4
. (5.2)

The anomaly A = e− 3p is rescaled to

Ar =
A

T 4
=
e− 3p

T 4
. (5.3)

2In statistical mechanical usage the “free energy” is given by F = −wV T .
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According to [120], up to a perturbative contribution, the bulk viscosity ζ for hot gauge
theories is given by the logarithmic derivative of the anomaly,

ζ =
1

9ω0

{
T 5 ∂

∂T

(
e− 3p

T 4

)
+ 16 |εV|

}
, (5.4)

where ω0 denotes a perturbative scale and εV is a perturbative contribution. This formula can
be derived from the Kubo formula of linear response theory. That the viscosity is linear in the
trace of the energy-momentum tensor Θµν (instead of quadratic) is not surprising in view of the
Schwinger-Dirac relations, as discussed for example in [41].

5.1.3 The Perturbative Problem in the Infrared

Perturbative calculations at finite temperature are dramatically different from those at T = 0.
One of the most striking differences is that one cannot determine the order of a graph by simply
counting the number of vertices. Actually a vacuum or propagator graph may be nonanalytic
in g2.

While ultraviolet divergences are regulated exactly the same way as in the zero-temperature
theory, with no additional effort necessary, for T > 0 additional infrared divergences appear.
They come from Matsubara frequency n = 0, which has the infrared divergences of 3-dimensional
Euclidean gauge theory that are even more severe than in 4 dimensions. For this reason the
Gribov horizon, which affects primarily infrared components of the gauge field, is more important
at finite and high T than at T = 0.

Here, however, another subtlety of thermal field theory comes to rescue: Thermal fluctuations
give rise to self-energy, which, in the static limit p → 0 corresponds to a mass m. At first glance,
there are two natural candidates for the scale of such a mass, the electric screening massmel ∼ gT
and the magnetic screening mass mmag ∼ g2T .

The mass which is dynamically generated appears in the value for ladder diagrams (see sec.
8.7 of [118]). For this type of diagram we obtain (ignoring the complicated tensorial structure)

. . .

. . .

1 2 3 ℓ ℓ+ 1 ∼





g2ℓT 4 for ℓ = 1, 2

g6 T 4 ln T
m for ℓ = 3

g6 T 4
(
g2T
m

)ℓ−3
for ℓ > 3 .

(5.5)

If m were independent of g or, like mel, of order gT , we could proceed with perturbation
theory without serious problems, since an increasing number of loops would always correspond
to an increasing power of the coupling g. It turns out, however, that m is (in the best case) of
the order of the magnetic screening mass, mmag ∼ g2T .

Thus for any value ℓ ≥ 3 one has contributions of order g6, the perturbative procedure be-
comes impracticable unless a suitable resummation technique is available — and such a technique
has not been found up to now.

5.1.4 Direct Perturbative Approach

We have seen that the perturbative treatment of the QCD free energy runs into fundamental
problems at order g6. Still, one can expect that for sufficiently small values of g (i.e. for
sufficiently high temperatures) the possible perturbative description (to order g5) still provides
a good description.

This is indeed the case (although, as we will see in section 5.1.9, only at ridiculously high
temperatures). Unfortunately, even these calculations turn out to be highly involved. We
summarize here known results, which are also collected in [118], but specialize them to the case
of pure gauge theory.
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Zeroth order just gives the Stefan-Boltzmann law for SU(N) gauge theory,

p(0)

T 4
= −(N2 − 1)

π2

45
. (5.6)

For the second-order contribution, one obtains, [178, 50],

p(2)

T 4
= −(N2 − 1)

π2

9
CA

( g

4π

)2
(5.7)

with CA denoting the Casimir of the adjoint representation, and CA = N for SU(N). Due to
non-analyticity, one has a contribution of O(g3), calculated in [117],

p(3)

T 4
= (N2 − 1)

π2

9
C

3/2
A

16√
3

( g
4π

)3
. (5.8)

The g4 ln g contribution has been calculated in [195], the full g4 term has been obtained in [19, 20]

p(4)

T 4
= (N2 − 1)

π2

9
C2
A

( g
4π

)4
{

24 ln

(
CA
3

g

2π

)

−
[22

3
ln
µ(T )

2πT
+

38

3

ζ ′(−3)

ζ(−3)
− 148

3

ζ ′(−1)

ζ(−1)
− 4 γE +

64

5

]}
(5.9)

where γE denotes the Euler-Mascheroni constant and ζ the Riemann zeta function.
At order g5, one obtains, [219]

p(5)

T 4
= (N2 − 1)

π2

9

( g
4π

)5
√
CA
3
C2
A

·
[
176 ln

µ(T )

2π T
+ 176 γE − 24π2 + 494 + 264 ln 2

]
. (5.10)

5.1.5 Effective Field Theory

The result of order g5 is the last one obtained in strict perturbation theory. It has been rederived
by Braaten and Nieto [39], using an effective field theory method that is built on the idea of
dimensional reduction [17, 38].

The problem of infrared divergences is addressed by two effective theories that are con-
structed “below” perturbative QCD. We know that there are three important scales present,
namely

2πT . . . scale of “hard modes”
g T . . . chromoelectric scale
g2 T . . . chromomagnetic scale.

Thus it makes sense to describe each scale in a somewhat different way. To do this, two cutoff
scales ΛE and ΛM are introduced, that have to satisfy

2πT ≫ ΛE ≥ gT ≫ ΛM ≥ g2T . (5.11)

The region with p > ΛE can be reliably described by perturbative QCD, and for this contribution
to the free energy, called fE, one obtains a power series in g2 with coefficients that can depend
on ln T

ΛE
. For ΛE > p > ΛM , with the hard modes integrated out, an effective three-dimensional

theory, called electrostatic QCD (EQCD) is introduced,

LEQCD =
1

4
F aijF

a
ij +

1

2
(DiA0)

a(DiA0)
a +

1

2
m2
EA

a
0A

a
0 +

1

8
λE (Aa0A

a
0)

2 + δLEQCD , (5.12)
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ΛM

ΛE

g2T

gT

2πT

MQCD

EQCD

pQCD

fG = (g2T )3
∞∑

k=0

ck g
k

fM = (gT )3
∞∑

k=0

bk g
k

fE = T 3
∞∑

k=0

ak (g2)k

Figure 5.1: The scales of perturbative QCD (pQCD), electrostatic QCD (EQCD), magne-
tostatic QCD (MQCD) and the different contributions fE, fM and fG to the free energy.
The coefficients ak and bk are polynomials in logarithms of ratios of scales, ak = Pk(ln

T
ΛE

),

bk = Qk(ln
ΛE
gT , ln gT

ΛM
). While the coefficients ak and bk can be determined, at least in principle,

in perturbation theory, this is not possible for ck.

where F aij = ∂iA
a
j − ∂jA

a
i + gE f

abcAbiA
c
j denotes the magnetostatic field strength tensor and

δLEQCD contains all other local (3-dimensional) gauge-invariant operators of dimension three or
higher that can be constructed from Ai and A0. The parameters gE , mE , λE are detemined by
matching to perturbative QCD, in particular one has mE ∼ mel ∼ gT .

This theory still allows perturbative treatment, making use of an expansion in the dimen-

sionless quantities
g2E
mE

∼ g, λE
mE

etc. This gives for the contribution fM to the free energy a power

series in g, with coefficients that depend on ln ΛE
gT and ln gT

ΛM
. The whole series is multiplied

by the common factor (gT )3 T . The infrared cutoff ΛM of EQCD is the UV cutoff of another
theory, magnetostatic QCD (MQCD),

LMQCD =
1

4
F aijF

a
ij + δLMQCD , (5.13)

with δLMQCD denoting all gauge-invariant operators of dimension 5 or higher. This theory is
confining and thus truly nonpertubative, but according to [39], this contribution to the free
energy, called fG, can still be expanded in a power series in g, which is multiplied by a general
factor (g2T )3. However the value of the coefficient cannot be determined perturbatively. Since
the (well-established) nomenclature may seem slightly misleading at first glance, we have tried
to give a graphical representation in fig. 5.1.

MQCD is genuinely nonperturbative, its degrees of freedom are (2 + 1)-dimensional glueballs.
In [38] it was suggested to calculate the contributions from this scale directly by lattice methods.

With the effective field theory, it is possible to compute the g6 ln g contribution [112]. The
contribution obtained this way has to be regarded as partly conjectural, since it relies on as-
sumptions about the cancellation patterns. In addition the argument inside the logarithm is not
clearly defined until the full g6 contribution is known.

The result thus relies on a supposed structure of cancellation patterns. In addition, it is
believed to be reliable only for sufficiently high temperatures (which could, however, mean down
to T ≈ 2TC), since description by a three-dimensional theory is valid only for such temperatures.
With these caveats in mind, one obtains for pure SU(3) gauge theory

p(6)

T 4
=

8π2

45

(
g2

4π2

)3
{[

−659.2 + 742.5 ln
µ(T )

2πT

]
ln

g2

4π2

− 475.6 ln
g2

4π2
− 1815

16
ln2 µ(T )

2πT
+ 2932.9 ln

µ(T )

2πT
+ q(0)c

}
(5.14)

with a yet undetermined coefficient q
(0)
c for the pure g6 contribution. (See also [173, 175].)
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This coefficient consists of both perturbative contributions (from pQCD and EQCD) and
nonperturbative contributions (from MQCD). It was estimated in [112] by a fit to four-dimensional
lattice data for the pressure.3

Some of the perturbative contributions of order g6 are known by now [126, 174], but others
remain unknown. The nonperturbative coefficient has been determined by three-dimensional
lattice calculations and matching to perturbative four-loop calculations in [104] (see also [105]
for some cases with N 6= 3) and [68]. One obtains

w(6)
np = g6

3

(N2 − 1)N2

(4π)4
BG (5.15)

with g2
3 = g2T (1 + O(g2)) and the constant

BG = −0.2 ± 0.4MC ± 0.4SQ, (5.16)

where the first error stems from the Monte Carlo simulation, the second one from the Stochastic
Quantization procedure employed to obtain the final result. Note that BG = 0 is compatible
with this result.

5.1.6 Functional Approaches

Due to the limitations of perturbation theory, nonperturbative methods definitely deserve a
closer look — moreover the effective field theory approach also relies on the ability to calculate
certain quantities nonperturbatively. As in the zero-temperature case, also for finite tempera-
ture, fundamental aspects of Yang-Mills theory and QCD are accessible to functional methods
based on Dyson-Schwinger equations (DSEs), [137, 136].

For certain asymptotic situations (deep ultraviolet, deep infrared, infinite temperature limit)
several analytic results can be obtained; but in general numerical studies of truncated DSE
systems are necessary.

In addition to the standard truncations, finite temperature calculations require also some
treatment of the Matsubara series. Usually it is replaced by a finite sum, even though this means
that the limit of four-dimensional zero-temperature theory is now technically hard to access.

At the present level, these restrictions make it difficult to obtain precise quantitative results.
Nevertheless there is reasonable confidence about the qualitative picture that arises from these
studies. Both from infrared exponents and from numerical results one sees that the soft modes
are not significantly affected by the presence of hard modes, thus the confining property of the
theory cannot be expected to be lost in the high-temperature phase.

Consequently, while the over-screening (which would attribute an infinite amount of energy
to free color charges) of chromoelectric gluons is reduced to screening (as it is the case for
electric charges in a conventional plasma), chromomagnetic gluons remain over-screened and
thus confined, which renders any description of such gluons as almost free (quasi-)particles
meaningless.

While the functional method yields considerable insight into propagators and related quan-
tities, unfortunately the pressure (and quantities derived from it) are, up to now, difficult to
access in this approach. Nevertheless the results obtained so far by functional methods provide
additional evidence for the picture of bound states playing an important role even at very high
temperature and part of the gluon spectrum (the chromomagnetic sector) being confined at any
temperature.

3The problem with such a procedure is that in the regime where lattice data is available, the contributions of
higher order may also be large.
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(a) (b)

Figure 5.2: (a) Rescaled pressure of SU(3) lattice gauge theory where Tc is the transition tem-
perature, and Nτ = 4, 6, 8, (b) rescaled anomaly of SU(3) lattice gauge theory; both from [37]

5.1.7 Lattice Gauge Theory

Lattice Gauge Theory is generally considered the most rigorous approach to nonperturbative
QCD, and so it is natural to also study thermodynamics on the lattice.

The drawbacks of the method, however, are known as well: To reliably approach the ther-
modynamic and the continuum limits, extrapolations which require calculations with various
different lattice sizes are necessary. The inclusion of fermions is expensive, especially if good
chiral properties are required.

Despite these drawbacks, lattice data is (apart from possible experiments) the thing one
usually compares any other calculation to. For pure SU(3) gauge theory, the problem of deter-
mining the equation of state is regarded as solved since the publication of [37], where results are
further confirmed in [155]. (Note, however, that there remain certain doubts about the accuracy
of the infinite-volume limit, see [88].) The results for the pressure and the anomaly are displayed
in figure 5.2.

5.1.8 Other Approaches

It has been observed [159] from lattice data [37] that (e−3p)/T 4×T 2 is approximately constant
in a broad range above Tc. From this and physical reasoning the formula

ppure glue(T ) ≈ fpert(T
4 − T 2

c T
2) (5.17)

has been obtained. It is notable that no T 3 correction is apparent.

An active area of research is the AdS/CFT duality [139] and AdS/QCD duality [2]. The
duality at finite temperatures can be studied by putting a black hole into the AdS space (for a
pedagogical introduction to these concepts see [157]).

In this connection it is interesting to note that a formula similar to Pisarski’s has recently
been obtained from this duality and the (truncated) entropy density of the horizon of a deformed
Euclidean AdS5 black hole [16].

The role of different channels in the deconfinement transition, particularly coexistence of
hadron clusters with the quark-gluon plasma has been elucidated in [217].
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Figure 5.3: The convergence of an (optimized) perturbation series for “long-distance contribu-
tion” to the pressure, from [111]. The order of the expansion is characterized by the dimension-

less parameter y ∼ g2T 2

g43
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3 denotes the gauge coupling in the effective three-dimensional

theory. The perturbative contribution F to the free energy contains a factor
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g23
T

)3
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lower powers of y corresponds to higher orders in perturbation theory.

5.1.9 Comparison of Results

Knowing that perturbation theory is limited to some fixed order in g, we can still estimate how
good the possible perturbative description actually is. Ways to judge this are to check whether
contributions from higher orders are small compared to those from lower orders or to compare
perturbative expressions to results of lattice calculations.

Unfortunately, both methods suggest that the convergence is extremely poor for temper-
atures of the order of several Tc, where Tc is the transition temperature, and to obtain good
convergence one has to look at least at the electroweak scale, [219, 112]. A plot of the results of
optimized perturbation theory is given in fig. 5.3.

It has been conjectured, [125], that the results of order g6 are not significantly changed by
higher orders (since one can hope to have obtained at order g6 the main contribution from each
scale; perhaps also due to the fact that originally large terms of higher orders cancel against
each other). To the knowledge of the author, however, there is no strong evidence to support
this conjecture.

From the existing data one cannot even exclude the unsettling possibility that for “physical”
temperatures the perturbation series already begins to diverge at some order n ≤ 6. This
would mean that contributions from higher orders are of comparable magnitude to those of low
order and no systematic cancellations occur. If this were indeed the case, we could not expect
to have any reliable perturbative description for temperatures which are accessible in current
experiments.

One should mention that there is an additional ambiguity in the perturbative results. All terms
beyond the Stefan-Boltzmann contribution contain some power of the running coupling g. Thus,
for all practical calculations there is some dependence on the scale µ, at which g(µ) is evaluated.
Traditionally, one chooses µ(T ) = 2πT in the high-temperature regime, but there are alternative
approaches, for example application of the principle of minimal sensitivity, [182, 35, 108]. We
will discuss this question in more detail in section 5.2.3.
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5.2 Pure Gauge Theory with an Extended Action

5.2.1 Equation of State from a Local Action

An alternative approach that combines nonperturbative elements with perturbative expansions
has been developed in [231, 230, 232], which we now briefly describe.

The basic physical idea is that the infrared divergences of finite-temperature perturbation
theory do not arise when the domain of functional integration is cut-off at the Gribov horizon.
The cut-off will be done in Coulomb gauge which is well adapted to finite-temperature calcula-
tions. Indeed both the gauge condition, ∂iAi(x, t) = 0, and the cut-off at the Gribov horizon
are appliesd to 3-dimensional configurations on each time slice t, and are entirely independent
of the temporal extent of the lattice 0 ≤ t ≤ β, where β = 1/kT .

The functional cut-off at the Gribov horizon is effected at first by adding a non-local term
SNL(A) to the action [221, 224]. The non-local term then gets replaced by a local, renormalizable
term SL in the action by means of an integration over a multiplet of auxiliary Fermi and Bose
ghost pairs,

exp[−SNL(A)] =

∫
DϕDϕ̄DωDω̄ exp[−SL(ϕ, ϕ̄, ω, ω̄)]. (5.18)

The BRST symmetry is explicitly broken by this term, an effect which, alternatively, may be
interpreted as spontaneous BRST breaking [138]. Although the breaking of BRST invariance
precludes the definition of observables as elements of the cohomology of the BRST-operator,
the equivalence to the canonical formulation has been established [231], thereby ensuring the
physical foundation of the approach, including unitarity. Here the physicality of the Coulomb
gauge plays an essential role. The new term in the action depends on a mass parameter m which
appears in the Lagrangian density

Lm = − m4

2Ng2
(D − 1)(N2 − 1) +

m2

(2N)1/2g
[ Di(ϕ− ϕ̄)i + g(Dic× ω̄i) ]aa. (5.19)

The adjoint part of the Bose ghost (ϕ − ϕ̄)i mixes with the gauge field Ai through the term
Di(ϕ− ϕ̄)i = (∂i + gAi×)(ϕ− ϕ̄)i. At tree level one obtains a gluon propagator,

D =
1

k2
0 + E2(k)

, (5.20)

that satisfies the Gribov dispersion relation

E(k) =

√
k2 +

m4

k2 . (5.21)

The functional cut-off at the Gribov horizon imposes the condition that the free energy W
or quantum effective action Γ be stationary with respect to m,

∂W

∂m
= − ∂Γ

∂m
= 0. (5.22)

This “horizon condition” has the form of a non-perturbative gap equation that determines the
Gribov mass m = m(T,ΛQCD), and thereby provides a new vacuum, around which a perturba-
tive expansion is again possible.

In a semi-perturbative approach [231] one calculates all quantities perturbatively in g, includ-
ing Γ, taking m to be a quantity of order g0, and then one substitutes for m the non-perturbative
solution to the gap equation (5.22). We shall find that this method can be a good approximation
only at extremely high energies. Nevertheless as a matter of principle, it is a significant success
that for thermodynamic observables this procedure gives finite results precisely at the order, g6

at which ordinary perturbation theory diverges.
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5.2.2 The Gap Equation

In lowest non-trivial order in the semi-perturbative method [231], the gap equation (5.22) reads
after separation into an m∗-dependent and a T -dependent part

1

2
ln

1

m∗ +

∫ ∞

0

dx

u(x)

1

em∗u(x) − 1
=

3π2

N g2(µ)
− 1

4
ln

eµ2(T )

2T 2
(5.23)

where m∗ ≡ mr = m/T is the rescaled Gribov mass and

u(x) ≡
√
x2 +

1

x2
(5.24)

is the reduced dispersion relation. An important source of ambiguity, shared with other (semi)-
perturbative approaches, is the choice of the temperature-dependent scale µ(T ) at which the
coupling g is evaluated.

5.2.3 Choice of the Renormalization Scale

We consider the coupling g2(µ) at some renormalization scale µ(T ). For a certain temperature T ,
the optimal renormalization scale should be chosen equal to the scale that governs the behaviour
of the system. For field theory at high temperatures, this scale is expected to be equal to the
lowest Matsubara frequency, i.e. 2πT ; for small T it should be constant.

Since we are considering a confining theory with a mass gap, for low temperatures the
optimal renormalization scale is not expected to go to zero. For a system at very low (even
zero) temperature, the most characteristic scale is not the very small average kinetic energy,
but instead the mass of the lightest physical object, which is some bound state (a hadron in full
QCD, a glueball in pure gauge theory). Actually, as long as we are in the confining region (i.e.
below T = Tc), the mass of bound states will always be “more important” than the thermal
energy. These restrictions, together with some conditions of “naturalness”, can be summarized
by demanding that the renormalization scale µ(T ) should fulfill:

(I) µ(T ) ≈ µ0 = const for T ≪ Tc,

(II) µ(T ) ≈ 2πT for T ≫ Tc,

(III) continuous,

(IV) monotonically rising for all T,

(V) convex for all T

Conditions (I) and (II) might be replaced or supplemented by the asymptotic conditions

(I’) lim
T→0

(µ(T ) − µ0) = 0 , lim
T→0

µ(T ) − µ0

T
= 0 ,

(II’) lim
T→∞

T n (µ(T ) − 2πT ) = 0 for all n ∈ N0

(5.25)

Due to the phase transition at T = Tc ≈ ΛQCD, a simple choice is

µ(T ) =

{
µ0,l(T ) := 2πΛMS for T < ΛMS

µ0,h(T ) := 2πT for T ≥ ΛMS .
(5.26)

This choice is supported by the fact that 2πΛMS is in the order of magnitude of glueball masses.
Another reasonable choice is

µ(T ) = 2πT + 2π ΛMS e−T/ΛMS . (5.27)

This form, however, is less favorable for numerical reasons, thus we have exclusively used (5.26)
in the numerical studies performed in section 5.2.4. Both forms are plotted in fig. 5.4.
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Figure 5.4: Graph of the renormalization scale µ(T ): We show the piecewise linear form µa(T )
from (5.26) and the exponential form µe(T ) from (5.27) together with the asymptotics µ0,l(T ) =
2πΛQCD and µ0,h(T ) = 2πT .

5.2.4 Calculational Methods

The gap equation (5.23) is an implicit equation for m∗(T ), which, in contrast to “genuine”
integral equations, can be solved independently for each temperature T . Our results have
been obtained in Mathematica4 by combining a numerical equation solver with adaptive Gauß-
Legendre integration.

The derivatives necessary to obtain anomaly and bulk viscosity (see equations (5.42) and (5.47))
can be done either numerically or analytically. The second way unfortunately involves additional
integrals, which can again only be evaluated numerically. (See appendix C.4.1 for details.)

While both methods are potentially susceptible to numerical problems, they are of very dif-
ferent nature. Actually, the results of both methods agree remarkably well, inspiring confidence
in the stability of the result.

All calculations directly involving T have been performed on logarithmic temperature scale.
This allows direct implementation of logarithmic derivatives, reduces numerical errors as com-
pared to calculations on a linear scale and enables one to reach significantly higher temperatures.

For all quantities under consideration, we could obtain asymptotic expressions by expansion
in the coupling g2. In general, we use, [126],

1

g2(µ)

2-loop
= 2b0 ln

µ

ΛMS

+
b0
b1

ln

(
2 ln

µ

ΛMS

)
, (5.28)

µ
dg2

dµ
= β(g2)

2-loop
=

β0

(4π)2
g4(µ) +

β1

(4π)4
g6(µ) (5.29)

with the coefficients

β0 ≡ −2 (4π)2 b0 =
−22CA + 8Tf

N

pure SU(3)
= −22 , (5.30)

β1 ≡ −2 (4π)4 b1 =
−68C2

A + 40CATf + 24CfTf
N

pure SU(3)
= −204 (5.31)

and the group-theoretical factors CA = N and CF = N2 − 1. Tf is equal to half the number of
quark flavors and thus vanishes in pure gauge. While the results in subsection 5.2.5 are given
for the one-loop form (easily obtained by setting β1 = b1 = 0 in (5.28) and (5.29)), there are
only minor changes when switching to the two-loop form.

4The author is grateful to Roman Scoccimarro for providing the first version of the program.
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(a) (b)

Figure 5.5: The rescaled Gribov mass m∗ = m
T : (a) solid – numerical solution, dotted – asymp-

totic expression from (5.32); (b) relative deviation ∆m∗
rel = (m∗

num −m∗
asy)/m

∗
asy

5.2.5 Results

We now summarize the results obtained by numerically solving the gap equation and the corre-
sponding asymptotic expressions.

Gribov Mass

Solving the gap equation yields m(T ). An expansion gives to leading order in g2

m∗(T ) ∼ N

23/2 3 π
g2(µ) . (5.32)

The numerical result and this asymptotic form are displayed in fig. 5.5. The agreement is
excellent down to the phase transition (below which the formalism is probably not applicable
anyhow), thus higher-order corrections to the Gribov mass are small.

Free Energy and Pressure

For the pressure p and the free energy w we obtain

p

T 4
≡ w

T 3
= (N2 − 1)

[
3

2N

m∗4

g2(µ)
+

1

3π2T 4
K(m)

]
, (5.33)

K(m) :=

∫ ∞

0

dk

E(k)

k4 −m4

eβE(k) − 1
, (5.34)

with k = |k|. An expansion for K(m) is not completely straightforward due to a nonanalyticity
in m4, but, as shown in [231], it can be performed and yields the asymptotic expression

w ∼ (N2 − 1)
π2

45

(
1 − 5

18

(
Ng2

4π2

)3
)
T 3 . (5.35)

The full solution and the asymptotic form are given in fig. 5.6, where we have subtracted the
Stefan-Boltzmann part, denoted by wSB. In contrast to the case of m, higher-order corrections
are obviously not small for w since agreement between the full (numerical) and the asymptotic
result is not good below T ≈ 106 ΛM̄S .

It is instructive to see thatK(m) can also be evaluated by using an intermediate cutoff. While
more cumbersome, this method allows us to identify contributions from different scales and thus
gives some idea how to relate this result to the one obtained by effective theory approaches (see
section 5.1.5).
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(a) (b)

Figure 5.6: The rescaled reduced free energy wr − wr,SB: (a) solid – numerical solution, dotted
– asymptotic expression from (5.35); (b) relative deviation ∆wr,rel = (wr,num −wr,asy)/(wr,asy −
wr,SB) = (wnum − wasy)/(wasy − wSB)

To do this, we introduce a cutoff Λ with m ≪ Λ ≪ T , which separates contributions from
the scale m ∼ g2T and from the scale 2πT . Doing so, we obtain

K(m) =

∫ Λ

0

dk

E(k)

k4 −m4

eβE(k) − 1︸ ︷︷ ︸
K1

+

∫ ∞

Λ

dk

E(k)

k4 −m4

eβE(k) − 1︸ ︷︷ ︸
K2

, (5.36)

where

K1 = m4

∫ Λ/m

0
dx

x4 − 1

u(x) (eβmu(x) − 1)

≈ m3T

∫ Λ/m

0
dx

x4 − 1

u2(x)
= m3T

∫ Λ/m

0
dxx2 x

4 − 1

x4 + 1

= m3T

{∫ Λ/m

0
dxx2 − 2

∫ Λ/m

0

x2

x4 + 1
dx

}
. (5.37)

The first integral is trivial; for the second we can replace the upper limit Λ/m by ∞ and apply
residue calculus to obtain

K1 =
T

3
Λ3 − π√

2
m3 T . (5.38)

For K2 we obtain

K2 ≈
∫ ∞

Λ

dk

k

k4

eβk − 1
= T 4

∫ ∞

Λ/T
dy

y3

ey − 1
= T 4

{∫ ∞

0
dy

y3

ey − 1
−
∫ Λ/T

0
dy

y3

ey − 1

}
. (5.39)

The first integral is the well-known Planck integral. In the second one we can again expand the
exponential, since y ≤ Λ

T ≪ 1, and obtain

K2 ≈ T 4

{
π4

15
−
∫ Λ/T

0
dy y2

}
= T 4 π

4

15
− T

3
Λ3 . (5.40)

This gives

K = K1 +K2 = T 4 π
4

15
− π√

2
m3 T . (5.41)

The cutoff-dependent parts in K1 and K2 precisely cancel, leaving a clear separation of the
Stefan-Boltzmann contribution from k ∼ T and the contribution from the scale k ∼ m ∼ g2T .
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(a) (b)

Figure 5.7: The rescaled anomaly Ar: (a) solid – numerical solution, dotted – asymptotic
expression from (5.45); (b) relative deviation ∆Ar,rel = (Ar,num −Ar,asy)/Ar,asy

Energy and Anomaly

From the free energy or the pressure, we can calculate the rescaled anomaly via

Ar =
e− 3p

T 4
= T

d

dT

p

T 4
=

d

d(ln T
Λ )

p

T 4
, (5.42)

(with some arbitrary scale Λ) since from (5.1), we have

T
d

dT

p

T 4
≡ T

d

dT

w

T 3
=

∂w
∂T

T 2
− 3

w

T 3

=
T 2 ∂w

∂T − 3wT

T 4
=
e− 3p

T 4
. (5.43)

It is also obvious that the energy can be directly obtained from the anomaly by using the relation
e = 3p + A. Thus we do not show separate graphs for e. From (5.42) it is also clear that all

deviations from the Stefan-Boltzmann pressure pr,SB = π4

15 are encoded in the anomaly, since
integration gives

pr(T ) = pr,SB −
∫ ∞

T

Ar(T
′)

T ′ dT ′ . (5.44)

From (5.35), (5.42), and (5.29) we obtain

Ar ∼ −(N2 − 1)
N3

3456π4
g4(µ)β(g2)

T

µ

dµ

dT
(5.45)

for the asymptotic expansion. The numerical result and the asymptotic form are shown in
fig. 5.7. Again higher-order corrections are large except for extremely high temperatures.

Bulk Viscosity

In formula (5.4) there is one ambiguity, the choice of the scale ω0. According to [119] a reasonable
range of values is ω0 = (0.5 ÷ 1.5) GeV. Neglecting the perturbative contribution from εV , we
obtain

ζ =
1

9ω0
T 5 d

dT

e− 3p

T 4
. (5.46)

The rescaled bulk viscosity is given by

ζr =
1

9ω0
T

d

dT
Ar . (5.47)
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(a) (b)

Figure 5.8: The rescaled bulk viscosity: (a) solid – numerical solution ζr,num, dotted – asymptotic
expression ζr,asy from (5.45); (b) relative deviation ∆ζr,rel = (ζr,num − ζr,asy)/ζr,asy

In the asymptotic expression, correction terms originating from T
µ

dµ
dT become quite compli-

cated. Since they are relatively unimportant for reasonable choice of µ(T ) (and even vanish
identically for the simple form (5.26)) we only give the simplified expression, where we have set
T
µ

dµ
dT = 1,

ζr ∼ − 1

9ω0

N3 (N2 − 1)

3456π4

{
2 g2(µ) β(g2) + g4(µ)

dβ(g2)

dg2

}
β(g2). (5.48)

Graphs for the numerical solution and the asymptotic expression are shown in fig. 5.8 for the
choice ω0 = 5ΛMS.

The behaviour close to T = ΛM̄S is strongly influenced by the choice of µ(T ). Apart from
that however the viscosity ζr rises significantly when the temperature approaches the critical
temperature from above, in agreement with [119].

5.2.6 Discussion and Outlook

Access to the nonperturbative sector

Various results make clear that finite-temperature QCD contains in principle a perturbatively
accessible sector, which, starting at order (g2T )3, interacts with a genuine nonperturbative
sector. At least formally an expansion in powers of the coupling g is possible also for non-
perturbative contributions.

According to the Gribov-Zwanziger scenario (see sec. 1.3.2) the vicinity of the Gribov horizon
dominates the nonperturbative aspects of the theory. So correctly taking into account this region
should give access to the nonperturbative sector of the theory at high temperatures as well.
Indeed, the cutoff at the Gribov horizon employed in this article gives a finite nonperturbative
contribution to the free energy at order g6, where the nonperturbative sector of the theory begins
to spoil direct perturbative approaches.

The nonperturbative sector (described by MQCD in the picture of section 5.1.5) is also
accessible to lattice calculations. Comparison of our analytic result (5.35) with the lattice
expressions (5.15) and (5.16) gives

w
(6)
np, analyt = −(N2−1)N3

10 368π4
g6T 3 , (5.49)

w
(6)
np, lattice = −(N2−1)N3

1 280π4
(1 ± 4)g6T 3 . (5.50)

These results are compatible, though the errors of the lattice calculations are too large at the
moment to allow a definite statement about the quality of agreement.
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(a) (b)

Figure 5.9: (a) The rescaled free energy and (b) the rescaled anomaly e−3p
T 4 in the low-

temperature region (solid – numerical solution, dotted – asymptotic expression from (5.45))

Convergence of the series?

As already mentioned in section 5.1.9, the convergence of perturbation series is extremely poor
for temperatures O(GeV) or below. As discussed in [35], this can be traced back to the poor
convergence of contributions from the EQCD sector, which begin to contribute at order g3.

A similar behaviour seems to be true for the contribution from MQCD. While a formal
expansion in g is possible (and for very high temperatures T ≥ 1010GeV the agreement is
reasonably good), the expansion has little to do with the full result for low temperatures. From
the low-temperature graphs displayed in fig. 5.9 it is likely that higher-order corrections cannot
be small compared to the leading term.

This suggests that either the convergence is extremely poor or that there is even no con-
vergence at all (which would not be surprising, since asymptotic series are in general not con-
vergent). If the expansion in g of the QCD free energy yields a divergent asymptotic series,
one would have the following scenario: For each temperature T there is an “optimal order” n
beyond which the series leaves the “path of apparent convergence”. For low temperatures and
thus large couplings this order may be so small that no partial sum of the perturbation series
can serve as a satisfactory approximation.

Further Steps

The studies performed so far leave open several questions that are worth further investigation:
Higher-order calculations in the semi-perturbative formalism could help to further clarify the
connection of our approach to the sequence of theories discussed in subsection 5.1.5. They could
also help to reveal if (5.49) is indeed the full contribution to order g6 from the magnetostatic
sector or if there are additional contributions from (formally) higher orders as well, which are
not present in the lowest-order approximation to the gap equation (5.23).

Such calculations could also shed some more light on the question of (apparent) convergence,
as just discussed in subsection 5.2.6. Of course also determination of the full g6 contribution
to the free energy (conceptually possible in the framework of effective theories) would be very
helpful for further statements about convergence issues.

Our results indicate that the semi-perturbative method of calculation is reliable only at
extremely high T . A more advanced approach to the nonperturbative sector could involve
solving the Dyson-Schwinger equation for the system with local action and auxiliary Fermi and
Bose ghost pairs [231] or, alternatively, studying bound-state equations for glueballs in MQCD.
Those objects, which determine higher-order contributions from this sector are closely related
(though not strictly identical) to chromomagnetic glueballs in the four-dimensional theory.
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5.3 Coulomb-Gauge Infrared Exponents at Finite Temperature

As briefly mentioned in sec. 3.4.4 and discussed in detail in [12], infrared exponents are tricky
to handle in the Coulomb gauge due to the presence of several independent scales. In principle
different infrared limits have to be distinguished: Even if one has p2 → 0 and p2

0 → 0, one could

have completely different behaviour depending on the ratio
p20
p2 .5

Thus in this section (and accordingly in [132]) we perform a rather drastic step. Since, as
outlined in sec. 5.1, also the “deconfined” phase seems to retain many features of (chromomag-
netic) confinement, we examine infrared exponents for very large temperatures, where the scale
p2
0 is replaced by Matsubara frequencies n 2πT , n ∈ N0, which decouple from the deep infrared

for n ≥ 1.

5.3.1 Local action

Our starting point is the Yang-Mills action in d = s+1 dimensions, gauge-fixed to the Coulomb
gauge,

SYM,Coul =

∫
ds+1x

(
1

4
F 2
µν − i(∂ib)Ai + (∂ic̄)Dic

)
(5.51)

where Fµν = ∂µAν − ∂νAµ + gAµ × Aν , and (Aµ × Aν)
a ≡ fabcAbµA

c
ν ; the gauge-covariant

derivative is given by Dic = Di[A]c ≡ ∂ic + gAi × c. We will now modify the action (5.51) in
four ways:

• We apply the on-shell formalism, so the Nakanishi-Lautrup field b is integrated out in
order to directly impose the transversility condition

∂iAi = 0 . (5.52)

• We turn to finite temperature, so the temporal integral has the limits
∫ β
0 dx0, where β = 1

T
and T is the temperature. Integrals over k0 will be replaced by a sum over Matsubara
frequencies,

∫
dk0 → T

∑
n.

• We neglect all but the 0th Matsubara frequency,6 which is the same as dropping all time
derivatives, ∂0 → 0, in the action, and replacing

∫ β
0 dx0 → 1

T , so the action simplifies to

S1 =
1

T

∫
dsx

(
1

2
(DiA0)

2 +
1

4
F 2
ij + ∂ic̄Dic

)
. (5.53)

• We rewrite the theory in the first-order formalism (see sec. 3.1.5), by introducing a new
field πai by a Gaussian identity, so the action reads

S2 =
1

T

∫
dsx
[
iπi(−DiA0) +

1

2
π2
i +

1

4
F 2
ij + ∂ic̄Dic

]
. (5.54)

The new field (which can be interpreted as the momentum conjugate to Aai and thus plays
the role of a color-electric field) is decomposed into transverse and longitudinal parts,
πi = π′i − ∂iϕ, where π′i is transverse, ∂iπ

′
i = 0, which gives the action that will be used to

derive the DSEs,

S =
1

T

∫
dsx
[
i(π′i − ∂iϕ)(−DiA0) +

1

2

(
π′i
)2

+
1

2
(∂iϕ)2 +

1

4
F 2
ij + ∂ic̄Dic

]
. (5.55)

5In general one encounters all problems present for functions of two real variables, where not only in general
limx→0 limy→0 f(x, y) 6= limy→0 limx→0 f(x, y), but the limit lim(xn,yn)→(0,0) f(xn, yn) may even depend on the
precise path on which the origin is approached.

6Note that the Linde problem [133] has its origin in the zeroth Matsubara frequency as well.
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5.3.2 Definition of propagators and proper 2-point functions

If we confine ourselves to the zero Matsubara frequency, propagators only depend on the spatial
momentum. The propagators of the transverse fields are defined as

〈Aai (x)Abj(y)〉 =

∫
dsk

(2π)s
eik·(x−y)δabP Tij (k)DAA(k) ,

〈π′ai (x)π′
b
j(y)〉 =

∫
dsk

(2π)s
eik·(x−y)δabP Tij (k)Dππ(k) , (5.56)

where P Tij (k) is the transverse projector,

P Tij (k) = δij −
kikj
k2

. (5.57)

The propagator 〈π′i(x)Aj(y)〉 is proportional to k0 both at tree-level and for the power-law
ansätze employed in sec. 5.3.4. Thus it has vanishing zero-Matsubara component in this context,
and will be neglected in the asymptotic infrared limit,

〈π′i(x)Aj(y)〉 = 0 . (5.58)

This removes the mixing of the transverse fields, so the proper functions are given as the one-
dimensional inverse of the propagators,

ΓAA(k) =
Dπ′π′

DAADπ′π′ −D2
Aπ′

→ 1

DAA(k)
, (5.59)

Γπ′π′(k) =
DAA

DAADπ′π′ −D2
Aπ′

→ 1

Dπ′π′(k)
. (5.60)

On the other hand, the scalar Bose fields do mix. Their propagators are defined by

〈Aa0(x)Ab0(y)〉 =

∫
dsk

(2π)s
eik·(x−y)δabDA0A0(k) ,

〈Aa0(x)ϕb(y)〉 =

∫
dsk

(2π)s
eik·(x−y)δabDA0ϕ(k) ,

〈ϕa(x)ϕb(y)〉 =

∫
dsk

(2π)s
eik·(x−y)δabDϕϕ(k) , (5.61)

the Faddeev-Popov ghost propagator is defined by

〈ca(x)c̄b(y)〉 =

∫
dsk

(2π)s
eik·(x−y)δabDcc̄(k). (5.62)

While the inversion of the ghost propagator (in order to obtain the proper 2-point function) is
simple,

Γc̄c(k) =
1

Dcc̄(k)
, (5.63)

for the other scalar fields the proper 2-point functions are two-dimensional matrix inverses of
the propagators,

ΓA0A0(k) =
Dϕϕ(k)

∆(k)
, Γϕϕ(k) =

DA0A0(k)

∆(k)
, ΓA0ϕ(k) = −DϕA0(k)

∆(k)
, (5.64)

where

∆ ≡ DϕϕDA0A0 −D2
A0ϕ. (5.65)
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5.3.3 Truncated Dyson-Schwinger equations

The derivation of the Dyson-Schwinger equations for the theory described by (5.55) is straight-
forward, yet tedious; see the exemplary derivation given in sec. 2.3.

To simplify this endeavour we neglect the cubic and quartic pieces of Fij in (5.55), since
the scalar fields A0, ϕ, c and c̄ are expected to be dominant in the infrared; loops containing
a three- or four-gluon vertex (and the the corresponding amount of transverse propagators) are
supposed to be subdominant..

To further simplify the equations (and since little is known about the dressed vertices of this
theory anyway), we employ a truncation in which dressed vertices are replaced by bare ones.
(Note that in [12] a more general ansatz for the vertices did not change the general picture.) A
graphical representation of the resulting DSEs is given in Figure 5.10.

With these truncations, the equation for ΓAA reads

P Tij (k)ΓAA(k) = P Tij (k) k
2 + g2TNP Tim(k) Imn P

T
nj(k) , (5.66)

where the temperature T stems from the Matsubara sum (of which we keep only the zeroth
term). The loop integral Imn(k) is sandwiched between transverse projectors P T (k), and is
given by

Imn(k) ≡
∫

dsp

(2π)s

[
Dπmπn(p) DA0A0(p+ k)

+ pmpn

(
DϕA0(p)DA0ϕ(p+ k) +Dcc̄(p) Dcc̄(p + k)

)]
,

where the propagator of the color-electric field has the decomposition

Dπmπn(p) = P Tmn(p)Dπ′π′(p) + pmpnDϕϕ(p). (5.67)

The DS equation for Γπ′π′ reads

P Tij (k)Γπ′π′(k) = P Tij (k) + g2TNP Tim(k)JmnP
T
nj(k) (5.68)

where the loop integral is given by

Jmn(k) ≡
∫

dsp

(2π)s
P Tmn(p)DAA(p) DA0A0(p+ k). (5.69)

We further obtain the equation for ΓA0A0 ,

ΓA0A0(k) = g2TN

∫
dsp

(2π)s
P Tij (p)DAA(p)Dπjπi(p+ k), (5.70)

where Dπjπi is given in (5.67). The DS equation for Γϕϕ reads

Γϕϕ(k) = k2 + g2TN

∫
dsp

(2π)s
kikjP

T
ij (p)DAA(p)DA0A0(p+ k) , (5.71)

the DS equation for ΓϕA0 is given by

ΓϕA0(k) = ik2 + g2TN

∫
dsp

(2π)s
P Tij (p)DAA(p) kikjDA0ϕ(p+ k). (5.72)

Finally the equation for Γc̄c reads

Γc̄c(k) = k2 − g2TN

∫
dsp

(2π)s
P Tij (p)DAA(p) kikjDcc̄(p+ k). (5.73)

The tree-level terms in equations (5.66) to (5.73) do not directly affect the infrared asymptotic
behaviour for esentially two reasons:
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• The scalar fields are expected to be infrared-enhanced. Accordingly we impose the horizon
condition [221, 224] on the Faddeev-Popov ghosts and (since we expect at least qualitatively
analogous behaviour) also on the bosonic fields. As a consequence, the tree-level part
in (5.70) to (5.73) is cancelled by quantum fluctuations.

• The DS equations for the transverse fields contain at least one (uncancelled) loop with
at least one scalar propagator, which will – due to infrared enhancement – dominate the
tree-level part.

5.3.4 Definition of infrared critical exponents

The only dimensionful parameter in the DSEs is g2T , which in spatial dimension s provides a
mass scale m defined by

m4−s = g2T. (5.74)

As an ansatz we look for a solution to the DSE for the one-Matsubara frequency propagator
that is a simple power law in the spatial momentum,

DAA(k) ∼ bAm
2αA

(k2)1+αA

; Dπ′π′(k) ∼ bπ′m2απ′

(k2)απ′
;

Dcc̄(k) ∼
bghm

2αgh

(k2)1+αgh
; DA0A0(k) ∼

b0m
2α0

(k2)1+α0
; (5.75)

DϕA0(k) ∼
−ibmm

2αm

(k2)1+αm
; Dϕϕ(k) ∼ bϕm

2αϕ

(k2)1+αϕ
.

In the following it will be sometimes convenient to write απ′ = 1+ α̂π′ . The mass m cancels out
of all equations because of engineering dimensions.

5.3.5 Infrared asymptotic DS equations

In the DS equations, we take the external momentum k and the loop momentum p to be small
compared to the other scales in the theory, and we take the infrared asymptotic form of the
propagators. This will yield a finite system of equations which will provide a self-consistent
infrared limit of the propagators.

The infrared asymptotic equations read7 (with loop integrals IS(V,S), IS(V,V ) etc. to be
defined in sec. 5.3.5) for ΓA0A0

bϕ
b0bϕ + b2m

= bAbϕIS(V,S)(αA, αϕ) + bAbπ′IS(V,V )(αA, α̂π′); (5.76)

for ΓϕA0,

bm
b0bϕ + b2m

= −bAbmIS(V,S)(αA, αm); (5.77)

for Γϕϕ,

b0
b0bϕ + b2m

= bAb0IS(V,S)(αA, α0); (5.78)

7We have checked explicitly that in the infrared, given the DS equations of Figure 5.10, both the assump-
tion DϕϕDA0A0

≪ D2
A0ϕ

and DϕϕDA0A0
≫ D2

A0ϕ
lead to a contradiction for this system of equations. Thus

DϕϕDA0A0
and D2

A0ϕ
have the same infrared behavior. A possibility we have not further explored in this article

is a cancellation b0bϕ + b2m = 0.
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A0 A0 =
A0

A′
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Figure 5.10: The system of bare vertex truncated Dyson-Schwinger equations in the first-order
formalism, where the tree-level terms have (for the transverse fields) been neglected or (for
the scalar fields) removed by imposing the horizon condition. Prefactors and signs have been
absorbed in the graphs. Diagrams and equations drawn in gray drop out in the approxima-
tion (5.58).
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for ΓAA,

1 = bAb0bπ′IV (V,S)(α̂π′ , α0) + bAb0bϕIV (S,S)(α0, αϕ)

−bAb2mIV (S,S)(αm, αm) + bAb
2
ghIV (S,S)(αgh, αgh).

(5.79)

for Γπ′π′ ,
1 = bAb0bπ′IV (V,S)(αA, α0); (5.80)

for Γc̄c,
1 = −bAb2ghIS(V,S)(αA, αgh) . (5.81)

Symmetry of the infrared asymptotic equations There is a two-parameter continuous
symmetry transformation that these equations inherit from the cubic interaction terms πigAi×
A0 and ∂ic̄gAi × c, namely

Ai → exp(iβ)Ai; A0 → exp(iγ)A0; c→ exp(iγ)c

πi → exp[−i(β + γ)]πi; c̄→ exp[−i(β + γ)]c̄. (5.82)

As a consequence of this symmetry, the infrared asymptotic DS equations are invariant under
the transformations of the asymptotic propagators

bA → exp(2iβ)bA; bπ′ → exp[−2i(β + γ)] bπ′

bgh → exp(−iβ)bgh; b0 → exp(2iγ) b0;

bm → exp(−iβ)bm; bϕ → exp[−2i(β + γ)] bϕ.

(5.83)

Because of this 2-parameter symmetry the DS equations provide only 4 relations among the 6
b-coefficients.

Definition of loop integrals We now define the symbols that represent the loop integrals,

IS(V,S)(αA, αϕ) ≡ Nk−s+2αA+2αϕ+2

∫
dsp

(2π)s
k2p2 − (p · k)2

(p2)2+αA [(k − p)2]1+αϕ
, (5.84)

IV (V,S)(αA, α0) ≡
Nk−s+2αA+2α0+2

s− 1

∫
dsp

(2π)s
(s− 2)k2p2 + (p · k)2

(p2)2+αA [(k − p)2]1+α0
, (5.85)

IS(V,V )(αA, α̂π′) ≡ Nk−s+2αA+2α̂π′+4

∫
dsp

(2π)s
(s− 2)(k − p)2p2 + [(k − p) · p]2

(p2)2+αA [(k − p)2]2+α̂π′
, (5.86)

IV (S,S)(α0, αϕ) ≡ Nk−s+2α0+2αϕ

s− 1

∫
dsp

(2π)s
k2p2 − (p · k)2

(p2)1+α0 [(k − p)2]1+αϕ
. (5.87)

One sees by inspection that two of the symbols are related by

IV (S,S)(α0, αϕ) = (s− 1)−1IS(V,S)(α0 − 1, αϕ). (5.88)

The symbols have the value (see also appendix C.4.2)

IS(V,S)(αA, αgh) =
N(s− 1)

2(4π)s/2
Γ(2 + αA + αgh − s/2)

Γ(2 + αA)

Γ(s/2 − αgh) Γ(s/2 − αA − 1)

Γ(1 + αgh) Γ(s− αgh − αA − 1)
, (5.89)

IV (V,S)(αA, α0) =
Nc1

4(4π)s/2
Γ(2 + αA + α0 − s/2)

Γ(2 + αA)

Γ(s/2 − α0 − 1) Γ(s/2 − αA − 1)

Γ(1 + α0) Γ(s− α0 − αA − 1)
, (5.90)

where
c1 ≡ (s− 1)(4αA + 3) − (2αA + 2α0 + 3)(2αA + 1), (5.91)
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IS(V,V )(αA, α̂π′) =
Nc2

4(4π)s/2
Γ(2 + αA + α̂π′ − s/2)

Γ(2 + αA)

Γ(s/2 − α̂π′ − 1) Γ(s/2 − αA − 1)

Γ(2 + α̂π′) Γ(s− αA − α̂π′ − 2)
(5.92)

where

c2 ≡ (s− 1) [s− 1 + (1 + 2αA)(1 + 2α̂π′)] , (5.93)

and

IV (S,S)(α0, αϕ) =
N

2(4π)s/2
Γ(1 + α0 + αϕ − s/2)

Γ(1 + α0)

Γ(s/2 − αϕ) Γ(s/2 − α0)

Γ(1 + αϕ) Γ(s− αϕ − α0)
. (5.94)

Check of loop integrals We obtain a useful check on the evaluation of the loop integrals by
rewriting8 the numerator of the integrand of IS(V,V ),

N ≡ Tr[(q2 − qq)(p2 − pp)], (5.95)

where q = k − p. We have

T = q2(s− 1)p2 − q · (p2 − pp) · q

=
q2

k2
k2(s− 1)p2 − k · (p2 − pp) · k

=
q2

k2
Tr[(k2 − kk)(p2 − pp)] +

( q2
k2

− 1
)
k · (p2 − pp) · k, (5.96)

which, by comparison with (5.84) through (5.87), leads to the identity

IS(V,V )(αA, α̂π′) = (s− 1)IV (V,S)(αA, α̂π′) + IS(V,S)(αA, α̂π′) (5.97)

−(s− 1)IV (S,S)(1 + αA, 1 + α̂π′).

As a precise check, it has been verified that this relation between the 4 integrals is satisfied by
the 4 values just given.

5.3.6 Determination of infrared critical exponents

4 power-relations among infrared critical exponents There are 6 infrared critical expo-
nents and 6 DS equations. By equating powers of momentum on both sides of the DS equations,
one obtains relations between the infrared critical exponents. From the equation for Γc̄c, one
obtains

2αgh + αA = (s − 4)/2; (5.98)

from the equation for Γϕϕ,

α0 + αϕ + αA = (s− 4)/2; (5.99)

from the equation for ΓϕA0 ,

2αm + αA = (s− 4)/2; (5.100)

from the equation for Γπ′π′ ,

α0 + απ′ + αA = (s − 4)/2. (5.101)

8In the following the expression p1p2 denotes the dyadic product of the s-vectors p1 and p2. In a less compact
way, one would write (5.95) as

N ≡ Trs
h“

|q|2 11s − q q
⊤

” “
|p|2 11s − p p

⊤
”i

,

where p and q are column vectors and ⊤ denotes transposition.
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These 4 power relations come from the 4 DS equations that have only one term on the right-hand
side. They leave undetermined two infrared critical exponents which we may choose to be αgh

and α0. The remaining infrared critical exponents may be expressed in terms of these by

αA = (s − 4)/2 − 2αgh ,

αm = αgh , (5.102)

απ′ = αϕ = 2αgh − α0 .

The equation
α0 + αϕ = 2αm, (5.103)

which follows from the above, relates the critical exponents of DA0A0 ∼ 1/k2+2α0 , Dϕϕ ∼
1/k2+2αϕ and Dϕα0 ∼ 1/k2+αϕ+α0 . Thus the infrared critical exponents α0 and αϕ characterize
the elementary fields A0 and ϕ.

Equations for α0 and αgh When the above 4 power relations on the 6 critical exponents (the
6 α’s) are satisfied, the power relations among the remaining 2 DS equations are satisfied identi-
cally. The 6 DS equations also provide 6 relations among the 6 b-coefficients. However, because
of the 2-parameter symmetry invariance (5.83), of these 6 equations, only 4 are independent
conditions on the b-coefficients. The remaining two equations provide consistency conditions
that determine the two missing relations among the infrared critical exponents, as we now show.
Thus all 6 infrared critical exponents are determined.

From (5.77) and (5.78) we obtain an equation relating critical exponents,

IS(V,S)(αA, αgh) = −IS(V,S)(αA, α0), (5.104)

where we have used αgh = αm.
The remaining relation between critical exponents is obtained as follows. From (5.77) and

(5.81) and power relation αgh = αm we obtain

b2gh = b0bϕ + b2m. (5.105)

This equation allows us to write (5.76) as

bϕ = bAbϕb
2
ghIS(V,S)(αA, αϕ) + bAbπ′b2ghIS(V,V )(αA, α̂π′) (5.106)

or, by (5.81),
bπ′

bϕ
=

−IS(V,S)(αA, αgh) − IS(V,S)(αA, αϕ)

IS(V,V )(αA, α̂π′)
≡ F1. (5.107)

Likewise (5.105) allows us to write (5.79) as

1 = bAb0bπ′IV (V,S)(α̂π′ , α0) + bAb0bϕIV (S,S)(α0, αϕ)

+bA(b0bϕ − b2gh)IV (S,S)(αm, αm) + bAb
2
ghIV (S,S)(αgh, αgh). (5.108)

With αm = αgh, there is a partial cancellation between the last two terms which are the contri-
bution from bose and fermi ghost loops respectively, and we obtain

1 = bAb0bπ′IV (V,S)(α̂π′ , α0) (5.109)

+bAb0bϕ[IV (S,S)(α0, αϕ) + IV (S,S)(αgh, αgh)].

This gives, by (5.80)

bπ′

bϕ
=
IV (S,S)(α0, αϕ) + IV (S,S)(αgh, αgh)

IV (V,S)(αA, α0) − IV (V,S)(α̂π′ , α0)
≡ F2. (5.110)
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From equations (5.107) and (5.110) we obtain the final equation that determines the infrared
critical exponents.

F1 − F2 = 0. (5.111)

Equations (5.104) and (5.111) together with the above power relations given previously
determine the remaining two infrared critical exponents, α0 and αgh.

General Remarks on the Equations The driving force of the system seems to be equation
(5.104). Upon canceling common factors, this equation reads, from (5.89),

−Γ(2 + αA + αgh − s/2) Γ(s/2 − αgh)

Γ(1 + αgh) Γ(s− αgh − αA − 1)
=

Γ(2 + αA + α0 − s/2) Γ(s/2 − α0)

Γ(1 + α0) Γ(s− α0 − αA − 1)
. (5.112)

We eliminate αA using αA = −2αgh + (s− 4)/2 and obtain

−Γ(−αgh) Γ(s/2 − αgh)

Γ(1 + αgh) Γ((s+ 2)/2 + αgh)
=

Γ(α0 − 2αgh) Γ(s/2 − α0)

Γ(1 + α0) Γ((s+ 2)/2 + 2αgh − α0)
. (5.113)

Note that

− Γ(−αgh) =
Γ(1 − αgh)

αgh
, (5.114)

so this factor is positive for 0 < αgh < 1. Now let s be fixed in the interval

1 < s ≤ 3 (5.115)

and let α0 be fixed in the interval

0 < α0 < s/2 ≤ 3/2. (5.116)

Then for αgh in the interval

0 < αgh < α0/2 ≤ 3/4 (5.117)

both sides of (5.113) are positive and finite. Moreover, by (5.114), when αgh approaches its
lower limit, namely 0, the LHS of (5.113) approaches +∞ while the RHS is finite, and when
αgh approaches its upper limit, namely α0/2, the RHS approaches +∞ while the LHS remains
finite. Since there are no further poles or other discontinuities present in the stated interval, for
every α0 ∈ (0, s/2) there exists (at least) one solution αgh.

This tells us that to solve (5.113) numerically we should take α0 as the independent variable
and we are assured that there exists a solution for

αgh = αgh(α0), (5.118)

both variables being in the stated intervals.

Analytic Statements We may in fact solve (5.113) analytically for α0 close to its end-points,
α0 = ǫ and α0 = s/2 − ǫ, where ǫ is small. Suppose first that α0 = ǫ. Then the inequality
0 < αgh < ǫ/2 implies that αgh is also small. In this limit (5.113) approaches

−Γ(−αgh) Γ(s/2)

Γ(1) Γ((s+ 2)/2)
=

Γ(ǫ− 2αgh) Γ(s/2)

Γ(1) Γ((s + 2)/2)
. (5.119)

With −Γ(−αgh) ≈ 1/αgh, and Γ(ǫ − 2αgh) ≈ 1/(ǫ − 2αgh), we may equate the singular pole
terms

1

αgh
=

1

ǫ− 2αgh
, (5.120)
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and with ǫ = α0, this has the solution

αgh(α0) = α0/3 α0 ≈ 0. (5.121)

Now suppose that α0 = s/2 − ǫ. Then since the RHS of (5.113) blows up like 1/ǫ, αgh must be
small, so (5.113) approaches

−Γ(−αgh) Γ(s/2)

Γ(1) Γ((s+ 2)/2)
=

Γ(s/2) Γ(ǫ)

Γ(1 + s/2) Γ(1)
. (5.122)

We again equate singular pole terms
1

αgh
=

1

ǫ
(5.123)

which, with ǫ = s/2 − α0, gives

αgh(α0) = s/2 − α0 α0 ≈ s/2 − ǫ. (5.124)

We have now determined that αgh(α0) vanishes at α0 = 0, s/2, and we have determined its slope
at these two points. We approximate αgh(α0) in its interval by an interpolation. We write

αgh = α0(s/2 − α0)f(α0), (5.125)

where f(α0) is a positive function whose values at α0 = 0 and α0 = s/2 are determined by the
slope of αgh(α0) at these two points which are given respectively by 1/3 and −1.

A linear interpolation for f(α0) yields an approximate solution to (5.113),

αgh(α0) ≈ α0

(s
2
− α0

) 2

3s

(
1 +

4α0

s

)
, (5.126)

and comparison with the numerical results in subsection 5.3.6 shows that this is a reasonable
approximation (with less than 10% deviation) even for intermediate values of α0.

Numerical Results A full analytic solution of (5.104) and (5.111) has not been obtained so
far. To find a solution at least numerically, one can follow one of two strategies:

• One equation (preferably (5.104)) can be solved for one variable (yielding α
(1)
gh (α0)) and

this function can be substituted into both F1 from (5.107) and F2 from (5.110), yielding two
functions of one variable Fi(α0, αgh(α0)), i = 1, 2. Intersection points of these functions
are solutions of the system of equations.

• Equations (5.104) and (5.111) each implictly define a (possibly multi-valued) function

α
(i)
gh(α0), i = 1, 2. One can obtain each of these functions separately and find the solutions

of the system as intersection points in a two-dimensional plot.

The second strategy is more cumbersome, yet it gives a better understanding of the con-
ditioning of the system and the relationship between solutions for various values of s. While
a solution for (5.104) is easy to find, solving (5.111) requires more effort, since it defines a
multivalued function with several potentially relevant branches.

We have employed the findroot routine of Mathematica 5.2 and 7.0.0 with a wide variety
of initial guesses in order to find all branches. (In the color version different starting points can
be recognized for having different shades of blue and green.) The corresponding plots are given
in Figures 5.11 to 5.13. For comparison also the F1 vs. F2 plot for these three cases is given in
Figure 5.14.

The two-dimensional plot is particularly interesting in the case s = 2 (Figure 5.12), since it
shows that the system of equations is relatively ill-conditioned and the intersection point (i.e.
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Figure 5.11: Solution of equations (5.104) and (5.111) for s = 3: We plot αgh(α0) from (5.104)
and from (5.111). The relevant solution of the first first equation is represented by a solid black
line. The second equation gives rise to a multivalued function: The graphs are composed of
single dots; different shades of blue and green (in the color version) indicate different initial
guesses. Note that single points which do not belong to any branch of the function typically
correspond to values in which the findroot routine got stuck.

Figure 5.12: Solution of equations (5.104) and (5.111) for s = 2, otherwise as in Figure 5.11.

Figure 5.13: Solution of equations (5.104) and (5.111) for s = 1, otherwise as in Figure 5.11.
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(a) s = 3
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(b) s = 2
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(c) s = 1
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Figure 5.14: Solution of equations (5.104) and (5.111) for (a) s = 3, (b) s = 2 and (c) s = 1:
We display F1 (solid) and F2 (dashed) for as functions of α0 with αgh(α0) from (5.104). We
have employed the mapping Φ(x) = 2

π arctan x
π to compactify the range (−∞, ∞) to (−1, 1).

Solutions are determined by intersection points. Note that horizontal lines correspond to odd-
order poles, so there is no solution for s = 3 at α0 ≈ 1.31 and no solution for s = 2 at α0 ≈ 0.605.
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α0 αgh αA απ′

s = 3 1.07945 0.240044 −0.980087 −0.599366
s = 2 0.351045 0.105460 −1.21092 −0.140125
s = 1 0.256229 0.068302 −1.63660 −0.119625

Table 5.1: Infrared exponents, obtained from the smallest solution of equations (5.104)
and (5.111) for different values of s. Note that from (5.102) we have αm = αgh and αϕ = απ′ .

α
(1)
0 α

(2)
0 α

(3)
0 α

(1)
gh

s = 1.06 − − 0.512478 −
s = 1.05 0.131834 0.202188 0.510570 0.0408666
s = 1.04 0.093892 0.224380 0.508586 0.0298297
s = 1.03 0.065958 0.236660 0.506537 0.0212898
s = 1.02 0.041940 0.245122 0.504421 0.0137068
s = 1.01 0.020197 0.251402 0.502242 0.0066706

Table 5.2: Infrared exponents, obtained from the smallest of equations (5.104) and (5.111) for
different values of s close to s = 1. The exponent αgh is only given for the solution close to
α0 = 0. (Note that relation (5.121) is fulfilled quite well for this solution.)

the solution) would be sensitive even to small perturbations. (Such perturbations are of course
absent in the present truncation, but could be introduced, for example, by vertex dressing.)

For s = 3 and s = 2, the physical values are expected to be given by the smallest solution
for α0, as summarized in Table 5.1.

For s = 1 the situation is somehow different since strictly speaking our equations are not
well-defined (because the transverse projectors vanish for s = 1). So instead of plainly taking
the value obtained for s = 1 we instead study the solutions for s = 1 + ε with some small, but
positive number ε. For s = 1.06 there is only one solution at α0 = 0.512478.

When we lower s to s ≈ 1.0541071910, in addition to the previous solution (which has now
moved to α0 ≈ 0.51136) another solution arises at α0 ≈ 0.17026. This solution splits into two
independent solutions for smaller values of s; the smaller solution approaches zero for s → 1+,
as indicated by the values given in Table 5.2.

This is also illustrated in Figure 5.15 which, together with Figure 5.14.(c) gives a good
impression of what is going on: For s < 1.0541071910 there is a region around α0 ≈ 0.17026
where F2 > F1. For s = 1 + ε with 0 < ε < 0.0541071910 we have F2(0) = 0 and F1(0) > 0, so
there has to be an intersection point. For s = 1, however, we find F2(0) > F1(0). The family of
functions {F2}s=1+ε,ε>0 seems to converge pointwise, but not uniformly towards F2|s=1 when ε
approaches zero from above.

5.3.7 Relations among the b-coefficients

Having determined the 6 infrared critical exponents, the α’s, we turn to the b-coefficients. There
are 6 DS equations and 6 coefficients bA, bπ′ , bgh, b0, bm, bϕ. However, as we have seen, only 4 of
the equations for the b’s are independent, so there are 4 relations satisfied by the b’s. These are,
from (5.81),

bAb
2
gh =

−1

IS(V,S)(αA, αgh)
; (5.127)

from (5.80)

bAb0bπ′ =
1

IV (V,S)(αA, α0)
; (5.128)
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Figure 5.15: Solution of equations (5.104) and (5.111) for (a) s = 1.05, (b) s = 1.01, (c) s = 1.002
and (d) s = 1.0004, otherwise as in Figure 5.14. One clearly notes that (as also suggested by
Table 5.2) there is a solution which approaches α0 = αgh = 0 for s→ 1+ but vanishes for s = 1.
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eq. (5.107)
bπ′

bϕ
= F2(α0); (5.129)

and eq. (5.105),

b2gh = b0bϕ + b2m. (5.130)

The last two equations determine the triple products

bAb0bϕ =
1

F2(α)IV (V,S)(αA, α0)
(5.131)

bAb
2
m =

−1

F2(α)IV (V,S)(αA, α0)
+

−1

IS(V,S)(αA, αgh)
. (5.132)

5.3.8 Range of Validity

So far we have only taken into account the zeroth Matsubara frequency, thus working effectively
in the infinite-temperature limit. However, since infrared properties of the theory are governed
by the zero frequency contribution also at finite temperatures (for all T 6= 0, even those in the
confined phase) the results obtained so far may more general than initially stated.

All Matsubara frequencies ωn with n ≥ 1 effectively introduce mass terms in the non-
instantaneous propagators, so all such contributions decouple from the deep infrared where
critical exponents are valid. Also in loop terms massive contributions show up only pairwise, so
taking into account only the 0th Matsubara frequency yields a closed system.

The only instance where zero and nonzero Matsubara frequencies could directly be inter-
twined is imposing the horizon condition – an issue which should be the subject of closer inves-
tigation.

5.3.9 Discussion of the Infrared Exponents

We now turn to the discussion of the results given in table 5.1. The horizon condition tells us

that the ghost propagator Dgh ∼ bgh

(k2)
1+αgh

is enhanced in the infrared, so we are interested in

solutions which fulfill

αgh > 0 .

As one sees from the black curves in Figs. 2, 3 and 4, this is true for our solution in the whole
interval 0 < α0 <

s
2 which is the interval of physical interest.

The most interesting quantity in Coulomb gauge Yang-Mills theory is presumably the color-
Coulomb potential, given in momentum space by

DA0A0(k) ∼
b0m

2α0

(k2)1+α0
. (5.133)

It is linearly rising in position space for α0|s = (s− 1)/2.

For s = 3, this gives α0|3 = 1, and the result we obtain lies slightly above this value,
at α0 = 1.07945. This corresponds to a slightly more than linearly rising potential9. The
transverse gluon propagator DAA(k) vanishes at k = 0 if αA < −1. From Table 5.1 we have
αA|s=3 = −0.980087, which corresponds to DAA(k) that is weakly divergent at k = 0. This
value is close to αA = −1, which corresponds to a finite value for DAA(k = 0), and a small

9Note that the color-Coulomb potential is not a gauge-invariant quantity, so the arguments which forbid more-
than linearly rising potentials in relativistic field theory do not directly apply; also the asymptotic inequality
between Wilson and color-Coulomb potential in [228] would be satisfied. As discussed in section C.2.1, the
mathematical aspects of such potentials are under control. Still it would be very surprising if in reality DA0A0

were more than linearly rising.
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change caused by an improved truncation could also change this to αA < −1, corresponding to
a gluon propagator DAA(k) that vanishes at k = 0.

For s = 2, the value from Table 5.1, α0 = 0.351045, lies below the linearly rising case,
α0 = (s− 1)/2 = 0.5. However as can be seen from Figure 5.12, the system is badly conditioned
so that, if properly dressed vertices or terms neglected in our truncation even slightly modify the
system of equations, then any value α0 ∈ (0, 0.55) [which determines a value of αgh ∈ (0, 0.146)]
could qualify as a possible solution. This includes the linearly rising case. From Table 5.1 we
find αA = −1.21092 < −1, which implies that DAA(k) vanishes at k = 0, but the uncertainty
of α0, due to ill-conditioning, extends to all critical exponents, including αA.

For s = 1, the system is exactly solvable analytically. Since our equations do not strictly
apply at s = 1 (see discussion in Sec. 5.3.6) we have examined numerically the limit s→ 1+ (see
Table 5.2 and Figure 5.15). The results obtained this way are consistent with eq. (5.121) which
is valid for small α0. For s→ 1+ this solution converges towards

α0 = αgh = 0. (5.134)

These values agree with the analytic solution presented in Appendix B. By (5.102) this would
correspond to αA = −3

2 , but transverse propagators are not well-defined for s = 1, so this
infrared critical exponent is undefined for the theory at s = 1.

Because of the symmetry (5.83) the coefficient b0 is undetermined in the infrared asymptotic
limit and must be fixed by subdominant terms that we have neglected. This is unfortunate
because according to (5.74) and (5.75), for α0 = 1, the quantity b0(g

2T )2α0 represents the
color-Coulomb string tension and one would have liked to make a comparison with lattice de-
terminations of this quantity [93, 145, 148, 147, 203].

Conclusion An ideal theory of confinement would explain in simple terms why there is a
linearly rising Wilson potential and, in the Coulomb-gauge scenario, why there is a linearly
rising color-Coulomb potential, with a Coulomb string tension σcoul(T ) that increases with T
even in the deconfined phase [93] – a goal not achieved here. (The solutions are obtained from
complicated equations involving Γ-functions which have to be solved numerically).

Nevertheless it remains true that the numerical value obtained for s = 3 space dimensions
is numerically close to a linearly rising potential, with V (r) ∼ r2+2α0−s = r1.15890. In s = 2
spatial dimensions the agreement is not as good but this may be due to the ill-conditioning of
the equations. Finally, as s approaches 1 spatial dimension, the smallest solution approaches
the exact analytic result.

The interpretation of the overconfining solutions for s = 3, however, is not clear. As discussed
in appendix C.2, such solutions are mathematically well-defined, but their physical meaning is
obscure. In the field line-picture, a 1

r -potential (in s = 3 spatial dimensions) corresponds to
the field lines equally distributed among all angular regions, while the linearly rising potential
corresponds to all field lines collimated in a string. A more-than-linearly rising potential would
accordingly imply an enhancement of the field lines.

For a physical potential such a behaviour can be excluded on very general grounds. For a
gauge-variant quantity (as the color-Coulomb potential), there are no arguments which are so
strict. Still a more-than-linearly rising behavior would be extremely surprising, so it is more
likely that this is an artifact of our truncation.
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5.4 Quarks at Finite Temperature – a Brief Remark

The formalism used in chapter 4 can also be transferred to finite temperature. As in the pure
gauge case, the frequency integrals are replaced by Matsubara sums (which look slightly different
for fermions [118]). Working in the instantanous approximation, one finds

L := T
∑

q0

iq0γ0 + C(q2) qiγi −B(q2)

q20 + C2(q2)q2 +B2(q2)

symm.
= T

(
C(q2) qiγi −B(q2)

)
︸ ︷︷ ︸

=:N(q2)

∑

q0

1

q20 + ∆2(q2)
. (5.135)

with ∆2(q2) := C2(q2)q2 +B2(q2). Summation of this series can be done analytically, by using
the product representation of the hyperbolic sine (cf. [231]),

sinh y =
y

π

∞∏

n=1

(
1 +

y2

n2 π2

)
. (5.136)

From this, we obtain for y > 0

∂

∂y
ln sinh y =

∂

∂y

{
ln
y

π
+

∞∑

n=1

ln

[
1 +

y2

(nπ)2

]}
=

1

y
+

∞∑

n=1

2y

(nπ)2 + y2
, (5.137)

on the other hand, we have

∂

∂y
ln sinh y =

cosh y

sinh y
=

ey + e−y

ey − e−y
= 1 +

2e−y

ey − e−y
= 1 +

2

e2y − 1
. (5.138)

Comparison yields
∞∑

n=1

2y

(nπ)2 + y2
=

2

e2y − 1
+ 1 − 1

y
(5.139)

With this, we find

L = T
∑

q0

N(q2)

q20 + ∆2(q2)
= T

∑

n∈Z

N(q2)
(

2π
β

)2 (
2n+1

2

)2
+ ∆2(q2)

= 2N(q2)T

∞∑

n=0

1
π2

β2 (2n + 1)2 + ∆2(q2)
= 2N(q2)β

∞∑

n=0

1

π2 (2n+ 1)2 + ∆2(q2)β2

2N0+1=N−2N
= 2N(q2)β

{ ∞∑

n=1

1

π2 n2 + ∆2(q2)β2
−

∞∑

n=1

1

π2 (2n)2 + ∆2 β2

}

=
N(q2)

∆(q2)





∞∑

n=1

2∆(q2)β

(nπ)2 + ∆2(q2)β2
− 1

2

∞∑

n=1

2
(

∆(q2)β
2

)

(nπ)2 +
(

∆(q2)β
2

)2





(5.139)
=

N(q2)

∆(q2)

{
2

e2∆(q2)β − 1
+ 1 − 1

∆(q2)β
− 1

2

(
2

e∆(q2)β − 1
+ 1 − 2

∆(q2)β

)}

=
N(q2)

∆(q2)

{
2

e2∆(q2)β − 1
+ 1 −

�
�

�
�1

∆(q2)β
− 1

e∆(q2)β − 1
− 1

2
+

�
�

�
�1

∆(q2)β

}

=
N(q2)

∆(q2)

{
1

2
+

1

e∆(q2)β − 1

[
2

e∆(q2)β + 1
− 1

]}
=
N(q2)

∆(q2)

{
1

2
− 1

e∆(q2)β + 1

}

=
C(q2) qiγi −B(q2)√
C2(q2)q2 +B2(q2)

{
1

2
− 1

eβ
√
C2(q2)q2+B2(q2) + 1

}
(5.140)

In order to treat the full problem, including transverse gluons and “retardation” effects (i.e. a
possible dependency of the propagators on the Matsubara index n) one would have to truncate
the series and presumably have to use numerical methods as employed for example in [137, 136].
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Epilogue

The picture of confinement in Coulomb gauge QCD in the functional approach remains in-
complete and inconclusive. While there is considerable potential for a physical understanding
of confinement, severe problems remain unsolved. They include fundamental issues (like the
still missing proof of renormalizability), conceptional challenges (like the question how to rea-
sonably truncate the quark-gluon vertex) and technical problems which mostly stem from the
non-covariant formulation of the gauge-fixed theory.

This is particularly true in the quark sector: Truncation strategies and numerical treatment
of the Coulomb gauge gap equation remain highly unsatisfactory. In spite of considerable effort
already invested in the improvement of the numerical procedure [121, 124, 128], the computa-
tional costs of such calculations are still unreasonably large. Even worse, it is not at all clear
whether the numerical problems associated with this equation (even in the relatively simple
bare-vertex form) are really under control.

The quantitative results are unsettling; and while there are reasons to believe that correc-
tions in the spatial quark-gluon vertex might be a remedy, information about the form of such
corrections is hard to obtain. The trial-and-error model-building approach which is sometimes
employed in analogous covariant problems has to be dismissed in this case both due to the
increased complexity of the problem and due to the large computational cost associated with
each calculation.

In addition, even if phenomenologically successful forms of the vertex could be found that
way, one could draw only very limited conclusions from such calculations without further theoret-
ical justification. If, however, sound results on the structure of the Coulomb gauge quark-gluon
vertex were available, the gap equation would be a good opportunity to test them. Unfortu-
nately, even in this case, as soon as additional tensor structures are included, the computational
effort to solve the equation increases considerably, maybe beyond the point of any reasonable
cost-benefit ratio.

All in all, while the calculations performed in the instantaneous approximation [1, 6, 11]
yield considerable qualitative insight in the structure of the equation, studies of the full system,
including transverse gluons and retardation effects, offer little additional understanding for an
unreasonably high price.

The situation is different in the pure gauge sector, here investigated in the framework of
finite temperature. The extension of techniques and ideas initially developed in a confining
setup to the “deconfined” phase is promising, even if also there some issues (as the overconfining
solutions obtained in sec. 5.3) will have to be settled in order to obtain reliable statements.

A question that still remains largely unanswered is how to relate the properties of different
gauges and how to connect scenarios (in particular those for confinement) which exist in these
gauges. Some connections have been mentioned in sec. 1.3.3, but certainly a more general scheme
would be desirable. Interpolating gauges, as discussed for a particular case in sec. 3.5 may have
their merits, but their range of applicability is more limited than it had been initially hoped for.
A distance-based classification scheme as sketched in sec. 1.5 offers a completely different point
of view – but only further investigation can show if this topic has the potential to be more than
just a mostly mathematical plaything.

143



144



Appendix A

The Quark Gap Equation:
Remarks and Details

In this appendix we summarize our conventions and present the detailed decomposition of the
quark gap equation in bare vertex truncation. In addition, we include a complete decomposi-
tion of the gap equation with the full quark-gluon vertex (in the naive basis given by (4.38)
and (4.39)), some details on the renormalization procedure and a discussion of the mixed gluon
propagator.

A.1 Conventions

A.1.1 Natural Units

Usually we will employ natural units,

~ = c = kB = 1, (A.1)

unless explicitly noted otherwise. Units will typically be expressed in terms of energy,

[energy] = [momentum] = [mass] = [temperature] = MeV , [length] = [time] =
1

MeV
. (A.2)

A.1.2 Indices

Greek indices µ, ν, . . . (which may appear as covariant or contravariant) take values 0, 1, 2, 3, while
latin indices take the values 1,2,3. An index which appears in the same term both as covariant
and contravariant is summed over, using the Minkowski metric tensor

gµν = gµν = diag(1, −1, −1, −1) . (A.3)

A latin index which appears twice as a subscript is summed over employing the Euclidean metric
δij.

1 The contraction of two three-vectors is often written in index-free notation as aµbµ = a · b
and aibi = a·b. So one has, for example,

a · b = aµbµ = a0b0 + aibi = a0b0 − aibi = a0a0 − a·b . (A.4)

A scalar product of the type a·a is often abbreviated as a2, and we write a = |a| =
√

a2. We
accept the ambiguity that a may either denote a four-vector a = (a0,a) or the modulus of a
three-vector, a = |a| since the potential for confusion is small.

1Note that this is a slight abuse of notation, since position vectors, augmented by a 0th component, naturally fit
into the four-dimensional as contravariant vectors. However, the use of superscripts is cumbersome, and typically
there is no potential for confusion or sign errors if one consequently sticks to subscripts for 3D indices.
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A.2 The Quark Gap Equation with a Bare Vertex

We now proceed with the gap equation in bare vertex truncation.

A.2.1 Inversion of the Quark Propagator

First we show that the inverse of (4.4) is indeed given by (4.5). For convenience we define2

dq,M(p) := p2
0A

2
p −B2

p − p2C2
p + p2

0 p2D2
p (A.5)

Ŝ(p) := −idq,M(p)S(p) = γ0p0Ap +Bp − γipiCp + γ0p0γipiDp (A.6)

Ŝ−1(p) := iS−1(p) = γ0p0Ap −Bp − γjpj Cp + γ0p0γjpjDp (A.7)

and obtain for the product of Ŝ and Ŝ−1

Ŝ(p) Ŝ−1(p) = (γ0p0A+B − γipiC + γ0p0γipiD) (γ0p0A−B − γjpj C + γ0p0γjpj D)

= ��γ
2
0 p

2
0A

2 −�����γ0p0AB − γ0γjp0pjAC + ��γ
2
0 γ

jp2
0pj AD

+�����γ0p0AB −B2 −�����γjpj BC +(((((((γ0p0γjpj BD

− γiγ0p0piAC +����γipiBC + γiγjpipj C
2 − γiγ0γjp0pipj CD

+ γ0γiγ0p
2
0piAD −(((((((

γ0p0γipiBD − γ0γiγjp0pipj CD + γ0γiγ0γj p
2
0pipj D

2

= p2
0A

2 −B2 + γiγjpipjC
2 − ��γ

2
0 γiγjp

2
0pipjD

2

− {γ0, γi} p0piAC + γ0 {γ0, γi} p2
0 piAD − {γ0, γi} γjp0pipj CD (A.8)

From the defining properties of the γ matrices one can conclude that

{γ0, γi} = 2g0i = 0 , (A.9)

6p 6p = γiγj pipj = 1
2 (γiγjpipj + γjγipjpi) = 1

2 {γi, γj} pipj
= 1

2 2gijpipj = (−δij)pipj = −pipi = −p2 (A.10)

and thus one finds Ŝ(p)Ŝ−1(p) = p2
0A

2
p −B2

p − p2 C2
p + p2

0p
2D2

p = dq,M(p) and we obtain

S(p)S−1(p) =
i

dq,M(p)
Ŝ(p)

(
−i Ŝ−1(p)

)
=

Ŝ Ŝ−1

dq,M(p)
= 1 (A.11)

which justifies (4.5).

A.2.2 Expansion of the Gap Equation

We now proceed with the reduction of (4.1) to scalar equations in the bare-vertex truncation
Γµ(q, p) → γµ. Employing (4.11) and (4.18), the gap equation takes the form

iS−1(p) ≡ γ0p0Ap −Bp − γipiCp + γ0γip0piDp (A.12)

= γµpµ −m− CF

(2π)4

∫
d4q γ0S(q)γ0

4π α(k2)

k2 − CF

(2π)4

∫
d4q γiS(q)γjP̂ij(k)VT(k)

≡ γ0p0 − γipi −m− iCF

(2π)4

∫
d4q

dq,M(q)

{
��γ

2
0 γ0q0Aq + ��γ

2
0 Bq

− γ0γkγ0qkCq + ��γ
2
0 γkγ0q0qkDq

}4πα(k2)

k2

− iCF

(2π)4

∫
d4q

dq,M(q)

{
γiγ0γjq0Aq + γiγjBq

− γiγkγjqkCq + γiγ0γkγjq0qkDq

}
P̂ij(k)VT (k)

2To have a more compact notation, we employ the abbreviation Ap ≡ A(p) ≡ AM(p2, p2
0). Most times the M

for Minkowskian is dropped; we may also drop the argument altogether if it is clear from the context.
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Employing (in the first term containing Cq) the relation γ0γkγ0 = −γ2
0γk = −γk we obtain

γ0p0Ap −Bp − γipiCp + γ0γip0piDp = γ0p0 − γipi −m

− iCF

(2π)4

∫
d4q

dq,M(q)
{γ0q0Aq +Bq + γkqkCq + γkγ0q0qkDq}

4π α(k2)

k2 (A.13)

− iCF

(2π)4

∫
d4q

dq,M(q)
{γiγ0γjq0Aq + γiγjBq − γiγkγjqkCq + γiγ0γkγjq0qkDq} P̂ij(k)VT (k) ,

which is the basic equation for the following steps.

A.2.3 Projection onto Basis Elements

In order to obtain scalar equations we multiply (A.13) with the tensor basis elements of iS−1(p),
namely γ0p0, 11, γipi and γ0γip0pi, and take Dirac traces of the resulting equations. The necessary
traces have been summarized in subsection A.2.6.

Equation for A:

γ0p0 × (A.13) reads

p2
0Ap − γ0p0Bp − γ0γip0piCp + γip

2
0piDp = p2

0 − γ0γip0pi − γ0p0m

− iCF

(2π)4

∫
d4q

dq,M(q)
{p0q0Aq − γ0p0Bq + γ0γkp0q0qkCq + γ0γkγ0p0q0qkDq}

4πα(k2)

k2

− iCF

(2π)4

∫
d4q

dq,M(q)

{
γ0γiγ0γjp0q0Aq + γ0γiγjp0Bq − γ0γiγkγjp0qkCq

+ γ0γiγ0γkγj p0q0qkDq

}
P̂ij(k)VT (k) . (A.14)

Taking 1
4tr of this expression yields (employing (A.62))

p2
0Ap = p2

0 −
iCF

(2π)4

∫
d4q

dq,M(q)
p0q0Aq

4πα(k2)

k2 − iCF

(2π)4

∫
d4q

dq,M(q)
δijp0q0AqP̂ij(k)VT (k)

(A.15)

and with

δijP̂ij(k) = δij

(
δij −

kikj

k2

)
= δii −

k2

k2 = 3 − 1 = 2 (A.16)

we obtain

Ap = 1 − 1

p0

iCF

(2π)4

∫
d4q

dq,M(q)
q0Aq

4πα(k2)

k2 − 2

p0

iCF

(2π)4

∫
d4q

dq,M(q)
q0AqVT (k) . (A.17)

Equation for B:

Taking 1
4tr of (A.13) yields

−Bp = −m− iCF

(2π)4

∫
d4q

dq,M(q)
Bq

4π α(k2)

k2 − iCF

(2π)4

∫
d4q

dq,M(q)

1

4
tr (γiγj) Bq P̂ij(k)VT (k)

(A.61)
= −m− iCF

(2π)4

∫
d4q

dq,M(q)
Bq

4π α(k2)

k2 +
iCF

(2π)4

∫
d4q

dq,M(q)
Bq δij P̂ij(k)VT (k) , (A.18)

i.e. (employing (A.16))

Bp = m+
iCF

(2π)4

∫
d4q

dq,M(q)
Bq

4π α(k2)

k2 − 2iCF

(2π)4

∫
d4q

dq,M(q)
Bq VT (k) . (A.19)
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Equation for C:

γℓpℓ × (A.13) reads

γℓγ0p0pℓAp − γℓpℓBp − γℓγipℓpiCp + γℓγ0γip0pℓpiDp = γℓγ0p0pℓ − γℓγipipℓ − γℓpℓm

− iCF

(2π)4

∫
d4q

dq,M(q)
{γℓγ0pℓq0Aq + γℓpℓBq + γℓγkpℓqkCq + γℓγkγ0pℓq0qkDq}

4π α(k2)

k2

− iCF

(2π)4

∫
d4q

dq,M(q)

{
γℓγiγ0γjpℓq0Aq + γℓγiγjpℓBq − γℓγiγkγjpℓqkCq

+ γℓγiγ0γkγjpℓq0qkDq

}
P̂ij(k)VT (k) . (A.20)

Taking 1
4tr(A.20) yields with the general results of subsection A.2.6, and in particular (A.64)

−1

4
tr(γℓγi)pℓpiCp = −1

4
tr(γℓγi)pipℓ −

iCF

(2π)4

∫
d4q

dq,M(q)

1

4
tr(γℓγk)pℓqkCq

4π α(k2)

k2

+
iCF

(2π)4

∫
d4q

dq,M(q)

1

4
tr(γℓγiγkγj)pℓqkCqP̂ij(k)VT (k) ;

δℓipℓpiCp =
1

4
δℓipipℓ +

iCF

(2π)4

∫
d4q

dq,M(q)
δℓkpℓqkCq

4π α(k2)

k2 (A.21)

+
iCF

(2π)4

∫
d4q

dq,M(q)
(δℓiδkj − δℓkδij + δℓjδik) pℓqkCqP̂ij(k)VT (k) .

The contractions in the last term read

(δℓiδkj − δℓkδij + δℓjδik) pℓqkP̂ij(k) (A.22)

= pℓδℓiP̂ij(k)δkjqk − pℓδℓkqkδijP̂ij(k) + pℓδℓjP̂ij(k)δikqk

= 2 piP̂ij(k)qj − pℓδℓkqk δijP̂ii(k)︸ ︷︷ ︸
=

(A.16)
2

= 2 piδijqj︸ ︷︷ ︸
=p·q

−2
pikikjqj

k2 − 2 pℓδℓkqk︸ ︷︷ ︸
=p·q

= −2
(p · k)(q · k)

k2

Thus we find

p2Cp = p2 +
iCF

(2π)4

∫
d4q

dq,M(q)
(p · q)Cq

4π α(k2)

k2 − 2iCF

(2π)4

∫
d4q

dq,M(q)

(p · k)(q · k)

k2 CqVT (k) ,

(A.23)
which after division by p2 = p2 reads

Cp = 1 +
iCF

(2π)4
1

p2

∫
d4q

dq,M(q)
(p · q)Cq

4π α(k2)

k2 − 2iCF

(2π)4
1

p2

∫
d4q

dq,M(q)

(p · k)(q · k)

k2 CqVT (k) .

(A.24)

Equation for D:

γ0γℓp0pℓ × (A.13) reads after straighforward simplifications

− γℓp
2
0pℓAp − γ0γℓp0pℓBp − γ0γℓγip0pℓpiCp − γℓγip

2
0pℓpiDp

= −γℓp2
0pℓ − γ0γℓγipipℓ − γ0γℓp0pℓm (A.25)

− iCF

(2π)4

∫
d4q

dq,M(q)

{
− γℓp0pℓq0Aq + γ0γℓp0pℓBq

+ γ0γℓγkp0pℓqkCq + γℓγkp0pℓq0qkDq

}4π α(k2)

k2

− iCF

(2π)4

∫
d4q

dq,M(q)

{
γℓγiγjp0pℓq0Aq + γ0γℓγiγjp0pℓBq

− γ0γℓγiγkγjp0pℓqkCq + γℓγiγkγjp0pℓq0qkDq

}
P̂ij(k)VT (k) .
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Taking 1
4tr(A.25) yields

−1

4
tr(γℓγi)p

2
0pℓpiDp = − iCF

(2π)4

∫
d4q

dq,M(q)

1

4
tr(γℓγk)p0pℓq0qkDq

4π α(k2)

k2

− iCF

(2π)4

∫
d4q

dq,M(q)
tr(γℓγiγkγj)p0pℓq0qkDq P̂ij(k)VT (k) ,

p2
0δℓipℓpiDp =

iCF

(2π)4

∫
d4q

dq,M(q)
δℓk p0pℓq0qkDq

4π α(k2)

k2 (A.26)

− iCF

(2π)4

∫
d4q

dq,M(q)
p0q0 (δℓiδkj − δℓkδij + δℓjδik) pℓqkP̂ij(k)Dq VT (k) ,

and by (A.22) we have

p2
0 p2Dp =

iCF

(2π)4

∫
d4q

dq,M(q)
p0q0(p · q)Dq

4π α(k2)

k2 +
2iCF

(2π)4

∫
d4q

dq,M(q)
p0q0

(p · k)(q · k)

k2 DqVT (k),

(A.27)

respectively

Dp =
iCF

(2π)4
1

p0p2

∫
d4q

dq,M(q)
q0(p ·q)Dq

4π α(k2)

k2 +
2iCF

(2π)4
1

p0p2

∫
d4q

dq,M(q)
q0

(p · k)(q · k)

k2 DqVT (k).

(A.28)

A.2.4 Symmetry and Wick-Rotation

Due to rotational and time reversal symmetry the propagator functions Aq etc. are expected
to depend only on q2 and q0. Thus, due to total antisymmetry in q0 the first integral on the
right-hand side of (A.17) and (A.28) vanishes and we end up with the final Minkowski equations

Ap = 1 − 2

p0

iCF

(2π)4

∫
d4q

dq,M(q)
q0AqVT (k) ,

Bp = m+
iCF

(2π)4

∫
d4q

dq,M(q)
Bq

4π α(k2)

k2 − 2iCF

(2π)4

∫
d4q

dq,M(q)
Bq VT (k) ,

Cp = 1 +
iCF

(2π)4
1

p2

∫
d4q

dq,M(q)
(p · q)Cq

4π α(k2)

k2 − 2iCF

(2π)4
1

p2

∫
d4q

dq,M(q)

(p · k)(q · k)

k2 CqVT (k) ,

Dp =
2iCF

(2π)4
1

p0p2

∫
d4q

dq,M(q)
q0

(p · k)(q · k)

k2 DqVT (k). (A.29)

To proceed further, we Wick-rotate these equations to
Euclidean space. From Cauchy’s theorem we have for any
function f with poles (indicated by ×) only in the sectors
−π

2 < arg z < 0 and π
2 < arg z < π

0 =

∫

C1

f(z)dz +

∫

C2

f(z)dz +

∫

C3

f(z)dz +

∫

C4

f(z)dz .

The paths C1 and C3 can be parameterized by z1(t) = t,
t ∈ (−R, R), dz = dt and z3(t) = −i t, t ∈ (−R, R),
dz = −i dt. If f vanishes sufficiently rapidly at infinity,
the contributions from C2 and C4 drop out for R→ ∞.

C1

C2

C3C4

×× R
−R
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Thus we have
∫ ∞

−∞
f(t) dt = −

∫ ∞

−∞
f(−it) (−i dt) =

∣∣∣∣
u = −t ∞ → −∞

du = −dt −∞ → ∞

∣∣∣∣=
∫ ∞

−∞
f(iu) i d(iu) (A.30)

and under the aforementioned conditions the substitution q4 = i q0, q0 = −i q4, i dq0 = d(iq0) =
dq4 is valid. The Wick-rotated version of (A.29) is

AE(p2, p2
4) = 1 − 2CF

(2π)4
1

p4

∫ ∞

−∞
dq4

∫

R3

d3q
q4AE(q2, q24)VT (k2, k2

4)

dq,E(q2, q24)
, (A.31)

BE(p2, p2
4) = m+

4π CF

(2π)4

∫ ∞

−∞
dq4

∫

R3

d3q
BE(q2, q24)α(k2)

k2 dq,E(q2, q24)

− 2CF

(2π)4

∫ ∞

−∞
dq4

∫

R3

d3q
BE(q2, q24)VT (k2, k2

4)

dq,E(q2, q24)
, (A.32)

CE(p2, p2
4) = 1 +

4π CF

(2π)4
1

p2

∫ ∞

−∞
dq4

∫

R3

d3q
(p · q)CE(q2, q24)α(k2)

k2 dq,E(q2, q24)

− 2CF

(2π)4
1

p2

∫ ∞

−∞
dq4

∫

R3

d3q
(p · k)(q · k)CE(q2, q24)VT (k2, k2

4)

k2 dq,E(q2, q24)
, (A.33)

DE(p2, p2
4) =

2CF

(2π)4
1

p4p2

∫ ∞

−∞
dq4

∫

R3

d3q
q4 (p · k)(q · k)DE(q2, q24)VT (k2, k2

4)

k2 dq,E(q2, q24)
(A.34)

with the Euclidean propagator functions, obtained from their Minkowski counterparts as

{A,B,C,D}E(p2, p2
4) = {A,B,C,D}M(p2, −p2

4) , (A.35)

and the quadratic form
dq,E(q2, q24) = dq,M(q2, −q24) (A.36)

A.2.5 Introduction of Spherical Coordinates

In order to deal with the spatial triple integrals in (A.31) to (A.34) we introduce three-dimensional
spherical coordinates (q, ϑ, ϕ), d3q = q2 dq d(cos ϑ) dϕ. We choose p to be aligned along the
preferred axis, i.e. p · q = pq cos ϑ. The ϕ-integration is straightforward and yields a factor of
2π. So we find

AE(p2, p2
4) = 1 − 2CF

(2π)3
1

p4

∫ ∞

−∞
dq4 q4

∫ ∞

0
dq

q2AE(q2, q24)

dq,E(q2, q24)

∫ 1

−1
d(cos ϑ)VT (k2, k2

4) , (A.37)

BE(p2, p2
4) = m+

4π CF

(2π)3

∫ ∞

−∞
dq4

∫ ∞

0
dq

q2BE(q2, q24)

dq,E(q2, q24)

∫ 1

−1
d(cos ϑ)

α(k2)

k2

− 2CF

(2π)3

∫ ∞

−∞
dq4

∫ ∞

0
dq

q2BE(q2, q24)

dq,E(q2, q24)

∫ 1

−1
d(cos ϑ)VT (k2, k2

4) . (A.38)

where k2 = (p − q)2 = p2 + q2 − 2p · q = p2 + q2 − 2pq cos ϑ.

The equations for C and D contain the particular combination (p·k)(q·k)

k2 for which we obtain

(p · k)(q · k) = [p · (p − q)] [q · (p − q)] =
[
p2 − p · q

] [
p · q − q2

]

= (p2 + q2) (p · q) − p2q2 − (p · q)2

= (p2 + q2) pq cos ϑ− p2q2 − p2q2 cos2 ϑ

= pq
{
(p2 + q2) cos ϑ− pq − pq cos2 ϑ

}

= pq
{
(p2 + q2 − 2pq cos ϑ) cos ϑ− pq + pq cos2 ϑ

}

= pq
{
k2 cos ϑ− pq + pq cos2 ϑ

}
. (A.39)
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Thus we find

(p · k)(q · k)

k2 = pq

{
cos ϑ+

pq

k2 (cos2 ϑ− 1)

}
(A.40)

and therefore we have

CE(p2, p2
4) = 1 +

4π CF

(2π)3
1

p

∫ ∞

−∞
dq4

∫ ∞

0
dq

q3CE(q2, q24)

dq,E(q2, q24)

∫ 1

−1
d(cos ϑ)

cosϑα(k2)

k2 (A.41)

− 2CF

(2π)3
1

p

∫ ∞

−∞
dq4

∫ ∞

0
dq

q3 CE(q2, q24)

dq,E(q2, q24)

∫ 1

−1
d(cos ϑ) cos ϑVT (k2, k2

4)

− 2CF

(2π)4

∫ ∞

−∞
dq4

∫ ∞

0
dq

q4CE(q2, q24)

dq,E(q2, q24)

∫ 1

−1
d(cosϑ)

(cos2 ϑ− 1)VT (k2, k2
4)

k2 ,

DE(p2, p2
4) =

2CF

(2π)3
1

p4p

∫ ∞

−∞
dq4 q4

∫ ∞

0
dq

q3DE(q2, q24)

dq,E(q2, q24)

∫ 1

−1
d(cosϑ) cos ϑVT (k2, k2

4) (A.42)

+
2CF

(2π)3
1

p4

∫ ∞

−∞
dq4 q4

∫ ∞

0
dq

q4DE(q2, q24)

dq,E(q2, q24)

∫ 1

−1
d(cos ϑ)

(cos2 ϑ− 1)VT (k2, k2
4)

k2

It is possible to rewrite the integral over p4 by changing the domain of integration,

∫ ∞

−∞
f(q4) dq4 =

∫ 0

−∞
f(q4) dq4 +

∫ ∞

0
f(q4) dq4 =

∫ ∞

0
f(−q4) dq4 +

∫ ∞

0
f(q4) dq4

=

∫ ∞

0
{f(q4) + f(−q4)} dq4 . (A.43)

This yields

AE(p2, p2
4) = 1 − 2CF

(2π)3
1

p4

∫ ∞

0
dq4 q4

∫ ∞

0
dq

q2AE(q2, q24)

dq,E(q2, q24)
(A.44)

·
∫ 1

−1
d(cos ϑ)

{
VT (k2, (p4 − q4)

2) − VT (k2, (p4 + q4)
2)
}
,

BE(p2, p2
4) = m+

8π CF

(2π)3

∫ ∞

0
dq4

∫ ∞

0
dq

q2BE(q2, q24)

dq,E(q2, q24)

∫ 1

−1
d(cos ϑ)

α(k2)

k2

− 2CF

(2π)3

∫ ∞

0
dq4

∫ ∞

0
dq

q2BE(q2, q24)

dq,E(q2, q24)
(A.45)

·
∫ 1

−1
d(cos ϑ)

{
VT (k2, (p4 − q4)

2) + VT (k2, (p4 + q4)
2)
}
,

CE(p2, p2
4) = 1 +

8π CF

(2π)3
1

p

∫ ∞

0
dq4

∫ ∞

0
dq

q3CE(q2, q24)

dq,E(q2, q24)

∫ 1

−1
d(cos ϑ)

cos ϑα(k2)

k2

− 2CF

(2π)3
1

p

∫ ∞

0
dq4

∫ ∞

0
dq

q3CE(q2, q24)

dq,E(q2, q24)
(A.46)

·
∫ 1

−1
d(cos ϑ) cos ϑ

{
VT (k2, (p4 − q4)

2) + VT (k2, (p4 + q4)
2)
}

− 2CF

(2π)3

∫ ∞

0
dq4

∫ ∞

0
dq

q4CE(q2, q24)

dq,E(q2, q24)

·
∫ 1

−1
d(cos ϑ)

(cos2 ϑ− 1)
{
VT (k2, (p4 − q4)

2) + VT (k2, (p4 + q4)
2)
}

k2
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and

DE(p2, p2
4) =

2CF

(2π)3
1

p4p

∫ ∞

0
dq4 q4

∫ ∞

0
dq

q3CE(q2, q24)

dq,E(q2, q24)
(A.47)

·
∫ 1

−1
d(cos ϑ) cos ϑ

{
VT (k2, (p4 − q4)

2) − VT (k2, (p4 + q4)
2)
}

+
2CF

(2π)3
1

p4

∫ ∞

−∞
dq4 q4

∫ ∞

0
dq

q4 CE(q2, q24)

dq,E(q2, q24)

·
∫ 1

−1
d(cos ϑ)

(cos2 ϑ− 1)
{
VT (k2, (p4 − q4)

2) − VT (k2, (p4 + q4)
2)
}

k2 .

Employing the abbreviations

IC0
ang :=

∫ 1

−1
d(cosϑ)

α(k2)

k2 , (A.48)

IC1
ang :=

∫ 1

−1
d(cosϑ)

cosϑα(k2)

k2 , (A.49)

IT0−
ang :=

∫ 1

−1
d(cosϑ)VT (k2, (p4 − q4)

2) , (A.50)

IT0+
ang :=

∫ 1

−1
d(cosϑ)VT (k2, (p4 + q4)

2) , (A.51)

IT1−
ang :=

∫ 1

−1
d(cosϑ) cos ϑVT (k2, (p4 − q4)

2) , (A.52)

IT1+
ang :=

∫ 1

−1
d(cosϑ) cos ϑVT (k2, (p4 + q4)

2) , (A.53)

ITk−
ang :=

∫ 1

−1
d(cosϑ)

(cos2 ϑ− 1)VT (k2, (p4 − q4)
2)

k2 , (A.54)

ITk−
ang :=

∫ 1

−1
d(cosϑ)

(cos2 ϑ− 1)VT (k2, (p4 + q4)
2)

k2 (A.55)

we can rewrite (A.37) to (A.47) as

AE(p2, p2
4) = 1 − 2CF

(2π)3
1

p4

∫ ∞

0
dq4 q4

∫ ∞

0
dq

q2AE(q2, q24)

dq,E(q2, q24)

(
IT0−
ang − IT0+

ang

)
, (A.56)

BE(p2, p2
4) = m+

8π CF

(2π)3

∫ ∞

0
dq4

∫ ∞

0
dq

q2BE(q2, q24)

dq,E(q2, q24)
IC0
ang (A.57)

− 2CF

(2π)3

∫ ∞

0
dq4

∫ ∞

0
dq

q2BE(q2, q24)

dq,E(q2, q24)

(
IT0−
ang + IT0+

ang

)
,

CE(p2, p2
4) = 1 +

8π CF

(2π)3
1

p

∫ ∞

0
dq4

∫ ∞

0
dq

q3CE(q2, q24)

dq,E(q2, q24)
IC1
ang (A.58)

− 2CF

(2π)3
1

p

∫ ∞

0
dq4

∫ ∞

0
dq

q3 CE(q2, q24)

dq,E(q2, q24)

(
IT1−
ang + IT1+

ang

)

− 2CF

(2π)3

∫ ∞

0
dq4

∫ ∞

0
dq

q4 CE(q2, q24)

dq,E(q2, q24)

(
ITk−
ang + ITk+

ang

)
,

DE(p2, p2
4) =

2CF

(2π)3
1

p4p

∫ ∞

0
dq4 q4

∫ ∞

0
dq

q3DE(q2, q24)

dq,E(q2, q24)

(
IT1−
ang − IT1+

ang

)
(A.59)

+
2CF

(2π)3
1

p4

∫ ∞

−∞
dq4 q4

∫ ∞

0
dq

q4DE(q2, q24)

dq,E(q2, q24)

(
ITk−
ang − ITk+

ang

)
.
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A.2.6 Some Important Dirac Traces

In the analysis of the gap equation one encounters traces of up to six gamma matrices. As
well-known (and easy to show with the help of γ5 = iγ0γ1γ2γ3), Dirac traces of an odd number
of gamma matrices always vanish in D = 4,

tr(γ0) = tr(γi) = tr(γ0γiγj) = tr(γiγjγk) = · · · = 0 . (A.60)

For the trace of two gamma matrices one finds

γiγj + γjγi = 2gij11D = −2δij11D

∣∣ 1
4tr

1
4tr (γiγj) + 1

4tr (γjγi) = −1
2δij tr (11D)

∣∣ tr (γjγi)
cycl.
= tr (γiγj)

1
2tr (γiγj) = −2δij

and
γ0γi + γiγ0 = 2g0i11D = 0

∣∣ 1
4tr

1
4tr (γ0γi) + 1

4 tr (γiγ0) = 0
∣∣ tr (γiγ0)

cycl.
= tr (γ0γi)

1
2 tr (γ0γi) = 0 ,

i.e.
1
4tr (γiγj) = −δij and 1

4tr (γ0γi) = 0 . (A.61)

Expressions which contain at least two instances of γ0 can be simplified by repeated use of the
anticommutation relation γ0γi = −γiγ0 until one obtains an expression with γ2

0 which is equal
to 11D. Thus we find

1
4tr (γ0γiγ0γj) = −1

4tr (γiγ0γ0γj) = −1
4tr (γiγj)

(A.61)
= δij . (A.62)

For three spatial gamma matrices and one instance of γ0 we have

tr(γ0γiγjγk)
cycl.
= tr(γiγjγkγ0) = −tr(γiγjγ0γk) = tr(γiγ0γjγk) = −tr(γ0γiγjγk) , (A.63)

so tr(γ0γiγjγk) has to vanish. This is, by basically the same argument, true for the trace of any
expression which contains precisley one instance of γ0 and an odd number of spatial gamma
matrices. One γ0 and an even number of spatial gamma matrices constitute in total an odd
number of matrices, thus the trace vanishes as well. Thus we can conclude: The trace of any
product which contains an odd number of γ0 vanishes.

The most involved trace which we actually have to evaluate (i.e. which cannot be further
simplifed by the arguments given above) contains four spatial gamma matrices,

T := tr (γiγjγkγℓ) = tr (γiγj(2gkℓ − γℓγk))

= 2gkℓtr (γiγj) − tr (γiγjγℓγk)

= −2δkℓtr (γiγj) − tr
(
γi(2gjℓ − γℓγj)γk

)

= 8δkℓδij − 2gjℓtr (γiγk) + tr (γiγℓγjγk)

= 8δkℓδij + 2δjℓtr (γiγk) + tr ((2giℓ − γℓγi)γjγk)

= 8δkℓδij − 8δjℓδik + 2giℓtr (γjγk) − tr (γℓγiγjγk)

= 8δkℓδij − 8δjℓδik − 2δiℓtr (γjγk) − tr (γiγjγkγℓ)

= 8δkℓδij − 8δjℓδik + 8δiℓδjk − T

One has obtained an algebraic equation for T from which one can read off

1
4tr (γiγjγkγℓ) = δkℓδij − δjℓδik + δiℓδjk . (A.64)
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A.3 Renormalization of the Quark Gap Equation

The renormalization of the gap equation (4.1) is discussed in detail in subsection 2.4.4 of [124].
Since in that thesis the discussion is given in German and in order to have a self-contained pre-
sentation, we repeat here the arguments which lead to (4.21), effectively just giving a translation,
slightly reformulated and extended by some additional comments:

In order to find the correct renormalization, we examine the renormalized integral equations
for vector, axial vector and pseudoscalar quark-meson vertex functions [5]

Γµ(p, p
′) = Z(µ)γµ +

∫
d4q

(2π)4
S(p′ + q)Γµ(p

′ + q, p+ q)S(p+ q)K(p+ q, p′ + q, q), (A.65)

Γµ5(p, p
′) = Z(µ)5γµγ5 +

∫
d4q

(2π)4
S(p′ + q)Γµ5(p

′ + q, p+ q)S(p+ q)K(p+ q, p′ + q, q), (A.66)

Γ5(p, p
′) = Z5γ5 +

∫
d4q

(2π)4
S(p′ + q)Γ5(p

′ + q, p+ q)S(p + q)K(p+ q, p′ + q, q) (A.67)

with K denoting the quark-antiquark scattering kernel which plays a key role in the Bethe-
Salpeter equation (the relativistic bound state equation for two particles, see also sec. 4.4).
In full untruncated QCD the eight renormalization constants Z(µ) and Z(µ)5 are equal. This
equality does not hold in the instantanenous approximation (but it is expected to be restored
when transverse gluons are taken into account). Therefore the model can be regarded as non-
covariant approximation to a covariantly renormalized one-gluon exchange model. Since quark
loops are neglected, all contributions to the axial U(1) anomaly vanish. Therefore the vertex
functions are connected via the non-anomalous Ward identities

(p′ − p)µΓµ(p
′, p) = iS−1(p′) − iS−1(p) , (A.68)

(p′ − p)µΓµ5(p
′, p) = iS−1(p′)γ5 + γ5iS

−1(p) + 2m0Γ5(p
′, p) . (A.69)

with m0 denoting the bare quark mass. In ladder approximation the scattering kernel is approx-
imated by (cf. sec. 4.1.2)

K(p+ q, p′ + q, q) ≈ k(q) = iCFg
2γµ ⊗ γνDµν (A.70)

= −i4πCFγ0 ⊗ γ0VC(q2) + i4πCFγi ⊗ γj

(
δij − qiqj

q2

)
VT(q)

This yields for the axial vector function

(p′ − p)µΓµ5(p
′, p) = iS−1(p′)γ5 + γ5iS

−1(p) + 2m0Γ5(p
′, p)

= Z(µ)5γµγ5(p− p′)µ +

∫
d4q

(2π)4
S(p′ + q)[iS−1(p′ + q)γ5

+ γ5iS
−1(p+ q) + 2m0Γ5(p

′ + q, p+ q)]S(p + q)k(q) (A.71)

The properties of the gamma matrices are used to obtain

iS−1(p′)γ5 + γ5iS
−1(p) + 2m0Γ5(p

′, p)

= γ5

(
Z(µ)5γµp

µ − Z5m0 +

∫
d4q

(2π)4
S(p+ q)k(q)

)
(A.72)

+

(
Z(µ)5γµp

′µ − Z5m0 +

∫
d4q

(2π)4
S(p′ + q)k(q)

)
γ5 + 2m0Γ5(p

′, p) .

Now one can cancel the term 2m0Γ5(p
′, p) on both sides of this equation, the dependency on

the momenta p and p′ is completely separated in this form. Thus one can directly read off

iS−1(p) = Z(µ)5γµp
′µ − Z5m0 +

∫
d4q

(2π)4
S(p′ + q)k(q) . (A.73)
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Since in the present approximation the properties of the vertex functions do not change under
parity transformations, one has

Z(µ)5 = Z(µ) =

{
Z0 for µ = 0

Z(i) for µ = i ∈ {1, 2, 3}
(A.74)

The D component of the propagator has not been considered in [124], but since this component
of the propagator does not acquire an ultraviolet divergent piece, no renormalization of this
function is necessary. Therefore the discussion of renormalization remains unchanged.

A.4 The Mixed Gluon Propagator in Coulomb Gauge

We have omitted the mixed gluon propagator form our discussion in chapter 4, since (4.10)
suggests that it vanishes identically. However, strictly speaking this equation has a nontrivial
distribution-valued solution, namely

VM (k2, k2
0) = f(k2

0) δ(k
2) (A.75)

with an arbitrary generalized function f . To show that this is indeed a solution, we multi-
ply (4.10) with a generic test function ϕ ∈ C∞

0 (R+
0 × R) and integrate it over R

+
0 × R.

∫∫

R
+
0 ×R

k2 k0 VM (k2, k2
0)ϕ(k2, k0) d(k2, k0) = 0 . (A.76)

The validity of this equation for arbitrary test functions ϕ is equivalent to the validity of (4.10).
If we choose VM according to (A.75), this yields3

T1 :=

∫∫

R
+
0 ×R

k2 k0 δ(k
2) f(k2

0)ϕ(k2, k0) d(k2, k0)

=
1

2

∫ ∞

−∞

[
k2 k0 f(k2

0)ϕ(k2, k0)
]
k2=0

dk0 = 0 (A.77)

for arbitrary ϕ. We also note that a similar term VM (k2, k2
0) = g(k2) δ(k2

0) with a regular
function g does not provide a solution, since for this we find

T2 :=

∫∫

R
+
0 ×R

k2 k0 δ(k
2
0) g(k2)ϕ(k2, k0) d(k2, k0)

=
1

2

∫∫

R
+
0 ×R

+
0

k2 δ(k2
0) g(k2)

[
ϕ

(
k2,
√
k2
0

)
+ ϕ

(
k2,−

√
k2
0

)]
d(k2, k2

0)

=
1

4

∫ ∞

0
k2 g(k2)

[
ϕ(k2, 0) + ϕ(k2, 0)

]
d(k2) =

1

2

∫ ∞

0
k2 g(k2)ϕ(k2, 0) d(k2) , (A.78)

which, in general, is different from zero. Also terms involving delta derivatives δ(n)(k2) with
n ≥ 1 do not lead to the vanishing of (A.76) for arbitrary test function ϕ.
While such zero-mode contributions are possible from a mathematical point of view, their phys-
ical relevance is highly questionable. The matrix of 1PI-functions Γ(2), given in (3.8) does not
have an inverse for k2 = 0. The matrix itself stays well-defined, but its rank drops to two. Tak-
ing into account that the 1PI functions are regarded as “more fundamental” than propagagtors,
this is no real problem, but it precludes the clean treatment of propagators at k2 = 0.

3We remind our readers of the convention
R b
0
ϕ(x) δ(x) dx = 1

2
ϕ(0) for b > 0. This choice is suggested by the

properties of symmetric delta families (“Delta-Scharen”), where one obtains limε→0

R b
0
ϕ(x) δ

(k)
ε (x) dx = 1

2
ϕ(0)

for arbitrary test functions ϕ and k = 1, 2.
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IC0 :=
4π

dquad,E

∫ 1

−1
d(cos ϑ)VC(k2, k2

4) IT0 :=
1

dquad,E

∫ 1

−1
d(cos ϑ)VT (k2, k2

4)

IC1 :=
4π

dquad,E

∫ 1

−1
d(cos ϑ)VC(k2, k2

4) cosϑ IT1 :=
1

dquad,E

∫ 1

−1
d(cos ϑ)VT (k2, k2

4) cosϑ

IC2 :=
4π

dquad,E

∫ 1

−1
d(cos ϑ)VC(k2, k2

4) cos2 ϑ IT2 :=
1

dquad,E

∫ 1

−1
d(cos ϑ)VT (k2, k2

4) cos2 ϑ

IM0 :=
1

dquad,E

∫ 1

−1
d(cos ϑ)VM (k2, k2

4) IT0k :=
1

dquad,E

∫ 1

−1
d(cos ϑ)

VT (k2, k2
4)

k2

IM1 :=
1

dquad,E

∫ 1

−1
d(cos ϑ)VM (k2, k2

4) cos ϑ IT1k :=
1

dquad,E

∫ 1

−1
d(cos ϑ)

VT (k2, k2
4) cos ϑ

k2

IM2 :=
1

dquad,E

∫ 1

−1
d(cos ϑ)VM (k2, k2

4) cos2 ϑ IT2k :=
1

dquad,E

∫ 1

−1
d(cos ϑ)

VT (k2, k2
4) cos2 ϑ

k2

IT3k :=
1

dquad,E

∫ 1

−1
d(cos ϑ)

VT (k2, k2
4) cos3 ϑ

k2

Exteq 2: Integrals (respectively integral operators) which appear in the decomposition of the
(Weyl-Landau-)Coulomb gauge gap equation, summarized in extended equations 3 to 10.

A.5 Complete Decomposition of the Quark Gap Equation

Here we give the full decomposition of the quark gap equation, obtained by plugging the param-
eterizations (4.4), (4.11), (4.18), (4.38) and (4.39) into (4.1) and projecting on single propagator
tensor components by taking appropriate Dirac traces and Wick-rotating all integrals to Eu-
clidean space.

We explicitly keep the (formally present) mixed propagator, which is presumably irrelevant
in the Coulomb gauge, but becomes important for example in the Landau-Coulomb interpolating
gauge.

As in sec. A.2.5, in the four-dimensional integral
∫

R4 d4q, the component p4 is naturally
treated individually, but for the remaining three-dimensional integral is rewritten in spherical
coordinates (q, ϑ, ϕ) with p-direction as preferred axis are introduced. In these coordinates, the
ϕ-integration is trivial, so there remain the integrations over q = |q| and the ϑ which satisfies
p · q = p q cos ϑ.

To have a compact notation for ϑ-integrals (angular integrals) at hand, we define several
expressions which – depending on the ansätze for the vertex functions – can be read either as
Lebesgue integrals or as integral operators. If the vertex dressing functions ΓXix, i ∈ {0, 1, 2, 3},
x ∈ {a, . . . , h}, X ∈ {S, A} are independent of the angle θ, these expressions can be evaluated as
simple definite integrals (which typically require regluarization). If the vertex dressing functions
depend on θ (i.e. on the scalar product p · q), they have to be interpreted as integral operators
which act to the right.

Putting everything together and setting VM (k2, k2
0) = 0 (Coulomb gauge case) yields the

scalar integral equations given in exteq 3-6. Inclusion of the mixed propagator (relevant for
example for the Landau-Coulomb interpolating gauge) gives exteq 7-10. Both the intimidating
length of these equations and the fact that the knowledge about the vertex functions ΓXix is
extremely limited indicate that a solution can only be obtained for dramatic simplifications.
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A(p) = 1 +
CF

(2π)3
1

p4

∫ ∞

0
dq q2

∫

R

dq4

{
IC0

(
−B(q)Γ

A
0a − C(q)Γ

A
0c q

2 + C(q)Γ
A
0d q

2

−A(q)Γ
S
0b q4 +D(q)Γ

S
0e q

2 q4 −D(q)Γ
S
0f q

2 q4
)

+ IC1(C(q)Γ
A
0c p q + C(q)Γ

A
0d p q −D(q)Γ

S
0e p q q4 −D(q)Γ

S
0f p q q4)

+ IT0

(
2B(q)Γ

A
1b +B(q)Γ

A
2e p

2 +B(q)Γ
A
2f p

2 +B(q)Γ
A
3e p

2 +B(q)Γ
A
3f p

2 + 2C(q)Γ
A
1e q

2

− 2C(q)Γ
A
1f q

2 − C(q)Γ
A
2b q

2 +B(q)Γ
A
2e q

2 −B(q)Γ
A
2f q

2 + C(q)Γ
A
3b q

2 −B(q)Γ
A
3e q

2

+B(q)Γ
A
3f q

2 + 2C(q)Γ
A
2h p

2 q2 + 2C(q)Γ
A
3h p

2 q2 + 2A(q)Γ
S
1a q4 −A(q)Γ

S
2c p

2 q4

−A(q)Γ
S
2d p

2 q4 −A(q)Γ
S
3c p

2 q4 −A(q)Γ
S
3d p

2 q4 − 2D(q)Γ
S
1c q

2 q4 + 2D(q)Γ
S
1d q

2 q4

−D(q)Γ
S
2a q

2 q4 −A(q)Γ
S
2c q

2 q4 +A(q)Γ
S
2d q

2 q4 +D(q)Γ
S
3a q

2 q4 +A(q)Γ
S
3c q

2 q4

−A(q)Γ
S
3d q

2 q4 + 2D(q)Γ
S
2g p

2 q2 q4 + 2D(q)Γ
S
3g p

2 q2 q4
)

+ IT1(−2C(q)Γ
A
1e p q − 2C(q)Γ

A
1f p q + C(q)Γ

A
2b p q − 2B(q)Γ

A
2e p q + C(q)Γ

A
3b p q

+ 2B(q)Γ
A
3f p q + 2D(q)Γ

S
1c p q q4 + 2D(q)Γ

S
1d p q q4 +D(q)Γ

S
2a p q q4 + 2A(q)Γ

S
2c p q q4

+D(q)Γ
S
3a p q q4 − 2A(q)Γ

S
3d p q q4)

+ IT2

(
− 2C(q)Γ

A
2h p

2 q2 − 2C(q)Γ
A
3h p

2 q2 − 2D(q)Γ
S
2g p

2 q2 q4 − 2D(q)Γ
S
3g p

2 q2 q4
)

+ IT0k

(
−B(q)Γ

A
2e p

4 −B(q)Γ
A
2f p

4 −B(q)Γ
A
3e p

4 −B(q)Γ
A
3f p

4 + C(q)Γ
A
2b p

2 q2 − 2B(q)Γ
A
2e p

2 q2

+ C(q)Γ
A
3b p

2 q2 + 2B(q)Γ
A
3f p

2 q2 − 2C(q)Γ
A
2h p

4 q2 − 2C(q)Γ
A
3h p

4 q2 + C(q)Γ
A
2b q

4 −B(q)Γ
A
2e q

4

+B(q)Γ
A
2f q

4 − C(q)Γ
A
3b q

4 +B(q)Γ
A
3e q

4 −B(q)Γ
A
3f q

4 − 2C(q)Γ
A
2h p

2 q4 + 2C(q)Γ
A
3h p

2 q4

+A(q)Γ
S
2c p

4 q4 +A(q)Γ
S
2d p

4 q4 +A(q)Γ
S
3c p

4 q4 +A(q)Γ
S
3d p

4 q4 +D(q)Γ
S
2a p

2 q2 q4

+ 2A(q)Γ
S
2c p

2 q2 q4 +D(q)Γ
S
3a p

2 q2 q4 − 2A(q)Γ
S
3d p

2 q2 q4 − 2D(q)Γ
S
2g p

4 q2 q4

− 2D(q)Γ
S
3g p

4 q2 q4 +D(q)Γ
S
2a q

4 q4 +A(q)Γ
S
2c q

4 q4 −A(q)Γ
S
2d q

4 q4 −D(q)Γ
S
3a q

4 q4

−A(q)Γ
S
3c q

4 q4 +A(q)Γ
S
3d q

4 q4 − 2D(q)Γ
S
2g p

2 q4 q4 + 2D(q)Γ
S
3g p

2 q4 q4
)

+ IT1k

(
− C(q)Γ

A
2b p

3 q + 4B(q)Γ
A
2e p

3 q + 2B(q)Γ
A
2f p

3 q − C(q)Γ
A
3b p

3 q + 2B(q)Γ
A
3e p

3 q

− 3C(q)Γ
A
2b p q

3 + 4B(q)Γ
A
2e p q

3 − 2B(q)Γ
A
2f p q

3 + C(q)Γ
A
3b p q

3 − 2B(q)Γ
A
3e p q

3

+ 4C(q)Γ
A
2h p

3 q3 −D(q)Γ
S
2a p

3 q q4 − 4A(q)Γ
S
2c p

3 q q4 − 2A(q)Γ
S
2d p

3 q q4 −D(q)Γ
S
3a p

3 q q4

− 2A(q)Γ
S
3c p

3 q q4 − 3D(q)Γ
S
2a p q

3 q4 − 4A(q)Γ
S
2c p q

3 q4 + 2A(q)Γ
S
2d p q

3 q4 +D(q)Γ
S
3a p q

3 q4

+ 2A(q)Γ
S
3c p q

3 q4 + 4D(q)Γ
S
2g p

3 q3 q4
)

+ IT2k

(
2C(q)Γ

A
2b p

2 q2 − 4B(q)Γ
A
2e p

2 q2 + 2C(q)Γ
A
2h p

4 q2 + 2C(q)Γ
A
3h p

4 q2 + 2C(q)Γ
A
2h p

2 q4

− 2C(q)Γ
A
3h p

2 q4 + 2D(q)Γ
S
2a p

2 q2 q4 + 4A(q)Γ
S
2c p

2 q2 q4 + 2D(q)Γ
S
2g p

4 q2 q4

+ 2D(q)Γ
S
3g p

4 q2 q4 + 2D(q)Γ
S
2g p

2 q4 q4 − 2D(q)Γ
S
3g p

2 q4 q4
)

+ IT3k

(
− 4C(q)Γ

A
2h p

3 q3 − 4D(q)Γ
S
2g p

3 q3 q4
)}

Exteq 3: Gap equation for the propagator component A(p) ≡ A(p2, p2
0). The parametrization

of the propagator is given in (4.4), the vertex coefficient functions ΓA0a, . . . are defined in (4.38)
and (4.39); the integral operators IC0, . . . are introduced in extended equation 2.
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B(p) = m+ C1

∫ ∞

0
dq q2

∫

R

dq4

{
IC0

(
B(q)Γ

S
0b +C(q)Γ

S
0e q

2 − C(q)Γ
S
0f q

2

−A(q)Γ
A
0a q4 +D(q)Γ

A
0c q

2 q4 −D(q)Γ
A
0d q

2 q4
)

+ IC1(−C(q)Γ
S
0e p q −C(q)Γ

S
0f p q −D(q)Γ

A
0c p q q4 −D(q)Γ

A
0d p q q4)

+ IT1(−2C(q)Γ
S
1c p q − 2C(q)Γ

S
1d p q − C(q)Γ

S
2a p q + 2B(q)Γ

S
2c p q − C(q)Γ

S
3a p q

− 2B(q)Γ
S
3d p q − 2D(q)Γ

A
1e p q q4 − 2D(q)Γ

A
1f p q q4 +D(q)Γ

A
2b p q q4 + 2A(q)Γ

A
2e p q q4

+D(q)Γ
A
3b p q q4 − 2A(q)Γ

A
3f p q q4)

+ IT2

(
2C(q)Γ

S
2g p

2 q2 + 2C(q)Γ
S
3g p

2 q2 − 2D(q)Γ
A
2h p

2 q2 q4 − 2D(q)Γ
A
3h p

2 q2 q4
)

+ IT0

(
2B(q)Γ

S
1a −B(q)Γ

S
2c p

2 −B(q)Γ
S
2d p

2 −B(q)Γ
S
3c p

2 −B(q)Γ
S
3d p

2 + 2C(q)Γ
S
1c q

2

− 2C(q)Γ
S
1d q

2 + C(q)Γ
S
2a q

2 −B(q)Γ
S
2c q

2 +B(q)Γ
S
2d q

2 − C(q)Γ
S
3a q

2 +B(q)Γ
S
3c q

2

−B(q)Γ
S
3d q

2 − 2C(q)Γ
S
2g p

2 q2 − 2C(q)Γ
S
3g p

2 q2 − 2A(q)Γ1bA q4 −A(q)Γ
A
2e p

2 q4

−A(q)Γ
A
2f p

2 q4 −A(q)Γ
A
3e p

2 q4 −A(q)Γ
A
3f p

2 q4 + 2D(q)Γ
A
1e q

2 q4 − 2D(q)Γ
A
1f q

2 q4

−D(q)Γ
A
2b q

2 q4 −A(q)Γ
A
2e q

2 q4 +A(q)Γ
A
2f q

2 q4 +D(q)Γ
A
3b q

2 q4 +A(q)Γ
A
3e q

2 q4

−A(q)Γ
A
3f q

2 q4 + 2D(q)Γ
A
2h p

2 q2 q4 + 2D(q)Γ
A
3h p

2 q2 q4
)

+ IT0k

(
B(q)Γ

S
2c p

4 +B(q)Γ
S
2d p

4 +B(q)Γ
S
3c p

4 +B(q)Γ
S
3d p

4 − C(q)Γ
S
2a p

2 q2 + 2B(q)Γ
S
2c p

2 q2

− C(q)Γ
S
3a p

2 q2 − 2B(q)Γ
S
3d p

2 q2 + 2C(q)Γ
S
2g p

4 q2 + 2C(q)Γ
S
3g p

4 q2 − C(q)Γ
S
2a q

4

+B(q)Γ
S
2c q

4 −B(q)Γ
S
2d q

4 + C(q)Γ
S
3a q

4 −B(q)Γ
S
3c q

4 +B(q)Γ
S
3d q

4 + 2C(q)Γ
S
2g p

2 q4

− 2C(q)Γ
S
3g p

2 q4 +A(q)Γ
A
2e p

4 q4 +A(q)Γ
A
2f p

4 q4 +A(q)Γ
A
3e p

4 q4 +A(q)Γ
A
3f p

4 q4

+D(q)Γ
A
2b p

2 q2 q4 + 2A(q)Γ
A
2e p

2 q2 q4 +D(q)Γ
A
3b p

2 q2 q4 − 2A(q)Γ
A
3f p

2 q2 q4

− 2D(q)Γ
A
2h p

4 q2 q4 − 2D(q)Γ
A
3h p

4 q2 q4 +D(q)Γ
A
2b q

4 q4 +A(q)Γ
A
2e q

4 q4 −A(q)Γ
A
2f q

4 q4

−D(q)Γ
A
3b q

4 q4 −A(q)Γ
A
3e q

4 q4 +A(q)Γ
A
3f q

4 q4 − 2D(q)Γ
A
2h p

2 q4 q4 + 2D(q)Γ
A
3h p

2 q4 q4
)

+ IT1k

(
C(q)Γ

S
2a p

3 q − 4B(q)Γ
S
2c p

3 q − 2B(q)Γ
S
2d p

3 q + C(q)Γ
S
3a p

3 q − 2B(q)Γ
S
3c p

3 q

+ 3C(q)Γ
S
2a p q

3 − 4B(q)Γ
S
2c p q

3 + 2B(q)Γ
S
2d p q

3 − C(q)Γ
S
3a p q

3 + 2B(q)Γ
S
3c p q

3

− 4C(q)Γ
S
2g p

3 q3 −D(q)Γ
A
2b p

3 q q4 − 4A(q)Γ
A
2e p

3 q q4 − 2A(q)Γ
A
2f p

3 q q4 −D(q)Γ
A
3b p

3 q q4

− 2A(q)Γ
A
3e p

3 q q4 − 3D(q)Γ
A
2b p q

3 q4 − 4A(q)Γ
A
2e p q

3 q4 + 2A(q)Γ
A
2f p q

3 q4

+D(q)Γ
A
3b p q

3 q4 + 2A(q)Γ
A
3e p q

3 q4 + 4D(q)Γ
A
2h p

3 q3 q4
)

+ IT2k

(
− 2C(q)Γ

S
2a p

2 q2 + 4B(q)Γ
S
2c p

2 q2 − 2C(q)Γ
S
2g p

4 q2 − 2C(q)Γ
S
3g p

4 q2

− 2C(q)Γ
S
2g p

2 q4 + 2C(q)Γ
S
3g p

2 q4 + 2D(q)Γ
A
2b p

2 q2 q4 + 4A(q)Γ
A
2e p

2 q2 q4

+ 2D(q)Γ
A
2h p

4 q2 q4 + 2D(q)Γ
A
3h p

4 q2 q4 + 2D(q)Γ
A
2h p

2 q4 q4 − 2D(q)Γ
A
3h p

2 q4 q4
)

+ IT3k

(
4C(q)Γ

S
2g p

3 q3 − 4D(q)Γ
A
2h p

3 q3 q4
)}

Exteq 4: Gap equation for the propagator component B(p) ≡ B(p2, p2
0) in Coulomb gauge. The

notation is explained in extended equation 3.
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C(p) = 1 +
C1

p

∫
∞

0

dq q2
∫

R

dq4

{
IC0

(
B(q)Γ

S
0e p+B(q)Γ

S
0f p+ 2C(q)Γ

S
0h p q

2

+A(q)Γ
A
0c p q4 +A(q)Γ

A
0d p q4 − 2D(q)Γ

A
0g p q

2 q4
)

+ IC1(C(q)Γ
S
0b q −B(q)Γ

S
0e q +B(q)Γ

S
0f q −D(q)Γ

A
0a q q4 −A(q)Γ

A
0c q q4 +A(q)Γ

A
0d q q4)

+ IC2

(
− 2C(q)Γ

S
0h p q

2 + 2D(q)Γ
A
0g p q

2 q4
)

+ IT0

(
−B(q)Γ

S
2a p−B(q)Γ

S
3a p− 2C(q)Γ

S
2c p q

2 + 2B(q)Γ
S
2g p q

2 + 2C(q)Γ
S
3d p q

2

− 2B(q)Γ
S
3g p q

2 +A(q)Γ
A
2b p q4 +A(q)Γ

A
3b p q4 − 2D(q)Γ

A
2e p q

2 q4 − 2A(q)Γ
A
2h p q

2 q4

+ 2D(q)Γ
A
3f p q

2 q4 + 2A(q)Γ
A
3h p q

2 q4
)

+ IT1

(
B(q)Γ

S
2a q −B(q)Γ

S
3a q + C(q)Γ

S
2c p

2 q + C(q)Γ
S
2d p

2 q + C(q)Γ
S
3c p

2 q + C(q)Γ
S
3d p

2 q

+ C(q)Γ
S
2c q

3 − C(q)Γ
S
2d q

3 − C(q)Γ
S
3c q

3 + C(q)Γ
S
3d q

3 −A(q)Γ
A
2b q q4 +A(q)Γ

A
3b q q4

+D(q)Γ
A
2e p

2 q q4 +D(q)Γ
A
2f p

2 q q4 +D(q)Γ
A
3e p

2 q q4 +D(q)Γ
A
3f p

2 q q4 +D(q)Γ
A
2e q

3 q4

−D(q)Γ
A
2f q

3 q4 −D(q)Γ
A
3e q

3 q4 +D(q)Γ
A
3f q

3 q4
)

+ IT2

(
− 2B(q)Γ

S
2g p q

2 + 2B(q)Γ
S
3g p q

2 + 2A(q)Γ
A
2h p q

2 q4 − 2A(q)Γ
A
3h p q

2 q4
)

+ IT0k

(
2B(q)Γ

S
1c p

3 + 2B(q)Γ
S
1d p

3 +B(q)Γ
S
2a p

3 +B(q)Γ
S
3a p

3 − 2C(q)Γ
S
1a p q

2 + 2B(q)Γ
S
1c p q

2

− 2B(q)Γ
S
1d p q

2 +B(q)Γ
S
2a p q

2 −B(q)Γ
S
3a p q

2 + 4C(q)Γ
S
1g p

3 q2 + 2C(q)Γ
S
2c p

3 q2 − 2B(q)Γ
S
2g p

3 q2

+ 2C(q)Γ
S
3c p

3 q2 − 2B(q)Γ
S
3g p

3 q2 + 2C(q)Γ
S
2c p q

4 − 2B(q)Γ
S
2g p q

4 − 2C(q)Γ
S
3c p q

4 + 2B(q)Γ
S
3g p q

4

+ 2A(q)Γ
A
1e p

3 q4 + 2A(q)Γ
A
1f p

3 q4 −A(q)Γ
A
2b p

3 q4 −A(q)Γ
A
3b p

3 q4 + 2D(q)Γ
A
1b p q

2 q4

+ 2A(q)Γ
A
1e p q

2 q4 − 2A(q)Γ
A
1f p q

2 q4 −A(q)Γ
A
2b p q

2 q4 +A(q)Γ
A
3b p q

2 q4 − 4D(q)Γ
A
1h p

3 q2 q4

+ 2D(q)Γ
A
2e p

3 q2 q4 + 2A(q)Γ
A
2h p

3 q2 q4 + 2D(q)Γ
A
3e p

3 q2 q4 + 2A(q)Γ
A
3h p

3 q2 q4 + 2D(q)Γ
A
2e p q

4 q4

+ 2A(q)Γ
A
2h p q

4 q4 − 2D(q)Γ
A
3e p q

4 q4 − 2A(q)Γ
A
3h p q

4 q4
)

+ IT1k

(
2C(q)Γ

S
1a p

2 q − 6B(q)Γ
S
1c p

2 q − 2B(q)Γ
S
1d p

2 q − 3B(q)Γ
S
2a p

2 q −B(q)Γ
S
3a p

2 q + 2C(q)Γ
S
1a q

3

− 2B(q)Γ
S
1c q

3 + 2B(q)Γ
S
1d q

3 −B(q)Γ
S
2a q

3 +B(q)Γ
S
3a q

3 − 4C(q)Γ
S
1g p

2 q3 − 6C(q)Γ
S
2c p

2 q3

+ 4B(q)Γ
S
2g p

2 q3 + 2C(q)Γ
S
3d p

2 q3 − C(q)Γ
S
2c q

5 + C(q)Γ
S
2d q

5 + C(q)Γ
S
3c q

5 − C(q)Γ
S
3d q

5

− 2D(q)Γ
A
1b p

2 q q4 − 6A(q)Γ
A
1e p

2 q q4 − 2A(q)Γ
A
1f p

2 q q4 + 3A(q)Γ
A
2b p

2 q q4 +A(q)Γ
A
3b p

2 q q4

− 2D(q)Γ
A
1b q

3 q4 − 2A(q)Γ
A
1e q

3 q4 + 2A(q)Γ
A
1f q

3 q4 +A(q)Γ
A
2b q

3 q4 −A(q)Γ
A
3b q

3 q4

+ 4D(q)Γ
A
1h p

2 q3 q4 − 6D(q)Γ
A
2e p

2 q3 q4 − 4A(q)Γ
A
2h p

2 q3 q4 + 2D(q)Γ
A
3f p

2 q3 q4 −D(q)Γ
A
2e q

5 q4

+D(q)Γ
A
2f q

5 q4 +D(q)Γ
A
3e q

5 q4 −D(q)Γ
A
3f q

5 q4 − p4 q(C(q)(Γ
S
2c + ΓS

2d + ΓS
3c + ΓS

3d)

+D(q)(Γ
A
2e + ΓA

2f + ΓA
3e + ΓA

3f ) q4)
)

+ IT2k

(
− 2C(q)Γ

S
1a p q

2 + 4B(q)Γ
S
1c p q

2 + 2B(q)Γ
S
2a p q

2 − 4C(q)Γ
S
1g p

3 q2 + 2C(q)Γ
S
2c p

3 q2

+ 2C(q)Γ
S
2d p

3 q2 + 2B(q)Γ
S
2g p

3 q2 + 2B(q)Γ
S
3g p

3 q2 + 2C(q)Γ
S
2c p q

4 − 2C(q)Γ
S
2d p q

4 + 2B(q)Γ
S
2g p q

4

− 2B(q)Γ
S
3g p q

4 + 2D(q)Γ
A
1b p q

2 q4 + 4A(q)Γ
A
1e p q

2 q4 − 2A(q)Γ
A
2b p q

2 q4 + 4D(q)Γ
A
1h p

3 q2 q4

+ 2D(q)Γ
A
2e p

3 q2 q4 + 2D(q)Γ
A
2f p

3 q2 q4 − 2A(q)Γ
A
2h p

3 q2 q4 − 2A(q)Γ
A
3h p

3 q2 q4 + 2D(q)Γ
A
2e p q

4 q4

− 2D(q)Γ
A
2f p q

4 q4 − 2A(q)Γ
A
2h p q

4 q4 + 2A(q)Γ
A
3h p q

4 q4
)

+ IT3k

(
4C(q)Γ

S
1g p

2 q3 − 4B(q)Γ
S
2g p

2 q3 − 4D(q)Γ
A
1h p

2 q3 q4 + 4A(q)Γ
A
2h p

2 q3 q4
)}

Exteq 5: Gap equation for the propagator component C(p) ≡ C(p2, p2
0) in Coulomb gauge. The

notation is explained in extended equation 3.
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D(p) =
C1

p p4

∫
∞

0

dq q2
∫

R

dq4

{
IC0

(
B(q)Γ

A
0c p+B(q)Γ

A
0d p+ 2C(q)Γ

A
0g p q

2

−A(q)Γ
S
0e p q4 −A(q)Γ

S
0f p q4 + 2D(q)Γ

S
0h p q

2 q4
)

+ IC1(C(q)Γ
A
0a q −B(q)Γ

A
0c q +B(q)Γ

A
0d q +D(q)Γ

S
0b q q4 +A(q)Γ

S
0e q q4 −A(q)Γ

S
0f q q4)

+ IC2

(
− 2C(q)Γ

A
0g p q

2 − 2D(q)Γ
S
0h p q

2 q4
)

+ IT0

(
−B(q)Γ

A
2b p−B(q)Γ

A
3b p− 2C(q)Γ

A
2e p q

2 + 2B(q)Γ
A
2h p q

2 + 2C(q)Γ
A
3f p q

2

− 2B(q)Γ
A
3h p q

2 −A(q)Γ
S
2a p q4 −A(q)Γ

S
3a p q4 + 2D(q)Γ

S
2c p q

2 q4 + 2A(q)Γ
S
2g p q

2 q4

− 2D(q)Γ
S
3d p q

2 q4 − 2A(q)Γ
S
3g p q

2 q4
)

+ IT1

(
B(q)Γ

A
2b q −B(q)Γ

A
3b q + C(q)Γ

A
2f p

2 q + C(q)Γ
A
3e p

2 q + C(q)Γ
A
3f p

2 q − C(q)Γ
A
2f q

3

− C(q)Γ
A
3e q

3 + C(q)Γ
A
3f q

3 + C(q)Γ
A
2e q
(
p2 + q2

)
+A(q)Γ

S
2a q q4 −A(q)Γ

S
3a q q4

−D(q)Γ
S
2d p

2 q q4 −D(q)Γ
S
3c p

2 q q4 −D(q)Γ
S
3d p

2 q q4 +D(q)Γ
S
2d q

3 q4 +D(q)Γ
S
3c q

3 q4

−D(q)Γ
S
3d q

3 q4 −D(q)Γ
S
2c q
(
p2 + q2

)
q4
)

+ IT2

(
− 2B(q)Γ

A
2h p q

2 + 2B(q)Γ
A
3h p q

2 − 2A(q)Γ
S
2g p q

2 q4 + 2A(q)Γ
S
3g p q

2 q4
)

+ IT0k

(
− 2B(q)Γ

A
1e p

3 − 2B(q)Γ
A
1f p

3 +B(q)Γ
A
2b p

3 +B(q)Γ
A
3b p

3 + 2C(q)Γ
A
1b p q

2 − 2B(q)Γ
A
1e p q

2

+ 2B(q)Γ
A
1f p q

2 +B(q)Γ
A
2b p q

2 −B(q)Γ
A
3b p q

2 − 4C(q)Γ
A
1h p

3 q2 − 2B(q)Γ
A
2h p

3 q2

+ 2C(q)Γ
A
3e p

3 q2 − 2B(q)Γ
A
3h p

3 q2 − 2B(q)Γ
A
2h p q

4 − 2C(q)Γ
A
3e p q

4 + 2B(q)Γ
A
3h p q

4

+ 2C(q)Γ
A
2e p q

2
(
p2 + q2

)
+ 2A(q)Γ

S
1c p

3 q4 + 2A(q)Γ
S
1d p

3 q4 +A(q)Γ
S
2a p

3 q4 +A(q)Γ
S
3a p

3 q4

+ 2D(q)Γ
S
1a p q

2 q4 + 2A(q)Γ
S
1c p q

2 q4 − 2A(q)Γ
S
1d p q

2 q4 +A(q)Γ
S
2a p q

2 q4 −A(q)Γ
S
3a p q

2 q4

− 4D(q)Γ
S
1g p

3 q2 q4 − 2A(q)Γ
S
2g p

3 q2 q4 − 2D(q)Γ
S
3c p

3 q2 q4 − 2A(q)Γ
S
3g p

3 q2 q4 − 2A(q)Γ
S
2g p q

4 q4

+ 2D(q)Γ
S
3c p q

4 q4 + 2A(q)Γ
S
3g p q

4 q4 − 2D(q)Γ
S
2c p q

2
(
p2 + q2

)
q4
)

+ IT1k

(
− 2C(q)Γ

A
1b p

2 q + 6B(q)Γ
A
1e p

2 q + 2B(q)Γ
A
1f p

2 q − 3B(q)Γ
A
2b p

2 q −B(q)Γ
A
3b p

2 q − C(q)Γ
A
2f p

4 q

− C(q)Γ
A
3e p

4 q − C(q)Γ
A
3f p

4 q − 2C(q)Γ
A
1b q

3 + 2B(q)Γ
A
1e q

3 − 2B(q)Γ
A
1f q

3 −B(q)Γ
A
2b q

3 +B(q)Γ
A
3b q

3

+ 4C(q)Γ
A
1h p

2 q3 + 4B(q)Γ
A
2h p

2 q3 + 2C(q)Γ
A
3f p

2 q3 + C(q)Γ
A
2f q

5 + C(q)Γ
A
3e q

5 − C(q)Γ
A
3f q

5

− C(q)Γ
A
2e q
(
p4 + 6 p2 q2 + q4

)
− 2D(q)Γ

S
1a p

2 q q4 − 6A(q)Γ
S
1c p

2 q q4 − 2A(q)Γ
S
1d p

2 q q4

− 3A(q)Γ
S
2a p

2 q q4 −A(q)Γ
S
3a p

2 q q4 +D(q)Γ
S
2d p

4 q q4 +D(q)Γ
S
3c p

4 q q4 +D(q)Γ
S
3d p

4 q q4

− 2D(q)Γ
S
1a q

3 q4 − 2A(q)Γ
S
1c q

3 q4 + 2A(q)Γ
S
1d q

3 q4 −A(q)Γ
S
2a q

3 q4 +A(q)Γ
S
3a q

3 q4

+ 4D(q)Γ
S
1g p

2 q3 q4 + 4A(q)Γ
S
2g p

2 q3 q4 − 2D(q)Γ
S
3d p

2 q3 q4 −D(q)Γ
S
2d q

5 q4 −D(q)Γ
S
3c q

5 q4

+D(q)Γ
S
3d q

5 q4 +D(q)Γ
S
2c q
(
p4 + 6 p2 q2 + q4

)
q4
)

+ IT2k

(
2C(q)Γ

A
1b p q

2 − 4B(q)Γ
A
1e p q

2 + 2B(q)Γ
A
2b p q

2 + 4C(q)Γ
A
1h p

3 q2 + 2C(q)Γ
A
2f p

3 q2

+ 2B(q)Γ
A
2h p

3 q2 + 2B(q)Γ
A
3h p

3 q2 − 2C(q)Γ
A
2f p q

4 + 2B(q)Γ
A
2h p q

4 − 2B(q)Γ
A
3h p q

4

+ 2C(q)Γ
A
2e p q

2
(
p2 + q2

)
+ 2D(q)Γ

S
1a p q

2 q4 + 4A(q)Γ
S
1c p q

2 q4 + 2A(q)Γ
S
2a p q

2 q4

+ 4D(q)Γ
S
1g p

3 q2 q4 − 2D(q)Γ
S
2d p

3 q2 q4 + 2A(q)Γ
S
2g p

3 q2 q4 + 2A(q)Γ
S
3g p

3 q2 q4 + 2D(q)Γ
S
2d p q

4 q4

+ 2A(q)Γ
S
2g p q

4 q4 − 2A(q)Γ
S
3g p q

4 q4 − 2D(q)Γ
S
2c p q

2
(
p2 + q2

)
q4
)

+ IT3k

(
− 4C(q)Γ

A
1h p

2 q3 − 4B(q)Γ
A
2h p

2 q3 − 4D(q)Γ
S
1g p

2 q3 q4 − 4A(q)Γ
S
2g p

2 q3 q4
)}

Exteq 6: Gap equation for the propagator component D(p) ≡ D(p2, p2
0) in Coulomb gauge. The

notation is explained in extended equation 3.
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A(p) = [rhs of exteq 3] +
CF

(2π)3
1

p4

∫
∞

0

dq q2
∫

R

dq4

{
IM0

(
B(q)Γ

S
0e p

2 p4 +B(q)Γ
S
0f p

2 p4 +B(q)Γ
S
1c p

2 p4

+B(q)Γ
S
1d p

2 p4 +B(q)Γ
S
2a p

2 p4 +B(q)Γ
S
3a p

2 p4 − C(q)Γ
S
0b p4 q

2 +B(q)Γ
S
0e p4 q

2 −B(q)Γ
S
0f p4 q

2

− C(q)Γ
S
1a p4 q

2 +B(q)Γ
S
1c p4 q

2 −B(q)Γ
S
1d p4 q

2 +B(q)Γ
S
2a p4 q

2 −B(q)Γ
S
3a p4 q

2 + 2C(q)Γ
S
0h p

2 p4 q
2

+ 2C(q)Γ
S
1g p

2 p4 q
2 + C(q)Γ

S
2c p

2 p4 q
2 − C(q)Γ

S
2d p

2 p4 q
2 + C(q)Γ

S
3c p

2 p4 q
2 − C(q)Γ

S
3d p

2 p4 q
2

+ C(q)Γ
S
2c p4 q

4 − C(q)Γ
S
2d p4 q

4 − C(q)Γ
S
3c p4 q

4 + C(q)Γ
S
3d p4 q

4 −B(q)Γ
S
0e p

2 q4 −B(q)Γ
S
0f p

2 q4

−B(q)Γ
S
1c p

2 q4 −B(q)Γ
S
1d p

2 q4 −B(q)Γ
S
2a p

2 q4 −B(q)Γ
S
3a p

2 q4 +A(q)Γ
A
1e p

2 p4 q4

+A(q)Γ
A
1f p

2 p4 q4 −A(q)Γ
A
2b p

2 p4 q4 −A(q)Γ
A
3b p

2 p4 q4 + C(q)Γ
S
0b q

2 q4 −B(q)Γ
S
0e q

2 q4

+B(q)Γ
S
0f q

2 q4 + C(q)Γ
S
1a q

2 q4 −B(q)Γ
S
1c q

2 q4 +B(q)Γ
S
1d q

2 q4 − B(q)Γ
S
2a q

2 q4 +B(q)Γ
S
3a q

2 q4

− 2C(q)Γ
S
0h p

2 q2 q4 − 2C(q)Γ
S
1g p

2 q2 q4 − C(q)Γ
S
2c p

2 q2 q4 + C(q)Γ
S
2d p

2 q2 q4 − C(q)Γ
S
3c p

2 q2 q4

+ C(q)Γ
S
3d p

2 q2 q4 +D(q)Γ
A
0a p4 q

2 q4 +D(q)Γ
A
1b p4 q

2 q4 +A(q)Γ
A
1e p4 q

2 q4 −A(q)Γ
A
1f p4 q

2 q4

−A(q)Γ
A
2b p4 q

2 q4 +A(q)Γ
A
3b p4 q

2 q4 − 2D(q)Γ
A
0g p

2 p4 q
2 q4 − 2D(q)Γ

A
1h p

2 p4 q
2 q4

+D(q)Γ
A
2e p

2 p4 q
2 q4 −D(q)Γ

A
2f p

2 p4 q
2 q4 +D(q)Γ

A
3e p

2 p4 q
2 q4 −D(q)Γ

A
3f p

2 p4 q
2 q4

− C(q)Γ
S
2c q

4 q4 + C(q)Γ
S
2d q

4 q4 + C(q)Γ
S
3c q

4 q4 − C(q)Γ
S
3d q

4 q4 +D(q)Γ
A
2e p4 q

4 q4 −D(q)Γ
A
2f p4 q

4 q4

−D(q)Γ
A
3e p4 q

4 q4 +D(q)Γ
A
3f p4 q

4 q4 +A(q)Γ
A
0d p4

(
p2 − q2

)
q4 +A(q)Γ

A
0c p4

(
p2 + q2

)
q4

−A(q)Γ
A
0c p

2 q24 −A(q)Γ
A
0d p

2 q24 −A(q)Γ
A
1e p

2 q24 −A(q)Γ
A
1f p

2 q24 +A(q)Γ
A
2b p

2 q24 +A(q)Γ
A
3b p

2 q24

−D(q)Γ
A
0a q

2 q24 −A(q)Γ
A
0c q

2 q24 +A(q)Γ
A
0d q

2 q24 −D(q)Γ
A
1b q

2 q24 −A(q)Γ
A
1e q

2 q24 +A(q)Γ
A
1f q

2 q24

+A(q)Γ
A
2b q

2 q24 −A(q)Γ
A
3b q

2 q24 + 2D(q)Γ
A
0g p

2 q2 q24 + 2D(q)Γ
A
1h p

2 q2 q24 −D(q)Γ
A
2e p

2 q2 q24

+D(q)Γ
A
2f p

2 q2 q24 −D(q)Γ
A
3e p

2 q2 q24 +D(q)Γ
A
3f p

2 q2 q24 −D(q)Γ
A
2e q

4 q24 +D(q)Γ
A
2f q

4 q24

+D(q)Γ
A
3e q

4 q24 −D(q)Γ
A
3f q

4 q24
)

+ IM1

(
C(q)Γ

S
0b p p4 q − 2B(q)Γ

S
0e p p4 q + C(q)Γ

S
1a p p4 q − 2B(q)Γ

S
1c p p4 q − 2B(q)Γ

S
2a p p4 q

− C(q)Γ
S
2c p

3 p4 q − C(q)Γ
S
2d p

3 p4 q − C(q)Γ
S
3c p

3 p4 q − C(q)Γ
S
3d p

3 p4 q − 3C(q)Γ
S
2c p p4 q

3

+ C(q)Γ
S
2d p p4 q

3 + C(q)Γ
S
3c p p4 q

3 + C(q)Γ
S
3d p p4 q

3 − C(q)Γ
S
0b p q q4 + 2B(q)Γ

S
0e p q q4

− C(q)Γ
S
1a p q q4 + 2B(q)Γ

S
1c p q q4 + 2B(q)Γ

S
2a p q q4 + C(q)Γ

S
2c p

3 q q4 + C(q)Γ
S
2d p

3 q q4

+ C(q)Γ
S
3c p

3 q q4 + C(q)Γ
S
3d p

3 q q4 −D(q)Γ
A
0a p p4 q q4 − 2A(q)Γ

A
0c p p4 q q4 −D(q)Γ

A
1b p p4 q q4

− 2A(q)Γ
A
1e p p4 q q4 + 2A(q)Γ

A
2b p p4 q q4 −D(q)Γ

A
2e p

3 p4 q q4 −D(q)Γ
A
2f p

3 p4 q q4 −D(q)Γ
A
3e p

3 p4 q q4

−D(q)Γ
A
3f p

3 p4 q q4 + 3C(q)Γ
S
2c p q

3 q4 − C(q)Γ
S
2d p q

3 q4 − C(q)Γ
S
3c p q

3 q4 − C(q)Γ
S
3d p q

3 q4

− 3D(q)Γ
A
2e p p4 q

3 q4 +D(q)Γ
A
2f p p4 q

3 q4 +D(q)Γ
A
3e p p4 q

3 q4 +D(q)Γ
A
3f p p4 q

3 q4 +D(q)Γ
A
0a p q q

2
4

+ 2A(q)Γ
A
0c p q q

2
4 +D(q)Γ

A
1b p q q

2
4 + 2A(q)Γ

A
1e p q q

2
4 − 2A(q)Γ

A
2b p q q

2
4 +D(q)Γ

A
2e p

3 q q24

+D(q)Γ
A
2f p

3 q q24 +D(q)Γ
A
3e p

3 q q24 +D(q)Γ
A
3f p

3 q q24 + 3D(q)Γ
A
2e p q

3 q24 −D(q)Γ
A
2f p q

3 q24

−D(q)Γ
A
3e p q

3 q24 −D(q)Γ
A
3f p q

3 q24
)

+ IM2

(
− 2C(q)Γ

S
0h p

2 p4 q
2 − 2C(q)Γ

S
1g p

2 p4 q
2 + 2C(q)Γ

S
2c p

2 p4 q
2 + 2C(q)Γ

S
2d p

2 p4 q
2

+ 2C(q)Γ
S
0h p

2 q2 q4 + 2C(q)Γ
S
1g p

2 q2 q4 − 2C(q)Γ
S
2c p

2 q2 q4 − 2C(q)Γ
S
2d p

2 q2 q4 + 2D(q)Γ
A
0g p

2 p4 q
2 q4

+ 2D(q)Γ
A
1h p

2 p4 q
2 q4 + 2D(q)Γ

A
2e p

2 p4 q
2 q4 + 2D(q)Γ

A
2f p

2 p4 q
2 q4 − 2D(q)Γ

A
0g p

2 q2 q24

− 2D(q)Γ
A
1h p

2 q2 q24 − 2D(q)Γ
A
2e p

2 q2 q24 − 2D(q)Γ
A
2f p

2 q2 q24
)}

Exteq 7: Gap equation for the propagator component A(p) ≡ A(p2, p2
0) in Weyl-Landau-

Coulomb interpolating gauge. The notation is explained in extended equation 3.
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B(p) = [rhs of exteq 4] +
CF

(2π)3
1

p4

∫
∞

0

dq q2
∫

R

dq4

{
IM0

(
B(q)Γ

A
0c p

2 p4 +B(q)Γ
A
0d p

2 p4 −B(q)Γ
A
1e p

2 p4

−B(q)Γ
A
1f p

2 p4 +B(q)Γ
A
2b p

2 p4 +B(q)Γ
A
3b p

2 p4 − C(q)Γ
A
0a p4 q

2 +B(q)Γ
A
0c p4 q

2 −B(q)Γ
A
0d p4 q

2

+ C(q)Γ
A
1b p4 q

2 −B(q)Γ
A
1e p4 q

2 +B(q)Γ
A
1f p4 q

2 +B(q)Γ
A
2b p4 q

2 −B(q)Γ
A
3b p4 q

2 + 2C(q)Γ
A
0g p

2 p4 q
2

− 2C(q)Γ
A
1h p

2 p4 q
2 + C(q)Γ

A
2e p

2 p4 q
2 − C(q)Γ

A
2f p

2 p4 q
2 + C(q)Γ

A
3e p

2 p4 q
2 − C(q)Γ

A
3f p

2 p4 q
2

+ C(q)Γ
A
2e p4 q

4 − C(q)Γ
A
2f p4 q

4 − C(q)Γ
A
3e p4 q

4 + C(q)Γ
A
3f p4 q

4 −B(q)Γ
A
0c p

2 q4 −B(q)Γ
A
0d p

2 q4

+B(q)Γ
A
1e p

2 q4 +B(q)Γ
A
1f p

2 q4 −B(q)Γ
A
2b p

2 q4 −B(q)Γ
A
3b p

2 q4 −A(q)Γ
S
0e p

2 p4 q4 −A(q)Γ
S
0f p

2 p4 q4

+A(q)Γ
S
1c p

2 p4 q4 +A(q)Γ
S
1d p

2 p4 q4 +A(q)Γ
S
2a p

2 p4 q4 +A(q)Γ
S
3a p

2 p4 q4 + C(q)Γ
A
0a q

2 q4

−B(q)Γ
A
0c q

2 q4 +B(q)Γ
A
0d q

2 q4 − C(q)Γ
A
1b q

2 q4 +B(q)Γ
A
1e q

2 q4 −B(q)Γ
A
1f q

2 q4 −B(q)Γ
A
2b q

2 q4

+B(q)Γ
A
3b q

2 q4 − 2C(q)Γ
A
0g p

2 q2 q4 + 2C(q)Γ
A
1h p

2 q2 q4 − C(q)Γ
A
2e p

2 q2 q4 + C(q)Γ
A
2f p

2 q2 q4

− C(q)Γ
A
3e p

2 q2 q4 + C(q)Γ
A
3f p

2 q2 q4 −D(q)Γ
S
0b p4 q

2 q4 −A(q)Γ
S
0e p4 q

2 q4 +A(q)Γ
S
0f p4 q

2 q4

+D(q)Γ
S
1a p4 q

2 q4 +A(q)Γ
S
1c p4 q

2 q4 − A(q)Γ
S
1d p4 q

2 q4 +A(q)Γ
S
2a p4 q

2 q4 −A(q)Γ
S
3a p4 q

2 q4

+ 2D(q)Γ
S
0h p

2 p4 q
2 q4 − 2D(q)Γ

S
1g p

2 p4 q
2 q4 −D(q)Γ

S
2c p

2 p4 q
2 q4 +D(q)Γ

S
2d p

2 p4 q
2 q4

−D(q)Γ
S
3c p

2 p4 q
2 q4 +D(q)Γ

S
3d p

2 p4 q
2 q4 − C(q)Γ

A
2e q

4 q4 + C(q)Γ
A
2f q

4 q4 + C(q)Γ
A
3e q

4 q4

− C(q)Γ
A
3f q

4 q4 −D(q)Γ
S
2c p4 q

4 q4 +D(q)Γ
S
2d p4 q

4 q4 +D(q)Γ
S
3c p4 q

4 q4 −D(q)Γ
S
3d p4 q

4 q4

+A(q)Γ
S
0e p

2 q24 +A(q)Γ
S
0f p

2 q24 −A(q)Γ
S
1c p

2 q24 −A(q)Γ
S
1d p

2 q24 −A(q)Γ
S
2a p

2 q24 −A(q)Γ
S
3a p

2 q24

+D(q)Γ
S
0b q

2 q24 +A(q)Γ
S
0e q

2 q24 −A(q)Γ
S
0f q

2 q24 −D(q)Γ
S
1a q

2 q24 −A(q)Γ
S
1c q

2 q24 +A(q)Γ
S
1d q

2 q24

−A(q)Γ
S
2a q

2 q24 +A(q)Γ
S
3a q

2 q24 − 2D(q)Γ
S
0h p

2 q2 q24 + 2D(q)Γ
S
1g p

2 q2 q24 +D(q)Γ
S
2c p

2 q2 q24

−D(q)Γ
S
2d p

2 q2 q24 +D(q)Γ
S
3c p

2 q2 q24 −D(q)Γ
S
3d p

2 q2 q24 +D(q)Γ
S
2c q

4 q24 −D(q)Γ
S
2d q

4 q24

−D(q)Γ
S
3c q

4 q24 +D(q)Γ
S
3d q

4 q24
)

+ IM1

(
C(q)Γ

A
0a p p4 q − 2B(q)Γ

A
0c p p4 q − C(q)Γ

A
1b p p4 q + 2B(q)Γ

A
1e p p4 q − 2B(q)Γ

A
2b p p4 q

− C(q)Γ
A
2e p

3 p4 q − C(q)Γ
A
2f p

3 p4 q − C(q)Γ
A
3e p

3 p4 q − C(q)Γ
A
3f p

3 p4 q − 3C(q)Γ
A
2e p p4 q

3

+ C(q)Γ
A
2f p p4 q

3 + C(q)Γ
A
3e p p4 q

3 + C(q)Γ
A
3f p p4 q

3 − C(q)Γ
A
0a p q q4 + 2B(q)Γ

A
0c p q q4

+ C(q)Γ
A
1b p q q4 − 2B(q)Γ

A
1e p q q4 + 2B(q)Γ

A
2b p q q4 + C(q)Γ

A
2e p

3 q q4 + C(q)Γ
A
2f p

3 q q4

+ C(q)Γ
A
3e p

3 q q4 + C(q)Γ
A
3f p

3 q q4 +D(q)Γ
S
0b p p4 q q4 + 2A(q)Γ

S
0e p p4 q q4 −D(q)Γ

S
1a p p4 q q4

− 2A(q)Γ
S
1c p p4 q q4 − 2A(q)Γ

S
2a p p4 q q4 +D(q)Γ

S
2c p

3 p4 q q4 +D(q)Γ
S
2d p

3 p4 q q4 +D(q)Γ
S
3c p

3 p4 q q4

+D(q)Γ
S
3d p

3 p4 q q4 + 3C(q)Γ
A
2e p q

3 q4 − C(q)Γ
A
2f p q

3 q4 − C(q)Γ
A
3e p q

3 q4 − C(q)Γ
A
3f p q

3 q4

+ 3D(q)Γ
S
2c p p4 q

3 q4 −D(q)Γ
S
2d p p4 q

3 q4 −D(q)Γ
S
3c p p4 q

3 q4 −D(q)Γ
S
3d p p4 q

3 q4 −D(q)Γ
S
0b p q q

2
4

− 2A(q)Γ
S
0e p q q

2
4 +D(q)Γ

S
1a p q q

2
4 + 2A(q)Γ

S
1c p q q

2
4 + 2A(q)Γ

S
2a p q q

2
4 −D(q)Γ

S
2c p

3 q q24

−D(q)Γ
S
2d p

3 q q24 −D(q)Γ
S
3c p

3 q q24 −D(q)Γ
S
3d p

3 q q24 − 3D(q)Γ
S
2c p q

3 q24 +D(q)Γ
S
2d p q

3 q24

+D(q)Γ
S
3c p q

3 q24 +D(q)Γ
S
3d p q

3 q24
)

+ IM2

(
− 2C(q)Γ

A
0g p

2 p4 q
2 + 2C(q)Γ

A
1h p

2 p4 q
2 + 2C(q)Γ

A
2e p

2 p4 q
2 + 2C(q)Γ

A
2f p

2 p4 q
2

+ 2C(q)Γ
A
0g p

2 q2 q4 − 2C(q)Γ
A
1h p

2 q2 q4 − 2C(q)Γ
A
2e p

2 q2 q4 − 2C(q)Γ
A
2f p

2 q2 q4 − 2D(q)Γ
S
0h p

2 p4 q
2 q4

+ 2D(q)Γ
S
1g p

2 p4 q
2 q4 − 2D(q)Γ

S
2c p

2 p4 q
2 q4 − 2D(q)Γ

S
2d p

2 p4 q
2 q4 + 2D(q)Γ

S
0h p

2 q2 q24

− 2D(q)Γ
S
1g p

2 q2 q24 + 2D(q)Γ
S
2c p

2 q2 q24 + 2D(q)Γ
S
2d p

2 q2 q24
)}

Exteq 8: Gap equation for the propagator component B(p) ≡ B(p2, p2
0) in Weyl-Landau-

Coulomb interpolating gauge. The notation is explained in extended equation 3.
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C(p) = [rhs of exteq 5] +
CF

(2π)3
1

p4

Z ∞

0

dq q2
Z

R

dq4


IM0

`
B(q)Γ

A
0a p p4 +B(q)Γ

A
1b p p4 +B(q)Γ

A
2e p

3
p4

+B(q)Γ
A
2f p

3
p4 +B(q)Γ

A
3e p

3
p4 +B(q)Γ

A
3f p

3
p4 + 2C(q)Γ

A
0c p p4 q

2 − 2B(q)Γ
A
0g p p4 q

2

− 2C(q)Γ
A
1f p p4 q

2 + 2B(q)Γ
A
1h p p4 q

2 +B(q)Γ
A
2e p p4 q

2 +B(q)Γ
A
2f p p4 q

2 −B(q)Γ
A
3e p p4 q

2

−B(q)Γ
A
3f p p4 q

2 + 2C(q)Γ
A
2h p

3
p4 q

2 + 2C(q)Γ
A
3h p

3
p4 q

2 + 2C(q)Γ
A
2h p p4 q

4 − 2C(q)Γ
A
3h p p4 q

4

−B(q)Γ
A
0a p q4 −B(q)Γ

A
1b p q4 −B(q)Γ

A
2e p

3
q4 −B(q)Γ

A
2f p

3
q4 −B(q)Γ

A
3e p

3
q4 −B(q)Γ

A
3f p

3
q4

+ A(q)Γ
S
0b p p4 q4 + A(q)Γ

S
1a p p4 q4 − A(q)Γ

S
2c p

3
p4 q4 − A(q)Γ

S
2d p

3
p4 q4 − A(q)Γ

S
3c p

3
p4 q4

− A(q)Γ
S
3d p

3
p4 q4 − 2C(q)Γ

A
0c p q

2
q4 + 2B(q)Γ

A
0g p q

2
q4 + 2C(q)Γ

A
1f p q

2
q4 − 2B(q)Γ

A
1h p q

2
q4

−B(q)Γ
A
2e p q

2
q4 −B(q)Γ

A
2f p q

2
q4 +B(q)Γ

A
3e p q

2
q4 +B(q)Γ

A
3f p q

2
q4 − 2C(q)Γ

A
2h p

3
q
2
q4

− 2C(q)Γ
A
3h p

3
q
2
q4 − 2D(q)Γ

S
0e p p4 q

2
q4 − 2A(q)Γ

S
0h p p4 q

2
q4 + 2D(q)Γ

S
1d p p4 q

2
q4

+ 2A(q)Γ
S
1g p p4 q

2
q4 −A(q)Γ

S
2c p p4 q

2
q4 − A(q)Γ

S
2d p p4 q

2
q4 + A(q)Γ

S
3c p p4 q

2
q4 + A(q)Γ

S
3d p p4 q

2
q4

+ 2D(q)Γ
S
2g p

3
p4 q

2
q4 + 2D(q)Γ

S
3g p

3
p4 q

2
q4 − 2C(q)Γ

A
2h p q

4
q4 + 2C(q)Γ

A
3h p q

4
q4

+ 2D(q)Γ
S
2g p p4 q

4
q4 − 2D(q)Γ

S
3g p p4 q

4
q4 − A(q)Γ

S
0b p q

2
4 −A(q)Γ

S
1a p q

2
4 + A(q)Γ

S
2c p

3
q
2
4

+ A(q)Γ
S
2d p

3
q
2
4 + A(q)Γ

S
3c p

3
q
2
4 +A(q)Γ

S
3d p

3
q
2
4 + 2D(q)Γ

S
0e p q

2
q
2
4 + 2A(q)Γ

S
0h p q

2
q
2
4

− 2D(q)Γ
S
1d p q

2
q
2
4 − 2A(q)Γ

S
1g p q

2
q
2
4 + A(q)Γ

S
2c p q

2
q
2
4 + A(q)Γ

S
2d p q

2
q
2
4 − A(q)Γ

S
3c p q

2
q
2
4

− A(q)Γ
S
3d p q

2
q
2
4 − 2D(q)Γ

S
2g p

3
q
2
q
2
4 − 2D(q)Γ

S
3g p

3
q
2
q
2
4 − 2D(q)Γ

S
2g p q

4
q
2
4 + 2D(q)Γ

S
3g p q

4
q
2
4

´

+ IM1

`
−B(q)Γ

A
0a p4 q −B(q)Γ

A
1b p4 q − C(q)Γ

A
0c p

2
p4 q − C(q)Γ

A
0d p

2
p4 q −C(q)Γ

A
1e p

2
p4 q − C(q)Γ

A
1f p

2
p4 q

+ C(q)Γ
A
2b p

2
p4 q − 3B(q)Γ

A
2e p

2
p4 q −B(q)Γ

A
2f p

2
p4 q + C(q)Γ

A
3b p

2
p4 q −B(q)Γ

A
3e p

2
p4 q

+B(q)Γ
A
3f p

2
p4 q −C(q)Γ

A
0c p4 q

3 + C(q)Γ
A
0d p4 q

3 − C(q)Γ
A
1e p4 q

3 +C(q)Γ
A
1f p4 q

3 + C(q)Γ
A
2b p4 q

3

−B(q)Γ
A
2e p4 q

3 +B(q)Γ
A
2f p4 q

3 − C(q)Γ
A
3b p4 q

3 +B(q)Γ
A
3e p4 q

3 −B(q)Γ
A
3f p4 q

3 − 4C(q)Γ
A
2h p

2
p4 q

3

+B(q)Γ
A
0a q q4 +B(q)Γ

A
1b q q4 + C(q)Γ

A
0c p

2
q q4 + C(q)Γ

A
0d p

2
q q4 + C(q)Γ

A
1e p

2
q q4 + C(q)Γ

A
1f p

2
q q4

− C(q)Γ
A
2b p

2
q q4 + 3B(q)Γ

A
2e p

2
q q4 +B(q)Γ

A
2f p

2
q q4 −C(q)Γ

A
3b p

2
q q4 +B(q)Γ

A
3e p

2
q q4 −B(q)Γ

A
3f p

2
q q4

− A(q)Γ
S
0b p4 q q4 − A(q)Γ

S
1a p4 q q4 +D(q)Γ

S
0e p

2
p4 q q4 +D(q)Γ

S
0f p

2
p4 q q4 +D(q)Γ

S
1c p

2
p4 q q4

+D(q)Γ
S
1d p

2
p4 q q4 +D(q)Γ

S
2a p

2
p4 q q4 + 3A(q)Γ

S
2c p

2
p4 q q4 + A(q)Γ

S
2d p

2
p4 q q4 +D(q)Γ

S
3a p

2
p4 q q4

+ A(q)Γ
S
3c p

2
p4 q q4 − A(q)Γ

S
3d p

2
p4 q q4 +C(q)Γ

A
0c q

3
q4 − C(q)Γ

A
0d q

3
q4 + C(q)Γ

A
1e q

3
q4 − C(q)Γ

A
1f q

3
q4

− C(q)Γ
A
2b q

3
q4 +B(q)Γ

A
2e q

3
q4 −B(q)Γ

A
2f q

3
q4 + C(q)Γ

A
3b q

3
q4 −B(q)Γ

A
3e q

3
q4 +B(q)Γ

A
3f q

3
q4

+ 4C(q)Γ
A
2h p

2
q
3
q4 +D(q)Γ

S
0e p4 q

3
q4 −D(q)Γ

S
0f p4 q

3
q4 +D(q)Γ

S
1c p4 q

3
q4 −D(q)Γ

S
1d p4 q

3
q4

+D(q)Γ
S
2a p4 q

3
q4 + A(q)Γ

S
2c p4 q

3
q4 − A(q)Γ

S
2d p4 q

3
q4 −D(q)Γ

S
3a p4 q

3
q4 − A(q)Γ

S
3c p4 q

3
q4 + A(q)Γ

S
3d p4 q

3
q4

− 4D(q)Γ
S
2g p

2
p4 q

3
q4 + A(q)Γ

S
0b q q

2
4 + A(q)Γ

S
1a q q

2
4 −D(q)Γ

S
0e p

2
q q

2
4 −D(q)Γ

S
0f p

2
q q

2
4 −D(q)Γ

S
1c p

2
q q

2
4

−D(q)Γ
S
1d p

2
q q

2
4 −D(q)Γ

S
2a p

2
q q

2
4 − 3A(q)Γ

S
2c p

2
q q

2
4 − A(q)Γ

S
2d p

2
q q

2
4 −D(q)Γ

S
3a p

2
q q

2
4 − A(q)Γ

S
3c p

2
q q

2
4

+ A(q)Γ
S
3d p

2
q q

2
4 −D(q)Γ

S
0e q

3
q
2
4 +D(q)Γ

S
0f q

3
q
2
4 −D(q)Γ

S
1c q

3
q
2
4 +D(q)Γ

S
1d q

3
q
2
4 −D(q)Γ

S
2a q

3
q
2
4

− A(q)Γ
S
2c q

3
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Exteq 9: Gap equation for the propagator component C(p) ≡ C(p2, p2
0) in Weyl-Landau-

Coulomb interpolating gauge. The notation is explained in extended equation 3.
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Exteq 10: Gap equation for the propagator component D(p) ≡ D(p2, p2
0) in Weyl-Landau-

Coulomb interpolating gauge. The notation is explained in extended equation 3.



Appendix B

Elements of Tensor Decomposition

We know that under the image revealed there is another which is truer
to reality and under this image still another and yet again still another
under this last one, right down to the true image of that reality, absolute,
mysterious, which no one will ever see or perhaps right down to the
decomposition of any image, of any reality.

Michelangelo Antonioni

In the previous chapters, we have already encountered complicated objects like the quark-gluon
vertex,

p, α q, β

k, µ, a

= Γµ,aαβ (p, q, k) , (B.1)

which “lives” in a product space of Lorentz spacetime (index µ), color space (index a) and Dirac
space (spinor indices α and β). It is not always easy to handle such an object – especially if
one has to rely on computers, which are notoriously bad in dealing with abstract spaces, but
usually require all problems to be formulated either in matrix language or in terms of real scalar
equations.

The problems we are dealing with tend to be strongly nonlinear, so matrices are usually not
an option. Thus we now discuss, how (B.1) and others of its kind can be characterized by scalar
functions. This also sets the stage for the reduction of the Dyson-Schwinger equations to a set
of scalar equations. The solution of these equations for some special cases, employing tough
numerics, will be dicussed in chapter 4.

Here we confine ourselves to the discussion of how to disentangle the tensor components
of such objects. In the present context, “tensor decomposition” actually refers to the task of
organizing the Lorentz and Dirac structure of objects in a convenient way. While this may look
slightly complicated for general objects, one should not forget that such “structural” problems
are still easy as compared to the “dynamical” ones to be treated later.

In the following we will assume trivial color structure. This is strictly true for example the
quark-gluon vertex, since the only admitted object with one color index is the set of generators
ta. For other objects the color structure could be more complicated than the one at tree-level.
For example the three-gluon vertex could contain a color-antisymmetric and a color-symmetric
part,

p, µ, a q, ν, b

k, ρ, c

= Γabcµνρ(p, q, k) = fabcΓ(A)
µνρ(p, q, k) + dabcΓ(S)

µνρ(p, q, k) , (B.2)

where Γ(A) and Γ(S) denote functions completely antisymmetric respectively symmetric in the
momenta p, q and k. However, even in this case, the color structure can be easily separated

165



166 APPENDIX B. ELEMENTS OF TENSOR DECOMPOSITION

from the rest. In addition there is good evidence that at least in this example the contribution
from the color-symmetric part is negligible (and may even completely vanish).

For each Green function, momentum conservation holds, thus the number of momentum
argument is reduced by one and we can use a factorization like

Γµ,aαβ (p, q, k) = taδ(k + p− q) Γµαβ(p, q) . (B.3)

In the following, we will only discuss the decomposition of objects like Γµαβ(p, q), with results
which can be applied to Abelian and non-Abelian gauge theories the same way. Thus we will
often refer to the gauge bosons just as “photons”, even though at the end we will be most
interested in them being gluons.

B.1 Covariant Tensor Decomposition

To simplify matters we will dicuss the question how to handle the tensor structure of general
objects (usually Green functions) first in the covariant fomalism. The result obtained here will
also be useful in section B.3, where we extend our considerations to the case when the SO(3, 1)
symmetry of spacetime is broken down to some lower symmetry group.

B.1.1 General Considerations

In the following, we will primarily employ the fermion-photon vertex to illustrate ideas and
techniques. On the one hand, we can directly transfer the results to the quark-gluon vertex (by
attaching a ta factor), on the other hand this is one of the most simple objects for which the
tensor decomposition is not straightforward any more.

As it is probably well known to the reader, the bare fermion-photon vertex is given by γµ.
It is the task of the gamma matrices to connect the spinor structure of the attached fermions
to the Lorentz vector structure of the photon. The object γµ has one free Lorentz and two free
Dirac indices, so the contraction with two spinors, ψ̄γµψ, transforms as a Lorentz vector.

However, the structure of the full vertex is strikingly more complicated than being just a
bare γµ. In general, it will depend on the particle momenta in a nontrivial way and involve more
sophisticated combinations of gamma matrices.

For the fermion-photon vertex, there are two spin-1
2 -fermions involved, so in principle any

element of the general Dirac matrix Γ (that is finally contracted with spinors to ψ̄Γψ) can
appear in such an expression. Grouping these matrix elements according to their transformation
properties and expressing them in terms of gamma matrices, we have

T1 = 11 T6 = γ0γ1 T12 = γ1γ2γ3

T7 = γ0γ2 T13 = γ0γ2γ3

T2 = γ0 T8 = γ0γ3 T14 = γ0γ1γ3

T3 = γ1 T9 = γ1γ2 T15 = γ0γ1γ2

T4 = γ2 T10 = γ1γ3

T5 = γ3 T11 = γ2γ3 T16 = γ0γ1γ2γ3 ,

We note that many of these expressions could be written in a more elegant way by employing
γ5 = γ0γ1γ2γ3, see for example section 3.4 in [158]. Rewriting it in this way also clearly reveals
the separation into a scalar, a vector, a tensor, an axial vector and a pseudoscalar part.) So we
obtain the structure

Γµ =
16∑

k=1

A
(µ)
k (p0

1, p
1
1, p

2
1, p

3
1, p

0
2, p

1
2, p

2
2, p

3
2)Tk , µ = 0, 1, 2, 3 . (B.4)
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In total we need 64 functions A
(µ)
k , R

8 → R, to describe the structure of this vertex. These
coefficient functions can be regarded as some sort of form factors, as they describe the intrinsic
structure of the object under consideration.

The reader might have the impression that 64 is a quite large number for such a task, and he
or she is absolutely right in this. The above reasoning, while indeed correct, does not take into
account covariance. While the intimidating number of 64 coefficients is necessary in a theory
where each dimension of space and time can be distinguished from all others (for example by the
choice of gauge fixing or anisotropic background fields), in a covariant theory we can do much
better than that.

As long as the system under consideration is Lorentz invariant, the objects γ, p1 and p2

transform as Lorentz vectors, and due to this transformation properties, many of the functions

A
(µ)
k either vanish or appear only in certain combinations. More precisely, the transformation

properties dictate that there is only one free Lorentz index left uncontracted. The only applicable
objects with such an index are γµ, pµ1 and pµ2 . The scalar coefficient functions may – again due
to covariance – only depend on the scalar products p1 ·p1, p2 ·p2 and p1 ·p2.

So all we have to do is to implement the rest of the Dirac structure. Any expression contained
in an appropriate factor has to be a Lorentz scalar. Therfore we have to check which expressions
with trivial Lorentz, but nontrivial Dirac structure we can form with the objects γµ, pµ1 and pµ2
at hand. These are 6p1, 6p2 and the product 6p1 6p2.

There is also the possibility that the whole Dirac structure is carried by the Lorentz vector
(i.e. it is either trivial or only γµ), so we also admit 11 as a dummy in this part of the vertex
structure. Combining these, we obtain the following twelve elements

Γµi = fi(p1 ·p1, p2 ·p2, p1 ·p2) ·





11
6p1

6p2

6p1 6p2





⊗





γµ

pµ1
pµ2



 , (B.5)

and indeed, in the covariant case, the fermion-photon vertex is described by twelve components,
i.e. twelve scalar functions. For example one specific term (in straightforward numbering the
10th) in this decomposition has the form

Γµ10 = f10(p1 ·p1, p2 ·p2, p1 ·p2) Lorentz and Dirac scalar

· 6p1 6p2 Lorentz scalar with Dirac structure

· γµ Lorentz vector (can carry
additional Dirac structure).

So instead of 64 functions R
6 → R, we have merely 12 functions R

3 → R, which fully describe
the vertex. It should be noted that for performing actual calculations, it is usually convenient
to group the elements of this naive basis in a more sophisticated way. For example, one can
change from pµ1 and pµ2 to the symmetric and antisymmetric combination

(p1 + p2)
µ and (p1 − p2)

µ (B.6)

or use the straightforward identity

γµγν =
1

2
{γµ, γν} +

1

2
[γµ, γν ] = gµν − iσµν (B.7)

to rewrite 6p16p2 as (p1·p2)11− iσµνp1,µp2ν . For the fermion-photon vertex, in [25], Ball and Chiu
have constructed a basis which is extremely well-suited for perturbative calculations. In many
following publications, their or some slightly modified basis has been used.
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B.1.2 Extended Lorentz Structure

We know already that we can build our covariant tensors from the elements pµi and γµ. If there
are two or more free Lorentz indices, however, we also have to consider the metric tensor gµν .
For example, the tensor basis of the three-gluon vertex Γµνρ consists (after stripping off color
factors) of the following 14 elements:

pµ1p
ν
1p
ρ
1, pµ1p

ν
1p
ρ
2, pµ1p

ν
2p
ρ
1, pµ1p

ν
2p
ρ
2, pµ1g

νρ, pν1g
µρ, pρ1g

µν ,

pµ2p
ν
1p
ρ
1, pµ2p

ν
1p
ρ
2, pµ2p

ν
2p
ρ
1, pµ2p

ν
2p
ρ
2, pµ2g

νρ, pν2g
µρ, pρ2g

µν ,

in contrast to 43 = 64 elements in four dimensions in straightforward decomposition. In D or
more dimensions, also the Levi-Civita-tensor εµ1...µD may come into play (depeding on whether
there are any constraints on parity).

These additional tensors have to be taken into account when constructing a basis. For an object
with trivial Dirac structure and m Lorentz indices we can construct Nm

p tensors out of Np

vectors without using the metric or Levi-Civita tensor. In general, if there are ν1 indices left to
be taken by momenta, there are Nν1

p possibilities for that.
When we employ one metric tensor, we use up two indices, which can be selected in

(m
2

)

ways. The remaining indices have to be taken by momenta, which is possible in Nm−2
p ways.

For two metric tensors, we have
(
m
4

)
combinations of indices, which can be distributed in 3

distinguishable ways

gµνgρσ , gµρgνσ , gµσgνρ ,

and Nm−4
p momenta combinations. In general, ν2 metric tensors take 2ν2 indices, which can be

chosen in
(
m
2ν2

)
combinations. These indices can now be distributed in

(2ν2 − 1)!! = (2ν2 − 1) (2ν2 − 3) . . . 3 · 1 (B.8)

distinguishable ways1, where we define as usual (−1)!! = 1. The remaining momenta can appear
in Nm−2k

p combinations, and we end up with

⌊m2 ⌋∑

ν2=0

(2ν2 − 1)!!

(
m

2ν2

)
Nm−2ν2
p (B.9)

tensors in total, where ⌊. . .⌋ denotes the Gauß brackets, i.e. rounding down toward minus infinity.

There remains the possibility that there are ν3 Levi-Civita-Tensors present, which take ν3D
indices in total. They can be chosen in

(
m
ν3D

)
ways, and they have to be distributed in ν3 groups

of D members each, so there are

(
ν3D

{D, . . . ,D}

)
=

(ν3D)!

(D!)ν3
(B.10)

possibilities to do so. Since the Levi-Civita tensors are undistinguishable, one has to divide by
the number of possible arrangements, which happens to be ν3!. Thus we end up with

(
m

ν3D

)
(ν3D)!

(D!)ν3
1

ν3!
=

m!

ν3! (D!)ν3 (m− ν3D)!
(B.11)

1The easiest way to see this is to chose one index, say µ1 and attach it to the first metric tensor, gµ1·. The
second position can now be taken by any of the remaining (2ν2 − 1) indices. After this has been done, there
are ν2 − 2 indices remaining, which we have to distribute distribute among the remaining ν2 − 1 metric tensors.
Induction now yields that there are (2ν2 − 1)!! combinations in total. Even though the initial choice of µ1 was
arbitrary, this way of distributing indices still covers all possibilities, since µ1 has to be attached to one metric
tensor somewhere and the tensors are symmetric and identical.
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combinations in total. For the general case (still with trivial Dirac structure) we have to combine
the results we have found so far. If the m indices are distributed among ν1 momenta, ν2 metric
tensors and ν3 Levi-Civita tensors, one finds

Nν1
p (2ν2 − 1)!!

(
m

2ν2

)
m!

ν3! (D!)ν3 (m− ν3D)!
(B.12)

components. To get the total number, one has to sum over all combinations of νi ∈ N0, which
satisfy the constraint ν1 + 2ν2 +Dν3 = m.

B.1.3 Inclusion of Fermions

In subsection B.1.2 we have assumed trivial Dirac structure. The presence of spinors means
considerable complication, in particular if there is more than one spinor pair present. We will
denote the number of spinor pairs by n. Writing Dirac indices explicitely (αi, βj), contraction
of an object Γ with spinors gives

ψ̄(1)
α1
. . . ψ̄(n)

αn Γα1...αn β1...βn ψ
(1)
β1
. . . ψ

(n)
βn

. (B.13)

The Dirac structure of such an object is – in principle – encoded in a rank-2n tensor that has
D2n
γ entries, where the gamma matrices are of dimension Dγ ×Dγ .

This is already the best we can do in the straightforward approach – if the spinor pairs all be-
long to different spin lines, i.e. if there are no identical particles involved. For undistinguishable
particles, however, we know that exchange just gives an additional sign.

To simplify matters we examine only “half” of the tensor, for definiteness only the indices α1

to αn. A rank-n tensor in Dγ dimensions which is antisymmetric under exchange of m1 indices
only has

Dn−m1
γ

m1!

m1−1∏

r=0

(Dγ − r)

independent components2. In the general case, we collect the indices in sets of mJ , J = 1, . . . , nsp

with
m1 +m2 + . . .+mnsp = n , (B.14)

where the tensor is antisymmetric with respect to exchange of indices which belong to the same
set. Such a tensor has

nsp∏

J=1

1

mJ !

mJ−1∏

r=0

(Dγ − r) (B.15)

independent components. For any object that can be sensibly defined in a vacuum theory (e.g.
Green functions, which are vacuum expectation values), the structure of incoming and outgoing
fermions (or incoming fermions and antifermions) has to be the same. So the inclusion of the
remaining “half” of the tensors, i.e. the indices β1 to βn just gives us a square on our previous
result. The whole structure found so far appears for each of the Dm components of the Lorentz
tensor, so with nsp different spinor particles, we end up with

Ntens =

( nsp∏

J=1

1

mJ !

mJ−1∏

r=0

(Dγ − r)

)2

Dm (B.16)

2For an indexed object Tα1...αm1
αm1+1...αn in Dγ dimensions which is antisymmetric under exchange of the

indices α1 to αm1
, one can choose α1 freely among the numbers 1 to Dγ . For α2 the number chosen for α1 is not

available any more, so there are only (Dγ − 1) possibilities left, for µ3 there are only (Dγ − 2) and so on.
To find the number of independent components, we only count the combinations that are in canonical order

α1 < α2 < . . . < αm1
. For each such combination, there exist (m1! − 1) others which contain the same indices,

but are not canonically ordered. Thus we have to divide Dγ(Dγ −1) . . . (Dγ −m1) by m1!. The remaining indices
αm1+1 to αn are not constrained by symmetry and thus give Dn−m1

γ combinations, which have to be multplied
by the result obtained before.
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elements in the direct decomposition. (The case of all spinors being different is still covered by
the choice m1 = m2 = . . . = mn = 1.)

Let us now see how much better covariant tensor decomposition can do. Again we separate
the full object into a scalar coefficient function, a Lorentz scalar with Dirac structure and a
Lorentz tensor with possible additional Dirac structure.

For the Lorentz tensor, we can use all momenta, but in addition there are also nsp gamma
vectors γµi , i = 1, . . . , nsp, which connect to different Dirac spaces. Thus we have to substitute
Np → Np + nsp in (B.12). These Lorentz tensors have to be multiplied by all possible Lorentz
scalars that we can form – and here things start to become slightly involved.

For each of the spin lines, we can form all combinations 11, 6 p1,. . . which we already know
from our example, the fermion-photon vertex. This gives (2Np)nsp possibilities in total. However,
there are other possibilites to form Lorentz scalars as well. For example γ1 · γ2 is perfectly valid
and independent of everything we have found so far, since those objects on different spin lines
and thus do not know of each other’s Dirac structure. In general, we can couple each spin line
to each other, but each combination can appear at most one time, since otherwise one could use
the relation 6p 6p = p2 as well in this case, reducing the product (γ1 ·γ2) (γ1 ·γ2) to a multiple of
unity in both Dirac spaces.

So we can select any number of elements from the set

{γ1 ·γ2, γ1 ·γ3, . . . , γn−1 ·γn} (B.17)

which contains
nsp(nsp−1)

2 elements, thus in total we have 2nsp(nsp−1)/2 possibilities of coupling
spin lines. So we end up with

NL-scal = 2nspNp 2nsp(nsp−1)/2 (B.18)

Lorentz scalars that may carry relevant Dirac structure.

B.1.4 The Number of Covariant Tensors

Now all that is left is to put everything together – and, in addition allow an arbitrary number
of (pseudo)scalar legs being attached to the Green function. Scalar or pseudoscalar particles
(ghosts, pions in an effective theory, . . . ) do not give rise to additional Lorentz or Dirac structure,
but of course they may increase the total number of independent momenta, a number which we
will denote by Np.

Usually we will have Np ≥ m + 2n − 1, but sometimes one is also interested in collinear
setups. In these cases, typically many elements of the initial tensor basis collapse into one single
element of a significantly smaller basis. Combining the results of the previous subsections, we
obtain:

The general covariant tensor decomposition of an object with Np inde-
pendent momenta, m external gauge bosons and n external spinor pairs
(with nsp spin lines), consists of

Nbasis = 2
nsp

“

Np+
nsp−1

2

” ∑

ν1+2ν2+Dν3=m

(Np + nsp)
ν1

· (2ν2 − 1)!!

(
m

2ν2

)
m!

ν3! (D!)ν3 (m− ν3D)!

basis elements.

This is to be seen in contrast to

Nbasis =

( nsp∏

J=1

1

mJ !

mJ−1∏

r=0

(Dγ − r)

)2

Dm
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elements for direct decomposition. Note in particular that for νi = 0 the corresponding factor

Nν1
p , (2ν2 − 1)!!

(
m

2ν2

)
or

m!

ν3! (D!)ν3 (m− ν3D)!

is equal to one, so for m = 0 the whole sum (which represents the combinations due to Lorentz
structure) is equal to one.

So let us apply this result to a few practically relevant cases:

• For the four-gluon vertex (Np = 3, m = 4, n = nsp = 0) in D = 4 dimensions we have the
possibilities

{ν1 = 4, ν2 = ν3 = 0}, {ν1 = 2, ν2 = 1, ν3 = 0},
{ν1 = 0, ν2 = 2, ν3 = 0}, {ν1 = ν2 = 0, ν3 = 1}.

and thus find

N4g = 20
{
34 (−1)!!

(
4

0

)
4!

0! (4!)0 4!
+ 32 1!!

(
4

2

)
4!

0! (4!)0 4!
+ 30 3!!

(
4

4

)
4!

0! (4!)0 4!

+ 30 (−1)!!

(
4

0

)
4!

11! (4!)1 (4 − 4)!

}
= 34 + 32

(
4

2

)
+ 3 +

4!

4!
= 139

tensor components.

• For the four-quark-scattering kernel (Np = 3, m = 0, n = 2) we find for identical quarks
(nsp = 1, m1 = 2)

N
(id)
4q = 23 · 1 = 8 ,

components, for distinguishable quarks (nsp = 2, m1 = m2 = 1)

N
(¬id)
4q = 22 (3+ 1

2) · 1 = 128 ,

components.

• A Greens function with two quark and three gluon legs appears for example in the Dyson-
Schwinger equation for the quark-gluon vertex. For such an object (Np = 4, m = 3,
n = nsp = m1 = 1) we have to consider the combinations

{ν1 = 3, ν2 = ν3 = 0}, {ν1 = 1, ν2 = 1, ν3 = 0} ,

which leads to

N2q3g = 24

{
(4 + 1)3 + (4 + 1) · 1!! ·

(
3

2

)}
= 2240

covariant tensor structures.

We should note here this formula often overestimate the number of tensors actually needed.
This is due to the fact that – depending on remnants of gauge symmetry – there may be further
restrictions that reduce the number of independent tensors. The fermion-photon vertex, as
our main example, consists of 12 tensors, but when using clever linear combinations, four of
them are in fact completely fixed by the Ward-Takahashi identity (which is a remnant of gauge
symmetry). Only eight independend tensors remain, thus eight scalar functions are sufficient to
descibe the vertex. The basis of Ball and Chiu [25] already takes into account this fact.

In addition we have assumed that all vector particles are gauge bosons of the same type. One
could generalize the result to the case of different vector particles (in order to describe combined
QCD-QED vertex functions, to include vector mesons in an effective theory, . . . ), but of course
the resulting formula would look more cumbersome than the result given here.
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B.2 Limits of Tensor Decomposition

Tensor decomposition can reduce both the number of scalar coefficients and the number of
variables they depend on (i.e. the dimension of their domain of definition). In general we are
willing to accept even a higher number of functions if, for exchange, they depend on a lower
number of variables – and we do so for good reasons.

When performing numerical computations, coefficient functions are usually represented on
a grid.3 The number of grid points depends exponentially on the dimension of the region that
is sampled here. Usually operations (like iteration steps when solving integral equations) have
to be performed for every grid point separately, and they often involve integration over the
whole grid as well. So each additional dimension means a tremendous complication of the whole
problem.

Additional tensor components, on the other hand, give – depending on the type of calculation
– additional terms to evaluate or additional equations to solve. In this case, the rise of effort
is only polynomial, in many cases it may even be (approximately) linear. So with NT scalar
functions R

ND → R, the computational cost is roughly proportional to NT C
ND with C being

almost a constant. (For large values of ND, the use of Monte-Carlo integration may slightly
improve the situation.) With this estimate at hand, we can now examine in which cases the use
of covariant tensor decomposition is advantagous and in which cases it is inferior to the direct
approach.

We consider again with the fermion-photon vertex, but with some (pseudo-)scalar legs at-
tached to it. In the straightforward apprach, in D-dimensional spacetime, the scalar coefficient
functions have DNp arguments. In the covariant form, we have to use the scalar products of all
momenta, which are

1 + 2 + . . .+Np =
Np(Np + 1)

2
(B.19)

in total. Regarding the number of arguments as the characteristic measure for the usability of
a certain method, the covariant formalism loses when 1

2 Np(Np + 1) > DNp, i.e. when

Np > 2D − 1 . (B.20)

In four dimensions, this means that for more than seven independent momenta, the straightfor-
ward approach defeats the apparantly more sophisticated covariant one. It is clear that covariant
tensor decomposition gets better, the higher the dimensionality of the system is.

When we examine the number of scalar coefficient functions, the situation is even worse for
the tensor decomposition. For n = nsp = 1 and m = 1 we obtain

2Np (Np + 1)

tensors, while for the direct decomposition, we have D3 coefficient functions. For D = 4, the
inequality

2Np (Np + 1) > D3

is already fulfilled for Np = 4, which gives 80 > 64 tensors. As we have previously dicussed, the
number of tensors is usually only secondary for questions of usability and performance. In the
case D = 4, Np = 7, where straightforward and covariant method are tied with respect to the
complexity of the scalar functions, we have 1024 covariant tensors versus 64 basis elements.

So the straightforward method can be expected to be roughly a factor 16 faster. The covari-
ant method, however, may still give expressions that are more easily evaluated for example in
perturbative calculations.

3Even if the representation is done in other ways, for example via expansion in a set of basis functions, still
the dimensional arguments presented in this section apply.
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B.3 Non-Covariant Tensor Decomposition

Can we translate the tensor decomposition procedure also to the case where Lorentz symmetry
is broken down to some lower symmetry? This is indeed possible, but of course the method is
less efficient than in the covariant case.

B.3.1 The Fermion-Photon Vertex with Broken Lorentz Invariance

As an illustrative example, we again study the fermion-photon vertex in four dimensions and
examine cases, where some, but not all of the Lorentz symmetry is lost. (When all symmetry
is gone, we are back at the case of straightforward decomposition.) In general we can note that
we have to find all possible Dirac structures that are compatible with what is left of spacetime
symmetry.

The Case 3 + 1

As a first (and in our case most important) example, we study the situation when one direction
is distinguished from all the others, a case denoted in the following by 3 + 1. In gauge theories,
this happens for example in the Coulomb gauge ∇ · A = 0 or the Weyl gauge A0 = 0.

For definiteness (and since we are particularly interested in the Coulomb gauge) we separate
the 0-component from the rest. While

γ =



γ1

γ2

γ3


 , p1 =



p1
1

p2
1

p3
1


 and p2 =



p1
2

p2
2

p3
2




still transform as 3-vectors (assuming here and in the following that all gamma matrices are
properly contracted with spinaors), i.e. under the three-dimensional rotation group SO(3), the
objects γ0, p0

1 and p0
2 feel no restriction of this type. (See later for a discussion of time reversal.)

Also Γi with i ∈ {1, 2, 3} still has to transform as a Lorentz vector (assuming contraction with
spinors), so we know the form

Γi =
∑

ν

fν(p
2
1,p

2
2,p1 ·p2, p

0
1, p

0
2) ·




Lorentz scalar that
can carry some of
the Dirac structure


⊗





γi

pi1
pi2



 ,

with p2
1 used as a shorthand notation for p1 · p1. On the other hand, Γ0 is a Lorentz scalar, so

it has the simpler structure

Γ0 =
∑

ν

gν(p
2
1,p

2
2,p1 ·p2, p

0
1, p

0
2) ·
(

Lorentz scalar that carries
the whole Dirac structure

)
.

Lorentz scalars that we can use for the “Dirac structure part” are γ0, 6p1 := pi1γi and 6p2 := pi2γi
as well as any of their (in Dirac sense) nontrivial products and of course the trivial structure 11.
We do not have to consider p0

1 and p0
2, since they can always be absorbed in the scalar coefficient

functions gν (again, as we will dicuss soon, under a caveat regarding time reversal symmetry).

Thus the “spatial part” of the vertex has 24 components,

Γi =
∑

ν

fν(p
2
1,p

2
2,p1 · p2, p

0
1, p

0
2) ·





11
6p1

6p2

6p1 6p2





⊗
{

11
γ0

}
⊗





γi

pi1
pi2



 , (B.21)
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while the “temporal” has 8,

Γ0 =
∑

ν

gν(p
2
1,p

2
2,p1 · p2, p

0
1, p

0
2) ·





11
6p1

6p2

6p1 6p2





⊗
{

11
γ0

}
, (B.22)

which sum up to 32 components. This seems to be fine, since we had expected significantly
more than 12 and significantly less than 64 tensor components.

There are two remarks which should be made at this point:

• The objects γ0 and p0
i are not as independent as one may expect at first glance. Since most

objects we study should respect time reversal invariance, each γ0 hast to be accompanied
by one p0

i . More general, in each product the number of quantities that carry a 0-index has
to be even. So for each scalar coefficient function we know whether it has to be symmetric
or antisymmetric in the combination of all p0

i .

These symmetry properties cannot be directly implemented in the definition of the vertex
functions, since there is no general way to determine, for example, whether p0

1 or p0
2 carries

the relevant symmetry properties. (p0
1)

2 is as symmetric with respect to time reversal as
(p0

1)
2 or p0

1p
0
2. An antisymmetric vertex function of two momenta p1 and p2 could, for

example, have the form

ΓA(p1, p2) = p0
1 Θ
(
(p0

1)
2 − (p0

2)
2
)
f
(
(p0

1)
2, (p0

2)
2
)

+ p0
2 Θ
(
(p0

2)
2 − (p0

1)
2
)
g
(
p0
1 p

0
2

)
(B.23)

with arbitrary functions f , R
2
≥0 → R and g, R → R. For such an antisymmetric case, one

could directly separate terms proportional to p0
1 and terms proportional to p0

2, but this
would increase the number of tensor components, and one would still have to keep in mind
the symmetry of the coefficient functions.

For symmetric functions one could eliminate the symmetry constraint by admitting all
products p0

i p
0
j as arguments of the coefficient functions. Unfortunately, this both signifi-

cantly increases the number of arguments and introduces an unwanted degree of arbitrari-
ness in the functional representation. When introducing the notation x = (p0

1)
2, y = (p0

2)
2

and z = p0
1p

0
2, one finds for example x2y2 = xyz2 = z4.

• We note that there is another way, which, at first glance, could be expected to yield a basis
for the tensor decomposition, namely the simple splitting of the full covariant expression.
In the (3+1)-case, for example, one might expect that splitting expression (B.5) in temporal
and spatial part should yield a basis for the non-covariant case 3 + 1 as well.

Doing this explicitely, we obtain (using a metric with g00 = g00 = 1) the result given in
table B.1. There we have

3 · 2 + 6 · 4 + 3 · 8 = 54 expressions,

but we see that not all of them are independent. Some terms even appear twice; they can
be dismissed without second thoughts. Since we can (with the caveats regarding symmetry
mentioned above) absorb any power of p0

1 and p0
2 in the scalar coefficient function, the new

basis element 11 can account for p0
1, p

0
2, (p0

1)
2p0

2 and p0
1(p

0
2)

2. The same way we can absorb
for example 6p1γ

0p0
1p

0
2 and 6p1γ

0(p0
2)

2 into 6p1γ
0.
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γµ → γ0, γi

pµ1 → p0
1, p

i
1

pµ2 → p0
2, p

i
2

6p1γ
µ → 6p1γ

0, p0
1, 6p1γ

i, p0
1γ

0γi

6p1p
µ
1 → 6p1p

0
1, (p0

1)
2γ0, 6p1p

i
1, p

0
1γ

0pi1
6p1p

µ
2 → 6p1p

0
2, p

0
1p

0
2γ

0, 6p1p
i
2, p

0
1γ

0pi2
6p2γ

µ → 6p2γ
0, p0

2, 6p2γ
i, p0

2γ
0γi

6p2p
µ
1 → 6p2p

0
1, p

0
1p

0
2γ

0, 6p2p
i
1, p

0
2γ

0pi1
6p2p

µ
2 → 6p2p

0
2, (p0

2)
2γ0, 6p2p

i
2, p

0
2γ

0pi2
6p16p2γ

µ → 6p16p2γ
0, 6p1p

0
2, 6p2p

0
1, p

0
1p

0
2γ

0,
6p16p2γ

i, 6p1p
0
2γ

0γi, 6p2p
0
1γ

0γi, p0
1p

0
2γ
i

6p16p2p
µ
1 → 6p16p2p

0
1, 6p1γ

0p0
1p

0
2, 6p2γ

0(p0
1)

2, (p0
1)

2p0
2,

6p16p2p
i
1, 6p1p

0
2γ0p

i
1, 6p2p

0
1γ0p

i
1, p

0
1p

0
2p
i
1

6p26p2p
µ
2 → 6p16p2p

0
2, 6p1γ

0(p0
2)

2, 6p2γ
0p0

1p
0
2, p

0
1(p

0
2)

2,
6p16p2p

i
2, 6p1p

0
2γ0p

i
2, 6p2p

0
1γ0p

i
2, p

0
1p

0
2p
i
2

Table B.1: Splitting the initial covariant tensor decomposition according to the SO(3) symmetry
left in the 3 + 1 case.

Exploiting these reductions, we end up with the following basis elements:

Γ0 : 11, γ0, 6p1, 6p2, 6p1γ
0, 6p2γ

0, 6p16p2, 6p16p2γ
0

Γi : γi, γ0γi, pi1, p
i
2, γ

0pi1, γ
0pi2, 6p1γ

i, 6p2γ
i,

6p1p
i
1, 6p1p

i
2, 6p2p

i
1, 6p2p

i
2, 6p1γ

0γi, 6p2γ
0γi,

6p1γ0p
i
1, 6p1γ0p

i
2, 6p2γ0p

i
1, 6p2γ0p

i
2, 6p16p2γ

i,
6p16p2p

i
1, 6p16p2p

i
2

These are in total, however, only 29, not 32 elements. The components
6p1 6p2γ

0γi, 6p1 6p2γ
0 pi1 and 6p1 6p2γ

0 pi2 have not been created in the splitting procedure.

So just splitting the covariant expression does not give all Dirac structures that are com-
patible with the reduced symmetry of the non-covariant system, und thus this method is
not valid for the generation of the non-covariant tensor decomposition.

The Case 2 + 2

What happens when we change the symmetry by effectively breaking each four-vector p =
(p0, p1, p2, p3)⊤ in two independent two-vectors? We set p = (p0, p3)⊤ and p = (p1, p2)⊤; in
addition we stipulate that overlined indices (ı, , . . . ) can only take the values 0 and 3, while
underlined indices (ı, , . . . ) can only take the values 1 and 2.

In this situation, which we will denote by 2 + 2, Lorentz scalars relevant for Dirac structure
are now given by 6p1, 6p2 6p

1
, 6p

2
, their products and again the trivial structure 11. So we have

Γı =
∑

ν

fν

(
p2
1, p

2
2, p1 ·p2,

p2
1
, p2

2
, p

1
·p

2

)
·





11
6p1

6p2

6p1 6p2




⊗





11
6p

1
6p

2
6p

1
6p

2




⊗





γı

pı1
pı2





Γı =
∑

ν

fν

(
p2
1, p

2
2, p1 ·p2,

p2
1
, p2

2
, p

1
·p

2

)
·





11
6p1

6p2

6p1 6p2




⊗





11
6p

1
6p

2
6p

1
6p

2




⊗





γı

p
ı
1

p
ı
2




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Counting all these possibilities, we end up with 2 · 4 · 4 · 3 = 96 tensor structures. This is
significantly more than in the straightforward approach with no symmetry considered at all. So
surely, we must have acted stupid somewhere on our way!

Well, perhaps not that stupid after all. Our scalar coefficient functions depend on six vari-
ables rather than on eight as in the general case. As already discussed, for this advantage, we
can easily afford to pay the price of some additional tensor components.

Nevertheless, one can rightfully ask the question, where these many components actually
come from, especially why there are more than in the case without symmetry.

There are two reasons for this.

• First, we note that an expression like 6p16p2 γ
ı contains a product of three gamma matrices,

which can be chosen only from the set {γ0, γ3}. Therefore, using the Dirac algebra, it
could be reduced to terms that only contain one gamma matrix,

6p1 6p2 γ
ı =

(
p1,0γ

0 + p1,3γ
3
) (
p2,0γ

0 + p2,3γ
3
) (γ0

γ3

)

=

(
(p1,0p2,0 − p1,3p2,3)γ

0 + (p1,3p2,0 − p1,0p2,3)γ
3

(p1,3p2,0 − p1,0p2,3)γ
0 + (p1,0p2,0 − p1,3p2,3)γ

3

)

Including such the element 6p1 6p2 γ
ı is, however, still necessary in our approach, since the

cross products (p1,0p2,0 − p1,3p2,3) and (p1,3p2,0 − p1,0p2,3) can’t be built from the scalars
p1 · p1, p1 · p2 and so forth. So while producing redundancy in Dirac space, such elements
allow to reduce the number of arguments of the scalar coefficients.

• The basis is overcomplete not only in Dirac, but also in Lorentz space. The alert reader
might have noted that we have used for example ψ̄γıψ, pı1 and pı2 as basis of R

2 (later
adding Dirac structure as good as we could).

In a two-dimensional vector space, however, there can be not more than two linearly
independent vectors. So the basis ((ψ̄γiψ, pi1, p

i
2)) is overcomplete, producing several terms

that – in Lorentz space – could be expressed by linear combinations of other basis elements.

We can justify this fact the same way we have already done for Dirac space. The redun-
dancy in Lorentz space is again necessary to accomodate scalar functions with less than
eight arguments.

The Case 2 + 1 + 1

For a systematic study of broken Lorentz invariance in four dimensions, there is one case left to
check: 2 + 1 + 1 with one set of two-vectors ~p = (p1, p2)

⊤, and two independent sets of scalars.
Here we use the symbols ı,  for two-vector indices. Lorentz scalars with Dirac structure are
given by 6~p1, 6~p2, γ0, γ3, their nontrivial products and the Dirac unit 11.

Γı =
∑

ν

fν

(
~p2
1, ~p

2
2, ~p1 ·~p2,

p0
1, p

3
1, p

0
2, p

3
2

)
·





11
6~p1

6~p2

6~p1 6~p2




⊗
{

11
γ0

}
⊗
{

11
γ3

}
⊗





γı

pı1
pı2



 ,

{
Γ0

Γ3

}
=
∑

ν

gν

(
~p2
1, ~p

2
2, ~p1 ·~p2,

p0
1, p

3
1, p

0
2, p

3
2

)
·





11
6~p1

6~p2

6~p1 6~p2




⊗
{

11
γ0

}
⊗
{

11
γ3

}
.
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There are 16 · 3 + 2 · 16 = 80 tensors, again significantly more than in the straightforward
approach. The scalar coefficients, however, depend on seven rather than eight variables, so, as
discussed in section B.2, in most cases it will still be advantagous to exploit the symmetry and
work in this basis.

B.3.2 The Number of Non-Covariant Tensors

After we have examined in detail a specific example, we face a more general question: How can
we translate the result of subsection B.1.4 to the non-covariant case, where the initial Lorentz
symmetry is broken down to a product of special ortogonal groups SO(N) respectively SO(N −
1, 1)? To be definite, we stipulate that the symmetry of R

D is broken down to independent
symmetries acting in nV subspaces of dimension Di ≥ 2, i = 1, . . . , nV , while nS one-dimensional
subspaces are left behind.

In this setup we obtain

NL-scal,V =

[
2
nsp

“

Np+
nsp−1

2

”]nV
(B.24)

Lorentz scalars from the “vector subspaces”. From the “scalar subspaces” we have nS nsp gamma
matrices

γ
ij
k , j = 1, . . . , nS , k = 1, . . . , nsp,

and each of them can either be employed or not, wich gives 2nS nsp combinations in total.

This result for the Lorentz scalars has to be combined with the In addition, we have to
count the possible Lorentz index distributions. There are m Lorentz indices, each of which
can be chosen from nV + nS possibilites. In total, there are mnV +nS combinations, which are
distributed according to the multinomial coefficients

(
m

{k1, . . . , knV , ℓ1, . . . , ℓns}

)
=

m!

k1! . . . knV ! ℓ1! . . . ℓns
.

Here ki ∈ N0 denotes the number of indices distributed to the ith (2+)-dimensional subspace,
while ℓj ∈ N0 is the similar number for the jth one-dimensional subspace.

While those indices attributed to “scalar” values create no additional structure (except pos-
sible symmetry constraints on the coefficient functions), a “vector” value which is taken by ki
indices creates (according to our result for the covariant case)

∑

ν1+2ν2+Dν3=ki

(Np + nsp)
ν1 (2ν2 − 1)!!

(
ki
2ν2

)
m!

ν3! (Di!)ν3 (m− ν3Di)!
(B.25)

terms. In total we obtain:

The general decomposition of an object with Np independent momenta,
m free Lorentz indices and n spinor pairs (with nsp different spin lines),
when the symmetry of R

D is broken down to those acting in nS subspaces
of dimension one and nV of dimension Di ≥ 2, is given by

Nnc = 2
nsp

n

nV

“

Np+
nsp−1

2

”

+nS

o

·
∑

ki,ℓj

′
(

m

{k1, . . . , knV , ℓ1, . . . , ℓns}

)

nV∏

i=1

∑

ν1+2ν2+Dν3=ki

(Np + nsp)
ν1 (2ν2 − 1)!!

(
ki
2ν2

)
m!

ν3! (Di!)ν3 (m− ν3Di)!
.

basis elements, where the prime indicates the condition k1 + . . .+ knV +
ℓ1 + . . . + ℓnS = m with ki ∈ N0 and ℓj ∈ N0.
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The scalar coefficient functions depend in this case on

nS Np + nV
Np (Np + 1)

2

arguments, again to be compared to DNp in the case of straightforward decomposition. For
nS 6= 0 typically there are symmetry constraints on the coefficient functions.

Again, we apply this formula to some practically relevant examples; where we focus on the case
nV = nS = 1, relevant for the Coulomb gauge.

• For the quark propgator Np = n = nsp = 1, m = 0 we find

Nprop = 21{1 (1+0)+1} = 4

components.

• For the quark-gluon vertex (Np = 2, n = nsp = 1, m = 1) we have only to consider ν1 = 1
(in the case k1 = 1, ℓ1 = 0) and recover

Nqglvert = 21{1·(2+0)+1} ·
{(

1

{1, 0}

)
(2 + 1) +

(
1

{0, 1}

)
· 1
}

= 32 . (B.26)

• The quark-ghost scattering kernel appears in the Slavnov-Taylor identity for the quark-
gluon vertex. This object has two quark and two ghost legs, with Np = 3, n = nsp = 1,
m = 0 we obtain

Nqc = 21{1·(3+0)+1} = 16

components.

• For the gluon propagator we have Np = 1, n = nsp = 0, m = 2 and thus we have to consider
the combinations {k1 = 0, ℓ1 = 2}, {k1 = ℓ1 = 1} (which gives {ν1 = 1, ν2 = ν3 = 0}) and
{k2 = 2, ℓ1 = 0} (which contains {ν1 = 2 ν2 = ν3 = 0} and {ν1 = 0, ν2 = 1, ν3 = 0}).
Combining these, we obtain

Ngg = 20 ·
{(

2

{0, 2}

)
+

(
2

{1, 1}

)
(1 + 0)1 +

(
2

{2, 0}

)[
(1 + 0)2 + (1 + 0)0 1!!

]}
= 5

For Coulomb gauge, this number is too large, since due to the transversality condition the
five basis elements k0k0, kik0, k0kj , kikj and δij are not independent. The coefficients of
the mixed elements kik0 and k0kj vanish, while the purely spatial parts are combined to
the transverse projector

P̂ij = δij −
kikj

k2 .

For a detailed discussion of this propagator, see chapters 3 and 4.

So while the final formula may look cumbersome, it is still useful to get a general overview over
the maximum number of tensor components. The combinatorics involved are pretty straightfor-
ward and could be implemented with ease in a small program.

The numbers yielded by the formula are in general only upper bounds since further sym-
metries and identities will typically further restrict the number of (independent) components.
In practice however for higher Green functions those identities are so difficult to implement, so
that one will often have to use all components to describe an object.



Appendix C

Bits and Pieces

In this appendix we collect several notes and results. This includes a very short guide to the
NDIM method in sec. C.1, a discussion of the Fourier transform of rising potentials in sec. C.2,
some thoughts on asymptotic expansions in several variables in sec. C.3 and in sec. C.4 a more
detailed exposition of calculations done in chapter 5.

C.1 The Negative Dimensional Integration Method

Dimensional regularization [193, 36] which is by now treated in most textbooks on quantum
field theory is an important tool to regularize quantum field theories. When one is working
in D + ε or D − ε instead of D ∈ N dimensions, certain integrals become convergent, and the
renormalization process can be controlled by the limit ε→ 0.

This procedure has been extended to negative dimensions in order to obtain a calculational
tool in 1987 [101, 73], a technique picked up and further extended by Suzuki, Schmidt [183, 185,
184, 190, 186, 188, 187] and others [14]. It has been used in the context of asymptotic power-law
intergrals for example in [106] and subsequent pieces of work.

Basically one employs a Feynman-Schwinger-like parameterization of the propagators (see
also section 2 of [33]),

1

p2 + iε
=

∫ ∞

0
dα e−α(p2+iε) , (C.1)

and can, when continuing to negative dimensions, combine Gaussian integration, and the ex-
pansion of the remaining exponential with the multinomial expansion

(α1 + α2 + · · · + αN )ν =
∑

n1+···+nN=ν

Γ(1 + ν)

n1!n2! . . . nN !
αn1

1 αn2
2 . . . αnNN . (C.2)

Since in this procedure one typically finds ν = −k − D
2 with k ∈ N0 and D as the num-

ber of dimensions, this expansion is only well-defined for appropriate values D ∈ −2N0 =
{0, −2, −4, −6, . . . }.

The expression obtained this way can be compared with a direct expansion of the initial
exponential. This yields a typically underdeterminded system of linear equations. Depending
on which indices are chosen as independent variables and which one as those to be solved for, one
obtains different series, which are representations of hypergeometric functions, to be discussed
in sec. C.1.1.

Those functions can be analytically continued back to positive values for the dimension D.
Depending on how many propagators enter the game, there can be a vast number of hypergeo-
metric series which might or might not be degenerate. All different series have to be taken into
account in order to obtain the full solution of the original problem. The procedure is depicted
graphically in figure C.1.
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C.1.1 Hypergeometric Functions

Hypergeometric functions which naturally arise in NDIM as well as other methods to evaluate
loop integrals are a very general class of functions which contain also many elementary functions
as special cases. To have a compact notation at hand, we first define the Pochhammer symbols

(a|n) ≡ (a)n :=
Γ(a+ n)

Γ(a)
. (C.3)

They are well-defined for a 6∈ Z
−
0 , but even for a ∈ Z

−
0 and a + n ∈ Z

−
0 (i.e. for n being an

sufficently small integer) the poles “cancel”, i.e. one can consistently extend the definition of
the symbol to include these cases. The identity

1

(1 − a|k) = (−1)k(a| − k) (C.4)

is particularly useful in order to perform analytic continuation of functions that include Pochham-
mer symbols, in particular hypergeometric functions.

The general hypergeometric function of one variable are defined as

mFn

(
a1, . . . , am
b1, . . . , bn

z

)
≡ mFn(a1, . . . , am; b1, . . . , bn; z) =

∞∑

k=0

(a1|k) . . . (am|k)
k! (b1|k) . . . (bn|k)

zk . (C.5)

Since the Pochhammer symbols behave asymptotically similar to factorials, each Pochhammer
symbol in the numerator renders the series “less convergent”, each symbol in the denomiator
“more convergent”. Taking into account the factorial in the denomiator one easily finds that
such a series converges for all z ∈ C if m ≤ n and diverges for all z 6= 0 if m > n + 1. The
most interesting case is thus m = n+ 1 where one typically has a limited region of convergence
(depending also on the parameters) and thus sometimes applications require to perform analytic
continuation.

A particular well-known example is Gauß’ hypergeometric series

2F1

(
a, b
c

z

)
=

∞∑

k=0

(a|k) (b|k)
k! (c|k) zk . (C.6)

This series has radius of convergence R = 1, for |z| < 1 it is absolutely convergent. On the
circle |z| = 1 the convergence depends on the coefficients a, b and c. For z = 1 it converges if
ℜ(c− a− b) > 0 and one obtains

2F1

(
a, b
c

1

)
=

Γ(c) Γ(c − a− b)

Γ(c− a) Γ(c− b)
. (C.7)

Many elementary functions can be interpreted as special hypergeometric functions, e.g.

(1 + z)n = 2F1

(
−n, 1

1
− z

)
, (C.8)

√
1 − z2 = 2F1

(
1
2 , −1

2
1
2

z2

)
, (C.9)

log(1 + z) = z · 2F1

(
1, 1
2

− z

)
. (C.10)

The expansion of hypergeometric functions around integer and half-integer parameters is derived
and discussed in [114, 116, 115, 107]. For the relationship between Feynman diagrams and
hypergeometric functions see [113].
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Figure C.1: Graphical illustration of the NDIM procedure, where AC denotes analytic continu-
ation. The dotted line separates the region of D > 0 (upper half) from D < 0 (lower half).

C.1.2 Application to Coulomb Gauge Problems

NDIM is a method which might be suitable to obtain approximations for Coulomb gauge vertex
functions, at least in the context of split dimensional regularization as outlined in [189]. At one-
loop level, all integrals that appear in the quark-gluon vertex can be derived from two “master
integrals”

Iabelian =

∫
d3q dq0 (p · q)i1 (p′ · q)i2 qi30

(q2)k1 (q2)k2 ((q − p)2 +m2)k3 ((q − p′)2 +m2)k4
(C.11)

Inonab. =

∫
d3q dq0 (p · q)i1 (p′ · q)i2

(
q2
)i3 qi40

(q2 +m2)k1 ((q − p)2)k2 ((q − p′)2)k3 ((q − p)2)k4 ((q − p′)2)k5
(C.12)

In principle these integrals are accessible with NDIM, in practice severe problems arise. The
first intimidating aspect is the sheer number of index combinations that have to be checked in
order to obtain the full solution of the problem. For Iabelian

(
25

16

)
= 2042 975

solutions have to be checked, and the number is even larger for Inonab.. The vast majority
does not contribute, remaining solutions tend to be highly degenerate, but still the calculations
constitute a major effort.

Apparently the ony feasable way to perform this task is to be to develop a specialized expert
system which can automatically perform all steps which have to be repeated for each potential
solution. This in turn requires to have high-performance symbolic computation power at hand.

Standad Computer algebra systems like Mathematica or Maple are presumably too slow for
such tasks. Form [199] is very efficient, but lacks some capabilities which are required to build
an expert system as sketched above. The most prosiming approach seems to be the use of a
symbolic library like Ginac, http://www.ginac.de/ (which has been developed as a library for
C++ and is available via an interface also in Python) and to combine the full power of a general
programming language with fast symbolic computation.

http://www.ginac.de/
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C.2 Fourier Transform of Rising Potentials

As already mentioned in section 1.3.1 the Forier transform of the linearly rising potential is
plagued with conceptual and technical difficulties since neither the linearly rising function nor
the 1

k4 -potential belong to L1, the space of Lebesgue-integrable functions.
Thus an appropriate regularization procedure is necessary to define the Fourier-transform of

such a linearly rising potential. In order to have a more general result at hand, we study the
potential V (x) = |x|1+α, though most times we are only interested in the case α = 0. For the
Fourier transform we obtain (using r = |x| and k = |k| to simplify the notation)

V (k2, k0) =

∫

R4

d4x e−i(k0x0−k·x) δ(x0)σ |x|1+α︸ ︷︷ ︸
=V (x,x0)

= σ

∫ ∞

−∞
e−ik0x0δ(x0)

︸ ︷︷ ︸
=1

∫

R3

d3x eik·x |x|1+α

=

∣∣∣∣
introduction of spherical coordinates
with the k-direction as preferred axis

∣∣∣∣= σ

∫

R3

eik·x r1+α r2 dr d(cos ϑ) dϕ

= 2πσ

∫ ∞

0
dr

∫ 1

−1
d(cos ϑ) eikr cosϑ r3+α = 2πσ

∫ ∞

0
dr r3+α

eikr cos ϑ

ikr

∣∣∣∣
1

−1

=
4πσ

k

∫ ∞

0
dr r2+α

eikr − e−ikr

2i
=

4πσ

k

∫ ∞

0
dr r2+α sin(kr)

=
4πσ

k4+α

∫ ∞

0
d(kr) (kr)2+α sin(kr) =

4πσ

k4+α

∫ ∞

0
t2+α sin t dt

︸ ︷︷ ︸
=:Iα,0

. (C.13)

Reduction of the integral to a dimensionless quantity has revealed a momentum space potential
∼ 1

k4+α , but the expression contains (as it could be expected from the form of the problem) an
ill-defined integral, which we call Iα,0. Some regularization procedure is required to assign a

value to this integral. Here we employ the popular e−εt
2

prescription (ε > 0, ε→ 0) and define

Iα,ε :=

∫ ∞

0
e−ε t

2
t2+α sin t dt . (C.14)

For α = 0 (the linearly rising potential) we find

I0,ε =
1

4 ε2

(
1 −

√
π e−1/(4ε) (1 − 2ε) erf

(
i

2
√
ε

)

2i
√
ε

)
ε→0−→ −2 . (C.15)

The limit of this expression is obtained both analytically (with help of Mathematica) and nu-
merically, as illustrated in figure C.2, and we end up with the confinement potential

V (k2, k0) = −8πσ

k4 . (C.16)

The general case can be evaluated as well provided α is sufficiently large so that no non-
integrable singularity evolves at t = 0 (which would happen for α ≤ −4, a case so far from a
linearly rising potential that we are not interested in it). In this case one has the limit

Iα,ε =
ε−2−α/2

2
Γ
(
2 +

α

2

)
1F1

(
2 + α

2
3/2

∣∣∣∣−
1

4ε

)
(C.17)

with the hypergeometric function 1F1, discussed in appendix C.1.1. One finds

lim
ε→0+

Iα,ε =
22+α√π Γ

(
2 + α

2

)

Γ
(
−1

2 − α
2

) =: CFT(α) , (C.18)

an expression which is plotted for −4 < α < 4 in figure C.3.
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Figure C.2: Numerical check of I0,ε, as defined in (C.15) for α = 0, for ε → 0. Note that for
very small values of ε, the evaluation becomes unstable due to numerical cancellations.
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Figure C.3: Plot of CFT(α) = limε→0+ Iα,ε, as defined in (C.15) and evaluated in (C.18). Note
that α = 0, where we find the value −2, corresponds to the linearly rising potential.
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One finds that the regularization procedure yields a vanishing coefficient for α = −1 (the con-
stant case), α = 1 (the harmonic oscillator potential) and α = 3. Such a vanishing coefficient
makes sense for V (x) = const1 and the change of sign at α = −1 can be interpreted as transition
between attractive and repulsive behaviour.

For V (x) = |x|2, however, this regularization procedure fails since there is no reason for a
vanishing coefficient and a sign change. So one should not trust the results obtained by this
regularization for α ≥ 1. In the vicinity of the linearly rising potential (|α| < 1), the results can
be considered as reasonable, and so the Fourier transform is (relatively) well-defined.

When we proceed to the inverse Fourier transform, matters are even more delicate, since we find

V (x) =
1

(2π)4

∫

R4

d4k ei (k0x0−k·x) 4πσ CFT(α)

k4+α

=
1

2π

∫ ∞

−∞
ei k0x0 dk0

︸ ︷︷ ︸
=δ(x0)

· 1

2π

∫ 2π

0
dϕ

︸ ︷︷ ︸
=1

· 1

(2π)2

∫ ∞

0
dk k2

∫ 1

−1
d cos(ϑ) e−ikr cosϑ 4πσCFT(α)

k4+α

= δ(x0)
4π σ CFT(α)

4π2

∫ ∞

0

dk

k2+α

e−ikr cosϑ

−ikx

∣∣∣∣
1

−1

= δ(x0)
2σCFT(α)

π r

∫ ∞

0

dk

k3+α

e−ikr − eikr

−2i

= δ(x0)
2σCFT(α)

π r

∫ ∞

0

sin(kr)

k3+α
dk = δ(x0)

2σCFT(α)

π r

∫ ∞

0
r2+α

sin(kr)

(kr)3+α
d(kx)

= δ(x0) r
1+α 2σCFT(α)

π

∫ ∞

0

sin t

t3+α
dt

︸ ︷︷ ︸
=:Jα,0

(C.19)

Instead of a non-integrable singularity at infinity (which is alleviated by the oscillatory sine
function introduced by the Fourier transform) the dimensionless integral Jα,0 contains (for α ≥
−1) a non-integrable singularity at the origin which is not affected by the oscillations of the
sine. In this case even a sophisticated regularization procedure can not be expected to yield a
finite result for this integral.

The e−εt
2

regularization is not suited here since it is designed to regulate singularities at
infinity, so we choose as regularized integral2

Jα,ε :=

∫ ∞

0
e−ε

2/t2 sin t

t3+α
dt (C.20)

Evaluation of this integral yields for ε > 0 and α > −3

Jα,ε =
1

ε1+α
1

2
Γ

(
1 + α

2

)
0F2

(
3
2 ,

1−α
2

∣∣∣∣
ε

4

)

︸ ︷︷ ︸
ε→0−→1

+ Γ(−2 − α) sin
(πα

2

)
0F2

(
3+α

2 , 4+α
2

∣∣∣∣
ε

4

)

︸ ︷︷ ︸
ε→0−→1

(C.21)
The finite part has a removable singularity at α = 0, and we find

CFT−1,fin(0) := lim
α→0

Γ(−2 − α) sin
(πα

2

)
= lim

α→0

Γ(−α)

(−2 − α)(−1 − α)
sin
(πα

2

)

= lim
α→0

− 1
α + O(1)

(−2 − α)(−1 − α)

(πα
2

+ O(α3)
)

= lim
α→0

−π
2 + O(α)

2 + O(α)
= −π

4
, (C.22)

1For a constant potential (i.e. vanishing force) the choice of the constant is arbitrary. Thus it can be set to
zero without affecting physics (except possibly gravitational effects which are completely neglected here).

2We have checked explicitly that oscillatory regulators like ρε(t) = cos
“
ε2

t2

”
or ρε(t) = t2

ε2
sin

“
ε2

t2

”
yield the

same finite part as obtained by the follwing procedure (though they give a different coefficient for the divergent
part).
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which is precisely the constant required for consistency of the inverse Fourier transform. There-
fore it is common practice to discard the divergent 1

ε part and proceed only with the finite part.
We now generalize this procedure to arbitrary α ∈ (−1, 1), dismissing the divergent 1

ε1+α part.
This yields

CFT−1,fin(α) := Γ(−2 − α) sin
(πα

2

)
, (C.23)

which has apart from the removable singularity at α = 0 no further peculiarities in the region
|α| < 1. Employing this (of course ad-hoc) procedure, we obtain

V (x) = δ(x0) r
1+α 2σ

π
CFT(α)CFT−1,fin(α)

= δ(x0) r
1+α σ

23+α√π Γ
(
2 + α

2

)

Γ
(
−1

2 − α
2

) Γ(−2 − α)
sin
(
απ
2

)

π

= δ(x0) r
1+α σ

23+α√π Γ
(
2 + α

2

)

Γ
(
−1

2 − α
2

) Γ(−2 − α)
1

Γ(α2 ) Γ(1 − α
2 )

= δ(x0) r
1+α σ

23+α√π (1 + α
2 ) α2 Γ

(
α
2

) (
−1

2 − α
2

)

Γ
(
−α

2 + 1
2

) Γ(−2 − α)
1

Γ(α2 ) (−α
2 )Γ(−α

2 )

= δ(x0) r
1+α σ

21+α√π (2 + α) (1 + α)

Γ
(
−α

2 + 1
2

) Γ(−2 − α)
1

Γ(−α
2 )

= δ(x0) r
1+α σ

√
π

22(−α
2 )−1 Γ(−α

2 ) Γ
(
−α

2 + 1
2

) (2 + α) (1 + α) Γ(−2 − α)

= δ(x0) r
1+α σ

(−2 − α) (−1 − α) Γ(−2 − α)

Γ(−α)

= δ(x0) r
1+α σ . (C.24)

Thus discarding the divergent part gives the correct transformation back to position space also
for general α ∈ (−1, 1). We note that the coefficient CFT−1,fin(α) has first-order poles at α = ±1
which compensate the vanishing coefficients CFT in these cases.

Simply discarding the 1
ε1+α term in the inverse Fourier transform is an extremely untidy proce-

dure. It can be made at least somehow more rigorous by analytic continuation. We note that
for 0 < z < 2 we find3 ∫ ∞

0

sin t

tz
dt = cos

(π z
2

)
Γ(1 − z)

︸ ︷︷ ︸
:=fsin(z)

. (C.25)

The meromorphic function fsin on the right-hand side is the analytic continuation of the integral
from the interval (0, 2) to C \ 2N. While for z = 1, 3, 5, . . . the zeros of the cosine cancel the
poles of the gamma function, fsin has first-order poles for z = 2, 4, 6, . . . .

For the most interesting case 2 < z < 4 the function f is clearly regular. One indeed obtains
limz→3 fsin(z) = −π

4 , and in general one has

fsin(3 + α) = cos

(
3π

2
+
απ

2

)

︸ ︷︷ ︸
=sin(απ2 )

Γ(−2 − α) = CFT−1,fin(α) . (C.26)

The finite part, obtained by discarding the divergent 1
ε1+α

piece of the integral, is precisely
identical to the expression obtained by analytic continuation.

3For z = 0 we encounter the undefined integral
R ∞

0
sin(t) dt, while for z → 2− the singularity at t = 0 becomes

non-integrable, since sin(t)

t2
∼ 1

t
for small t and we have

R 1

ε
dt
t

= − ln ε
ε→0
−→ ∞.
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C.2.1 A Further Comment an Infrared Divergences in DSEs

Another aspect of the mathematical treatment of overconfining potentials has been given in [132]:
We recall (see sec. 3.2.3) that in Coulomb gauge, the time-time component of the gluon propa-
gator has an instantaneous part,

− g2DA0A0(x, t) = VC(r)δ(t) + Vnon−inst.(x, t), (C.27)

known as the color-Coulomb potential VC(r), where r = |x|. When the gauge-invariant potential
introduced by Wilson is confining, limr→∞ VW(r) = ∞, it provides a lower bound on the color-
Coulomb potential asymptotically at large r, VC(r) ≥ VW(r), summarized by “no confinement
without Coulomb confinement” [228].

In the confining phase we expect the Wilson potential to rise linearly, VW(r) ∼ σr, where
σ is the physical string tension, and in this case the color-Coulomb potential rises (at least)
linearly, VC(r) ∼ σCr, where σC is the Coulomb string tension and σC ≥ σ. Moreover in
Coulomb gauge gA0 is a renormalization-group invariant [228], which implies that VC(r) is also
a renormalization-group invariant. Thus, as long as σcoul is finite, it has a well-defined physical
value in MeV which has been calculated in lattice gauge theory [93, 145, 148, 147, 203].

The linearly rising potential r corresponds in momentum space to 1/k4, so one encounters
infrared divergences of the type

∫
d3k/k4 in the DS equations. To address this problem, we

observe that the DS equations are originally derived in position space [from the functional
identity for δΓ/δA(x)], and moreover these equations remain free of infrared divergences when
written in position space, even in the presence of long-range potentials. Indeed a loop integral
such as

L(p) =

∫
dsk

(2π)s
D1(p − k)D2(k), (C.28)

which is a convolution in momentum space, corresponds in position space to the ordinary product

L(r) = D1(r)D2(r). (C.29)

This product is well-defined for long-range potentials such as D1(r) ∼ r. This is the basic
observation which gives a well-defined meaning to the DS equations for long-range forces.

One has the option of working entirely in position space. However, as a matter of conve-
nience, we may also work in momentum space, as usual, once we provide a well-defined two-way
translation between position and momentum space.

The Fourier transform of a long-range correlator such as D1(r) = σCr is well-defined by
providing a convergence factor, for example exp(−ǫr2). Indeed the integral

D(k) =

∫
d3x σCr exp(−ik · x) exp(−ǫr2), (C.30)

has a finite limit for ǫ→ 0,

D(k) = −8πσC/k
4. (C.31)

The minus sign here is as it should be because σCr is an attractive potential. [The minus sign
in (C.27) was in fact introduced to make VC(r) a positive quantity.] We conclude that there is
no difficulty in taking the Fourier transform of long-range potentials.

However the inverse Fourier transform poses an apparent difficulty because it has an infrared
divergence of the form

∫
d3k/k4. Moreover the DS equations which contain a loop integral (C.28)

have infrared divergences of this type.

To address these problems, consider the inverse Fourier transform in s spatial dimensions

∫
dsk

(2π)s
exp(ik · x)

(k2)α
=

Γ(s/2 − α)

22α πs/2 Γ(α)
r2α−s. (C.32)
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It is free of infrared divergence provided that the parameter α satisfies the bound α < s/2. The
integral has been evaluated by Gaussian integration after insertion of the identity,

1

(k2)α
=

1

Γ(α)

∫ ∞

0
dβ βα−1 exp(−βk2). (C.33)

[By this method of integration the convergence factor exp(−ǫk2) is not needed explicitly.] The
last integral is convergent only for α > 0. However the the left hand side of (C.32) is well defined
for all real α satisfying the bound α < s/2 so, by analytic continuation, eq. (C.32) holds for
all α that satisfies this bound. Because 1/rs−2α appears on the right hand side of (C.32), the
restriction α < s/2 corresponds to a negative power of r.

To extend the inverse Fourier transform to longer range potentials such as r itself, which
corresponds to a more infrared-singular power of k, we observe that such a more infrared-singular
power may be written as a derivative,

1

(k2)1+α
=

−1

4α(s/2 − α− 1)

∂2

∂k2
i

1

(k2)α
, (C.34)

and we take the inverse Fourier transform of the right hand side in the distribution sense. This
gives

∫
dsk

(2π)s
exp(ik · x) 1

(k2)1+α
=

−1

4α(s/2 − α− 1)

∫
dsk

(2π)s
exp(ik · x) ∂2

∂k2
i

1

(k2)α

=
x2

4α(s/2 − α− 1)

∫
dsk

(2π)s
exp(ik · x) 1

(k2)α

=
Γ(s/2 − α− 1)

22(α+1) πs/2 Γ(α+ 1)
r2(α+1)−s, (C.35)

where we have used (C.32) for α < s/2, and r ≡ (x2)1/2. We now observe that (C.35) has the
same form as (C.32), with the substitution α → α + 1. Thus the result of giving 1/(k2)α+1 a
meaning as a distribution is quite simple: formula (C.32) is continued analytically from α to
α+ 1, so it is valid under the weaker restriction α < s/2 + 1. By induction, formula (C.32) may
be continued to α < s/2 + n, where n is any integer.

Finally we note that the loop integral (C.28) that appears in the DS equation becomes
well-defined by the same method. Indeed, suppose that D1(k) = 1/(k2)α+1 is written as the
derivative

D1(k) =
∂2

∂k2
i

E1(k) (C.36)

where E1(k) is written above and is less singular than D1(k). Then the ill-defined loop integral
(C.28) may be replaced by the well-defined expression

L(p) =
∂2

∂p2
i

∫
dsk

(2π)s
E1(p− k)D2(k). (C.37)

However there is no need to do this explicitly because the result of this substitution may be
obtained, as before, by analytic continuation in α of the original loop integral

Loriginal =

∫
dsk

(2π)s
D1(p − k)D2(k) . (C.38)

We conclude that instead of working in position space, where there are no infrared diver-
gences, we may, as a matter of convenience, work directly in momentum space according to the
following prescription: The standard loop integral (C.28) is performed for values of the critical
exponents α for which it is well defined. The result is then analytically continued in α to the
values of interest.
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C.3 Notes on a General Asymptotic Expansion

Finding a reliable asymptotic expression which takes both scales into account at the same time
is a highly nontrivial task.4 Even for p2 = p2 + p2

4 being small, the ratio between p2 and p2
4 can

be of any order of magnitude. An asymptotic infrared expansion (that consequently makes use
of power laws) is only reasonable for the smallest momentum scale present in the system.

Usually, in Coulomb gauge we are particularly interested in the case where p2 is small. If at
the same time p2

4 is large, we can simply give an asymptotic expansion in p2 without having to
care about p2

4 more than about any intrinsic scale present in the system. In this thesis, we will
exclusively employ this type of infrared analysis.

We have to keep in mind, however, that an analysis performed that way has only limited
range of applicability, since no statements can be made about the cases p2 ≈ p2

4 and p2
4 ≪ p2.

In interpolating gauges, it may be reasonable to employ the combination

p2
α = p2 + αp2

4 (C.39)

as expansion parameter, again provided that this scale is much smaller than all other scales
present in the system.

A more general approach to Coulomb gauge could involve an expansion in the quantity

p2
< :=

p2p2
4

p2 + p2
4

. . .





≈ p2 for p2 ≪ p2
4

≈ p2
4 for p2

4 ≪ p2

= p2

4 for p2 = p2
4 = p2

2 ,

(C.40)

which picks out the smaller of the two momentum scales. This scale is complemented by

p2
> :=

p4 + p4
4

p2 + p2
4

. . .





≈ p2 for p2 ≫ p2
4

≈ p2
4 for p2

4 ≫ p2

= p2

2 for p2 = p2
4 = p2

2 .

(C.41)

One always finds p2
< < p2

> and for p2

p24
6= O(1) one indeed has p2

< ≪ p2
>. Thus one could

reasonably expect an expansion of the form

G(p) ∼
∞∑

k=1

ck (p<)δk (C.42)

with δ1 < δ2 < . . . to hold at least in most kinematic regions. Note also that

2p2
< + p2

> =
p4 + 2p2p2

4 + p4
4

p2 + p2
4

=
(p2 + p2

4)
2

p2 + p2
4

= p2 + p2
4 = p2 (C.43)

4The most straightforward generalization of the one-dimensional case would constitute of an expansion

F (ε, δ) ∼
∞X

k=0

ck ϕk(ε, δ) = c0 ϕ0(ε, δ) + c1 ϕ1(ε, δ) + . . .

with

lim
ε,δ

F (ε, δ) −
Pn
k=0 ck ϕk(ε, δ)

ϕn(ε, δ)
= 0 , lim

ε,δ

ϕn+1(ε, δ)

ϕn(ε, δ)
= 0 .

where limε,δ denotes any of the limits (ε, δ) → (0, 0), ε→ 0 while δ 6= 0 and δ → 0 while ε 6= 0. A more modest
approach could constitute of an expansion

F (ε, δ) ∼
∞X

i,j

cijϕi(ε)ψj(δ)

with basis functions fulfilling limε→0
ϕn+1(ε)

ϕn(ε)
= 0 and limδ→0

ψn+1(δ)

ψn(δ)
= 0. In general, such an expansion will only

be able to grasp certain aspects of F in the asymptotic region ε ≈ δ ≈ 0, the same way directional limits usually
grasp only certain aspects of functions R

2 → R.
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Making use of this fact, a suitable expansion parameter for interpolating gauges may be

p2
α = p2

< + α(p2
< + p2

>) =
αp2 + (1 + α)p2p2

4 + αp2
4

p2 + p2
4

→
{
p2
< forα→ 0

p2 forα→ 1 .
(C.44)

The main obstacle in establishing a procedure for infrared power counting in Coulomb gauge
is that it is not always clear how to count the integration over the zero-component of momentum.
To see this effect, we compare two integrals (with the external momentum p = (p0, p) flowing
through the corresponding diagrams). In the first one we consider a k0-dependent propagator
similar to the infrared-dominant part of the dressed transverse gluon,

I1 =

∫
d3k dk0 |p − k|α 1

Λ4

k2 + k2
0

=

∫
d3k dk0 |p − k|α k2

Λ4

1

1 +
k2k2

0
Λ4

=

∫
d3k |p − k|α k

Λ2

∫ ∞

−∞
d

(
k0k

Λ2

)
1

1 +
k2k2

0
Λ4

=
π

Λ2

∫
d3k k |p − k|α ∼ O

(
p4+α

)
. (C.45)

In the second integral we em[ploy a k0-dependent function similar to the tree-level transverse
gluon propagator,

I2 =

∫
d3k dk0 |p − k|α 1

k2 + k2
0

=

∫
d3k dk0 |p − k|α 1

k2

1

1 +
k2
0
k2

=

∫
d3k |p − k|α 1

k

∫ ∞

−∞
d

(
k0

k

)
1

1 +
(
k0
k

)2 = π

∫
d3k

|p − k|α
k

∼ O
(
p2+α

)
. (C.46)

In the first case we find ∫
d3k dk0O(pα)O(k2) ∼ O

(
p4+α

)
.

In the second case we find for k0 ≫ k

∫
d3k dk0O(pα)O(k0) ∼ O

(
p2+α

)
,

which seems to suggest ∫
d3k dk0 ∼ O

(
p2
)
.

For k0 ≪ k however we have

∫
d3k dk0O(pα)O(k2) ∼ O

(
p2+α

)
.

∫ ∞

−∞

dq0
(Λ2 + q20)

α
=

√
πΛ1−2αΓ(α− 1

2)

Γ(α)
∼ Λ1−2α (C.47)

∫ ∞

−∞

dq0
(Λ2

1 + q20) (Λ2
2 + (p0 − q0)2)

=
π(Λ1 + Λ2)

Λ1Λ2(p2
0 + (Λ1 + Λ2)2)

∼ 1

min(Λ1,Λ2) max2(p0,Λ1,Λ2)
(C.48)

with scales Λi related to |q|, |p| or some external scale like ΛQCD. Typically in a diagram

containing a transverse gluon and a quark, one will have Λ1 ∼ |q| and Λ2 ∼ Λ2
QCD

|p−q| . Focussing on

the extreme infrared (both for the loop momentum q and the external momentum p) one has
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|q| ≪ p0 ≪ Λ2
QCD

|p−q| , which allows to evaluate the asymptotics of (C.48). For the self-energy term
in figure 4.1 one has to analyze the properties of integrals like

∫ Λc

0
dq q

∫ 1

−1
d(cos ϑ)

p2 − 2pq cosϑ+ q2

Λ2
QCD

(C.49)

with some cutoff Λc, introduced to separate the infrared region from other momentum scales. In
addition to this analysis one has to determine consistency conditions for the degree of divergence
of the dressing functions.

C.4 Finite Temperature Calculations

C.4.1 The Anomaly from an Analytic Derivative

We now show how the anomaly (5.3) can be obtained in the approach outlined in sec. 5.2 without
the necessity for numerical differentiation. In the following, we always understand g2 = g2(µ)
and µ = µ(T ).

One-loop expansion of the gap equation gives for the rescaled pressure

p

T 4
≡ w

T 3
= (N2 − 1)

[
3

2N

m∗4

g2(µ)
+

1

3π2
K(m∗)

]
(C.50)

with K(m∗) = m∗4 I(m∗) and

I(m∗) :=

∫ ∞

0

dx

u(x)

x4 − 1

em∗u(x) − 1
, (C.51)

using the reduced dispersion relation (5.24). From this, we obtain

Ar = T
d

dT

p

T 4

= (N2 − 1)

[
3

2N
T

d

dT

m∗4

g2
+

1

3π2
T
∂K(m∗)
∂T

]

= 3
N2 − 1

2N

[
−m

∗4

g4
T

dg2

dT
+

4m∗3

g2
T

dm∗

dT

]
+
N2 − 1

3π2
T
∂K(m∗)
∂T

. (C.52)

The derivative of g2 with respect to T be easily calculated using the β-function,

T
d(g2)

dµ
=
T

µ
µ

d(g2)

dµ
=
T

µ
β(g2) . (C.53)

From this, we obtain

T
dg2(µ)

dT
=
T

µ
µ

dg2(µ)

dµ

dµ(T )

dT
= β(g2(µ))

T

µ

dµ(T )

dT
. (C.54)

For the last term in (C.52) we have

T
∂K(m∗)
∂T

= T
∂m∗

∂T

∂K(m∗)
∂m∗ (C.55)

∂K(m∗)
∂m∗ = 4m∗3 I(m∗) −m∗4 L(m∗) (C.56)

L(m∗) =

∫ ∞

0
dx

(x4 − 1) em
∗u(x)

(em∗u(x) − 1)2
. (C.57)
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We obtain T ∂m∗

∂T by differentiating the gap equation f (m∗) = y(T ) with respect to T , where

f (m∗) =
1

2
ln

1

m∗ +

∫ ∞

0

dx

u(x)

1

em∗u(x) − 1
, (C.58)

y(T ) =
3π2

N g2(µ)
− 1

4
ln

eµ2(T )

2T 2
. (C.59)

Since the left-hand side depends on T only implicitly via m∗, we have

d

dT
f(m∗) =

df

dm∗
dm∗
dT

=

[
−1

2

1

m∗ − J(m∗)

]
dm∗

dT
, (C.60)

J(m∗) =

∫ ∞

0
dx

em
∗u(x)

(
em∗u(x) − 1

)2 . (C.61)

Differentiation of the right-hand side yields

dy(T )

dT
=

d

dT

[
3π2

N g2(µ)
− 1

4
ln

eµ2(T )

2T 2

]

= − 3π2

N g4(µ(T ))

dg2(µ)

dT
− d

dT

1

2
ln

(√
e

2

µ(T )

T

)

= − 3π2

N g4(µ(T ))

1

µ(T )
µ(T )

dg2(µ)

dT
− 1

2

T

µ(T )

(
dµ
dT

T
− µ

T 2

)

= − 1

µ(T )

{
3π2

N

β(g2)

g4(µ)

dµ

dT
+

1

2

(
dµ

dT
− µ

T

)}
. (C.62)

The second term inside the curly brackets is a measure for the deviation from the asymptotic
behaviour; in the asymptotic regime with µ(T ) = 2πT , the above expression simplifies to

dy(T )

dT

∣∣∣∣
asympt

= −3π2

N

1

T

β(g2(2πT ))

g4(2πT )
. (C.63)

Collecting our results, we obtain

T
dm∗

dT
=

T dy
dT

− 1
2m∗ − J(m∗)

=
T

µ(T )

1
1

2m∗ + J(m∗)

{
3π2

N

β(g2)

g4

dµ

dT
+

1

2

(
∂µ

∂T
− µ

T

)}
, (C.64)

and the rescaled anomaly is given by

Ar = 3
N2 − 1

2N

[
−m

∗4

g4
β(g2)

T

µ

dµ

dT
+

4m∗3

g2
T

dm∗

dT

]

+
N2 − 1

3π2

(
4m∗3 I(m∗) −m∗4 L(m∗)

)
T

dm∗

dT
. (C.65)
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C.4.2 Evaluation of Power-Law Integrals

Determination of the infrared critical exponents requires evaluation of the integrals (5.84)
to (5.87) which yields the results stated in (5.89) to (5.94). In order to illustrate the calcu-
lational scheme, we explicitly discuss the evaluation the integral (5.84). The evaluation of such
integrals is also discussed for example in the appendix of [227] and in more detail in the appendix
of [132].

First we check issues of convergence: We write

IS(V,S)(αA, αϕ) = Nk−s+2αA+2αϕ+2

∫
dsp

(2π)s
k2p2 − (p · k)2

(p2)2+αA [(k − p)2]1+αϕ︸ ︷︷ ︸
:=I1

. (C.66)

In this integral we obtain the power ps+2 from the numerator. In the infrared (p → 0) the
term (k − p)2 is finite for k 6= 0, so we can neglect it for questions of convergence.5 Thus the
denomiator contributes the power p2(2+αA) and a necessary condition for infrared convergence
is

s+ 2 > 4 + 2αA , i.e. αA <
s

2
− 1 . (C.67)

(C.66) may also have a non-integrable singularity at p = k. By the substitution p → p + k the
integral takes the form

I1 =

∫
dsp

(2π)s
k2p2 − (p · k)2

[(p + k)2]2+αA (p2)1+αϕ
. (C.68)

The denomiator now contributes the power p2(1+αϕ) and we see that we also have to demand

s+ 2 > 2 + 2αϕ , i.e. αϕ <
s

2
(C.69)

in order to have infrared convergence. In the ultraviolet, k is negligible compared to p and the
denomiator in (C.66) contributes the power p2(2+αA+2(1+αϕ)). To have ultraviolet convergence
we have to demand

s+ 2 < 6 + 2αA + 2αϕ , i.e. αA + αϕ >
s

2
− 1. (C.70)

These conditions are compatible; by combining them one can also deduce the conditions αϕ > 0
and αA > −1.

Now we proceed with the evaluation of the integrals. In (C.66) we represent the powers of
propagators by integrals over auxiliary variables. This employs the integral representation of
the gamma function,

∫ ∞

0
tx−1 e−kt dt

u=kt
=

1

kx

∫ ∞

0
ux−1 e−u du =

Γ(x)

kx
, (C.71)

(k > 0) which allows us to write

1

(p2)2+αA

=

∫ ∞

0
da

a1+αA

Γ(2 + αA)
e−a p

2
, (C.72)

1

[(k − p)2]1+αϕ
=

∫ ∞

0
db

bαϕ

Γ(1 + αϕ)
e−b (k−p)2 . (C.73)

With these identities I1 takes the form

I1 =

∫ ∞

0
da

a1+αA

Γ(2 + αA)

∫ ∞

0
db

bαϕ

Γ(1 + αϕ)
I2 (C.74)

5Note that for k = 0 the numerator vanishes, so this case is not problematic; for all other cases the argument
holds.
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with

I2 =

∫
dsp

(2π)s
[
k2p2 − (p · k)2

]
e−Φ , (C.75)

Φ = ap2 + b(k − p)2 = (a+ b)p2 + bk2 − 2b(k · p)

= (a+ b)
(
p− b

a+b k
)2

− b2

a+b k
2 + bk2 =: (a+ b)q2 + ab

a+b k
2 . (C.76)

The substitution p→ q = p− b
a+b k yields

I2 =

∫
dsq

(2π)s
(k2q2 − (q · k)2) e−(a+b)q2− ab

a+b
k2

.

= e−
ab
a+b

k2

k2

∫
dsq

(2π)s
(1 − (q̂ · k̂)2) q2 e−(a+b)q2 . (C.77)

One can rewrite an integral of the form

J = k2

∫
dsq

(2π)s
(1 − (q̂ · k̂)2) f(q2) (C.78)

as

J = kikj

∫
dsq

(2π)s
(δij − q̂iq̂j) f(q2) . (C.79)

Since J is a scalar which is quadratic in k, one has to find

∫
dsq

(2π)s
(δij − q̂iq̂j) f(q2) = C δij . (C.80)

Taking the trace of this equation (δii = s, q̂iq̂i = 1) and a small rearrangement of factors yields

C =
s− 1

s

∫
dsq

(2π)s
f(q2) . (C.81)

So we have

I2 = e−
ab
a+b

k2

k2 s− 1

s
I3 (C.82)

with

I3 =

∫
dsq

(2π)s
q2 e−(a+b)q2 =

1

(2π)s

∫
dΩs

∫ ∞

0
qs+1 e−(a+b)q2 (C.83)

The substitution x = (a+ b)q2 yields

I3 =
1

(2π)s

∫
dΩs

∫ ∞

0

(
x

a+ b

)(s+1)/2 e−x dx

2x1/2(a+ b)1/2

=
1

(2π)s

∫
dΩs

1

2(a+ b)1+s/2

∫ ∞

0
x(s/2+1)−1 e−x dx

=
1

(2π)s
2πs/2

Γ( s2)

1

2(a+ b)1+s/2
Γ
(s

2
+ 1
)

=
1

(4π)s/2
1

(a+ b)1+s/2

s
2 Γ
(
s
2

)

Γ( s2)

=
s

2 (4π)s/2 (a+ b)1+s/2
(C.84)
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Consequently we obtain (with slight rearrangements)

I2 =
(s − 1) k2

2(4π)s/2
e−

ab
a+b

k2

(a+ b)s/2+1
. (C.85)

To proceed with the evaluation of

I1 =
(s− 1) k2

2(4π)s/2

∫ ∞

0
da

a1+αA

Γ(2 + αA)

∫ ∞

0
db

bαϕ

Γ(1 + αϕ)

e−
ab
a+b

k2

(a+ b)s/2+1
. (C.86)

we introduce another auxiliary variable τ by integrating over δ(a + b− τ),

I1 =
(s− 1) k2

2(4π)s/2

∫ ∞

0
dτ

∫ ∞

0
da

a1+αA

Γ(2 + αA)

∫ ∞

0
db

bαϕ

Γ(1 + αϕ)

e−
ab
a+b

k2

(a+ b)s/2+1
δ(a+ b− τ) . (C.87)

The substitution a = τα, b = τβ yields

I1 =
(s− 1) k2

2(4π)s/2
1

Γ(2 + αA) Γ(1 + αϕ)

∫ ∞

0
dα

∫ ∞

0
dβ

δ(α+ β − 1)

(α+ β)s/2+1
α1+αAβαϕ I4 (C.88)

with

I4 :=

∫ ∞

0
dτ ταA+αϕ+1− s

2 e−αβτ k
2
. (C.89)

(Note that δ(τα+ τβ − τ) = 1
τ δ(α + β − 1).) We now substitute t = αβ k2 τ ,

I4 :=
1

(αβ k2)αA+αϕ+2− s
2

∫ ∞

0
dt t(αA+αϕ+2− s

2
)−1 e−t

=
Γ(αA + αϕ + 2 − s

2)

(αβ)αA+αϕ+2− s
2 k2αA+2αϕ+4−s . (C.90)

and obtain

IS(V,S)(αA, αϕ) =
N(s− 1)

2(4π)s/2
Γ(αA + αϕ + 2 − s

2)

Γ(2 + αA) Γ(1 + αϕ)
I5 (C.91)

with

I5 =

∫ ∞

0
dα

∫ ∞

0
dβ

δ(α + β − 1)

(α + β)s/2+1
α
s
2
−1−αϕβ

s
2
−2−αA . (C.92)

Because of the delta functional, one only has contributions from α+β ≤ 1, accordingly one can
restrict the integrations in (C.92) to the interval [0, 1]. Performing one integration explicitly
yields

I5 =

∫ 1

0
dαα( s

2
−αϕ)−1(1 − α)(

s
2
−1−αA)−1

= B
(s

2
− αϕ,

s

2
− 1 − αA

)
=

Γ( s2 − αϕ) Γ( s2 − 1 − αA)

Γ(s− 1 − αϕ − αA)
. (C.93)

Plugging this result into (C.91) yields

IS(V,S)(αA, αgh) =
N(s− 1)

2(4π)s/2
Γ(αA + αϕ + 2 − s

2 )

Γ(2 + αA)

Γ( s2 − αϕ) Γ( s2 − 1 − αA)

Γ(1 + αgh) Γ(s− 1 − αgh − αA)
, (C.94)

which is the result stated in (5.89). The other power-law integrals are evaluated in a similar
way. Note that the integrals IV (·,·) contain a factor (s− 1)−1 which stems from taking the trace
of the projector on the lhs of the corresponding DS equation,

trPij(p) = tr

(
δij −

pipj
p2

)
= δii −

pipi
p2

= s− 1 , (C.95)

and is included for convenience in the definition of the integral.
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