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The MicroBooNE experiment at Fermilab uses the novel LArTPC technology to reconstruct neutrino interactions with liquid argon. The experiment consists of a detector having an active mass of 85 tons of liquid argon, where the operational electric field of the TPC is 0.273 kV/cm. While BNB neutrino beam at Fermilab is the main source for neutrinos for the experiment having an average energy of $\sim$0.8 GeV, the NUMI neutrino beam at Fermilab also provides high energy neutrinos to perform different physics analyses. The MicroBooNE experiment has been in operation since October 2015. Its major physics goals include investigating into the anomalous production of electron neutrino like events as observed by MiniBooNE and LSND experiments and detail studies of neutrino-argon cross sections at lower neutrino energies. Moreover, the experiment will also serve as R&D for future LArTPC experiments like the already proposed SBN and DUNE programs. One of the major operational requirements of any LArTPC experiment including MicroBooNE is to achieve a high liquid argon purity keeping the electronegative contaminants like H$_2$O and O$_2$ at low concentration levels. This dissertation first describes how to perform an electron attenuation measurement using cosmogenic muons, which provides a handle over the the amount of electronegative impurities inside our detector medium. Likewise this measurement also serves as the first step towards reconstruction of particle energies as MicroBooNE must compensate for the loss of ionization electrons due to capture by electronegative contaminants. Secondly, the discussion is about how to calibrate any LArTPC detector in removing any spatial and temporal variations of the $dQ/dx$ (charge deposited per unit length) spectrum using cosmogenic muons and then how to calculate correct energies of particle interactions with these calibrated out $dQ/dx$ values. The translation of $dQ/dx$ to particle energies ($dE/dx$ - energy deposited per unit length) makes use of the stopping muons coming from neutrino interactions as the standard candle. The final discussion is about the neutrino induced charged
kaon production at charged current mode in the lower neutrino energies of MicroBooNE experiment. This measurement is crucial as there is no such measurement so far on argon at the scale of neutrino energies used for MicroBooNE while already existing measurements on lighter nuclear targets are also sparse. This dissertation presents the first identified neutrino induced kaon candidates in MicroBooNE.
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Chapter 1

Introduction

In the standard model neutrinos are predicted to be massless, chargeless, and weakly interacting particles. But the discovery of neutrino oscillations by several experiments in the last decade has given indirect evidence that the neutrino may not be actually massless leading to some Beyond Standard Model (BSM) physics. For instance this observation can have an impact on the large scale structure of our universe and its expansion rate. Ever since this discovery, neutrino physics is one of the hottest topics not only within the physics community but also to the general public as well, and there have been several dedicated efforts to thoroughly understand the properties of neutrinos. In the discussion of impact of neutrinos in our day today life, there is an ongoing effort to use neutrinos to monitor the illegal production of nuclear weapons in nuclear non-proliferation efforts, scan the Earth’s crust in search of hidden oil and mineral deposits, develop technologies for fast global communciation and inter-planetary communication in search of extra-terrestrial life, etc. In the aspect of physics, these neutrinos are nicknamed as messengers of the universe and can carry so much information about different cosmological activities happening in the far away universe. Nonetheless, still there are many unsolved puzzles about these mysterious particles. The following is a list of questions yet to be answered:

- Are there sterile neutrino states other than the already accepted neutrino flavors?
- What is the exact mass hierarchy of mass square splittings? Is it inverse mass hierarchy
or normal mass hierarchy?

- Are neutrinos Majorana particles or Dirac particles?

- Is there any asymmetry between neutrino and anti neutrino oscillations?

- Can neutrinos be dark matter candidates?

Answering these questions could ultimately be rewarded with solving long existing mysteries in the physics like matter-antimatter asymmetry in the universe and evidence for elusive dark matter candidates. To overcome this challenge one needs to collect more and more data and focus on more novel detector technologies while having better understanding of neutrino interaction models. A crucial aspect of novel particle detection technologies is the ability to reconstruct neutrino energies with very high precision, which is important in accurately measuring neutrino oscillation parameters. The Liquid Argon Time Projection Chamber (LArTPC) technology has already shown promise as the technology for the next generation of neutrino experiments. A more detailed discussion about LArTPC technology will be given in the Chapter 2. In this dissertation one of the topics we talk about is how to precisely calibrate a LArTPC detector to attain a better energy resolution and how to measure the electron attenuation (electron lifetime) using cosmic ray muons. The discussion is specific to the MicroBooNE detector, but can be used by other LArTPC experiments with modifications.

1.1 Electron Attenuation

One of the most fundamental operational requirements of any LArTPC is to have sufficiently large electron drift paths. Contaminants like oxygen and water, which are also known as the electronegative contaminants can capture the ionization electron on their drift path. So it is of utmost importance to keep these electronegative contaminants at low concentrations inside the detector. Equation 1.1 governs how a cloud of ionization electrons gets depleted due to capture by electronegative contaminants on their drift path. The attenuation of the
ionization electron cloud can directly impact the energy and track reconstruction. Hence, measuring electron lifetime is one the most fundamental measurements that any LArTPC detector should do, in order to compensate for the loss of ionization electrons. Moreover, the electron lifetime is inversely proportional to the amount of electronegative contaminants present in liquid argon. Thus, any prior knowledge about electron lifetime gives some insight into the purity of liquid argon. In reality, it is hard to find liquid argon, 100% free of electronegative contaminants. There is always a ppm (parts per million) level oxygen contamination present in the commercially available liquid argon. Moreover, due to the out-gassing of warm walls, cables, other detector components, ... etc and leakages through detector feedthroughs, these contaminants can leak into the detector. Other contaminant of interest is nitrogen, which can quench and absorb the scintillation light produced by neutrino-argon interactions. The maximum tolerable level of nitrogen that can be present in the detector, should be less than 2 parts per million (ppm) for proper detector operations.

In the MicroBooNE, the desired level of liquid argon purity is achieved by continually operating liquid argon purification and re-circulation system, which consists of dedicated filters to remove mostly water and oxygen.

\[
\frac{n_e(t_{\text{drift}})}{n_e(t_0)} = \exp\left(\frac{-(t_{\text{drift}} - t_0)}{\tau}\right) \tag{1.1}
\]

Here \(n_e(t_0)\) stands for the initial number of electrons whereas \(n_e(t_{\text{drift}})\) is the number of electrons after a time \(t_{\text{drift}}\). An important parameter in this equation is \(\tau\), which stands for the electron lifetime. The electron lifetime contains information about the amount of electronegative contaminants present in the detector where a higher electron lifetime is indicative of low levels of contamination. If liquid argon is 100% pure, then \(\tau\) should ideally be infinite.

We can deploy different techniques to measure liquid argon purity inside the MicroBooNE detector and following lists some of the possible methods:

- Using dedicated devices called purity monitors.
- Using long minimum ionizing cosmic ray muon tracks.
• Using laser tracks.

But the discussion here is only restricted to the measurement of liquid argon purity using long cosmic ray muon tracks collected by the MicroBooNE detector. A more detailed discussion about this measurement will be given in the Chapter 5.

1.2 Detector Calibration

The first step of reconstructing particle’s energy of any LArTPC detector is to use the charge information registered in the anode wire plane signals (waveforms). But the charge extracted in this way normally doesn’t reconstruct the particle’s energy in correct way due to a number of reasons. Among those reasons:

• Distortions in detector response due to misconfigured or cross-connected TPC channels.

• Space Charge Effects.

• Electron attenuation.

• Diffusion.

• Recombination.

are the most significant. So to reconstruct particle’s energy properly, we need to correct for these effects. In the detector calibration, first we correct the $dQ/dx$ (charge deposited per unit track pitch) values for these detector effects where this procedure is known as the $dQ/dx$ calibration or the relative calibration of the detector. Next we move to calculate the energy loss of particle due to ionization starting from the corrected $dQ/dx$ values. This second step of the detector calibration is termed as the $dE/dx$ calibration or the absolute calibration of the detector. More details of this detector calibration study will be presented in the Chapter 6.


1.3 Neutrino Induced Kaon Production In Argon

As LArTPC technology is a relatively novel technology, there has been very little known about different particle production rates in argon compared to other commonly used detector media like carbon and water. Specially there has been no measurement at the moment for rare processes like neutrino induced strange particle (kaons and hyperons) production in argon. The only available data at the moment for this kind of exotica search is from bubble chamber data, which has very limited statistics and kaon production rates on carbon by MINERVA experiment at Fermilab. In this dissertation one of the other topics we are focusing on is neutrino induced charged kaon production in argon in the intermediate energy regime (∼1 GeV neutrino energy). The information will be useful for other upcoming LArTPC neutrino detectors and better understand different nuclear effects in argon.

The kaons are born as eigenstates of the strong Hamiltonian and characterized by a strange quark in its content. They manifest themselves as neutral kaons ($K^0(d\bar{s})$, $\bar{K}^0(s\bar{d})$) and charged kaons ($K^+(u\bar{s})$, $K^-(s\bar{u})$) where the mass of charged type is ∼493 MeV while neutral kaons are relatively heavier having a mass of ∼498 MeV. The charged kaons can live up to 12 ns before their decay into other lighter elements where the decay of neutral kaon systems is of particular interest. The weak interaction decay eigenstates of neutral kaons are different to their strong interaction production eigenstates. The two weak interaction eigenstates of neutral kaons are known as $K_S$($K_{\text{short}}$) and $K_L$($K_{\text{long}}$), which are characterized by distinct decay modes and lifetimes. The $K_S$ component can stay upto $\sim 0.9 \times 10^{-10}$ seconds and ultimately decays into two pions while $K_L$ component can live up to $\sim 5.1 \times 10^{-8}$ seconds and decays into three pions. So one consequence of this two distinct decay components is that a neutral kaon beam consisting of 50% of $K_L$ and 50% of $K_S$ components would ultimately end up with a pure beam of only $K_L$ component in the same manner, a $\nu_\mu$ neutrino beam completely oscillating into a $\nu_e$ neutrino beam as $K_S$ component becomes exhausted due to its low lifetime. The measurement of kaon production in argon would primarily help to better understand the strange quark content of the nucleus and in turn it
would help to better understand:

- Neutrino oscillation parameters
- Cabbibo and V-A theories

In the last 50 years or so, one of the major quests of physics was to come up with a single theory that would explain everything in the universe in a form of one single equation. We would call this the infamous *Theory of Everything*. While theories like *SUSY (Super Symmetry)*, *GUT (Grand Unified Theory)* etc are possible candidates for this ultimate theory, one specific model named *SUSY GUT (Super Symmetric Grand Unified Theory)* has incorporated many features expected. All of these exotic models predicts some beyond standard model physics where one of the striking predictions of the SUSY GUT is that proton is no longer a stable particle. We already know that the neutron, the counter part of the proton is not a stable particle and has a lifetime of only $\sim$15 minutes and finally decays to a proton by $\beta$ emission. According to this new model, one of the golden decay channels of proton is $p^+ \rightarrow K^+ + \nu$. The current established limit for the lifetime of proton is $10^{33}$ years, which is way beyond the age of our own universe. One of the forerunners of proton decay search is the SuperKamiokande experiment in Japan, which is a multi kilo ton water cherenkov detector. The upcoming experiments like DUNE (Deep Under ground Neutrino Experiment), a multi kilo ton liquid argon time projection chamber, is also focusing on looking into this rare process. All these experiments would keep an eye on a bunch of protons (ideally it should be over $10^{33}$ protons) until one of them decays to a charged kaon. Eventually this charged kaon would decay to a muon and if the detector is sensitive enough, we can see the michel electron coming from that muon decay as well. As this is a very rare process it is of utmost importance that this kind of nucleon decay experiment fully understand its background processes, which could mimic the same topology as their signal events. The main background of concern for this particular proton decay channel is that an atmospheric neutrino sneaking into the detector medium and producing a secondary charged kaon, which would follow the same decay pattern as our signal. Prior knowledge about neutrino induced charged kaon production will aid in mitigating background for ongoing nucleon decay experiments.
The work presented in this dissertation was performed while I was a member of Micro-BooNE collaboration. I used many tools produced by others in the collaboration and by me. During the course of this work, I produced several technical notes, public notes, and a proceedings paper. The work described in the Chapter 5 is largely derived from \cite{1} and Chapter 6 from \cite{2}, which I co-authored.
Chapter 2

MicroBooNE Experiment

In this chapter, we give an overview picture about LArTPC technology and MicroBooNE experiment followed by a detail discussion about different sub systems of the MicroBooNE detector.

2.1 LArTPC Technology

The concept of LArTPC detectors dates back to the early 1970s. C. Rubbia suggested their use for neutrino detection in 1977\cite{ref3} referencing earlier work by Nygren on TPCs\cite{ref4} and Derenzo, et al, on liquid argon wire chambers\cite{ref5}. The technology really began to boom in the ICARUS program\cite{ref6} where the world’s first large scale LArTPC neutrino detector named T600 was built in 2010 in the Gran Sasso laboratory, Italy. The detector was filled with approximately 600 tons of liquid argon. Going in the foot steps of the ICARUS experiment, the two experiments at Fermilab ArgoNeuT\cite{ref7} and MicroBooNE\cite{ref8}, which are comparatively smaller, also used the LArTPC technology. Once all these experiments proved that this novel technology was feasible, the upcoming large scale neutrino experiments SBN\cite{ref9} (Short Baseline Neutrino Program) at Fermilab and DUNE\cite{ref10} (Deep Underground Neutrino Experiment) laid plans to use this technology for their massive neutrino detectors.

The major component of any LArTPC detector is the Time Projection Chamber (TPC),
which comprises an anode and a cathode kept at certain voltages so as to introduce a uniform
electric field between them. The TPC is completely filled with ultra pure liquid argon. Ideally
the detector medium could be any inert element such as He, Ne, Xe, etc. Liquid argon is
the superior choice for neutrino detector for several reasons:

- Argon is dense - Density of argon is 1.4 g/cm$^3$ and that makes it an ideal target medium
  for any neutrino experiment.

- Argon has relatively high boiling point and is very abundant in nature - The boiling
  point of argon is 87.3 K which is higher than that of nitrogen. So liquid argon comes as
  a by product of mass scale production of liquid nitrogen. Moreover, argon is naturally
  abundant in the atmosphere compared to the other rare elements like Kr or Xe. Because
  of these reasons liquid argon is readily available in the market for a cheaper price.

- Argon has a higher electron mobility - Argon does not attach ionization electrons easily,
  so it permits for long drift distances.

- Argon is a bright scintillator - It copiously produces scintillation light in the neutrino
  interactions. Moreover, liquid argon is transparent to its own scintillation light.

- Liquid argon has good dielectric properties - Even at very high voltages, liquid argon
  remains stable and does not suffer any breakdowns.

Table 2.1 shows some interesting properties of inert gases.
When a charged particle traverses through liquid argon, it produces clouds of ionization electrons by knocking out loosely bound outermost electrons of argon atoms. In this process UV photons are also copiously produced. The production mechanism of UV photons in liquid argon will be discussed in more detail in the Section 2.2.2. Due to the applied electric field between anode and the cathode, ionization electron are propelled to travel to the anode where sense wires in the anode planes will ultimately collect these electrons. The UV photons isotropically produced are collected by Photo Multiplier Tubes (PMTs) sitting inside the detector. Thus, one can retrieve the information recorded in both PMTs and anode sense wires to reconstruct particle tracks and their energies with very high precision. The images reconstructed by LArTPC detectors have such a high resolution that only the bubble chamber images are comparable with them. Figure 2.1 shows the basic working principle of a LArTPC detector and how the tracks are reconstructed using the information registered in the anode wire planes.

### 2.2 MicroBooNE Detector

The main component of the MicroBooNE detector is its Time Projection Chamber (TPC). The active volume of the MicroBooNE TPC defined to be the maximum volume, which can be used for any physics analysis, is a box with 2.3 m high, 2.5 m wide, and 10.4 m long.

<table>
<thead>
<tr>
<th>Property</th>
<th>He</th>
<th>Ne</th>
<th>Ar</th>
<th>Kr</th>
<th>Xe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boiling point at 1 atm (K)</td>
<td>4.2</td>
<td>27.1</td>
<td>87.3</td>
<td>120.0</td>
<td>165.0</td>
</tr>
<tr>
<td>Density (g/cm³)</td>
<td>0.125</td>
<td>1.2</td>
<td>1.4</td>
<td>2.4</td>
<td>3.0</td>
</tr>
<tr>
<td>Radiation Length (cm)</td>
<td>755.2</td>
<td>24.0</td>
<td>14.0</td>
<td>4.9</td>
<td>2.8</td>
</tr>
<tr>
<td>dE/dx (MeV/cm)</td>
<td>0.24</td>
<td>1.4</td>
<td>2.1</td>
<td>3.0</td>
<td>3.8</td>
</tr>
<tr>
<td>Scintillation (γ/MeV)</td>
<td>19000</td>
<td>30000</td>
<td>40000</td>
<td>25000</td>
<td>42000</td>
</tr>
<tr>
<td>Scintillation λ (nm)</td>
<td>80</td>
<td>78</td>
<td>128</td>
<td>150</td>
<td>175</td>
</tr>
</tbody>
</table>

Table 2.1: Properties of inert gases[11].
Figure 2.1: A cartoon showing the basic working principle of a LArTPC detector\cite{8}. The charged particles ionize the liquid argon and these ionization electrons drift to the anode wire planes (here U,V, and Y planes). The information registered in the anode wire planes combined with timing information is then used to reconstruct both particle energies and 3-D trajectories.

Once the active volume is completely filled with liquid argon, the active mass of the TPC is estimated to be approximately 85 tons. There are three major components, which comprise the MicroBooNE LArTPC, namely 1) Cathode 2) Anode 3) Field Cage. The cathode is made up of stainless steel sheets, which are fixed to a supporting frame and is kept at a negative voltage of -70 kV. This voltage is supplied through a high voltage feedthrough connected to a high voltage power supply. The anode consists of three separate anode wire planes (two induction planes U & V, and one collection plane Y) where each wire plane is made up of highly tensioned electrically connected stainless steel wires having a spacing of 3 mm. The two induction planes are slanted $\pm 60^\circ$ to the vertical, whereas the collection plane wires are completely vertical. The three planes are also separated from each other by a 3 mm gap.
The entire anode frame consists of a total of 8256 sense wires where the two induction planes have 2400 sense wires in each while the collection plane is made up of 3456 wires. The three anode planes (U, V & Y) are kept at bias voltages of -200 V, 0 V & +440 V respectively in order to make sure that ionization electrons are collected only by the collection plane but not by any of the two induction planes. Furthermore, these bias voltages also provide the necessary shielding to isolate each plane from others. The field cage defines the perimeter of the active volume and houses both cathode and anode wire planes. The structure of the field cage is made up of 64 stainless steel tubes where each tube is shaped into form a rectangular loop. Each rectangular loop of this structure is electrically connected to the neighboring loop via a resistor divider chain in order to have a uniform electric field from anode to cathode. The operational electric field of the MicroBooNE TPC is known to be 0.273 kV/cm. Once a trail of ionization electrons are born inside the active volume, they travel towards the anode wire planes in the influence of the applied electric filed. When the electron cloud passes by each of the two induction planes, they induce a bipolar electrical signal in both of the planes. At last the ionization electrons are collected by the collection plane and a unipolar signal is generated in the collection plane. By combining the information registered in any of the two anode planes and the time it took for the electron cloud to reach to the collection plane, one can pin point the 3-D location of the origin of the ionization electron cloud. Furthermore, by analyzing the shapes of the signals generated in each of the anode planes, the total energy of the ionization electron cloud can also be determined. The whole MicroBooNE TPC is lying inside a structure called cryostat, which is a cylindrical shaped stainless steel vessel having a capacity of 170 tons of liquid argon. The outer insulating foam layer of the cryostat is intended to prevent the influx of heat from surrounding environment into the detector, which can otherwise boil the liquid argon inside. The cryostat lies inside a 10 m deep pit called the Liquid Argon Test Facility (LArTF) inside Fermilab lab site (see Figures 2.2 & 2.3). The other subsystems, which make up the MicroBooNE detector will be discussed in coming sections.
Figure 2.2: (Left) A cartoon showing the cross-sectional view of the MicroBooNE detector\cite{12}. This shows all the major components of the detector, which are sitting inside the cryostat. (Right) A real image of the MicroBooNE field cage sitting inside the cryostat before being filled with liquid argon\cite{13}.

![Image of MicroBooNE detector components](image)

Figure 2.3: Real image of the MicroBooNE cryostat sitting inside the LArTF\cite{8}. The outer foam layer (white) of the cryostat prevents heat leaking inside from the surrounding environment.

### 2.2.1 Liquid Argon Purification System

The primary target of the MicroBooNE purification system is to keep the electronegative contaminant levels as low as possible (below 100 ppt). In MicroBooNE, the electronegative
contaminants are mainly made up of H\textsubscript{2}O and O\textsubscript{2}, which can leak into the detector through the processes like out-gassing, diffusion, and detector leakages via detector walls and nozzles. The main disadvantage of the presence of electronegative contaminants is the attenuation of the ionization electron clouds where these contaminants tend to capture some of the ionization electrons along their drift path resulting a degradation of data, the experiment collects. Moreover, the system also helps to keep the elements like N\textsubscript{2} at bay, which would other wise quench the scintillation light yield. The purification system mainly consists of two sets of liquid argon pumps and filters where one set is always on standby while the other one is on operation. The two filters in each of the system are made up of different filter media, which serve for different purposes. Both liquid and gaseous argon is removed from the detector for purification and once argon passes through the first filter, it removes mostly H\textsubscript{2}O while O\textsubscript{2} and N\textsubscript{2} to a lesser extent. The second filter helps mainly to get rid of O\textsubscript{2} while H\textsubscript{2}O is also filtered out in small quantities. After the purification, argon is injected back into the detector in the form of liquid. The impurity levels of liquid argon is constantly monitored online to make sure the depletion of the ionization electron clouds is minimal (see Figure 2.4.).

Figure 2.4: (Left) Cartoon of MicroBooNE purification system\textsuperscript{[14]}. Both liquid and gaseous argon is removed from the detector and passed through two filters to get rid of impurities. (Right) Real image of two filters in one of the MicroBooNE filter skid\textsuperscript{[15]}. 
2.2.2 Light Collection System

When a charged particle traverses liquid argon, it produces both scintillation light and cherenkov radiation. The cherenkov radiation is a well directed cone of light that is born as a result of a charged particle traveling higher than the speed of light in the detector medium. The mechanism of the formation of the scintillation light is as follows: An excited argon atom combines with an argon atom at its ground state forming an unstable dimer or an excimer state ($\text{Ar}_2^+$). Then the excimer or dimer radiatively decays producing an isotropic distribution of UV photons having a wavelength of 128 nm. The decay of the excimer state consists of two components where the prompt signal has a decay time of 6 ns whereas the longer component corresponds to a time constant of 1.6 $\mu$s. The scintillation light yield of the liquid argon is known to be 40000 photons/MeV under no electric field making it one of the brightest scintillator materials. The information of the light produced inside the detector is useful in a number of ways:

- it can be used as an event trigger in the beam spill window, which helps to significantly reduce the amount of data that should be recorded.
- it can be used to estimate the start time ($t_0$) of particle tracks, which helps to suppress the background contamination by cosmics.
- it can be used to identify specific non beam physics events like supernovae bursts.
- it can be used to distinguish between specific topologies like through going and stopping muons.

The light collection system of MicroBooNE is intended to record all the information related to the light produced inside the detector and consists of two units called the primary system and the secondary system. The secondary system, which is made up of light guide paddles is mainly for R&D purposes. The primary system is made up of 32 8-inch (20 cm) Hamamatsu photo multiplier tubes, which sit behind the anode wire planes covering the YZ plane of the detector. As the PMTs are not sensitive to UV light, each PMT is supplied with
an acrylic plate coated with *Tetraphenylbutadiene (TPB)* to convert UV light into photons having a peak wavelength of 425 cm before the detection. Figure 2.5 (Left) shows a PMT used in the MicroBooNE light collection system.

![Diagram of UV Photons and Visible Light](image)

Figure 2.5: (Left) Image of a photo multiplier tube used in the MicroBooNE light collection system[16]. (Right) The PMT system of the MicroBooNE sitting inside the cryostat before being filled with liquid argon[8].

### 2.2.3 UV Laser System

As MicroBooNE is a surface detector, there is a high rate of cosmic ray activity inside the detector. Quantitatively speaking, it has been estimated that in every 4.8 ms wide readout window, there are roughly 25 cosmics criss-crossing the detector volume. This leads to a build up of slow moving, positively charged argon ions inside the detector, which results in distortions in the uniformity of the electric field vector. The distortions in the electric field can badly affect the reconstructions of particle trajectories, which would then propagate to the momentum estimation based on Multiple Coulomb Scattering (MCS) and other track range based methods. So it is of utmost importance to map out electric field
distortions and introduce corrections for proper track reconstruction. The UV laser system in the experiment was introduced for this purpose. The system consists of two steerable lasers installed in either side of the detector in the beam direction. The lasers are capable of emitting a collimated beam of UV photons having a wavelength 266 nm at a preferred direction. The tracks generated by shooting the lasers are found to be straight, less ionizing than minimum ionizing particles (leading to less electron-ion recombination), and free of δ-rays. Because of this, the E-field corrections generated by laser tracks are thought be more accurate over the corrections derived using other alternative methods like the use of cosmic muons (see Figure 2.6).

Figure 2.6: (Left) Cartoon of MicroBooNE steerable UV laser\textsuperscript{[17]}. (Right) Diagram showing the laser tracks produced by two lasers installed at upstream and downstream ends of the MicroBooNE detector by shooting at different angles\textsuperscript{[18]}. (Top) XZ plane view. (Bottom) YZ plane view.

### 2.2.4 PMT and TPC Electronics

The MicroBooNE electronic system can be divided into two main categories: 1) TPC electronics 2) PMT electronics. The TPC electronics consists of cold electronics immersed in
the liquid argon and warm electronics lying outside the cryostat. The main component of
the cold electronic system is the analog front end CMOS ASIC mounted on a motherboard.
Each ASIC is connected to 16 anode wires and responsible for preamplifying and shaping
the analog signals generated in sense wires before passing them to the warm electronics.
The ASICs were designed in such a way that they can be configured to operate in any of
four possible gain settings (4.7, 7.8, 14, 25 mV/fC) and in any of four peaking time settings
(0.5, 1.0, 2.0, 3.0 µs). There are a total of 516 CMOS ASICs deployed in MicroBooNE
to handle the signals generated in a total of 8256 anode plane sense wires. These ASICS,
which sit close to the anode plane wires, have high signal to noise ratios and high gains
compared to ASICS operating at room temperatures, which is crucial for the detection of
low threshold signals (see Figure 2.7 (Bottom)). The main components of the TPC warm
electronics are the intermediate preamplifier, which amplifies the signal from cold electronics
for the long distance transmission to the readout electronics, service boards, which regulate
and monitor the signals from front end ASICS, and the readout electronics, which digitizes
and compresses the data before being handed over to the DAQ. The electronics used in the
PMTs are quite different to that of the TPC electronics design. There is only one cold cable
dedicated for the both purposes of supplying the high voltage and transmitting the read-back
signals for each PMT. A custom designed splitter circuit is deployed to decompose the two
signals at the bottom of the chain. The output signal of the splitter circuit consists of two
components called the High-Gain(HG) signal and Low-Gain(LG) signal. These signals are
shaped by dedicated preamp/shaper boards into unipolar signals with a peaking time of 60
ns and sent to the PMT readout electronics for digitization.

2.2.5 Readout Electronics
The MicroBooNE readout electronic system can also be separated into: 1) TPC readout
electronics 2) PMT readout electronics. In the TPC readout system, the first step is the
transmission of shaped and amplified signals of all the 8256 anode sense wires to the ADC
and Front End read-out Modules (ADC/FEMs) through warm cables. There are a total
of 130 ADC/FEMs in the TPC readout system, which are evenly distributed among nine readout crates where all the nine crates are synchronized to each other using a 16 MHz clock. The ADC modules digitize the analog signals generated by anode sense wires continuously at a rate of 16 MHz and pass the output to FEMs. The FPGAs housed in FEMs then reduce the sampling rate from 16 MHz to 2 MHz and data is Huffman compressed by a factor of 4.5 before being transferred to the XMIT modules for temporary storage. In the PMT readout system there are 3 ADC/FEM readout boards which digitize all the PMT analog signals at a rate of 64 MHz and then hand over the signal to the XMIT modules as in the TPC readout.
2.2.6 Data Acquisition System (DAQ)

The MicroBooNE DAQ system primarily involves in writing data to the local disks passed from the readout crates, configuring readout electronics, and close observation of data flow and detector conditions during data taking period. In the first place, data from crates in the readout system is passed to a server called sub-event buffer (SEB) via optical fibers. In the next step, an application collects all the information related to a TPC event and constructs the sub-event fragments. In the MicroBooNE readout there exist two data streams called NU stream and SN stream. In the NU stream, the aforementioned sub-events fragments are directly passed to the Event Building Machine (EVB), next in the chain which builds up the complete event. Next the consistency of those events are checked based on a high-level software trigger to determine whether to keep the event or discard. Once an event passes the software trigger, it is stored in the local disk and copied to another server for compressing and then transferred to the Fermilab central data management system for long term storage. The data in the SN stream is written directly to the local disk from SEBs without going through the EVB. The maximum data writing speed in either NU or SN streams to the local disk is expected to be 300 MB/s.

2.2.7 Slow Monitoring and Control System

The MicroBooNE slow monitoring and control system is responsible for controlling and monitoring devices, which are important to the experiment, observing the detector and environmental conditions, archiving data, status displaying, and issuing alarms if needed. The system keeps eye on approximately 4500 different variables where power supply controls, temperatures of different detector components, fan speeds, rack protection interlock status are of high importance. The system is primarily based on EPICS where applications from Control System Studio Software Collection is used for providing necessary displays, alarm notifications, and data archiving. The Data Acquisition System (DAQ), cryogenic and beam monitoring systems operate partially independent of the slow monitoring system but coor-
dinate in exporting data for archiving and status displays (see Figure 2.8).

Figure 2.8: Screen shot of the MicroBooNE slow monitoring and control system display. (Top Left) Alarms dedicated for different subsystems of the detector. (Bottom Left) Alarm tree, which shows the status of specific variables. (Middle Top) Overview panel, which gives access to the different subsystems of the detector. (Middle Bottom) Alarm table, which gives specific information about variables in alarm status. (Top Right) Heart beat, which confirms the programs dedicated for different subsystems such as cryogenics, high voltage etc are properly running, (Bottom Right) Alarms dedicated for different power supplies of the detector [8].
Chapter 3

Booster Neutrino Beam (BNB)

It is of utmost importance to have a clear understanding about the kinematics of the neutrino beams used in doing neutrino related physics when it comes to making strong statements in any of the cross section or oscillation analysis. MicroBooNE makes use of both of the two neutrino beams produced in Fermilab, namely the BNB and the NuMI (Neutrinos from Main Injector). But the experiment is heavily dependent on the BNB beam as the majority of its main analyses are based on it. The BNB is a well understood neutrino beam, which is rich in $\nu_\mu$ s ($\sim$93%) having an energy spectrum peaking at $\sim$0.8 GeV. The beam is born in the form of $\text{H}^-$ ions, which are then accelerated by the Linear Accelerator (LINAC) at Fermilab up to the energies of 400 MeV before being injected into the Booster ring. The output of the Booster is 8 GeV (8.89 GeV/c momentum) protons, which are then directed to the beryllium target. The secondary meson beams, which mainly consist of $\pi^\pm$, $K^\pm$ and $K^0$ produced in collisions, are then passed through the focusing-defocusing magnetic horn to get rid of unnecessary particles and keep the secondary beams focused. Ultimately these pions and kaons decay inside the decay pipe giving birth to well collimated beams of neutrinos, which would finally reach the detector sitting very last in the chain. In this chapter we discuss all the stages of the Booster Neutrino Beam in detail, followed by a discussion about the composition of the neutrino beams (see Figure 3.1).
Figure 3.1: Booster Neutrino Beam at Fermilab\cite{20}. The beam starts with $H^{-}$ ions accelerated by the LINAC up to 400 MeV. Then these $H^{-}$ ions are injected into the Booster, which further accelerates things and out comes the 8 GeV protons. Protons are directed on to a beryllium target and the resultant secondary meson beams are passed through magnetic horn (Green line). Mesons decay giving birth to neutrinos and these neutrinos would reach to the MicroBooNE detector which is $\sim$470 m away from the target hall.

3.1 Booster

As mentioned earlier, the Booster Neutrino Beam starts with a $H^{-}$ source. The production mechanism of these $H^{-}$ ions is of particular interest. Here a $H_2$-filled bottle is supplied with some very high voltage (-35 kV) to form electric arcs in between anode and the cathode. These electric discharges can easily ionize the hydrogen gas inside and form a plasma in the process. Once positively charged hydrogen atoms drift to the cathode to get neutralized, some of these $H^{+}$ ions can grab a pair of electrons from the plasma giving birth to $H^{-}$ ions. To extract these $H^{-}$ ions out of the source, the voltage applied between the anode and the cathode is pulsed and the result is a 35 keV beam of $H^{-}$ ions. When the $H^{-}$ beam is ready, the first
stage of the acceleration is provided by the RFQ (Radio Frequency Quadrupole) cavities. But before this acceleration happens, there is some processing going on to the beam, as described below. First the beam is better focused using some solenoids and corrector magnets. Here the corrector magnets are basically responsible for adjusting the horizontal and vertical position of the beam. At this stage, steps are taken to sandwich H\(^+\) ions in the beam to minimize the repulsive forces between negatively charged hydrogen atoms, which would otherwise force the beam to diffuse. Next to match the frequency of the beam to that of RFQ cavities, an Einzel lens is used which provides a pulse structure to the beam having a pulse rate of 15 Hz and 100 \(\mu\)s beam width. The RFQ cavities can speed up the beam up to 750 keV and hand over to the LINAC. The acceleration in the LINAC happens in two separate steps again by RFQ cavities. In the first stage, the beam is accelerated up 116 MeV with an RF frequency of \(\sim\)201 MHz, followed by acceleration to a beam energy of 400 MeV (the corresponding RF frequency in the second step is \(\sim\)805 MHz). Next in the chain is the Booster. The beam coming out of the LINAC is propelled towards the Booster by a chopper equipped with two electrodes placed along the beam line in both sides. A pulsed potential difference is introduced in between electrodes once the Booster is required to be filled with beam. A kicker magnet would then bend the H\(^-\) beam to the full curvature of the ring and stripping foils on the way strip off the two electrons attached to hydrogen atoms resulting a pure beam of protons. The FNAL Booster has a circumference of 474 m and a synchrotron frequency of 15 Hz. The maximum time it takes for a proton beam to circumnavigate the whole distance is 2.2 \(\mu\)s. The RFQ cavities are used here to accelerate the beam, which has an initial operating frequency of 37.8 MHz. But once the beam acquires more and more speed the RF frequency also needs to be adjusted. By the time the accelerated proton beam leaves the Booster, the period (time per one revolution of the Booster) drops from 2.2 \(\mu\)s to 1.6 \(\mu\)s forcing the RF frequency to range between 37.8 MHz to 52.8 MHz. A single complete revolution of the beam inside the Booster is technically termed as a Turn while several turns of the beam make up the Batch. The number of turns per batch is not fixed but is decided by the preferred intensity of the beam. The same kicker magnet, which steered the H\(^-\) beam into the Booster is used to extract the beam out of the Booster. As this kicker magnet has
a significant ramp-up time, to avoid any out of focus beam during the extraction, a *Notch* in the beam is deliberately built up. Here the term notch refers to one full revolution of the beam inside the Booster with no protons in it. The beam is extracted from the Booster in bunch form, where in one go, a total of 84 bunches are extracted from a 1.6 $\mu$s wide batch having a spacing of 18 ns in between two consecutive bunches and 2 ns bunch width. But the notch formed corresponds to three bunches with no protons in it. So the net output beam corresponds to a total of 81 filled buckets having a proton kinetic energy of 8 GeV with a corresponding momentum of 8.89 GeV/c (see Figure 3.2).

![Beampstructure](image)

Figure 3.2: Beam structure of the output of the Booster\textsuperscript{[20]} (Image courtesy of Tom Kobilar-\text{cik}). A 1.6 $\mu$s Booster batch consists 84 bunches, out of which 81 buckets are filled having a 18 ns spacing and 2 ns beam width.

### 3.2 Beam Monitoring

Before the Booster beam reaches the target, the beam is monitored by several dedicated systems:

**Toroids:** The two toroids deployed, measure the flux of the incoming proton beam.

**Beam Position Monitors (BPMs):** The BPMs are made up two plates, which calculates the difference of charge induced on the two plates once the beam passes through. The beam position is monitored using these devices at several locations in the beam line to see any deviations in the beam direction.

**Multi Wire Chamber:** The Multi Wire Chamber is dedicated to pin-point the horizontal and vertical position of the beam while measuring beam width. This device is made up of 48 horizontal and 48 vertical wires having a wire pitch of 0.5 mm in both planes. The measurement is done using the charge induced on individual wires once the beam passes through.
through the wire planes.

Resistive Wall Monitor (RWM): This measures the timing and intensity of the proton pulse just before it hits the target. The information collected by the RWM is really useful in matching neutrino interactions inside the detector with beam timing.

3.3 Target

The target of the Booster Neutrino Beam is made up beryllium. The choice of beryllium was motivated mainly due to two reasons:

- To minimize the radio activity in the target area in case of a target replacement.
- Energy losses are at minimum levels once the proton beam hits the target.

The target is made up of seven cylindrical shaped beryllium slugs where each individual slug has a radius of 0.51 cm. The whole seven slugs has a total length of 71.1 cm. The target is sitting inside another cylindrical container, which is also made up of beryllium having an inner radius of 1.37 cm and thickness equivalent to 0.9 cm. The air circulating inside this container is used for cooling the target where each slug is connected with the container via metal fins, which are also made up of beryllium (see Figure 3.3).

3.4 Focusing-Defocusing Horn

The focusing-defocusing horn of the Booster Neutrino Beam serves for two purposes:

- Keep the secondary meson beam well focused to make sure the neutrinos born after decay are also well focused.
- Switch from neutrino mode to anti neutrino mode as desired by focusing preferred mesons while defocusing the unwanted mesons.
Figure 3.3: (Top) All the components of the BNB target\textsuperscript{[21]}. (Bottom) The seven beryllium slugs sitting inside the cylindrical container and the cross sectional view of each slug connected to the enclosure via beryllium fins\textsuperscript{[21]}.

The structure is made up of steel alloy and consists of inner and outer cylinders. The total length of the horn is \(\sim 185\) cm where the target lies inside the inner cylinder in the upstream end of the beam. The horn is supplied with a pulsed signal, which is coincidental with the arrival of the beam and signal peaks at \(\sim 174\) kA in both neutrino and anti neutrino modes. Steps are taken to electrically isolate the target from the horn. Once pulsed, a current flows from the inner cylinder to the outer surface resulting a magnetic field in the region defined by the outer and inner surfaces. The magnetic field thus generated has a \(1/R\) dependence where the field reaches to a maximum of 1.5 Tesla closest to the inner cylinder. The preferred sign (neutrino & anti neutrino) of the neutrinos can be determined easily by
switching the polarity of the horn current. The heat generated inside the system is removed away by a dedicated water cooling system (see Figure 3.4).

![Figure 3.4: Booster Neutrino Beam horn structure](image)

The two main components of the horn are its inner and outer cylinders. A 174 kA current flows from inner cylinder to the outer surface, once the beam in incident on the target to get rid of unwanted mesons while keeping the preferred particles well focussed. By switching the direction of the current flow, one can change sign of the neutrino beam coming out.

3.5 Collimator

The secondary meson beams, after being focused by the horn, enter into the decay region where first to encounter is the collimator, which is located 259 cm away from the upstream end of the target. The main purpose of the collimator is to absorb the unnecessary particles, which would otherwise contaminate the neutrino beam. The structure is made up of pure concrete having a total length of 214 cm. The upstream end of the collimator has an opening with a radius of 30 cm, which gradually grows to a radius of 35.5 cm at the other extreme.
3.6 Decay Pipe

After the collimator, next in the chain is the decay pipe. The decay pipe has an effective length of 49.47 m including the collimator region and an opening of three feet radius. The whole decay pipe region is filled with air and all the walls are made up of corrugated steel pipe. For further protection the pipe is also surrounded by a tightly packed layer of dolomite gravel, which stops any radiation leaking outside. All the secondary mesons decay in this region giving birth to the neutrino beam. The decay region ends with the Beam Stop made up steel and concrete with in which sits the Gas Proportional Counters, to measure the contamination of muons in the beam. The main purpose of the beam stop, is to block any charged particles, which have not yet decayed to neutrinos inside the decay pipe. Furthermore, the decay region is also equipped with another maneuverable absorber made up of ten steel plates sitting 25 m along the decay pipe, to absorb any contaminants in the beam (mainly muons, which would ultimately decay to $\nu_e$). See Figure 3.5.

![Figure 3.5: A cartoon showing all the major components of the Booster Neutrino Beam line.\textsuperscript{21}](image-url)
3.7 Neutrino Beam

The Booster neutrino beam can be switched between neutrinos and anti neutrinos depending on the horn current polarity. When the horn is operating at positive polarity, the resultant neutrino beam is primarily composed of $\nu_\mu$ s ($\sim$93%) while there is smaller contamination coming from $\nu_\bar{\mu}$ s ($\sim$5%), $\nu_e$ s ($\sim$0.5%), and $\nu_\bar{e}$ s ($\sim$0.05%). The main decay channel, which contributes for the $\nu_\mu$ flux below $\sim$2.5 GeV is the $\pi^+ \rightarrow \mu^+ + \nu_\mu$ (most $\pi^+$ s decay on flight).

The neutrinos above this threshold are mainly coming from kaon ($K^+$ and $K^0_L$) decays. The contaminant $\nu_e$ s are mainly coming from two sources:

- The decay of $\mu^+$ s born from pion decays ($\mu^+ \rightarrow e^+ + \bar{\nu}_\mu + \nu_e$).

- Kaon decays (Ex : $K^+ \rightarrow \pi^0 + e^+ + \nu_e$, $K^0_L \rightarrow \pi^- + e^+ + \nu_e$).

The more energetic and forward going $\pi^-$ s, which are undeflected by the horn’s magnetic field, are mixing some $\nu_\bar{\mu}$ s to the neutrino beam, once they decay while the main contributor for the $\bar{\nu}_e$ contamination is from $K^0_L$ decays. In the anti neutrino mode, the beam is $\sim$83% pure from $\bar{\nu}_\mu$ s while there is $\sim$15% contamination of $\nu_\mu$ s coming from $\pi^+$ decays. For more details of the composition of the Booster Neutrino Beam, MiniBooNE flux paper\cite{21} is a good source of information (see Figure 3.6).
Figure 3.6: (Top) Flux prediction of the Booster Neutrino Beam in the neutrino mode\textsuperscript{[21]}. (Bottom) Flux prediction of the Booster Neutrino Beam in the anti neutrino mode\textsuperscript{[21]}. In the neutrino mode, the beam is pure over $\sim$93% from $\nu_\mu$ s while in the anti neutrino mode, the beam consists of over $\sim$83% from $\bar{\nu}_\mu$ s.
Chapter 4

Neutrinos

In this chapter, we give a detailed discussion of the role played by the neutrinos in the Standard Model, followed by a description about different neutrino types (e.g., solar neutrinos, atmospheric neutrino etc.), neutrino oscillations, different neutrino experiments, and the major physics goals of MicroBooNE as a short baseline neutrino experiment. Most of the information is based on the material listed in the References[20][22][23][24][25].

4.1 The Standard Model (SM)

The standard model of particle physics tries to explain the fundamental interactions of matter at very minute scales. The theory is composed of different theoretical explanations put consistently, which are motivated by current experimental results. The four corner stones of the theory are:

- Dirac Equation: Explains the behavior of fermions using the relativistic quantum mechanics.
- Quantum Field Theory: Explains interactions of particles via different forces.
- Local Gauge Symmetry: Explains nature of different interactions.
- Higgs Mechanism: Explains how the particle masses are generated.
The standard model comprises two categories of particle types called *bosons* and *fermions* where, by definition, the bosons have integer spin values while fermions have half integer spins. All the interactions in this universe are supposed happen via only four fundamental forces namely, the strong nuclear force, weak nuclear force, electromagnetic force, and gravity, in descending order of how powerful they are. The forces are interpreted in terms of exchange of particles called *force carriers* (also known as *gauge bosons*) in between objects in the SM. Here each force is characterized by its own distinct gauge boson and there exist altogether six of them, as listed below.

- Gluon (g): Force carrier of the strong nuclear force.
- W and Z bosons: Force carriers of the weak nuclear force.
- Photon ($\gamma$): Force carrier of the electromagnetic force.
- Graviton (G): Force carrier of the gravitational force.
- Higgs boson (H): Exchange particle of the Higgs field, which generates particle masses; this is a scalar boson as its spin is zero.

The fundamental fermions in the SM belong to two separate families called *leptons* and *quarks* where each family can further be subdivided into three more families. The main difference between two generations of particles in both lepton and quark sectors is the particle masses. The quark sector consists of a total of six particles (12 particles if the anti particle states are also counted) while lepton sector also has six different particles (12 particles with their antiparticles). One of the most fundamental differences between quarks and leptons is that quarks can feel both the strong and the electromagnetic forces but not the weak nuclear force, whereas leptons can feel only the weak nuclear force and the electromagnetic forces but not the strong nuclear force (since neutrinos are chargeless, they feel only the weak nuclear force). A notable feature of all the quarks is that they all have non-integer charges (+2/3 & -1/3) and none of the quarks can be isolated individually in nature, due to a phenomenon known as *color confinement*, which will be discussed in the Section 7.1 of Chapter 7. So all
the quarks found in nature exist as bound states of two quark combinations (mesons - quark and anti quark combination) and three quark combinations (hadrons). Even though there are some hints from some experiments about the existence of tetra- and penta-quark states, nothing has yet been conclusively demonstrated (see Figure 4.1 for the fundamental particles in the SM).

Figure 4.1: Fundamental particles of the standard model. The SM contains two categories of particles known as fermions (leptons and quarks) and bosons (force carrier gauge bosons and Higgs particle). The Lepton family and the quark family can further be divided into three more families called first generation, second generation, and third generation of particles.
4.2 The Weak Nuclear Force (Weak Interaction)

The formal formulation of the Weak Interaction dates back as long as 1934 where in the famous Fermi Theory\cite{28} by Enrico Fermi, introduced a new fundamental short range force known as Weak Nuclear Force to explain the $\beta$ decay. In the world of particle physics, this weak interaction is of particular interest, as many of the particle decays happen through the weak force both in leptonic and quark sectors (e.g., $\mu^- \rightarrow e^- + \bar{\nu}_e + \nu_{\mu}$, $n \rightarrow p^+ + e^- + \bar{\nu}_e$). In the standard model, the weak interaction manifests itself in two forms known as Charged Current Weak Interaction and Neutral Current Weak Interaction. Both of the interactions are characterized by the exchange of very heavy bosons where the charged current interaction is mediated by $W^\pm$ bosons having a mass of $\sim80$ GeV while the mediator of the neutral current interaction is the neutral $Z^0$ boson with a mass of $\sim90$ GeV. Initially only the charged current interaction was observed in particle interactions. But due to the pioneering work by Glashow, Salam, and Weinberg in unifying electromagnetic and weak nuclear forces in 1960 s, the theory\cite{29} predicted the existence of the neutral current weak interaction, which was finally observed sometime later in the Gargamelle Bubble Chamber\cite{30} neutrino interactions at CERN. One of the most striking features of the charged current weak interaction, which differs from QED and QCD, is that parity is no longer conserved, which was experimentally proven in 1957 in the Cobalt-60 $\beta$ decay experiment led by Wu\cite{31}. As the charged current weak interaction violates the parity conservation, the weak interaction vertex doesnt share the same vector current form as QED or QCD vertices, but shows V-A (Vector minus Axial Vector) interaction form depicted in the Equation 4.1

$$j^\mu = \frac{g_W}{\sqrt{2}} \bar{u}(p') \frac{1}{2} \gamma^\mu(1 - \gamma^5)u(p) \quad (4.1)$$

$\gamma$ - Gamma matrices, $u$ and $\bar{u}$ - Spinors, $p$ and $p'$ - 4-Momentum, $g_W$ - Weak coupling constant

Later this V-A nature of the weak interaction was experimentally demonstrated by the TWIST experiment\cite{32} by looking into the angular distributions of decaying polarized muons.
As a consequence of this particular structural form of the interaction vertex, the charged current interaction is sensitive to the chiral states of the particles. So only the left-handed chiral particle states and the right handed chiral anti particle states are allowed to participate in the charged current weak interaction. But when it comes to the energy regime where particle’s energy is much higher compared to that of particle’s mass ($E >> m$), the helicity and the chiral states would overlap and the previous statement would take the revised form, only left-handed helicity particles and right-handed helicity anti particles are allowed in the charged current weak interaction.

![Figure 4.2: Possible coupling states of neutrinos in the charged current weak interaction.](image)

The implications of the weak interaction can separately be studied in the quark sector and the leptonic sector. The charged current weak interaction only couples up type quarks (quarks with charge $+2/3$) with the down type quarks (quarks with charge $-1/3$) where in the leptonic sector, left handed neutrinos are coupled with their counter part leptons (see
Figure 4.2). These doublets of particles, both in quark and leptonic sectors form the eigenstates of the charged current weak interaction. The following lists some of the possible pair of doublets in the charged current weak interaction.

\[
\begin{pmatrix}
e \\
\nu^e
\end{pmatrix}, \quad \begin{pmatrix}
\mu \\
\nu^\mu
\end{pmatrix}, \quad \begin{pmatrix}
\tau \\
\nu^\tau
\end{pmatrix}, \quad \begin{pmatrix}
u_e \\
\nu^e
\end{pmatrix}, \quad \begin{pmatrix}
u_\mu \\
\nu^\mu
\end{pmatrix}, \quad \begin{pmatrix}
u_\tau \\
\nu^\tau
\end{pmatrix}
\]

It has been observed that the coupling strength of the charged current weak interaction is independent on the neutrino flavor involved in the leptonic sector. But there is strong evidence in nature that this is no longer true in the quark sector when quarks from different generations are coupled together. For instance, the decay rate of \(K^\pm \rightarrow \mu^\pm + \nu_\mu(\bar{\nu}_\mu)\) (see Figure 4.3 (Left)) where \(\bar{u}(u)\) and \(s(\bar{s})\) couple with a \(W^\pm\), is suppressed by a factor of \(\sim 20\) compared to the decay rate of the process \(\pi^\pm \rightarrow \mu^\pm + \nu_\mu(\bar{\nu}_\mu)\) (see Figure 4.3 (Right)) where a pair of \(\bar{u}(u)\) and \(d(\bar{d})\) is coupled to a \(W^\pm\). The interpretation for this lies in the Cabbibo Hypothesis\(^{[33]}\) where mass eigenstates of the quarks are distinguished from the weak eigenstates as in the explanation of the Neutrino Oscillations, which will be discussed in the Section 4.4. In this theory, the weak eigenstates and mass eigenstates are related to each other by a unitary matrix named \(CKM\) (Cabbibo-Kobayashi-Masaka) matrix as indicated in the Equation 4.2. Here the coupling probability amplitude between any two of the quark flavors is given by \(|V_{ij}|^2\).

Figure 4.3: (Left) Feynman diagram of \(K^-\) decay in the charged current weak interaction. (Right) Feynman diagram of \(\pi^-\) decay in the charged current weak interaction.

\[
\begin{pmatrix}
d' \\
s' \\
b'
\end{pmatrix} = \begin{pmatrix}
V_{ud} & V_{us} & V_{ub} \\
V_{cd} & V_{cs} & V_{cb} \\
V_{td} & V_{ts} & V_{tb}
\end{pmatrix} \begin{pmatrix}
d \\
s \\
b
\end{pmatrix}
\]

(4.2)
Assuming just two quark flavors, the Equation 4.2 can be rewritten in the following simplified form. Here the parameter $\theta_c$ is referred to as the \textit{Cabbibo Angle}, which was experimentally measured to be $\sim 13^0$.

$$\begin{pmatrix} d' \\ s' \end{pmatrix} = \begin{pmatrix} \cos \theta_c & \sin \theta_c \\ -\sin \theta_c & \cos \theta_c \end{pmatrix} \begin{pmatrix} d \\ s \end{pmatrix}$$

(4.3)

According to Equation 4.3, $|V_{ud}|^2 \propto \cos^2 \theta_c$ while $|V_{us}|^2 \propto \sin^2 \theta_c$. So the ratio between two probability amplitudes yields $\tan^2 \theta_c$, which would result a factor of $\sim 20$, once the Cabbibo angle is substituted. This way the Cabbibo hypothesis is capable of explaining the different probability amplitudes of different quark flavor couplings. Thus, the enhanced quark couplings are aptly called \textit{Cabbibo favored} processes while lower probability amplitude couplings are tagged as \textit{Cabbibo suppressed}.

The neutral current weak interaction behaves somewhat similar to the way the electromagnetic interaction as both couple fermions and anti fermions in the vertex. In addition, as in the charged weak current interaction, the neutral current interaction is also sensitive to the chiral states of the fermions involved where the electromagnetic interaction does not distinguish the particle’s chirality. In consequence, only the left handed neutrinos and right handed anti neutrinos are allowed to participate in the neutral current weak interaction as also observed in the charged current scenario (see Figure 4.4). Moreover, in the case of charged particles, the strength of the neutral weak coupling is dependent on the electric charge where the particles having same electric charge share the same coupling strengths. One of the interesting topics popped up in the context of neutral current interaction is the \textit{Flavor Changing Neutral Current (FCNC)} processes. The GIM mechanism\cite{34} (proposed by Glashow, Illiopoulos, and Maiani in 1970) almost rules out the possibility of these FCNC interactions, which would otherwise allow for the coupling of fermions and anti fermion of different flavors both in quark and leptonic sectors (see Figure 4.5). The importance of these FCNC interactions is mostly relevant to the models like SUSY\cite{35}, which looks for beyond standard model physics. Moreover, if we were to observe these rare processes in nature, then
it would create more chances of observing new massive particle states.

Figure 4.4: Left handed neutrinos and right handed anti neutrino are coupled in the neutral current weak interaction.

Figure 4.5: Forbidden couplings of flavor changing neutral current interaction\cite{36}. (Left) FCNC in quark sector. (Right) FCNC in leptonic sector.

4.3 Neutrinos in General

Neutrino physics is arguably one of the most discussed topics in the modern day physics as it has already laid the path for several Nobel prizes in the field, with many more surprises yet to be unveiled. It was as early as 1930 that the famous theoretician Wolfgang Pauli predicted the existence of a massless, chargeless, and spin 1/2 particle, which he never believed to
be experimentally detectable, to explain the controversial continuous energy spectrum of electrons coming from atomic beta decay. It was in 1933 that Enrico Fermi extensively made use of Pauli’s hypothetical particle in his weak theory (Fermi Theory) to explain the nature of $\beta$ decays, and aptly named the particle neutrino, which means in Latin the smaller neutral particle not to be confused with the neutron. Despite Pauli had no faith on seeing neutrinos in his life, the challenge was overcome by Frederick Reines and Clyde L. Cowan in 1956 by detecting anti electron neutrinos coming from a reactor core in the famous Savannah River Experiment in South Carolina\cite{37}. Later two more flavors of neutrino, $\nu_\mu$\cite{38} and $\nu_\tau$\cite{39} were identified by different experiments in 1962 and 1975 respectively. Measurements of the $Z$ decay width at the LEP collider at CERN has confirmed that there exists only $\nu_e$, $\nu_\mu$ and $\nu_\tau$ neutrino flavors in nature\cite{40}. By today, so many details of these mysterious particles have been unveiled, but more effort is needed to complete the picture.

Even though neutrinos are relatively abundant in the nature compared to other types of elementary particles, observing them in the detector is a big challenge due to their low interaction rate with matter. All three flavors of neutrinos in the standard model are supposed to interact only through the weak force. The only way of identifying the presence of neutrinos inside the detector is to see the trail generated by its accompanying lepton counterpart in the charged current interaction. Neutrinos are produced both by natural and man-made sources. Natural sources include;

- Solar neutrinos produced in the Sun’s core: The fusion of protons inside the sun gives birth to $\sim 2 \times 10^{38} \, \nu_e$ s per second, which would cause an influx of roughly $6.5 \times 10^{10}$ neutrinos per second on Earth’s atmosphere.

- Relic neutrinos: These neutrinos are supposed to originate from the Big-Bang\cite{41}, which happened around 13.6 billion years ago giving birth to the current universe. The detection of the relic neutrinos can unravel some hidden information about the early universe and the Big-Bang itself. These neutrinos pervade through space with a density of $\sim 330$ neutrinos per $cm^3$.

- Supernovae neutrinos: Cosmological activities like supernovae bursts can also produce
neutrinos in great quantities. The estimated flux of neutrinos produced in a supernova
burst is $\sim 10^{58}$ neutrinos per second.

- Atmospheric neutrinos: High energy cosmic rays can bombard the outer layer of Earth’s
atmosphere giving rise to secondary mesons. These mesons travel downwards and
ultimately decay to lighter elements giving birth to neutrinos as by products. The
atmospheric neutrino spectrum mainly consists of $\nu_\mu$ s having energies ranging from a
few GeVs up to the energies of the highest cosmic rays$^{[42]}$.

- Geo neutrinos: Neutrinos produced by different decay chains inside the Earth’s crust.

There exist two major man-made neutrino sources: reactor neutrinos and the accelerator
neutrinos. The reactor neutrinos, which consists of $\bar{\nu}_e$ s, are born inside large cores of reactors
due to the decay of different radioisotopes (e.g., $^{235}U$, $^{238}U$, $^{239}Pu$, $^{241}Pu$). These are very
feeble neutrinos having an energy of $\sim 3$ MeV. On the contrary, accelerator neutrinos are
very energetic and have well understood energy spectra. These neutrino beams are mainly
composed of a desired flavor of neutrinos (e.g., $\nu_\mu$, $\bar{\nu}_\mu$) and born from the decay of secondary
meson beams artificially produced. One of the most intense and highly energetic man-made
neutrino beams in the world is the NUMI beam at Fermilab, which mainly consists of $\nu_\mu$ ($\bar{\nu}_\mu$)
in its neutrino (anti neutrino) mode having an energy spectrum tailing up to 10 GeV. See
Figure 4.6 for different sources of neutrinos.

In the context of recent developments in the field of neutrino physics, the discovery of
Neutrino Oscillations, which suggests that neutrinos can change their flavor as they travel
through space, is worthy of mentioning. One of the major implications of this finding is that
this indirectly suggests that all neutrino flavors should have non-zero masses opening door
ways for some new rules of physics. The most up to date upper limit set on the lightest
possible neutrino mass by the KATRIN experiment is $2 \text{ eV}^{[23]}$ while the recent cosmological
measurements predicts $\sum_{i=1}^{3} m_{\nu_i} \lesssim 1 \text{ eV}^{[23]}$, despite the fact that neutrinos are massless in
the SM. Moreover, the recent observations in the short baseline neutrino experiments hint
to the possible existence of more exotic flavors of neutrinos such as Sterile neutrinos, which
do not interact with matter via weak force like ordinary neutrinos.
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4.4 Neutrino Oscillations

It is now well established that neutrinos change their flavor as they travel through space. The explanation of the phenomenon lies in the most fundamental concepts of the quantum mechanics. The theory of neutrino oscillations\cite{44}, which was originally developed by Bruno Pontecorvo in 1957, is analogous in all the aspects to the Cabbibo theory to explain the mixing of different quark flavors in the weak interaction. Here the weak and mass eigenstates of the neutrinos are treated differently and, related to each other using a unitary matrix named \textit{PMNS (Pontecorvo-Maki-Nakagawa-Sakata)} matrix as indicated in the Equation 4.4.
Here $\nu_e$, $\nu_\mu$, and $\nu_\tau$ are known as the weak eigenstates, which are the observable neutrino flavors inside the detector in the weak interaction. On the other hand $\nu_1$, $\nu_2$, and $\nu_3$ are eigenstates of the free Hamiltonian and also known mass eigenstates. According to the Equation 4.4, a particular neutrino flavor can be expressed in terms of the superposition of three mass eigenstates as in the Equation 4.5.

\[
|\nu_e\rangle = U_{e1}^* |\nu_1\rangle + U_{e2}^* |\nu_2\rangle + U_{e3}^* |\nu_3\rangle
\] (4.5)

As the neutrino travels, the different mass eigenstates propagate in space with different velocities due the difference in the masses. In consequence, a phase difference can develop over time in between different mass components. The Equation 4.6 shows the time evolution of the neutrino wave function.

\[
|\psi\rangle = U_{e1}^* |\nu_1\rangle e^{i(\vec{p}_1 \cdot \vec{x} - E_1 t)} + U_{e2}^* |\nu_2\rangle e^{i(\vec{p}_2 \cdot \vec{x} - E_2 t)} + U_{e3}^* |\nu_3\rangle e^{i(\vec{p}_3 \cdot \vec{x} - E_3 t)}
\] (4.6)

Now due to the non-zero phase difference between mass components, the next time neutrino interacts inside the detector in the weak interaction, will in general be a superposition of more than one flavor, resulting in a lower probability of observing the original flavor again and an enhanced probability of seeing a new flavor.

Now to derive an explicit expression for a neutrino oscillation probability, for simplicity, let us restrict only to two neutrino flavors. Then the Equation 4.4 can be simplified to,

\[
\begin{pmatrix}
\nu_e \\
\nu_\mu
\end{pmatrix}
= \begin{pmatrix}
U_{e1} & U_{e2} & U_{e3} \\
U_{\mu1} & U_{\mu2} & U_{\mu3}
\end{pmatrix}
\begin{pmatrix}
\nu_1 \\
\nu_2 \\
\nu_3
\end{pmatrix}
\] (4.7)

Time evolution of any arbitrary state can be written,
\[ |\psi\rangle = \cos \theta |\nu_1\rangle e^{i(\vec{p}_1 \cdot \vec{x} - E_1 t)} + \sin \theta |\nu_2\rangle e^{i(\vec{p}_2 \cdot \vec{x} - E_2 t)} \]  
(4.8)

Taking \( \phi_i = (E_i t - \vec{p}_i \cdot \vec{x}) \), the Equation 4.8 can be rewritten,

\[ |\psi\rangle = \cos \theta |\nu_1\rangle e^{-i\phi_1} + \sin \theta |\nu_2\rangle e^{-i\phi_2} \]  
(4.9)

Using the fact that,

\[
\begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{pmatrix}
= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \]
(4.10)

The Equation 4.7 can be inverted,

\[
\begin{pmatrix}
\nu_1 \\
\nu_2
\end{pmatrix}
= \begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
\nu_e \\
\nu_\mu
\end{pmatrix} \]
(4.11)

\[ |\nu_1\rangle = \cos \theta |\nu_e\rangle - \sin \theta |\nu_\mu\rangle \]  
(4.12)

\[ |\nu_2\rangle = \sin \theta |\nu_e\rangle + \cos \theta |\nu_\mu\rangle \]  
(4.13)

Replacing \( |\nu_1\rangle \) and \( |\nu_2\rangle \) in the Equation 4.9,

\[
|\tilde{\psi}\rangle = \cos \theta (\cos \theta |\nu_e\rangle - \sin \theta |\nu_\mu\rangle) e^{-i\phi_1} + \cos \theta (\sin \theta |\nu_e\rangle + \cos \theta |\nu_\mu\rangle) e^{-i\phi_2}
= \cos^2 \theta |\nu_e\rangle e^{-i\phi_1} - \cos \theta \sin \theta |\nu_\mu\rangle e^{-i\phi_1} + \sin^2 \theta |\nu_e\rangle e^{-i\phi_2} + \cos \theta \sin \theta |\nu_\mu\rangle e^{-i\phi_2}
= |\nu_e\rangle [\cos^2 \theta e^{-i\phi_1} + \sin^2 \theta e^{-i\phi_2}] + |\nu_\mu\rangle \sin \theta \cos \theta [e^{-i\phi_2 t} - e^{-i\phi_1}] \]
\[ |\psi\rangle = e^{-i\phi_1} \left\{ [\cos^2 \theta + \sin^2 \theta e^{i(\phi_1-\phi_2)}] |\nu_e\rangle - \sin \theta \cos \theta [1 - e^{i(\phi_1-\phi_2)}] |\nu_\mu\rangle \right\} \] (4.14)

When there is no phase difference (i.e., \( \phi_1 - \phi_2 = 0 \)), \( |\psi\rangle \) is equivalent to \( |\nu_e\rangle \). So, the probability \( P(\nu_e \to \nu_\mu) \) of \( \nu_e \) oscillating to \( \nu_\mu \) is,

\[
P(\nu_e \to \nu_\mu) = | \langle \nu_\mu | \psi \rangle |^2 = \langle \nu_\mu | \psi \rangle \langle \nu_\mu | \psi \rangle^* = \sin^2 \theta \cos^2 \theta [1 - e^{i(\phi_1-\phi_2)}][1 - e^{-i(\phi_1-\phi_2)}] = (\frac{\sin^2 2\theta}{4})[2 - 2\cos(\phi_1 - \phi_2)] = (\frac{\sin^2 2\theta}{4})[2[1 - \cos(\phi_1 - \phi_2)]] = (\frac{\sin^2 2\theta}{4})[2[1 - (1 - 2\sin^2(\frac{\phi_1 - \phi_2}{2}))]] = \sin^2 2\theta \sin^2(\frac{\phi_1 - \phi_2}{2}) \] (4.15)

\[
\phi_1 - \phi_2 = [E_1 t - \vec{p}_1 \cdot \vec{x}] - [E_2 t - \vec{p}_2 \cdot \vec{x}] = (E_1 - E_2) t - (\vec{p}_1 - \vec{p}_2) \cdot \vec{x}
\]

Assuming \( \vec{p}_1 = \vec{p}_2 = \vec{p} \) and using \( t = \frac{L}{c} \) where \( c = 1 \) (in natural units),
\[ \phi_1 - \phi_2 = (E_1 - E_2)L \]

Using the relation \( E = \sqrt{p^2 + m^2} \),

\[
\begin{align*}
\phi_1 - \phi_2 &= (\sqrt{p^2 + m_1^2} - \sqrt{p^2 + m_2^2})L \\
&= [p(1 + \frac{m_1^2}{p^2})^{\frac{1}{2}} - p(1 + \frac{m_2^2}{p^2})^{\frac{1}{2}}]L \\
&= p[(1 + \frac{m_1^2}{p^2})^{\frac{1}{2}} - (1 + \frac{m_2^2}{p^2})^{\frac{1}{2}}]L
\end{align*}
\]

Using the relation \( p = \frac{E_\nu}{c} \) and setting \( c = 1 \),

\[ \phi_1 - \phi_2 = E_\nu [(1 + \frac{m_1^2}{E_\nu^2})^{\frac{1}{2}} - (1 + \frac{m_2^2}{E_\nu^2})^{\frac{1}{2}}]L \quad (4.16) \]

Assuming \( m \ll E_\nu \),

\[ (1 + \frac{m_1^2}{E_\nu^2})^{\frac{1}{2}} \approx 1 + \frac{m_1^2}{2E_\nu^2} \quad (4.17) \]

From the Equations 4.16 and 4.17,

\[ \phi_1 - \phi_2 = (\frac{m_1^2 - m_2^2}{2E_\nu^2})L \quad (4.18) \]

Substituting for \( \phi_1 - \phi_2 \) in the Equation 4.15,

\[ P(\nu_e \rightarrow \nu_\mu) = \sin^2 2\theta \sin^2 \left( \frac{(m_1^2 - m_2^2)L}{4E_\nu} \right) \quad (4.19) \]

Converting the natural units into SI units and taking \( \Delta m^2 = m_1^2 - m_2^2 \), the Equation 4.19 can be rewritten,
\[ P(\nu_e \rightarrow \nu_\mu) = \sin^22\theta \sin^2\left(\frac{1.27\Delta m^2(eV^2)L(km)}{4E_\nu(GeV)}\right) \] (4.20)

Where \( \theta \) – Mixing angle, \( L \) – The distance, neutrino beam traveled, \( E_\nu \) – Average energy of the neutrino beam, and \( \Delta m^2 \) – Mass squared difference between two mass eigenstates considered. Figure 4.7 shows the variation of oscillation probability as a function of distance assuming only two neutrino flavors. The derivation of the Equation 4.20 is guided by the pages 338-341 of the Reference [23].

Figure 4.7: The survival probability \( P(\nu_e \rightarrow \nu_e) \) of \( \nu_e \) s and appearance probability \( P(\nu_e \rightarrow \nu_\mu) \) of \( \nu_\mu \) s as a function of distance \( L \). Here \( \Delta m^2 = 3 \times 10^{-3} eV^2 \), \( \sin^22\theta = 0.8 \) and \( E_\nu = 1 GeV \) [25].

Since we observe neutrino oscillations, the Equation 4.20 implies that the term \( \Delta m^2 \) should be non-zero. This implies that mass eigenstates should be different to each other and at least one of them should be non-zero. Thus, the observation of neutrino oscillation indirectly suggests that neutrinos are not massless.

In the treatment of three neutrino flavor oscillations, the Equation 4.20 can be generalized to the following form using the matrix elements of PMNS matrix,

\[ P(\nu_e \rightarrow \nu_\mu) = |U_{e1}^* U_{\mu1} e^{-i\phi_1} + U_{e2}^* U_{\mu2} e^{-i\phi_2} + U_{e3}^* U_{\mu3} e^{-i\phi_3}|^2 \] (4.21)

Here the PMNS matrix can alternatively be written,
\[
\begin{pmatrix}
U_{e1} & U_{e2} & U_{e3} \\
U_{\mu1} & U_{\mu2} & U_{\mu3} \\
U_{\tau1} & U_{\tau2} & U_{\tau3}
\end{pmatrix}
= 
\begin{pmatrix}
c_{12}c_{13} & s_{12}c_{13} & s_{13}e^{-i\delta} \\
-s_1s_2c_{23} - c_{12}s_2s_{13}e^{i\delta} & c_{12}s_{23} - s_1s_2s_{13}e^{i\delta} & s_2sc_{13} \\
s_{12}s_{23} - c_{12}s_{23}s_{13}e^{i\delta} & c_{12}s_{23} - s_1s_2s_{13}e^{i\delta} & c_{23}c_{13}
\end{pmatrix}
\] (4.22)

Here \( s_{ij} = \sin \theta_{ij} \) and \( c_{ij} = \cos \theta_{ij} \).

So in summary, the three flavor neutrino oscillation can be explained in terms three
mixing angles \((\theta_{12}, \theta_{23}, \theta_{13})\), three mass squared splittings \((\Delta m^2_{21}, \Delta m^2_{31}, \Delta m^2_{32} - \text{here only 2 mass squared splittings are independent})\), and CP violating factor \(\delta\). The current knowledge
about the neutrino mass eigenstates is not complete and have two possibilities for the mass
hierarchies as indicated in the Figure 4.8.

\[
\begin{align*}
\Delta m^2_{32} &= m^2_3 - m^2_2 \\
\Delta m^2_{21} &= m^2_2 - m^2_1 \\
\Delta m^2_{13} &= m^2_1 - m^2_3
\end{align*}
\]

Figure 4.8: (Left) Normal mass hierarchy \((\Delta m^2_{31} = \Delta m^2_{32} + \Delta m^2_{21})\). (Right) Inverted mass
hierarchy \((\Delta m^2_{23} = \Delta m^2_{21} + \Delta m^2_{13})\)[45].
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4.4.1 Solar Neutrino Oscillations

The *Standard Solar Model (SSM)*\(^{[46]}\) predicts the flux of neutrinos produced in the core of the Sun by various fusion processes. The model is mainly driven by *helioseismologic* data to predict the chemical composition, temperature, and various other dynamics for any star. According to the model, the Sun produces \(2 \times 10^{38} \nu_e\) s in each second via number of fusion processes and radio active decays. The main fusion process of the Sun is *pp cycle* as indicated below.

\[
p + p \rightarrow D + e^+ + \nu_e
\]
\[
D + p \rightarrow ^3_2 \text{He} + \gamma
\]
\[
^3_2 \text{He} + ^3_2 \text{He} \rightarrow ^4_2 \text{He} + p + p
\]

The neutrinos produced in this process are very feeble (\(E_\nu < 0.5\ MeV\)), so detecting them inside the detector is very hard. The other channel of interest is the \(^8B\) radio active decay, which gives rise to higher energy solar neutrinos. Most of the solar neutrino experiments are sensitive this particular channel as the \(^8B\) neutrino energy spectrum can span up to 15 MeV. The following steps list the production mechanism of the neutrinos in this channel. See Figure 4.9 for the different sources of neutrinos inside the Sun as SSM predicts.

\[
^4_2 \text{He} + ^3_2 \text{He} \rightarrow ^7_4 \text{Be} + \gamma
\]
\[
^7_4 \text{Be} + p \rightarrow ^8_5 \text{B} + \gamma
\]
\[
^8_5 \text{B} \rightarrow ^8_4 \text{Be} + e^+ + \nu_e
\]
The neutrino oscillations can be studied under two different categories. Namely,

- Neutrino oscillations in the vacuum.

- Neutrino oscillations in the matter.

As so far discussed, the neutrino oscillations in vacuum is a direct consequence of the non-zero phase difference developed over different neutrino mass eigenstates due to their
different propagation speeds in the vacuum. But in the context of neutrino oscillations in matter, the story becomes a bit complicated. When a beam of neutrinos passes through some electron dense medium, different neutrino flavors interact with the medium differently. In consequence, the phase difference between different mass eigenstates is completely determined by the total energy of the state. Here the term total energy refers to the sum of energy (E) of the mass eigenstate itself and interaction potential (V) between neutrinos and the medium. Assuming only two neutrino flavors, we can derive an oscillation probability for oscillations in matter as well having the same form as in the Equation 4.20. But it should be noted that, in the presence of matter effects, the mixing angles and mass squared splittings get redefined compared to that of the neutrino oscillations in the vacuum. As this phenomenon was well understood due to the pioneering work of Mikheyev, Smirnov, and Wolfestein, the effect is also known as the MSW effect\textsuperscript{[49]}. 

So in the context of solar neutrino oscillations, once a beam of electron neutrinos born at the core of the Sun propagates outward, it should pass through some electron dense region satisfying some resonance conditions (if the matter density is too high, neutrino oscillations are suppressed. So to observe oscillations in matter, the matter density of the region should satisfy some resonance conditions). Once in the ideal conditions, some of $\nu_e$ s begin to oscillate to $\nu_\mu$ s. So by the time neutrinos arrive to the surface of the Sun, a significant fraction of the $\nu_e$ s are already transformed into $\nu_\mu$ s. Here onward on their journey to the Earth, if there exist any $\nu_e$ s that transform into $\nu_\mu$ s, that could only happen via oscillations through vacuum as matter effects become sub dominant due to lower matter densities.

### 4.4.2 Experimental Search for Solar Neutrino Oscillations

The very first solar neutrino experiment to have measured the solar neutrino flux was the Homestake experiment\textsuperscript{[50]} at Homestake mine in South Dakota, USA. The experiment was initially invented by Ray Davis in 1965. It used some radio chemical techniques to confirm the presence of neutrinos. The initial experimental setup consisted of large tank filled with 615 tons of dry cleaning fluid $C_2Cl_4$. Once neutrinos entered into the detector, they inter-
acted with the detector medium through the process $\nu_e + ^{37}_{17}Cl \rightarrow ^{37}_{18}Ar + e^-$ producing the radioactive isotope $^{37}_{18}Ar$. Then these rare $^{37}_{18}Ar$ atoms were isolated out very meticulously using radio chemical methods and, counted to determine the number of neutrino interactions that occurred inside the detector. After years of data taking, they published their results claiming that the capture rate of solar neutrinos in their detector to be $2.56 \pm 0.25$ SNU (1 SNU = $10^{-36}$ neutrino interactions per target atom per second). But the standard solar model predicted this number to be $8.1 \pm 1.2$ SNU (numbers are quoted from the Reference\textsuperscript{[25]}). This was the first evidence for neutrino oscillations observed in the solar neutrino sector as there was a clear deficit of neutrinos in the measurement. But as nothing was known about neutrino oscillation by the time Homestake experiment was operational, the discrepancy observed between measurement and the prediction was attributed to some mis-modeling in the solar model.

The next stage of the radio chemical neutrino experiments was SAGE\textsuperscript{[51]} and GALLEX\textsuperscript{[52]} experiments. Both of these experiments used gallium as their detector medium to capture solar neutrinos. The main advantage of using gallium as the detector medium instead of chlorine is that, these two experiments were sensitive to lower energy neutrinos as indicated in the Figure 4.9. In their final result GALLAX experiment reported a rate of $77.5 \pm 8$ SNU\textsuperscript{[25]} where the SAGE observed a rate of $70.8 \pm 5$ SNU\textsuperscript{[25]}. Even though the two results were comparable with each other within their uncertainties, there was again clear deficit in the observed rates in both of the experiments compared to the prediction of $129 \pm 9$ SNU\textsuperscript{[25]}. But it has been observed that this time the deficit between measurement and prediction has been narrowed down significantly compared to the results obtained by the Homestake experiment.

Another experiment which played an important role in the search for solar neutrinos is the giant Super-Kamiokande (SuperK) experiment. The experiment uses the water cherenkov detector technology to hunt down solar neutrinos, which is completely different to the radio chemical techniques deployed by Homestake, GALLEX, and SAGE experiments. The detector consists of large cylindrical vessel filled with approximately 50000 tons of ultra pure water. The walls of the vessel are fitted with close to 11000 units of Photo Multiplier Tubes.
(PMTs) to pick up the tell-tale signs of different particles. If an elementary particle happens to have enough energy that it can travel faster than the speed of light inside the detector medium, then a well-directed cone of light known as cherenkov radiation, is produced along the trajectory of the particle. This light information is collected by the PMTs, and using the information recorded in these PMTs, one can trace back different kinematic information of the particle like kinetic energy, direction, etc. As the solar neutrinos are so feeble, the only permitted interaction inside the SuperK is the Elastic Scattering through the process $\nu_e + e^- \rightarrow \nu_e + e^-$. SuperK is capable of reconstructing neutrinos energies with a threshold of 5 MeV as below this energy, the contamination introduced by different radio active elements is significant. One of the most powerful tools that SuperK has is that it can reconstruct the original direction of the neutrino by looking into the kinematics of the scattering electrons (see Figure 4.10). In this way the SuperK experiments reconfirmed the measured flux deficit by previous radio chemical experiments in solar neutrino sector with very high confidence. The SuperK result revealed a factor of almost two discrepancy between the measured rate and the observed rate.

Even though all radio chemical experiments and SuperK clearly observed a deficit between measured and predicted solar neutrino fluxes, all of them lacked the ability to uncover the real reason behind this. It was finally the Sudbury Neutrino Observatory (SNO) experiment in Canada, which clearly demonstrated to the world that it is due to the $\nu_e$ s oscillating into $\nu_\mu$ s and $\nu_\tau$ s that all previous experiments observed a clear deficit in their measured fluxes. The setup of the SNO comprises a huge vessel filled with 1000 tons of heavy water ($D_2O$) where 9600 PMT units are always on the look out to catch any signs of interactions inside the detector. As $D_2O$ is highly unstable, even a very low energy neutrino having an energy of $\sim 2$ MeV, can break apart the molecule releasing a proton and a neutron in the final state. This final state neutron undergoes the following interaction releasing a 6.25 MeV final state photon.
Figure 4.10: The direction of the neutrinos reconstructed by the SuperK experiment looking into the kinematics of scattered electrons\textsuperscript{[53]}. Here $\cos \theta = 1$ refers to the direction of the Sun.

The high energy 6.25 MeV photon interacts with the detector medium to produce an electromagnetic shower of energet ic electrons and positrons, which produce many low energy photons of cherenkov light, which in turn are detected by the PMTs. Thus, by using the information in PMTs, the kinematics of the final state neutron can be reconstructed. One of the major handicaps that all previous solar neutrino experiments commonly shared was that they were only dependent on the charged current interaction in identifying neutrino interactions inside their detectors. But as the solar neutrino energy spectrum spans up to only $\sim 30$ MeV identifying a $\nu_\mu$ or $\nu_\tau$ in charged current mode in their detectors is an
impossible task due to the higher energy threshold. But inside the SNO detector, as it has the ability to reconstruct neutrons, the experiment is sensitive to the presence to all three neutrino types in the neutral current mode. The following discussion involves how SNO experiment solved the Solar Neutrino Problem by separating out individual neutrino flavor fluxes via different interaction processes.

The experiment focused on three main interaction channels namely,

- Elastic scattering.
- Charged current interaction.
- Neutral current interaction.

The elastic scattering channel involves the process $\nu + e^- \rightarrow \nu + e^-$ where in the final state always there is an electron. This final state electron is always going to be reconstructed by the PMTs using the cherenkov ring it produces. The electron neutrinos can elastically be scattered both in charged current and neutral current modes while for other two types it is only the neutral current mode. Using the information in this channel, one can calculate the flux $\phi_{ES}$ to be,

$$
\phi_{ES} = \phi(\nu_e) + 0.15(\phi(\nu_\mu) + \phi(\nu_\tau))
$$

As mentioned previously, it is only the electron neutrinos that can undergo the charged current interaction in the SNO detector. The complete charged current interaction involves, $\nu_e + D_2O \rightarrow e + p + p$. Here also the final state electron is reconstructed using the cherenkov light it produces. As both charged current interaction and elastic scattering are characterized by the final state electron, they produce, the separation between two process was done in the following manner in the SNO detector. The direction of the electron in the elastic scattering is correlated with direction of its mother neutrino, which is coming from the Sun. But in the latter case, the direction of the electron is isotropic and there is hardly and correlation to
the direction of the Sun. Thus using the directional information of the final state electrons, SNO can distinguish between two processes. The flux $\phi_{CC}$ in this channel can be expressed,

$$\phi_{CC} = \phi(\nu_e)$$

The neutral current interaction can be undergone by all the three neutrino flavors with equal probabilities due its low threshold. The full process involves $\nu + D_2O \rightarrow n + p + \nu$. The $\phi_{NC}$ flux of the interaction can be expressed,

$$\phi_{NC} = \phi(\nu_e) + \phi(\nu_\mu) + \phi(\nu_\tau)$$

The following lists measured and predicted fluxes in the SNO experiment.

$$\phi(\nu_e) = (1.76 \pm 0.10) \times 10^{-6} \text{cm}^{-2} \text{s}^{-1}$$

$$\phi(\nu_\mu) + \phi(\nu_\tau) = (3.41 \pm 0.63) \times 10^{-6} \text{cm}^{-2} \text{s}^{-1}$$

$$\phi(\nu_e)_{predicted} = (5.1 \pm 0.9) \times 10^{-6} \text{cm}^{-2} \text{s}^{-1}$$

As it is obvious the measured total flux of $\nu_e$, $\nu_\mu$, and $\nu_\tau$ components is in very good agreement with the SSM prediction. In addition, the measurement further revealed that there is a large flux of $\nu_\mu$ s and $\nu_\tau$ s ($\sim 2/3$ of the total measured flux), which is consistent with the missing fraction of $\nu_e$ s in the previous experiments. Thus, the SNO experiment conclusively solved the long existed solar neutrino puzzle by experimentally demonstrating the evidence for neutrino oscillations in the solar sector. This finding was ultimately rewarded with a joint Nobel prize between Super-Kamiokande and SNO experiments in 2015. Figure 4.11 shows the measured solar neutrino flux by different experiments.
Figure 4.11: This shows the measurements of the solar neutrino flux by different experiments. All experiments observed a clear deficit in $\nu_e$ flux compared to the SSM prediction. The SNO experiment, once it measured all three components of the neutrino flux, concluded that it is due to the neutrino oscillations that all experiments observed a clear discrepancy between the measured and the predicted $\nu_e$ fluxes\textsuperscript{55} [46].

### 4.4.3 Atmospheric Neutrino Anomaly

The production mechanism of atmospheric neutrinos is as follows. When cosmic rays (mainly consisting of protons 95%, Alpha nuclei 5%, and other heavy nuclei 1%) hit the Earth’s atmosphere, they produce showers of secondary hadronic beams. Mostly these hadronic beams consist of pions while there is some contribution coming from strange and charm mesons as well. The secondary pions mostly decay on flight giving birth to neutrinos and muons where these tertiary muon beams further decay producing more neutrinos. The following decay channels show how neutrinos are produced in the secondary pion beams.
\[ \pi^+ \rightarrow \nu_\mu + \mu^+ \rightarrow e^+ + \nu_e + \bar{\nu}_\mu \]

\[ \pi^- \rightarrow \bar{\nu}_\mu + \mu^- \rightarrow e^- + \bar{\nu}_e + \nu_\mu \]

The energy spectrum of these neutrinos can span up to a few 100 GeVs while it has a peak energy of \( \sim 1 \) GeV. In the atmospheric neutrino sector, the model suggests with some uncertainty that at few GeV energy regime, the following ratio \( R \),

\[ R = \frac{\nu_\mu + \bar{\nu}_\mu}{\nu_e + \bar{\nu}_e} \]

should remain close to 2, as it is already obvious in the decay channels of pions. The experiments that focus on atmospheric neutrinos always try to measure the ratio \( R \) to establish the validity of the model. But rather than exactly measuring \( R \), all experiments measure the alternative quantity \( R' \),

\[ R' = \frac{(N_\mu/N_e)_{Data}}{(N_\mu/N_e)_{Simulation}} \]

with the purpose of canceling out different systematics and interpreting different results by different experiments in a coherent manner. In this new variable, the numerator has the ratio between number of \( \nu_\mu \) s to number of \( \nu_e \) s in data while the denominator got the same ratio as the model predicts. There were several dedicated experiments to measure the atmospheric neutrino flux. Table 4.1 lists the measurements for \( R' \) done by these different experiments.

The measurements of almost all experiments reveal that the quantity \( R' \) is significantly lower than 1 indicating a serious disagreement between data and the model prediction. To
<table>
<thead>
<tr>
<th>Experiment</th>
<th>Detector Technology</th>
<th>$R'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Super-Kamiokande (sub-GeV)</td>
<td>Water Cherenkov</td>
<td>$0.658 \pm 0.016 \pm 0.035$</td>
</tr>
<tr>
<td>Super-Kamiokande (multi-GeV)</td>
<td>Water Cherenkov</td>
<td>$0.702^{+0.030}_{-0.030} \pm 0.101$</td>
</tr>
<tr>
<td>Soudan2</td>
<td>Ion Tracking Calorimeter</td>
<td>$0.69 \pm 0.10 \pm 0.06$</td>
</tr>
<tr>
<td>IMB</td>
<td>Water Cherenkov</td>
<td>$0.57^{+0.08}_{-0.07} \pm 0.07$</td>
</tr>
<tr>
<td>Kamiokande (sub-GeV)</td>
<td>Water Cherenkov</td>
<td>$0.69^{+0.08}_{-0.05} \pm 0.05$</td>
</tr>
<tr>
<td>Kamiokande (multi-GeV)</td>
<td>Water Cherenkov</td>
<td>$0.57^{+0.08}_{-0.07} \pm 0.05$</td>
</tr>
<tr>
<td>Frejus</td>
<td>Ion Tracking Calorimeter</td>
<td>$0.69 \pm 0.10 \pm 0.08$</td>
</tr>
</tbody>
</table>

Table 4.1: Measurement of $R'$ by different experiments\textsuperscript{[56]}

To explain these results, one could assume that there is lower number of $\nu_\mu$ s in data than the model prediction or there is more $\nu_e$ s in reality or finally it could be a combination of both reasons. As an exact cause wasn’t known by that time, this observation was famously known as the \textit{Atmospheric Neutrino Anomaly} in the neutrino community.

This time it was the SuperK experiment, which played the major role in understanding this anomaly. The SuperK experiment is capable of distinguishing between $\nu_\mu$ interactions and $\nu_e$ interactions inside their detector by looking into the cherenkov light produced by the final state muons and electrons. Moreover, the experiment is capable of inferring neutrino energies and direction by looking into the kinematics of final state particles. The Figure 4.12 shows the $\nu_\mu$ and $\nu_e$ interactions recorded in the SuperK detector.

Looking into the plots in the Figure 4.12, it is clearly obvious that there is a deficit of $\nu_\mu$ events compared to the prediction in all energies, whereas the number of $\nu_e$ interactions are in good agreement with the model. So the only possible explanation for the disappearance of some $\nu_\mu$ interactions is that, some of $\nu_\mu$ s may have oscillated into $\nu_\tau$ s on their way to the detector. Even though the SuperK was incapable of reconstructing $\nu_\tau$ events in their detector to back up this logic, they have paved the way for the next generations of neutrino experiments as how to fully solve the atmospheric neutrino anomaly.
4.4.4 Accelerator Long Baseline Neutrino Experiments

Even though SuperK couldn’t directly identify $\nu_\tau$ events inside their detector, in an indirect way, they confirmed that the atmospheric neutrino anomaly is mainly due to $\nu_\mu$ s oscillating into $\nu_\tau$ s. So with that assumption, by analyzing their atmospheric neutrino data, they went onto determine the parameters $\Delta m^2_{32}$ and $\sin^2(2\theta_{23})$ to be $2.2 \times 10^{-3} eV^2$ and $1.0^{[58]}$ respectively. Compared to atmospheric neutrino observations, the accelerator neutrino ex-

Figure 4.12: $\nu_e$ like and $\nu_\mu$ like events recorded in SuperK atmospheric data$^{[56]}$. (Left Column) $\nu_e$ like events. (Right Column) $\nu_\mu$ like events. Multi-GeV implies events having visible energies greater than 1.33 GeV while sub-GeV events have visible energies less than 1.33 GeV. (Dotted Line) Non-Oscillation hypothesis. (Solid Line) $\nu_\mu \rightarrow \nu_\tau$ oscillation best fit. In all plots X-axis represents cosine value of the zenith angle as shown in the Figure 4.13. Here the zenith angle $0^0$ represents neutrinos coming from straight up whereas angle $180^0$ is for neutrinos coming from straight down.
experiments give us more control over experimental conditions, since we design and build the neutrino source. Therefore, accelerator experiment can be more precise with enough data. Because of that, most of the accelerator based long baseline neutrino experiments cross-check these neutrino oscillation parameters derived using atmospheric neutrino data. Most of the long baseline neutrino experiment consists of two detectors, commonly known as the near detector and the far detector. But, there are some exceptions to this general rule. For example, the OPERA experiment\[59\] used the CNGS beam, which had muon detectors at the near site but no neutrino detector. The KamLAND experiment\[60\] had a long-baseline (180 km average) but had no near detectors at the neutrino sources. As the average energy for any man-made neutrino beam hovers around $\sim1$ GeV and to be sensitive to the above mentioned $\Delta m^2$ value, the far and the near detectors of any long baseline experiment should roughly be separated by 400 km. But this really depends on the energy spectrum of the neutrinos and what the experiment wants to achieve. For instance the NOVA experiment\[61\] at Fermilab has a far and near detector separation of $\sim810$ km where in the MINOS experiment\[62\] the far detector was $\sim735$ km away from the near detector. The near detector is intended to gather the information of the neutrino beam before the oscillation happens while far detector measures the number of neutrinos that have oscillated or survived after their long journey. Conventionally both near and far detectors are made using the same detector
technology in order to smear out any systematic uncertainties. Meanwhile, the far detector of any long baseline experiment is always larger than the near detector by a large factor in order to account for the spreading up of the neutrino beam as it travels. In any long baseline project, the neutrino oscillations could be studied in two different channels namely,

- Appearance search.
- Disappearance search.

In an appearance search, people are looking for a flavor change in the original neutrino beam where in this kind of search, it is of an utmost importance to understand any beam contamination and other background processes. The disappearance channel basically looks for the survival probability of a given neutrino flavor. So just by taking the ratio between number of events observed in the near detector and far detector of a given neutrino flavor, one can easily find information about neutrino oscillations in the disappearance channel. Here onwards the discussion will be about the role played by two long baseline experiments MINOS and T2K\cite{63} in understanding the neutrino oscillation parameters in the atmospheric sector.

The MINOS was one of the long baseline experiments at Fermilab. The experiment was operational in the time period of 2005 to 2016 in two stages. Experimental setup of the MINOS consisted of two detectors with the near detector placed roughly 1 km away from the target hall while the far detector was $\sim735$ km away from the near detector in the Soudan mine, Northern Minnesota. Both of the detectors were made up of thick iron plates where scintillator bars were sandwiched in between consecutive plates. Once a charged particle travels through these scintillator bars, the scintillation light produced from the interaction is transmitted through optical fibers to the PMT units. Thus, the presence of neutrino interactions inside two MINOS detectors can be detected. The near detector had a total mass of $\sim980$ tons while the far detector sitting $\sim716$ m underground weighed $\sim5.4$ ktons. One of the notable features of the MINOS detectors is that both of its detectors were fully magnetized, which allowed the experiment to distinguish between negatively and
positively charged particles. The experiment made use of Fermilab’s most intense neutrino beam, NUMI, which got a spectrum peaking around $\sim 3$ GeV and largely composed of $\nu_\mu$ s. The 2013 results of the MINOS in $\nu_\mu$ and $\bar{\nu}_\mu$ disappearance channels explained in the Reference$^{[64]}$ reveals that $\Delta m^2 = 2.41^{+0.09}_{-0.10} \times 10^{-3} \text{eV}^2$, $\sin^2 2\theta = 0.950^{+0.035}_{-0.036}$ in the neutrino mode and $\Delta m^2 = 2.50^{+0.23}_{-0.25} \times 10^{-3} \text{eV}^2$, $\sin^2 2\theta = 0.970^{+0.03}_{-0.08}$ in its anti neutrino mode (see Figure 4.14).

![Figure 4.14: $\nu_\mu$ disappearance channel search by MINOS 2013$^{[64]}$. (Left) Dashed line is for number of events that can be observed in the far detector if no oscillation are there. Solid black line is the best fit if oscillation happens. The data points clearly reveal that some $\nu_\mu$ s have disappeared in the far detector due to oscillations. (Right) The allowed regions of $\sin^2 2\theta$ and $\Delta m^2$ with 90% confidence level. Different contours are for different experiments and different data taking modes of the MINOS as indicated in the plot. The best fit point in this plot is $\Delta m^2 = 2.41^{+0.09}_{-0.10} \times 10^{-3} \text{eV}^2$, $\sin^2 2\theta = 0.950^{+0.035}_{-0.036}$.](image)

The T2K experiment in Japan, which is still running, is another long baseline neutrino experiment having a near to far detector separation of $\sim 295$ km. The T2K ND280 near detector, which is placed $\sim 280$ m away from its target, makes use of the neutrinos produced by the J-PARC accelerator facility at Tokai in east coast of Japan. Neutrino beam used by T2K is found to be $\sim 99\%$ pure in $\nu_\mu$ s where beam is initially measured in the near detector to know the initial number of $\nu_\mu$ s as in all other long baseline experiments. The experiment uses the famous SuperKamiokande detector in the west coast of Japan as its far detector, which is placed $\sim 2.5^0$ off axis of the beam line and $\sim 1000$ m underground. 2017 results of
the T2K experiment in its $\nu_\mu$ disappearance channel found $\Delta m^2$ to be $2.53^{+0.15}_{-0.13} \times 10^{-3} eV^2$ while $\sin^2 \theta$ is $0.51^{+0.08}_{-0.07}$[65] in the atmospheric sector. The respective values for anti neutrino mode are $\Delta m^2 = 2.55^{+0.33}_{-0.27} \times 10^{-3} eV^2$ and $\sin^2 \theta = 0.47^{+0.25}_{-0.07}$[65]. Figure 4.15 shows the T2K 2016 results in the disapperance channel.

![Figure 4.15: $\bar{\nu}_\mu$ disappearance channel search by T2K experiment in 2016][66]. (Left) The ratio plot (number of events observed in the far detector to the expected number of events with no oscillation hypothesis). Here in the bottom panel it clearly shows that some $\bar{\nu}_\mu$ s have disappeared due to oscillations. (Right) $\Delta m^2$ vs $\sin^2 \theta$ sensitivity plot in both neutrino and anti neutrino modes. Different contours show different confidence levels for different experiments in both neutrino and anti neutrino modes as indicated in the legend. The best fit values for $\bar{\nu}_\mu$ disappearance channel in T2K are $\Delta m^2 = 2.51 \times 10^{-3} eV^2$ and $\sin^2 \theta = 0.45$.

4.4.5 Reactor Neutrino Experiments

The global dataset analysis by the SNO experiment in the solar sector explained in the Reference[67], reveals that $\Delta m^2_{sol}$ or $\Delta m^2_{21}$ to be $\sim (7.46^{+0.20}_{-0.19}) \times 10^{-5} eV^2$ while $\tan^2(2\theta_{sol})$ or $\tan^2(2\theta_{12})$ is $0.443^{+0.030}_{-0.025}$ suggesting that mixing angle $\theta_{sol}$ ($\theta_{12}$) in the solar sector to be $\sim 32^0$. If we were to use a long baseline neutrino experiment again to verify these results as in the case of atmospheric neutrinos, then we would need to build an experiment having a baseline length of $\sim 10^6$ km to be sensitive to this particular mass squared splitting. As this is not pragmatic by any means, we need to come up with an alternative solution. One possible solution is to make use of $\bar{\nu}_e$ s, which are produced in abundance in larger commercial reactor cores. As the energies of these very feeble neutrinos are around 5 MeV, which is pretty much
similar to the solar neutrino energy spectrum, the baseline length of the experiments are reduced to manageable distances. Here the discussion is about the KamLAND experiment in the Kamioka mines, Honshu islands in Japan in verifying solar neutrino results, which is operational since 2002. The experiment made use of a cumulative $\bar{\nu}_e$ flux generated by a total of 53 Japanese commercial nuclear reactors where the detector is located at an average flux-weighted distance of $\sim 180$ km away from all reactor cores. KamLAND would still make use of antineutrinos from Japanese reactors, except that all reactors in Japan have been shut down since the Fukushima Daiichi nuclear disaster in 2011. The KamLAND experimental setup consists of three major components namely, the outermost cylindrical water cherenkov detector, the intermediate inner spherical vessel, and the innermost nylon balloon. Here the outermost water cherenkov detector, which has a total mass of 3.2 ktons, acts as a cosmic veto region while providing shield against any radio activity produced in the nearby rock. The next inner container is a 18 m diameter spherical vessel whose inner wall is fitted with a total of 1879 photo multiplier tubes. This vessel is completely filled with non-scintillating ultra pure oil, which absorbs radioactivity emitted by uranium and thorium in the cavern rock, veto water, and PMT glass without making any scintillation light. In addition, oil provides the necessary buoyancy for the inner most nylon balloon. This nylon balloon with a diameter of 13 m is completely filled with a mixture of 1000 tons of mineral oil, benzene, and a fluorescent chemical, which acts as the detector medium to identify the presence of $\bar{\nu}_e$ s in the detector. When an anti electron neutrino happens to interact inside the detector, it undergoes the reaction $\bar{\nu}_e + p \rightarrow e^+ + n$, which is famously known as the Inverse Beta Decay. The positron produced in the final state immediately pair produces and ejects out photons while the final state recoiling neutron is going to be captured sometime later (after $\sim 200$ $\mu$s) by hydrogen in the medium releasing a 2.2 MeV mono energetic photon. This prompt signal by the pair production and the delayed neutron capture signal generate the characteristic inverse beta decay signal in any of the reactor neutrino experiment. The combined analysis of data collected by KamLAND and other solar neutrino experiments documented in the Reference[68] found $\Delta m^2_{\text{sol}}$ ($\Delta m^2_{21}$) and $\tan^2 \theta_{\text{sol}}$ ($\tan^2 \theta_{12}$) to be $7.9^{+0.6}_{-0.5} \times 10^{-5}$ $eV^2$ and $0.40^{+0.10}_{-0.07}$ respectively (see Figure 4.16).
As reactor neutrino experiments play a major role in verifying oscillation parameters in the solar sector ($\Delta m^2_{21}$ and $\sin^2 \theta_{12}$), they also help to determine the $\theta_{13}$ mixing angle, independent of other oscillation parameters. The channel people are looking in this context is the survival probability of $\bar{\nu}_e$ s in short baseline oscillations. It has been long believed that the mixing angle $\theta_{13}$ is so small that short baseline neutrino oscillations does not exist. But, the Double Chooz experiment\textsuperscript{[70]} saw an indication of non-zero $\theta_{13}$ for the first time at 90% confidence level using one far detector and no near detector. Daya Bay\textsuperscript{[71]} was the first to conclusively demonstrate non-zero $\theta_{13}$ at the 5-sigma confidence level, which is generally accepted as the standard for discovery in high energy physics. The Daya Bay experiment in China is located at 52 km northeast of Hongkong and 45 km east of Shenzhen. The experiment consists of six separate neutrino detectors, which make use of $\bar{\nu}_e$ s produced by six commercial purpose reactor cores each having a total power of 2.9 GW. All six detectors are strategically placed at different places where two are placed at mean flux weighted distance of 470 m, one at 576 m and remaining three at 1.65 km away from all six reactor cores.
All six detectors share some features in common where each detector is filled with roughly 20 tons of some liquid scintillator material doped with gadolinium. The photo multiplier tubes sitting inside the detector will catch any of the scintillation photons or cherenkov light to reconstruct the neutrino interactions inside the detector. Here the gadolinium atoms are supposed to capture the recoiling neutrons produced in the inverse beta decay reaction, finally releasing a mono energetic photon in the delayed signal. The Daya Bay experiment relies on two metrics to observe neutrino oscillations where first one is to look for a change of $\bar{\nu}_e$ events as a function of distance while the second method being comparison of $e^+$ energy spectrum in near and far detectors (see Figure 4.17). The value for $\sin^2\theta_{13}$ obtained by the analysis described in the Reference\textsuperscript{[72]} is 0.071 $\pm$ 0.011 indicating that mixing angle $\theta_{13}$ is small ($\sim 7^0$). In addition reactor experiments like RENO\textsuperscript{[73]} (South Korea) also played a crucial role in making this measurement where upcoming experiments like JUNO\textsuperscript{[74]} (China) will go for better measurements with very high precision.

4.4.6 Short Baseline Neutrino Experiments

The LSND experiment\textsuperscript{[75]} at Los Alamos national lab is the first experiment to have reported the evidence for short baseline neutrino oscillations. The experiment, which was designed to see the oscillation $\bar{\nu}_\mu \rightarrow \bar{\nu}_e$ through the appearance channel, was operational from 1993 to 1998. LSND detector consisted of a large tank filled with 167 tons of a mixture of mineral oil and some scintillating material. The anti electron neutrinos produced due to oscillations along the path from source to detector, cause the inverse beta decay reaction ($\bar{\nu}_e + p \rightarrow e^+ + n$) on protons producing final state neutrons, which are captured by mineral oil releasing a 2.2 MeV photons in consequence. Here also the detector relies on prompt and delayed signals produced by the inverse beta decay to reconstruct the $\bar{\nu}_e$ events. To collect the scintillation light and cherenkov radiation produced inside the detector due to a variety of interactions, the detector is fitted with a total of 1220 PMT units. The experiment made use of the pion beam produced in the Los Alamos Meson Physics Facility (LAMPF) to get the $\bar{\nu}_\mu$ s. These pions are produced inside a water target where they decay at rest inside the target itself.
Figure 4.17: Daya Bay $\theta_{13}$ measurement results 2016\textsuperscript{[72]}. (Left) Ratio of measurement vs no-oscillation hypothesis for all six detectors. Each blue and green point represent individual detectors where green data points represent delayed signal coming from neutron captured by hydrogen while blue data points represent delayed signal reconstructed using neutrons captured by gadolinium. Data points reveal that all six detectors observe a deficit in $\bar{\nu}_e$s in both gadolinium and hydrogen analysis due to oscillations. (Right) The energy spectrum of the prompt signal ($e^+$) in the far detectors and the same scaled distribution in the two near detectors. The ratio between number of events observed in the far and the near detectors in the bottom panel of this plot clearly indicates the deficit in $\bar{\nu}_e$ events in the far detectors due to oscillations.

giving birth to $\bar{\nu}_\mu$ beams as indicated in the below reaction.

$$\pi^+ \rightarrow \nu_\mu + \mu^+ \rightarrow e^+ + \nu_e + \bar{\nu}_\mu$$

Then these $\bar{\nu}_\mu$s whose energy spectrum can span up to a maximum value of 52.8 MeV, start their journey to the LSND detector, which is located $\sim$30 m away from the water target. After analyzing 5 years of data collected, the LSND experiment reported that they have observed an excess of $87.9 \pm 22.4 \pm 6.0$ $\bar{\nu}_e$ like events after subtracting all possible background. Moreover, they concluded that this excess is the result of a mass squared splitting in the range of 0.2 - 10 $eV^2$ (see Reference\textsuperscript{[76]}), which far exceeds the values obtained for $\Delta m_{32}^2$ and $\Delta m_{21}^2$ by any of long baseline or reactor experiment. See Figure 4.18 for LSND
To solve the controversial result obtained by the LSND experiment, the importance of a new experiment was first discussed by the BooNE collaboration\textsuperscript{[78]} led by Janet Conrad (then at Columbia) and Bill Louis (Los Alamos). Then a new experiment was designed, named MiniBooNE\textsuperscript{[79]} at Fermilab, which was operational from 2003 to the recent past. The experiment is made up of a large spherical tank filled with $\sim 800$ tons of mineral oil mixed with a scintillator material. Cherenkov radiation and scintillation light produced by particle interactions is collected by an array of photo multiplier tubes, which is made up of total of 1280 individual units. Here the whole detector is buried underground to shield it against showers of cosmic muons. MiniBooNE made use of the Booster Neutrino Beam produced in the Fermilab, which is over 95\% pure in $\nu_\mu$ s having an average neutrino energy of $\sim 0.7$ GeV. Moreover, the beam is switchable between neutrino mode and anti-neutrino mode as preferred. The detector is located $\sim 540$ m away from the neutrino source to have the same $L/E$ ratio in the LSND experiment. The MiniBooNE results published
so far reveals that MiniBooNE experiment also observed a significant excess of $\nu_e$ and $\bar{\nu}_e$ events in its both neutrino and anti neutrino runnings as in LSND. MiniBooNE’s combined analysis of $\nu_\mu \to \nu_e$ and $\bar{\nu}_\mu \to \bar{\nu}_e$ documented in the Reference\cite{80}, claims that they observed a total of excess events $240.3 \pm 34.5 \pm 52.6$ in the energy region of $200 \, MeV < E_{QE}^\nu < 1250 \, MeV$ (see Figure 4.19). The results obtained by MiniBooNE is consistent with LSND, and improves upon LSND by reducing the uncertainty in the LSND result as claimed in their latest results\cite{81}.

![Figure 4.19: MiniBooNE low energy excess\cite{80}.](image)

(Left) The low energy excess observed by the MiniBooNE experiment in its neutrino and anti neutrino modes separately, after subtracting all possible backgrounds. The combined analysis of $\nu_\mu \to \nu_e$ and $\bar{\nu}_\mu \to \bar{\nu}_e$ is claiming a total excess of $240.3 \pm 34.5 \pm 52.6$ events. (Right) Allowed regions of MiniBooNE for events $E_{QE}^\nu > 200 \, MeV$ with different confidence level as indicated in both neutrino and anti neutrino modes. The allowd region for both LSND and MiniBooNE are consistent with each other.
4.4.7 The MicroBooNE Experiment

The major physics goal behind the MicroBooNE experiment is to investigate further into the low energy excess observed by the MiniBooNE experiment. One of the major criticisms of both MiniBooNE and LSND results is that both experiments lack the ability to distinguish between photons and electrons with high confidence level. As a result the electron like excess observed by MiniBooNE/LSND could in reality be from an unknown background process. As MicroBooNE uses a fine-grained LArTPC detector, it has the potential to separate out photon and electron induced showers as explained below. One of the main feature of an electron induced shower is that electron begins to deposit energy in the detector right from the moment it is born. In other words, there is no separation between the point where electron shower begins and the vertex point where the electron is born. But on the contrary, there is a clear separation between vertex point where the photon is originally born and the origin of the photon shower. Furthermore, in the very beginning of an electron induced shower, it is only the electron, which mostly deposits its energy before the shower develops. But in a photon induced shower, due to pair production, a pair of electron and positron is responsible in depositing energy at the start. So typically a photon induced shower has more energy at the start compared to that of an electron induced shower. So relying on these two features, MicroBooNE can easily distinguish between photons and electrons and ultimately will reveal the truth behind MiniBooNE and LSND results. Moreover, as MicroBooNE can reconstruct very low threshold particle interactions, it has the ability to explore into much lower energy regions in search of short baseline neutrino oscillations where MiniBooNE could not reach. See Figure 4.20 for the seperation of electron and photon induced showers based on their energy by Argoneut experiment.

In addition to the investigation into the MiniBooNE signal, MicroBooNE will help to understand the neutrino argon interactions in the energy regime of $\sim 1$ GeV. As LArTPC technology is still novel and argon atoms are very complicated, very little is known about the neutrino argon interactions so far. So all the information that MicroBooNE is going to learn through its variety of cross section measurements, will reveal many hidden information about
neutrino argon interactions and will be very useful specially for different neutrino generators in model building. Apart from its major physics goals, MicroBooNE would also serve as R&D for upcoming neutrino experiments, which are also planning to use the LArTPC technology.

4.4.8 Upcoming Neutrino Experiments

In the discussion of upcoming neutrino experiments, Fermilab’s SBN (Short Baseline Neutrino) and long baseline neutrino programs are of the highest importance. Under the SBN program, the plan is to come up with a three detector arrangement in search of a fourth type of neutrino called sterile neutrino. In this three detector arrangement, MicroBooNE is going to play the role of the intermediate detector while the ICARUS T600 detector has been imported from CERN to be used as the far detector. For the near detector, which is going to measure composition of the neutrino beam beforehand the neutrino oscillations, a new detector is going to be built closer to the BNB beam line in the Fermilab site. Here all three detectors will be using LArTPC technology to reconstruct low threshold neutrino interactions with impeccable accuracy (see Figure 4.21). In the apperance channel of $\nu_\mu \rightarrow \nu_e$, 

![Figure 4.20: Separation of the electron and photon induced showers in Argoneut LArTPC using shower energy\textsuperscript{[82]}. It is clear that a photon induced shower is more energetic compared to that of an electron induced shower.](image)
the SBN will cover the 90% confidence level allowed region of the LSND experiment at > 5\(\sigma\) level above \(\Delta m^2 = 0.1\ eV^2\) and > 4.5\(\sigma\) level everywhere. Meanwhile, In the disapperance channel of \(\nu_\mu\), the SBN will be the most sensitive experiment of all time in the region of \(\Delta m^2 \sim 1\ eV^2\)\[9\]. The whole program is supposed to kick start in early 2019 while MicroBooNE detector is already in operation.

![Figure 4.21: Schematic diagram of Fermilab’s SBN program][83].

The next ambitious project in the Fermilab’s long baseline neutrino program is the DUNE (Deep Underground Neutrino Experiment) experiment, which is mainly aimed at resolving the mass hierarchy issue and CP violation in neutrinos. The experiment will also be looking into the rare proton decay as well. As a typical long baseline project, the whole experiment is going to consist of a near detector and a far detector where the far detector is scheduled to be located in the Sanford underground research facility at Lead, South Dakota, nearly 1300 km away from the near detector. Plans have already been laid down to use the LArTPC technology for the far detector, which is going to be comprised four 10 kton individual modules making it the world’s largest neutrino detector ever to be built so far. The design of the near detector of this project is yet to be finalized. The LBNF program (Long Baseline Neutrino Facility) at Fermilab will be producing the world’s most intense neutrino beams with an average energy of \(\sim 2\) GeV, specifically for this project where the whole DUNE project is supposed to come to a completion by the year 2026. Figure 4.22 is a cartoon of proposed DUNE experiment.
### 4.4.9 Neutrino Oscillation Parameters (Current Knowledge)

Table 4.2 lists the current knowledge about neutrino oscillation parameters.

<table>
<thead>
<tr>
<th>Oscillation Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sin^2 \theta_{12}$</td>
<td>$0.307 \pm 0.013$</td>
</tr>
<tr>
<td>$\Delta m_{21}^2$</td>
<td>$(7.53 \pm 0.18) \times 10^{-5} eV^2$</td>
</tr>
<tr>
<td>$\sin^2 \theta_{23}$</td>
<td>$0.421^{+0.033}_{-0.025}$ (Inverted Order, Quadrant 1)</td>
</tr>
<tr>
<td>$\sin^2 \theta_{23}$</td>
<td>$0.592^{+0.023}_{-0.030}$ (Inverted Order, Quadrant 2)</td>
</tr>
<tr>
<td>$\sin^2 \theta_{23}$</td>
<td>$0.417^{+0.025}_{-0.028}$ (Normal Order, Quadrant 1)</td>
</tr>
<tr>
<td>$\sin^2 \theta_{23}$</td>
<td>$0.597^{+0.024}_{-0.030}$ (Normal Order, Quadrant 2)</td>
</tr>
<tr>
<td>$\Delta m_{32}^2$</td>
<td>$(-2.56 \pm 0.04) \times 10^{-3} eV^2$ (Inverted Order)</td>
</tr>
<tr>
<td>$\Delta m_{32}^2$</td>
<td>$(2.51 \pm 0.05) \times 10^{-3} eV^2$ (Normal Order)</td>
</tr>
<tr>
<td>$\sin^2 \theta_{13}$</td>
<td>$2.12 \pm 0.08$</td>
</tr>
</tbody>
</table>

Table 4.2: Latest neutrino oscillation parameters\[^{[56]}\].
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Chapter 5

Electron Attenuation (Electron Lifetime)

In this chapter, we discuss about the MicroBooNE purification system, event samples, reconstruction, event selection, analysis method, impact of space charge effects, comparison between data and simulation, location dependence of liquid argon purity, systematic uncertainties, results and, future plans. The text in this chapter follows closely the MicroBooNE public note\cite{1}, which I co-authored.

5.1 Introduction

One of the important operational requirements of a LArTPC is to keep electronegative impurities such as oxygen and water at extremely low concentrations. These contaminants\footnote{Another impurity of concern is nitrogen ($N_2$), which can quench as well as absorb the scintillation light produced in neutrino-argon interactions. The concentration of $N_2$ is required to be less than 2 parts per million (ppm). But, liquid argon cannot be efficiently purified for $N_2$, hence the required low contamination level for $N_2$ has to come from the manufacturer. Note that even multi-ppm levels of nitrogen do not affect the ionization charge.} capture the drifting ionization electrons (signal) and thereby reduce the size of the recorded TPC signals. This can affect both energy measurements and track reconstruction, particularly for events far from the anode wires. The electron lifetime is inversely proportional
Figure 5.1: Drift electron attenuation as a function of maximum drift path (in m) for an electric field of \( \sim 0.273 \text{kV/cm} \). The colored curves correspond to different values of the detector parameter, electron drift-lifetime \( (\tau) \). In 100% pure liquid argon, electrons will drift forever resulting in infinite lifetime.

to the impurity concentration\(^{[85]}\)\(^{[86]}\) and hence provides a direct measurement of the liquid argon impurity content. As an example, Figure 5.1 shows the drift-electron attenuation as a function of maximum drift path for an uniform electric field of 0.273 kV/cm and a drift velocity of 114 cm/ms for different electron drift-lifetimes. To achieve less than 36% signal loss for a drift distance of 2.56 m (equivalent to a 5-ms lifetime in an electric field of 0.273 kV/cm), the O\(_2\) equivalent contamination is required to be as low as 60 parts per trillion (ppt). Similarly, to achieve a signal loss of less than 20% (or a lifetime of 10 ms at 0.273 kV/cm), the O\(_2\) equivalent concentration is required to be less than 30 ppt. Commercial liquid argon typically contains parts per million (ppm) oxygen concentration levels. Liquid argon can also become contaminated inside the cryostat due to the out-gassing of the warm walls, cables, and other TPC components present in the gaseous argon volume. Additionally, virtual leaks (such as from the parts located close to the feedthroughs) can also become a constant source of impurities. The desired purity is therefore achieved using
a continuous liquid-argon recirculation system and dedicated filters to remove oxygen and water.

In general, the level of purity inside a liquid argon volume can be measured in four ways:

- Using gas analyzers\cite{87}.
- Using purity monitors\cite{87} \cite{88}.
- Using laser tracks\cite{89}.
- Using long minimum-ionizing cosmic-ray muon tracks\cite{90}.

This note will only discuss the measurement of liquid argon purity using cosmic-ray muon tracks in the MicroBooNE detector. As MicroBooNE is located only a few meters below the surface, a large flux of cosmic-ray muons enter the detector volume. Using long tracks from minimum ionizing particles such as cosmic ray muons to determine the drift-electron lifetime, has several advantages over the other techniques. For example, the use of purity monitors has practical advantages in terms of speed of measurement and the ability to measure low electron drift-lifetimes before tracks can be reconstructed. The technique of using tracks has the statistical and systematic advantage that one can use the charge information over the full range of electron drift-times on each track to measure the electron drift-lifetime thereby allowing for internal consistency checks and the measurement of long electron drift-lifetimes. If there is indeed a variation of the electron drift-lifetime over the cryostat volume, the tracks (if they are distributed uniformly) will give an appropriate average value for electron drift-lifetime while a purity monitor gives the value in one location. Tracks also have the potentially important systematic advantage that one is measuring the effect of the contaminants at the relevant electric field while the purity monitor typically measures the effect of the contaminants at a lower electric field. In fields above about 200 V/cm, the drift-field increases the speed of the drift electrons and this can lead to a different electron capture cross section on the contaminants for the purity monitor and the drift-electrons in the TPC.
5.2 MicroBooNE Purification System

The purification of liquid argon in MicroBooNE is achieved by two pairs of filters with each pair consisting of two filter vessels, one for filtering water and the other for oxygen. The water filter vessels are filled with 4Å molecular sieves supplied by Sigma-Aldrich\textsuperscript{[91]}. The oxygen filter vessels are filled with BASF CU-0226 S, a dispersed copper oxide impregnated on a high surface area alumina\textsuperscript{[92]}. The MicroBooNE argon recirculation system is designed to extract argon in two places and sent back into the cryostat from a single port. Liquid argon is extracted from the bottom upstream end of the cryostat whereas the gaseous argon from the very top of the cryostat is condensed and extracted from the cryostat. Argon from both of these paths is sent to the purification system. The clean argon that enters the cryostat from the top downstream end is brought to the bottom of the cryostat via a pipe that lies within the cryostat.

5.3 Event Samples

Cosmic-ray muon data taken between 02/16/2016 and 04/21/2016 are used for this analysis. LArSoft\textsuperscript{[93]} was used to reconstruct the data. Approximately 5000 total events per day of data-taking were processed in order to study the variation in electron lifetime on a daily basis during the time period 02/16/2016 – 04/21/2016. Data corresponding to 03/05/2016 and 03/17/2016 – 03/25/2016 are not included in the analysis due to problems in processing the data. Also, the datasets were chosen such that there is approximately 24 hour difference in time between consecutive runs. The data during the selected run period include both high- and low-purity conditions. On 03/02/2016, the liquid argon circulation pump tripped as a result of oxygen deficiency hazard (ODH) system test resulting in a drop of lifetime from 9 ms to 5 ms, according to the purity monitor data. On 03/04/2016, due to power outage from 10 a.m. to midnight, lower lifetime was recorded. During 03/29/2016 – 03/31/2016
the electron lifetime dropped due to liquid argon top-off\textsuperscript{2}.

Monte Carlo (MC) simulation samples were also used in this analysis for systematic error studies. All the simulation samples used in this analysis are single muons generated isotropically in the detector with start positions at the center of the TPC ($X=128.0$ cm, $Y=0.0$ cm, and $Z=518.5$ cm). The muon momentum ranges from 0 to 2.0 GeV. The muon angle with respect to the $X$-$Z$ plane ranges from $0^\circ$ to $180^\circ$ and the angle with respect to the $Y$-$Z$ plane ranges from $0^\circ$ to $90^\circ$. The same reconstruction chain used in data was also used in simulation.

5.4 Reconstruction

The raw signal recorded on the wires, first passes a noise filter\textsuperscript{94} before hits (ionization signals) are extracted from the observed waveforms on each wire. Reconstructed hits that are connected in space and time are then grouped into clusters. Clusters are merged between planes based on temporal and spatial information in order to create three-dimensional reconstructed objects (tracks and showers). The calorimetric reconstruction\textsuperscript{95} \textsuperscript{96} of tracks starts by converting the hit amplitude (in units of ADC counts) to charge (in units of electrons) using an electronics calibration factor. In the next step, a correction is made for ionization charge loss along the drift due to electronegative impurities in liquid argon. This measured charge $dQ$ is then normalized for the track pitch length $dx$ to obtain the charge deposited per unit track length $dQ/dx$. Finally, $dQ/dx$ is converted to energy released per unit track length $dE/dx$ by accounting for ionization charge loss due to argon-ion recombination process using the modified-box model\textsuperscript{96}.

Figure 5.2 shows example distributions of the average number of cosmic-ray tracks per event (Left) and corresponding 3-D reconstructed track length distributions (Right) using a cosmic-ray data sample before any event selection is applied. On an average, about 15 cosmic-ray muons enter the TPC active volume per recorded event (Figure 5.2 (Left)).

\textsuperscript{2}The gas analyzers\textsuperscript{87} constantly draw a small amount of gas from the cryostat so periodically argon gas is sent from the dewar to the condenser to maintain argon levels in the cryostat. This procedure is called liquid argon top-off.
5.4.1 Reconstructing the Arrival Times of Cosmic-Ray Tracks

Since hits are treated independently from tracks in this analysis, we need to know how far the electrons associated with each hit drifted before arriving at the collection-plane. This is equivalent to knowing $t_0$, the time that the muon traversed the chamber. One can extract the $t_0$ information by associating reconstructed TPC objects with the corresponding scintillation light objects recorded in the system of PMTs. At the time of this analysis, the light reconstruction of PMT data in MicroBooNE is not reliable for $t_0$ extraction. Here we use cosmic-ray muon tracks that cross both anode and cathode instead which does not require PMT information. For these crossing tracks, $t_0$ is associated with the minimum hit $X$ (drift) coordinate. As one might expect, crossing tracks are rare with only about three tracks in a 100 event sample.

5.5 Event Selection

A series of selection cuts as listed below are applied to data to select a crossing track cosmic-muon sample.

- Require that the track length projected onto the $X$ (drift) direction is be-
Figure 5.3: (Left) Distribution of the $X$-projected track length using 10,000 events from cosmic-ray data (runs 5411 and 5600)\cite{1}. The highlighted band shows the region used to select anode-cathode crossing tracks. (Right) Distribution of number of hits per crossing track for the sample used in the left plot\cite{1}.

**tween 250 cm and 270 cm.** Crossing tracks are expected to have a sharp peak at 256 cm. A spread of a few centimeters around this value is observed in the data. The spread is likely due to spatial distortions caused by space charge effects\cite{97}. Figure 5.3 (Left) shows an example track length distribution in the drift direction using a cosmic-ray data sample containing 10,000 events. The highlighted region shows the selected crossing track band.

- **Exclude tracks with** $75^\circ < \theta_{XZ} < 105^\circ$ and $85^\circ < \theta_{YZ} < 95^\circ$. $\theta_{XZ}$ is the angle with respect to the $X-Z$ plane and is defined as the inverse of the tangent of the ratio of track start in $X$ and $Z$ directions where track start represents the vertex direction. $\theta_{YZ}$ is the angle with respect to the $Y-Z$ plane and is defined as the inverse of the tangent of the ratio of track start in $Y$ and $Z$ directions. Figure 5.4 shows an illustration of these angles in the MicroBooNE coordinate system. The $\theta_{XZ}$ ($\theta_{YZ}$) cut eliminates tracks that are nearly perpendicular (parallel) to the collection plane wires. These tracks are difficult to reconstruct, and thus lower the quality of calorimetric reconstruction. Figure 5.5 shows $dQ/dx$ of hits as a function of $\theta_{XZ}$ and $\theta_{YZ}$ angles before any angular cuts are applied.

- **Require that each selected crossing track contains at least 100 hits in the**
collection plane. This ensures uniform density of hits along the drift direction. Figure 5.3 (Right) shows an example distribution of number of hits per crossing track before any selection cuts using a cosmic-ray data sample containing 10,000 events. Table 5.1 shows the effect of each applied cut listed so far on track statistics using a cosmic-ray data sample of 50,000 events.

- **Exclude TPC regions associated with shorted channels.** Require that the hit $Z$ and $Y$ coordinates are in a region of the TPC that does not correspond to shorted channels\textsuperscript{[94]}: (250 < $Z$ < 675) cm and (-100 < $Y$ < 20) cm. In the other regions of the TPC, the collection plane response is altered due to shorted channels affecting the $dQ/dx$ reconstruction. Since we know that the regions of modified response are not yet being properly reconstructed, we chose to exclude them from the analysis. Initial observations showed that this cut improves the $dQ/dx$ reconstruction near the anode. Note that in the case of simulation, one usually does not require this cut as shorted channels are not implemented in MC simulation. However, we apply this cut for simulation samples with space charge and recombination simulation since space charge effect is a 3D effect and will result in position dependence.

We fit to the Landau peak of the hit $dQ/dx$ distribution to extract $dQ/dx$ relative to the MIP value in a given drift bin (see Section 5.6 for more details on the analysis method). Therefore, no explicit cuts are required to remove high-charge hits such as those produced by delta rays.

### 5.6 Extracting Charge Dependency from Drift Time

All collection plane hits associated with the tracks passing the selection are used. Each track-hit $X$ position is corrected for the track $t_0$. The resulting $dQ/dx$ on the collection plane wires for all tracks is plotted as a function of (corrected) drift time as shown in Figure 5.6 (Left). The $dQ/dx$ distribution is then split into 22 drift time bins of 100 $\mu$s size each (full drift time 2200 $\mu$s). In each drift time bin, a Landau convolved with Gaussian
Figure 5.4: (Top) Definition of various $\theta_{XZ}$ angles$^{[1]}$. (Bottom) Definition of various $\theta_{YZ}$ angles$^{[1]}$.

Figure 5.5: (Left) $dQ/dx$ distribution as a function of angles $\theta_{XZ}$$^{[1]}$. (Right) $dQ/dx$ distribution as a function of $\theta_{YZ}$$^{[1]}$. Plots are generated using crossing tracks before applying any angular cuts. Data set consists of 20,000 cosmic-ray events.
Table 5.1: Impact of each applied cut on the track statistics for a cosmic-ray data sample consisting of 50,000 events\cite{1}.

<table>
<thead>
<tr>
<th>Applied cut</th>
<th>Number of tracks left</th>
<th>Percentage drop (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No cut</td>
<td>731093</td>
<td></td>
</tr>
<tr>
<td>Crossing track</td>
<td>1652</td>
<td>99.8</td>
</tr>
<tr>
<td>Reject tracks with:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(75^\circ &lt; \text{abs}(\theta_{XZ}) &lt; 105^\circ), or (85^\circ &lt; \text{abs}(\theta_{YZ}) &lt; 95^\circ)</td>
<td>1180</td>
<td>28.6</td>
</tr>
<tr>
<td>Number of track hits &gt; 100</td>
<td>1142</td>
<td>3.2</td>
</tr>
</tbody>
</table>

The function is fitted to the \(dQ/dx\) distribution (see Figure 5.7). The Landau function describes the signal charge distribution while the Gaussian function accounts for the effect of the electronics noise of the read-out system. Note that since the goal is to extract the peak value of the distribution, the fit range is restricted to the peak regions by scanning forward and backward in bin number from the most probable value (MPV) bin until the value of the bin (number of hits) has fallen below some threshold typically 50\% of the MPV. This technique improves accuracy and ensures that we are selecting more MIP-like signals. The \(\chi^2/\text{ndf}\) value of the Landau convolved Gaussian fit is required to be less than 5 to eliminate poor quality fits. After applying this criterion, the MPV of the fitted distribution in each bin is extracted and plotted as a function of average drift time (in \(\mu s\)) as shown in Figure 5.6 (Right). The amount of charge arriving at the anode (\(Q_A\)) after a drift time \(t_{\text{drift}}\) to that leaving the cathode (\(Q_C\)) can be extracted by fitting an appropriate functional form to this distribution. \(Q_C\) (\(Q_A\)) is extracted by substituting \(t=0\) (\(t=2.2\) ms) in the functional form. For an exponential functional form, the ratio of \(Q_A/Q_C\) can be interpreted as an electron lifetime (\(\tau\)) using the relation,

\[
\frac{Q_A}{Q_C} = \exp(-t_{\text{drift}}/\tau)
\]  

(5.1)

For non-exponential functional forms (exponential plus constant or polynomial of order 2 fits were used for some datasets), one cannot interpret \(Q_A/Q_C\) as an electron lifetime. For the example dataset shown in Figure 5.6 (Right) the positive slope in the plot shows that
there is more charge observed for longer drift times than at shorter drift times while one would expect more attenuation at longer drift times. This unexpected behavior resulting in $Q_A/Q_C > 1$, is observed for a majority of the runs analyzed. It is interesting to note that the LongBo experiment\cite{LongBo} has also observed a similar scenario. A number of quantities were explored to understand this unexpected scenario. Among them, the most convincing explanation is provided by space charge.

### 5.6.1 Space Charge in Liquid Argon

Space charge\cite{SpaceCharge} refers to the build-up of slow-moving positive ions in the detector primarily due to ionization from cosmic rays leading to a distortion of the electric field (both in direction and magnitude) resulting in distortions in the reconstructed position of ionization electron clusters detected by the TPC wire planes. We will refer to this as spatial SCE where SCE stands for space charge effect. The presence of space charge also modifies the electron-ion recombination which is a function of electric field. We will refer to this as recombination SCE.
5.6.2 Effect of Space Charge on dQ/dx

MicroBooNE is located near the Earth’s surface with no overburden and the high influx of cosmic rays results in significant space charge effects\cite{97} leading to both spatial and recombination SCE. Because the space charge varies over the volume of the TPC, the resulting electric field varies in direction and magnitude affecting the drift trajectory and velocity. Following Reference\cite{97}, the spatial SCE modifies the measured $dQ/dx$ according to,

$$(dQ/dx)_{measured} = 1.15 \times (dQ/dx)_{true} \times \cos(\alpha)$$ (5.2)

where $\alpha$ is the angle of the track with respect to the wire planes. Reconstructed tracks with $\alpha=90^\circ$ (perpendicular to the wire planes) will be minimally distorted whereas tracks
with $\alpha=0^\circ$ (parallel to the wire planes) will be most distorted. As an example, if the angle with respect to the cathode (or anode plane) for crossing tracks is $45^\circ$, one would expect about 8% increase in charge near the cathode.

The electric-field increases by 12% at the cathode and decreases by 5% at the anode due to space charge. The electron-ion recombination is a function of electric field and following the Modified-box model\cite{96} is given by,

$$R_{\text{box}} = \frac{\ln(\alpha + \frac{\beta_p \rho E}{pE} \frac{dE}{dx})}{\frac{\beta_p \rho E}{pE} \frac{dE}{dx}}$$

(5.3)

where $E$ is the electric field (0.273 kV/cm for MicroBooNE), $\rho$ is the liquid argon density (1.38 gm/cm$^3$ at a pressure of 18.0 psia), and parameters $\alpha=0.93\pm0.02$ and $\beta_p=0.212\pm0.002$ (kV/cm)(g/cm$^2$)/MeV.

The values for $\alpha$ and $\beta_p$ come from ArgoNeuT measurements\cite{96} corresponding to an electric field of 0.481 kV/cm. Recombination is suppressed at higher fields and enhanced at lower electric fields. Two commonly used models of electron-ion recombination are the Birks model and the Modified-box model\cite{96}. A feature of both of these models is that the recombination decreases with increasing electric field (because electrons drift faster in higher fields leaving less time to recombine). For MicroBooNE the electric field is largest at the cathode, therefore more ionization electrons present and thus a larger signal. A change in $dQ/dx$ of $-1.2\%$ ($+3.55\%$) is expected at the anode (cathode) due to recombination SCE alone. The overall change in $dQ/dx$ from cathode to anode is about 5%.

In order to study the unexpected $Q_A/Q_C >1$ phenomenon in simulation, a 3D space charge model is implemented. The default recombination model used in simulation is the modified box model. In order to study effects due to space charge alone, other detector effects such as electron drift-lifetime and electron diffusion that can also produce attenuation in $dQ/dx$ along the drift are turned off. Figure 5.8 shows the $dQ/dx$ variation along the drift direction for isotropic single muons with and without space charge and recombination simulation. The positive slope in the plots indicates that the $Q_A/Q_C >1$ phenomenon arises mainly from space charge effects.
Figure 5.8: $dQ/dx$ vs drift time curves for isotropic single muons with various space charge settings in simulation\[1\]. The full event selection listed in Section 5.5 is applied including the shorted channels cut. Also, the electron lifetime is set to 1000 seconds and both longitudinal and transverse diffusion coefficients are set to zero to exclude any attenuation in $dQ/dx$, caused by them.

### 5.6.3 Space Charge Corrections

In order to correct for the space charge effect, $dQ/dx$ corrections in each drift bin (for the 22 bins used in the analysis) are extracted using simulated samples. The space charge correction $C$ is obtained using the formula,

$$C = \frac{(dQ/dx)_{(SCE=on)} - (dQ/dx)_{(SCE=off)}}{(dQ/dx)_{(SCE=on)}}$$ \hspace{1cm} (5.4)

Figure 5.8 shows the simulation samples used to extract the space charge corrections. Corrections were obtained by comparing samples (a) and (d) of Figure 5.8 where sample (d)
Corrections \( C \) were extracted based on plots shown in Figure 5.8 and following Equation 5.4. The extracted corrections \( C \) includes both spatial and recombination SCE. The polynomial of order three is fitted to the distribution. The final corrections \( C' \) for each drift bin are obtained from the fitted function and are shown in Table 5.2. Uncertainties associated to the space charge effect and extracted corrections are discussed in Section 5.8.1. The space charge corrections are applied to the data using,

\[
\left( \frac{dQ}{dx} \right)' = \frac{dQ}{dx} \left( 1 - C' \right)
\]

As an example, Figure 5.10 shows the individual \( \frac{dQ}{dx} \) vs drift time plots for six data runs before (Left) and after (Right) applying the space charge corrections. Figure 5.11 shows a comparison of the \( Q_A/Q_C \) charge ratio over the data taking period 02/16/2016 to 04/21/2016.
<table>
<thead>
<tr>
<th>Drift bin ($t$)</th>
<th>Space Charge Correction ($C'$) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 $\mu$s</td>
<td>-2.94</td>
</tr>
<tr>
<td>150 $\mu$s</td>
<td>-2.92</td>
</tr>
<tr>
<td>250 $\mu$s</td>
<td>-2.87</td>
</tr>
<tr>
<td>350 $\mu$s</td>
<td>-2.79</td>
</tr>
<tr>
<td>450 $\mu$s</td>
<td>-2.68</td>
</tr>
<tr>
<td>550 $\mu$s</td>
<td>-2.54</td>
</tr>
<tr>
<td>650 $\mu$s</td>
<td>-2.38</td>
</tr>
<tr>
<td>750 $\mu$s</td>
<td>-2.17</td>
</tr>
<tr>
<td>850 $\mu$s</td>
<td>-1.94</td>
</tr>
<tr>
<td>950 $\mu$s</td>
<td>-1.66</td>
</tr>
<tr>
<td>1050 $\mu$s</td>
<td>-1.35</td>
</tr>
<tr>
<td>1150 $\mu$s</td>
<td>-0.99</td>
</tr>
<tr>
<td>1250 $\mu$s</td>
<td>-0.59</td>
</tr>
<tr>
<td>1350 $\mu$s</td>
<td>-0.15</td>
</tr>
<tr>
<td>1450 $\mu$s</td>
<td>0.34</td>
</tr>
<tr>
<td>1550 $\mu$s</td>
<td>0.88</td>
</tr>
<tr>
<td>1650 $\mu$s</td>
<td>1.46</td>
</tr>
<tr>
<td>1750 $\mu$s</td>
<td>2.10</td>
</tr>
<tr>
<td>1850 $\mu$s</td>
<td>2.79</td>
</tr>
<tr>
<td>1950 $\mu$s</td>
<td>3.54</td>
</tr>
<tr>
<td>2050 $\mu$s</td>
<td>4.35</td>
</tr>
<tr>
<td>2150 $\mu$s</td>
<td>5.21</td>
</tr>
</tbody>
</table>

Table 5.2: Space charge $dQ/dx$ corrections in the 22 drift bins obtained by comparing samples (a) and (d) of Figure 5.8 and using Equation 5.4\cite{1}.

(as described in Section 5.3) with (black filled circles) and without (blue triangles) space charge corrections. After applying the corrections all of the measured $Q_A/Q_C$ values are consistent with being 1.0 or less within statistical errors.

**5.6.4 Comparison between Data and Simulation**

The analysis method described in the previous section is validated using isotropic single-muon samples (as described in Section 5.5). We found that for simulated electron drift-lifetimes of up to 8 ms, the extracted drift-lifetime values are within an accuracy of 1% to 2% of the input drift-lifetimes.
Figure 5.10: $dQ/dx$ vs drift time plots for data before (Left) and after (Right) space charge corrections\cite{1}.

(a) 02/21/2016, day 6 (before), Exponential plus constant fit

(b) 02/21/2016, day 6 (after), Exponential fit

(c) 02/28/2016, day 13 (before), Polynomial of order 2 fit

(d) 02/28/2016, day 13 (after), Polynomial of order 2 fit

(e) 03/03/2016, day 17 (before), Exponential plus constant fit

(f) 03/03/2016, day 17 (after), Exponential fit

(g) 04/08/2016, day 43 (before), Polynomial of order 2 fit

(h) 04/08/2016, day 43 (after), Polynomial of order 2 fit
Figure 5.11: Variation of \( Q_A/Q_C \) over 56 days of data before (blue triangles) and after (black filled circles) applying space charge corrections\(^1\). Error bars represent errors from the fitted function. The vertical cyan bands show missing data (see Section 5.3 for more details).

Since simulated samples are used to extract corrections (Section 5.6.3) and systematic uncertainties (Section 5.8) for the data, a comparison between data and simulation is performed. All the simulation samples used for comparison are isotropic single-muon samples (as defined in Section 5.3), which have different properties than cosmic-ray muons, for example in terms of number of tracks per event and track angular distributions. However, since hits are treated independently from tracks in this analysis, a comparison at the hit level shows that we are sampling the same coordinate space as data. Figure 5.12 shows the hit \( X \), \( Y \), and \( Z \) position comparison between data and simulation for all tracks with the shorted channels cut. All distributions are normalized to unity. For data, run 5910 is used with the full event selection applied. In the case of simulation, a single-muon isotropic sample is used with a electron drift-lifetime value of 1000 seconds. Simulated tracks with a minimum \( X \) projected length of 200 cm are used in the analysis along with all other selection cuts as data. Figure 5.12 shows that we are sampling the same coordinate space as data.
Figure 5.12: Comparison of track hit $X$, $Y$ and $Z$ coordinates between data (run 5910) and isotropic single muons with the shorted channels cut\cite{1}. In the case of data, the drift ($X$) coordinate is corrected for $t_0$. Both data and simulation are normalized to unity.

5.7 Location Dependence of $Q_A/Q_C$

The motivation to look for variations of $Q_A/Q_C$ transverse to the drift direction comes mainly from the fact that such variations were observed in other experiments such as DUNE 35-ton prototype\cite{99} and ICARUS\cite{100}. The liquid argon purity was observed to vary along the vertical direction of these detectors. This observed non-uniformity mainly depends on the design of the argon recirculation system. For example, in the case of DUNE 35-ton prototype, the pump suction (where the liquid argon leaves the cryostat) was at the bottom as was the input (where the clean argon enters the cryostat). The circumstance that the
incoming argon was cold and came in at the bottom of the cryostat and that the pump suction was also low in the tank, meant that the clean argon did not circulate effectively throughout the cryostat resulting in the observed vertical dependence of electron drift-lifetime. Note that for both DUNE 35-ton prototype and ICARUS when this dependence was observed, the electron lifetime was very low around 3 ms and 2 ms respectively which made the effect more visible.

Figure 5.13: 2-D and 1-D representations of $dQ/dx$ variation w.r.t. the median $dQ/dx$ in top and bottom rows respectively. Plots are made using a 100,000 event sample with out the shorted channels cut.

In the case of MicroBooNE (as described in Section 5.2), the pump suction is on the upstream end about seven inches from the bottom of the cryostat and the input of clean argon is on the downstream end right at the top of the liquid level. This is a significant difference compared to the experiments mentioned earlier. Because of this, MicroBooNE need not exhibit the same effects as the other experiments.
Figure 5.14: 2-D map of $Q_A/Q_C$ for non-drift ($Y$ and $Z$) directions using 100,000 cosmic-ray data events with the modified shorted channels cut but without space charge corrections\textsuperscript{[1]}. In order to estimate the location dependence of electron attenuation, a data-driven approach is used. As a first step, to illustrate how uniform our detector response is and how the combined magnitude of various effects such as space charge, recombination, lifetime, and wire-response uniformity affect the electron attenuation, the variation of $dQ/dx$ across the detector is studied. The TPC is divided into ten (100 cm range) bins in the $Z$ (beam) direction, five (50 cm range) bins in the $Y$ (vertical) direction and twenty two drift time bins (100 $\mu$s wide) along the $X$ (drift) direction. In each $X$-$Z$ and $Y$-$Z$ bin the most probable $dQ/dx$ value is extracted using a Landau convolved Gaussian fit (same as the method described in Section 5.6). This analysis was performed without the shorted channels cut to study the $dQ/dx$ variation throughout the TPC. Figure 5.13 (Top Row) shows the $dQ/dx$ variation with respect to the median $dQ/dx$ in $X$-$Y$ (Left) and $X$-$Z$ (Right) coordinate space. Figure 5.13 (Bottom Row) shows the 1-D representations of the quantity shown in the top row for $X$-$Y$ (Left) and $X$-$Z$ (Right) coordinate space. From these plots, one can see that the $dQ/dx$ varies by about 2% to 3% in the $Y$ direction and about 2% to 5% in the $Z$ direction.

To estimate the location dependence uncertainty, a 2-D $Q_A/Q_C$ map in $Y$-$Z$ is created by dividing the TPC into four bins, each with 260 cm range along the $Z$ direction and two bins, each with 118 cm range along the $Y$ direction. This binning is coarser compared to the binning used for studying the $dQ/dx$ variation across the TPC (Figure 5.13). This is needed to obtain statistically adequate samples in each TPC sub-region. As we gain more
statistics, a more finer binning can be used. In extracting the $Q_A/Q_C$ values in each TPC bin, a 10 cm fiducial cut from all TPC boundaries is applied along with a modified version of the shorted channels cut as follows (note that these cuts are different from the shorted channel cuts described in Section 5.5):

- Exclude *Shorted U* channel region: $Z < 400$ cm and $Y > [-120+Z/tan(\pi/3)]$ cm and $Y < [20+Z/tan(\pi/3)]$ cm.

- Exclude *Shorted W* channel region: $690$ cm $< Z < 750$ cm.

- Exclude *Misconfigured U* channel region: $Z > 800$ cm and $Y < [-117+(Z-800)/tan(\pi/3.0)]$ cm.

Using this along with the event selection and analysis method described in Sections 5.5 and 5.6, $Q_A/Q_C$ values are obtained in each TPC bin as shown in Figure 5.14. Note that the extracted $Q_A/Q_C$ values are not corrected for space charge effect in order to minimize the impact of the large errors associated with the space charge corrections. Also, space charge effect is expected to be similar in the selected TPC sub-regions by the symmetry of the detector. The RMS spread of the $Q_A/Q_C$ distribution from the 8 TPC sub-regions is calculated to be 3.3%. In order to ensure that the observed variation in $Q_A/Q_C$ for various regions of the TPC is not arising from statistical fluctuations, a fit to the hypothesis that the $Q_A/Q_C$ values are consistent with a common average is performed. This test yielded a $\chi^2/\text{ndf}$ of 1.15 with $\text{ndf}=7$ and $(Q_A/Q_C)_{\text{average}} = 1.04$. This shows that there is no evidence of location dependence of $Q_A/Q_C$ in MicroBooNE and hence is not included in our final results.

### 5.8 Systematic Uncertainties

A number of sources of systematic uncertainties are explored and presented here. While the list presented here may not be complete, we believe the most important systematics are addressed. Both data-driven and simulation based techniques are used to extract systematics
such as those coming from space charge corrections, recombination model and, diffusion. A brief summary of other systematics not studied for this analysis that might effect $dQ/dx$ but are expected to be small is presented in Section 5.10.

5.8.1 Space Charge Correction

The space charge correction is the single largest correction to the $Q_A/Q_C$ ratio in this analysis. These preliminary corrections are extracted from the space charge models implemented\textsuperscript{[97]} in the simulation that are currently only valid for the central region of the TPC. To account for this, we conservatively assign a large uncertainty associated to this correction by comparing the $Q_A/Q_C$ values before and after the space charge correction and taking 50\% of their difference as systematic uncertainty. This is done for all 56 datasets used in the analysis. The resulting systematic uncertainty on each of the $Q_A/Q_C$ value is listed in Table 5.3. The uncertainty associated to space charge corrections ranges from 1.4\% to 7.5\% with an average uncertainty around 4.6\%. This may be reduced after space charge models are fully constrained.

5.8.2 Recombination Model

In the current default modified box model for recombination, the recombination effect is given by Equation 5.3. In order to account for recombination model systematic uncertainties, $\alpha$ and $\beta_p$ in Equation 5.3 are maximally varied by 0.1 and 0.01 (kV/cm)(g/cm\(^2\))/MeV respectively. Two single-muon isotropic simulation samples were generated accordingly with only recombination SCE. Other effects such as electron drift-lifetime and electron diffusion that can alter $dQ/dx$ were not included.

Figure 5.15 shows the $dQ/dx$ variation with drift time. The red points are the result of using the default modified box model for recombination and the blue points using the same model but with changed parameters to estimate the systematic uncertainty. The full event selection (including the shorted channels cut) and analysis method described in Sections 5.5 and 5.6 are applied. Using an exponential plus constant (polynomial of second order) fit to
<table>
<thead>
<tr>
<th>Day(s)</th>
<th>( Q_A/Q_C ) after space charge correction</th>
<th>Space charge correction uncertainty</th>
<th>Space charge correction uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.972</td>
<td>0.044</td>
<td>4.5</td>
</tr>
<tr>
<td>2</td>
<td>0.969</td>
<td>0.060</td>
<td>6.2</td>
</tr>
<tr>
<td>3</td>
<td>0.981</td>
<td>0.069</td>
<td>7.1</td>
</tr>
<tr>
<td>4</td>
<td>0.994</td>
<td>0.042</td>
<td>4.2</td>
</tr>
<tr>
<td>5</td>
<td>0.985</td>
<td>0.042</td>
<td>4.3</td>
</tr>
<tr>
<td>6</td>
<td>0.976</td>
<td>0.055</td>
<td>5.6</td>
</tr>
<tr>
<td>7</td>
<td>0.997</td>
<td>0.044</td>
<td>4.4</td>
</tr>
<tr>
<td>8</td>
<td>0.964</td>
<td>0.042</td>
<td>4.4</td>
</tr>
<tr>
<td>9</td>
<td>0.974</td>
<td>0.045</td>
<td>4.6</td>
</tr>
<tr>
<td>10</td>
<td>0.980</td>
<td>0.043</td>
<td>4.4</td>
</tr>
<tr>
<td>11</td>
<td>0.981</td>
<td>0.074</td>
<td>7.5</td>
</tr>
<tr>
<td>12</td>
<td>0.956</td>
<td>0.043</td>
<td>4.4</td>
</tr>
<tr>
<td>13</td>
<td>1.006</td>
<td>0.043</td>
<td>4.3</td>
</tr>
<tr>
<td>14</td>
<td>1.000</td>
<td>0.043</td>
<td>4.3</td>
</tr>
<tr>
<td>15</td>
<td>0.944</td>
<td>0.043</td>
<td>4.6</td>
</tr>
<tr>
<td>16</td>
<td>0.978</td>
<td>0.050</td>
<td>5.1</td>
</tr>
<tr>
<td>17</td>
<td>0.827</td>
<td>0.131</td>
<td>3.7</td>
</tr>
<tr>
<td>18</td>
<td>0.844</td>
<td>0.012</td>
<td>1.4</td>
</tr>
<tr>
<td>19</td>
<td>0.865</td>
<td>0.043</td>
<td>5.0</td>
</tr>
<tr>
<td>20</td>
<td>0.963</td>
<td>0.042</td>
<td>4.3</td>
</tr>
<tr>
<td>21</td>
<td>0.939</td>
<td>0.040</td>
<td>4.3</td>
</tr>
<tr>
<td>22</td>
<td>0.949</td>
<td>0.042</td>
<td>4.4</td>
</tr>
<tr>
<td>23</td>
<td>0.955</td>
<td>0.048</td>
<td>5.0</td>
</tr>
<tr>
<td>24</td>
<td>0.977</td>
<td>0.047</td>
<td>4.8</td>
</tr>
<tr>
<td>25</td>
<td>0.973</td>
<td>0.045</td>
<td>5.2</td>
</tr>
<tr>
<td>26</td>
<td>0.970</td>
<td>0.045</td>
<td>4.6</td>
</tr>
<tr>
<td>27</td>
<td>0.962</td>
<td>0.054</td>
<td>5.6</td>
</tr>
<tr>
<td>28</td>
<td>0.989</td>
<td>0.045</td>
<td>4.5</td>
</tr>
<tr>
<td>29</td>
<td>0.985</td>
<td>0.045</td>
<td>4.7</td>
</tr>
<tr>
<td>30</td>
<td>0.955</td>
<td>0.044</td>
<td>4.6</td>
</tr>
<tr>
<td>31</td>
<td>0.967</td>
<td>0.043</td>
<td>4.4</td>
</tr>
<tr>
<td>32</td>
<td>0.962</td>
<td>0.045</td>
<td>4.7</td>
</tr>
<tr>
<td>33</td>
<td>0.823</td>
<td>0.024</td>
<td>2.9</td>
</tr>
<tr>
<td>34</td>
<td>0.758</td>
<td>0.034</td>
<td>4.4</td>
</tr>
<tr>
<td>35</td>
<td>0.719</td>
<td>0.029</td>
<td>4.0</td>
</tr>
<tr>
<td>36</td>
<td>0.808</td>
<td>0.037</td>
<td>4.5</td>
</tr>
<tr>
<td>37</td>
<td>0.827</td>
<td>0.037</td>
<td>4.4</td>
</tr>
<tr>
<td>38</td>
<td>0.894</td>
<td>0.037</td>
<td>4.1</td>
</tr>
<tr>
<td>39</td>
<td>0.911</td>
<td>0.040</td>
<td>4.4</td>
</tr>
<tr>
<td>40</td>
<td>0.884</td>
<td>0.034</td>
<td>3.8</td>
</tr>
<tr>
<td>41</td>
<td>0.929</td>
<td>0.046</td>
<td>5.0</td>
</tr>
<tr>
<td>42</td>
<td>0.929</td>
<td>0.041</td>
<td>4.4</td>
</tr>
<tr>
<td>43</td>
<td>0.894</td>
<td>0.039</td>
<td>4.4</td>
</tr>
<tr>
<td>44</td>
<td>0.936</td>
<td>0.041</td>
<td>4.3</td>
</tr>
<tr>
<td>45</td>
<td>0.939</td>
<td>0.041</td>
<td>4.4</td>
</tr>
<tr>
<td>46</td>
<td>0.930</td>
<td>0.041</td>
<td>4.4</td>
</tr>
<tr>
<td>47</td>
<td>0.995</td>
<td>0.055</td>
<td>5.5</td>
</tr>
<tr>
<td>48</td>
<td>0.972</td>
<td>0.057</td>
<td>5.8</td>
</tr>
<tr>
<td>49</td>
<td>0.999</td>
<td>0.047</td>
<td>4.7</td>
</tr>
<tr>
<td>50</td>
<td>0.958</td>
<td>0.043</td>
<td>4.5</td>
</tr>
<tr>
<td>51</td>
<td>0.967</td>
<td>0.041</td>
<td>4.2</td>
</tr>
<tr>
<td>52</td>
<td>0.993</td>
<td>0.052</td>
<td>5.2</td>
</tr>
<tr>
<td>53</td>
<td>1.008</td>
<td>0.045</td>
<td>4.5</td>
</tr>
<tr>
<td>54</td>
<td>0.952</td>
<td>0.041</td>
<td>4.3</td>
</tr>
<tr>
<td>55</td>
<td>0.985</td>
<td>0.050</td>
<td>5.1</td>
</tr>
<tr>
<td>56</td>
<td>0.980</td>
<td>0.046</td>
<td>4.6</td>
</tr>
</tbody>
</table>

Table 5.3: Systematic uncertainties for space charge corrections on the \( Q_A/Q_C \) values for all 56 datasets\[1\].
5.8.3 Diffusion

Diffusion, especially transverse diffusion that is perpendicular to the drift direction can smear the charge distribution arriving at the anode to neighboring wires and affect the collected $dQ/dx$. In order to understand the effect of both longitudinal (along the drift direction) and transverse diffusion on electron attenuation, simulation samples with varied diffusion parameters are generated. Also, the effects from lifetime, space charge and, recombination are turned off in order to study the effect solely coming from diffusion. Figure 5.16 shows
Figure 5.16: $dQ/dx$ vs drift time distribution for isotropic single muons with (Right) and without (Left) diffusion\cite{1}. The electron lifetime is set to 1000 seconds and the space charge and recombination effects are turned off. The full event selection described in Section 5.5 is applied except for the shorted channels cut. TD here refers to transverse diffusion with a nominal value of 16.2 cm$^2$/sec. LD here refers to longitudinal diffusion with a nominal value of 6.2 cm$^2$/sec.

The $dQ/dx$ vs drift time curves with (Right) and without (Left) diffusion. Diffusion (mainly transverse component) modifies the lifetime in the same direction as does the space charge, but the effect is smaller. The $Q_A/Q_C$ value is $0.998 \pm 0.005$ ($1.019 \pm 0.004$) for the sample without (with) diffusion. As an estimate of the systematic error from this effect, we use 100% of the $Q_A/Q_C$ difference between the results with and without diffusion (2.0%).

5.8.4 Systematics Summary

A summary of the systematic uncertainties calculated in this section is shown in Table 5.4. All the systematic uncertainties are added in quadrature to calculate the total systematic uncertainty, which is then added in quadrature to the statistical errors corresponding to the space charge corrected $Q_A/Q_C$ values (black points in Figure 5.11). These final uncertainties are applied to the space charge corrected $Q_A/Q_C$ values to arrive at the final results.
<table>
<thead>
<tr>
<th>Systematic name</th>
<th>Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space charge correction</td>
<td>5.0</td>
</tr>
<tr>
<td>Recombination model</td>
<td>1.0</td>
</tr>
<tr>
<td>Diffusion</td>
<td>2.0</td>
</tr>
<tr>
<td>Total</td>
<td>5.5</td>
</tr>
</tbody>
</table>

Table 5.4: Summary of systematic uncertainties in percentages on the final $Q_A/Q_C$ value\[1\]. In the case of space charge correction, the average uncertainty (from Table 5.3) is quoted. The total uncertainty is calculated by adding the individual uncertainties in quadrature.

## 5.9 Results

Figure 5.17 shows the variation in $Q_A/Q_C$ as a function of time with both systematic and statistical uncertainties. It can be seen that even with systematic errors, the purity of liquid argon throughout the data period considered is very high during stable purity conditions with $Q_A/Q_C$ values ranging from $0.88 \pm 0.04$ to $1.01 \pm 0.05$. Following Equation 5.1 and using the full drift time for our TPC (2.2 ms to drift from cathode to anode), the lowest $Q_A/Q_C$ charge ratio ($0.88 \pm 0.04$) observed during stable purity period results in an electron drift-lifetime of 18.0 ms. This corresponds to a charge loss of 12% crossing the entire TPC at our nominal electric field of 0.273 kV/cm and an O$_2$ equivalent contamination of 17 ppt.

The low purity regions also show relatively high $Q_A/Q_C$ ratios ranging from $0.72 \pm 0.03$ to $0.87 \pm 0.04$. The lowest $Q_A/Q_C$ ratio ($0.72 \pm 0.03$) over the entire data period analyzed corresponds to 6.8 ms, which corresponds to a charge loss of 28% over the full drift at our nominal field and an O$_2$ equivalent contamination of 44 ppt.

## 5.10 Future Plans

There are other effects in the detector that might impact the extracted $dQ/dx$, which are not currently accounted for. One comes from the induced charge on a given wire from electrons drifting to nearby wires. Here, the electrons drifting to wires near the target wire, also induce charge on the target wire. However this is expected to be a small effect for the
Figure 5.17: Variation in $Q_A/Q_C$ as a function of time after space charge corrections and including both statistical and systematic uncertainties\cite{1}. The uncertainties are dominated by systematics and are expected to be largely correlated among all the points. The vertical cyan bands show missing data as explained in Section 5.3.

Another concern is that the space charge, recombination and, diffusion corrections and, related uncertainties are extracted from models implemented in simulation. In the case of recombination and diffusion, the effect is expected to be small as demonstrated in Sections 5.8.2 and 6.2.5 respectively. In the case of space charge as discussed in Section 5.6.2, the effects modeled in simulation correspond to the central $Y/Z$ region of the TPC where the effects are expected to be maximal. Hence one can consider the modeled effects as the worst case
MicroBooNE is anticipating results on space charge, recombination and, diffusion measurements using TPC information in the near future and we plan to incorporate them in a future iteration of this analysis. Furthermore, a complete calibration of the space charge effect throughout the entire active TPC volume by utilizing a recently installed larger cosmic ray tagger system and/or a UV laser calibration system\cite{8}\cite{101} is planned for the future.

5.11 Summary and Conclusions

We report first measurements of liquid-argon purity in MicroBooNE expressed in terms of the ratio of collected charge to deposited charge $Q_A/Q_C$ using cosmic-ray muons. Analysis of the runs during the time period 02/16/2016–04/21/2016 shows that the purity of liquid argon is very high with $Q_A/Q_C$ values ranging from 0.72 ± 0.03 to 1.01 ± 0.05. Systematic uncertainties dominate the measurement. The lowest electron drift-lifetime observed over the full data period analyzed is 6.8 ms corresponding to an O$_2$ equivalent contamination of 44 ppt and a charge loss of 28% at full drift and nominal electric field. During stable purity period the lowest electron drift-lifetime observed is 18.0 ms, which corresponds to a charge loss of 12% over the full drift distance at our nominal field and an O$_2$ equivalent contamination of 17 ppt. This is an indication that the argon purification and recirculation system of MicroBooNE is performing very well, substantially exceeding the MicroBooNE design goal of 3-ms electron drift-lifetime.
In this chapter the discussion is about introduction to the detector calibration, calibrating the MicroBooNE detector, overview of $dQ/dx$ calibration and different detector effects, temporal variations of detector response, $dE/dx$ calibration, event selection, data sample, analysis method, results, validation of calorimetric energy reconstruction, angular dependence study, and conclusions. The text in this chapter follows closely the MicroBooNE public note[2], which I co-authored.

6.1 Introduction

The first step of energy reconstruction in LArTPC detectors involves the extraction of charge information from the signals (waveforms) of the anode plane wires. The MicroBooNE experiment[8] uses several signal processing techniques\[102][103] including noise filtering and deconvolution for charge extraction. However, the total charge extracted in this way normally does not reconstruct the total charge released from ionization due to a number of reasons. Among those reasons:

- Distortions in detector response due to misconfigured or cross-connected TPC channels[94].

- Space charge effects[18][97].
Electron attenuation\textsuperscript{[7]} \textsuperscript{[1]} \textsuperscript{[85]} \textsuperscript{[86]} \textsuperscript{[87]} \textsuperscript{[88]} \textsuperscript{[98]}. \\
Diffusion. \\
Recombination\textsuperscript{[96]}. \\

are the most significant. So to trace back the exact amount of charge released from the original interaction, one has to correct for all of these effects starting from the $dQ/dx^1$ values. Correcting the TPC signal for these effects is known as the $dQ/dx$ calibration (relative calibration) of the detector. Once we have reliable charge information, we can calculate the exact amount of energy loss due to ionization and this process of determining energy is known as the $dE/dx$ calibration (absolute calibration) of the detector. More details about $dQ/dx$ and $dE/dx$ calibration of the detector will be discussed in coming sections.

6.2 Calibrating the MicroBooNE Detector

The detector calibration applied consists of two steps. In the first step, we make the detector response to ionization charge uniform throughout the detector and in time. This process is known as the $dQ/dx$ calibration of the detector. Once the detector response is uniform throughout the TPC and in time, calibration constant is determined to convert ionization charge per unit length $dQ/dx$ to particle energy loss per unit length $dE/dx$. This process is known as the $dE/dx$ calibration of the detector. In this analysis we focus on calibrating only the collection wire plane (plane 2) of the detector for both Monte Carlo and data. The calibration of induction planes is generally more difficult, in particular because of the large angular dependence of the detector response. New techniques are being developed to improve the reconstruction of the induction plane signals\textsuperscript{[102]} \textsuperscript{[103]}, which will allow reliable $dE/dx$ measurement on induction plane wires in the future. In addition, the forthcoming space charge effect calibration will address the residual angle dependence of $dE/dx$ values on.

\footnotetext[1]{Here and later in $dE/dx \& dQ/dx$, the notation $dx$ refers to the length of the particle track seen by a wire on a wire plane, which should not be confused with an infinitesimal distance in X (drift) direction of the TPC.}
top of the improvements introduced by signal processing. The two-step calibration procedure is motivated by the similar calibration techniques developed for other calorimeters such as the MINOS detectors\cite{104}.

6.2.1 \textbf{dQ/dx Calibration}

In the $dQ/dx$ calibration step, we separate the detector non-uniformities into three categories and calibrate them in sequence:

- Detector non-uniformities in the YZ plane.
- Detector non-uniformities in the drift (X) direction.
- Variation of detector response over time.

Non-uniformities in the detector response in the YZ plane are primarily caused by misconfigured or cross-connected TPC channels, space charge effects, and transverse diffusion while the non-uniformities in the drift direction are mainly caused by electron attenuation, space charge effects (through both distortions of tracks and changes to the electric field), and longitudinal diffusion. It should be noted that the calibration scheme described here is an approximation, because effects such as space charge cannot be completely factorized in separating YZ plane and drift direction effects: for a given X value, the variations in the YZ plane are different. Ideally we should carry out this calibration by voxelizing the detector into small XYZ cubes and derive a calibration constant for each cube. But limited statistics makes this approach impractical. Moreover, spatial distortions introduced by space charge effects on track reconstruction are not addressed by this calibration scheme.

6.2.2 \textbf{Misconfigured or Cross-Connected TPC Channels}

There are several identified issues with the MicroBooNE electronics and wire planes that can affect the TPC response to the ionization signals. These effects include ASIC misconfiguration, which can change the gain of certain electronic channels and cross-connected or
touching wires, which can distort the electric field between wire planes. They affect roughly 10% of the channels. As a consequence, the TPC response has a dependence on the location of charge deposition in the TPC which needs to be calibrated out.

6.2.3 Space Charge Effects

Since MicroBooNE is a surface-based detector, we see many cosmic-ray induced tracks inside the detector. Because of this, there is a significant accumulation of slow-moving positive argon ions inside the detector, which is enough to distort the uniformity of the drift electric field. These distortions in the electric field inside the TPC have two significant effects:

- Distortions in the magnitude of the drift electric field.
- Distortions in the direction of the drift electric field.

When the magnitude of the electric field is distorted, the recombination of electrons and ions is affected. This recombination effect is very sensitive to the changes in the electric field. When the drift electric field is relatively low, recombination becomes dominant while at higher fields, the effect is suppressed. Moreover, space charge effects can lead to spatial distortions in the trajectories of reconstructed particle tracks and electromagnetic showers. The positive argon ions collected tend to drag ionization electrons closer to the middle of the detector: tracks that are reconstructed closer to the cathode suffer offsets in their start and end points closer to the detector edge. The space charge effects are expected to be stronger at the detector edges transverse to the drift direction. The cumulative effect of the space charge in track reconstruction leads to squeezing of the reconstructed track in transverse directions and bending towards the anode. Figure 6.1 shows how the SCE changes $dQ/dx$ values over the entire drift distance of MicroBooNE. As seen in the right plot of the figure, the $dQ/dx$ values closer to the cathode are much higher compared to that of the anode. The accumulation of positive ions causes the electric field closer to the cathode to be approximately 10% higher than at the anode. The higher field suppresses electron-ion recombination near the cathode. In addition, due to spatial distortions tracks reconstructed
closer to the cathode are bent and squeezed making reconstructed \( dx \) values smaller. Thus we observe a higher collected charge per unit of reconstructed length closer to the cathode.

Figure 6.1: Plots of \( dQ/dx \) vs drift difference generated using Monte Carlo samples of isotropic single muons\(^2\). In both of the samples diffusion is completely turned off and the electron lifetime is set very high. The plots show how \( dQ/dx \) changes over drift distance when a cloud of ionization electrons drifts from the cathode to the anode with and without space charge effects. In the left plot, space charge effects are turned off; in the right plot, space charge effects are turned on. Both plots are created using collection plane information.

6.2.4 Electron Attenuation

When a cloud of ionization electrons drifts from the cathode to the anode, electronegative contaminants such as \( \text{H}_2\text{O} \) and \( \text{O}_2 \) can capture some of the drifting electrons reducing the final \( dQ/dx \) measured at the wire planes.

Equation 6.1 governs how a cloud of ionization electrons gets depleted due to capture by electronegative contaminants as the electrons drift towards the anode.

\[
\frac{n_e(t_{\text{drift}})}{n_e(t_0)} = \exp \left( \frac{-(t_{\text{drift}} - t_0)}{\tau} \right),
\]

(6.1)

where

- \( n_e(t_0) \) — Initial number of electrons
- \( n_e(t_{\text{drift}}) \) — Number of electrons after a time \( t_{\text{drift}} - t_0 \)
- \( \tau \) — Electron lifetime
The electron lifetime depends on the amount of electronegative contaminants present in the medium where higher electron lifetime signals low contamination levels. Figure 6.2 shows the effect of electron attenuation on final $dQ/dx$ values.

![Figure 6.2: Plot of change of $dQ/dx$ as a function of drift distance in low argon purity data run 5691 (03/31/2019)\cite{2}. Here median $dQ/dx$ value is plotted for 10 cm wide bins in drift direction in the collection plane. The $dQ/dx$ value drops from the anode to the cathode. This is due the fact that electronegative contaminants capturing ionization electrons.](image)

6.2.5 Diffusion

The diffusion can be studied under two categories:

- Longitudinal diffusion.
- Transverse diffusion.

The cloud of ionization electrons tends to get smeared out in the direction of the drift because of the longitudinal diffusion. This could make the signal produced at longer drift distances wider and bias the reconstructed charge. On the other hand, due to transverse diffusion some of the charge can leak into the neighboring wires from the target wire. These diffusive processes can introduce a bias in reconstructing $dQ/dx$ values.
6.2.6 Recombination

When a charged particle traverses the liquid argon, it produces both positive argon ions and ionization electrons. Some ionization electrons cannot completely liberate from their parent argon ions and recombine with parent ions to form neutral argon atoms again. This process is known as electron-ion recombination; a result of this effect is an underestimation of particle energy loss due to ionization, if no correction is made. As already mentioned in the Section 6.2.3, recombination is highly sensitive to the changes in the drift electric field.

6.2.7 Temporal Variations

The detector response can change over time because of effects such as drift of the electronics gains, changes of temperature, different running conditions, etc. Note the time referred to here is the calendar time, not to be confused with drift time in the TPC. The most significant time-dependent change affecting MicroBooNE calibrations are changes in purity.

6.2.8 $dQ/dx$ Variation

Figure 6.3 shows the variation of detector response ($dQ/dx$) in YZ plane and in the drift direction X inside the TPC under the influence of various convoluted detector effects.

In the $dQ/dx$ calibration of the detector, we aim to remove the aforementioned detector effects from the detector response. In other words, the $dQ/dx$ calibration involves making the $dQ/dx$ values uniform throughout the detector and also in time. In this calibration process we use minimum ionizing cosmic muons as the standard candle for uniform energy deposition throughout the detector. These cosmic muons have typical momenta in the range of 4 GeV-5 GeV, and deposit $\sim 1.7$ MeV/cm. The $dQ/dx$ calibration of the detector response is carried out in three separate steps:

- Calibration of the detector in the YZ plane.
- Calibration of the detector in the drift direction.
Figure 6.3: Plots of variation of $dQ/dx$ in the drift direction (Left) and in the YZ plane (Right) in data due to various convoluted detector effects in the collection plane\cite{2}. In the right plot, the region inside the highlighted boundaries shows the effect of misconfigured or cross-connected TPC channels. The colors in the right plot represent the median $dQ/dx$ value for a given 5 cm $\times$ 5 cm cell in the YZ plane. Both plots are created using the collection plane information.

- Calibration of the detector in time.

Exact method used for $dQ/dx$ calibration will be discussed in Section 6.5 in detail.

6.2.9 $dE/dx$ Calibration

Once the detector response becomes uniform after the $dQ/dx$ calibration, the absolute energy scale can be determined. To move from the calibrated $dQ/dx$ to $dE/dx$, we use the modified box model\cite{96} for recombination as described in Equation 6.2.

$$\left(\frac{dE}{dx}\right)_{\text{calibrated}} = \exp\left(\frac{\left(\frac{dQ}{dx}\right)_{\text{calibrated}}}{C} \frac{\beta' W_{\text{ion}}}{\rho \varepsilon}\right) - \alpha,$$

with

- $C$ — Calibration constant to convert ADC values to number of electrons
- $W_{\text{ion}}$ — 23.6 x 10$^{-6}$ MeV/electron (work function of argon)
- $\varepsilon$ — 0.273 kV/cm (MicroBooNE drift electric field)
- $\rho$ — 1.38 g/cm$^3$ (liquid argon density at a pressure 18.0 psia)
- $\beta'$ — 0.212 (kV/cm)($g$/cm$^2$)/MeV
- $\alpha$ — 0.93
The last two parameters in the Equation 6.2 were measured by the ArgoNeuT experiment\cite{96} at an operational electric field of 0.481 kV/cm. According to the above equation, precise determination of the calibration constant $C$ which translates the ADC/cm to number of electrons/cm is important in determining the absolute energy scale. Here the goal of $dE/dx$ calibration is to provide the calibration constant $C$. In this particular calibration scheme, we are using stopping muons as the standard candle, because they have a well-understood energy loss profile. The stopping muons could either be isolated from cosmic data or neutrino interactions. The exact method we are using for $dE/dx$ calibration will be discussed in Section 6.5.4 in detail.

6.3 Event Selection

As described in Section 6.2, through-going cosmic muons are used for the $dQ/dx$ calibration and stopping muons from neutrino interactions are used for the $dE/dx$ calibration. Each muon in the selection is tagged with an initial time $t_0$ with respect to which the drift time is measured.

6.3.1 Selection Cuts ($dQ/dx$ Calibration)

For the $dQ/dx$ calibration of the detector, we chose to use the anode-cathode crossing muons. The main reason is that the anode-cathode crossing muons span over the whole drift distance, which make them the perfect sample to study any effects that depend on the drift distance. The crossing muons have a wide spatial but limited angular coverage. Figure 6.4 shows the presence of cosmic muons in our data.

The tracks used in the $dQ/dx$ calibration should satisfy the following selection criteria.

- $250 \text{ cm} < \text{Track projected X length} < 270 \text{ cm}$: Any track that satisfies this selection cut is considered to be an anode-cathode crossing track. A 20 cm wide window is selected in order to account for imperfect reconstruction of track start and end positions.
Figure 6.4: (Left) Presence of cosmic muons in MicroBooNE’s 4.8 ms wide read out window\cite{2}. The colored tracks are the cosmics. (Right) The color band shows the presence of anode-cathode crossing tracks in cosmic data\cite{2} (updated plot). It has been estimated in a ~5000 event cosmic data sample ~0.13% of the tracks are anode-cathode crossing tracks. The 20 cm window is selected to account for mis-reconstructions in track start and end points.

- Absolute value of track angle $\theta_{XZ}$ (See Figure 6.5) should not be in the region of 75° to 105°: This selection cut ensures that we are excluding the tracks, which are going into the wire planes (these tracks tend to be mis-reconstructed).

- Absolute value of track angle $\theta_{YZ}$ (See Figure 6.5) should not be in the region of 80° to 100°: This selection cut helps to remove tracks that are nearly parallel to the collection plane wires.

Figure 6.6 shows the excluded angular regions in the $\theta_{XZ}$ and $\theta_{YZ}$ space explained in the selection cuts. The difference between Monte Carlo and data in these figures is due to the fact that Monte Carlo is not simulating the effects such as SCE, field response, etc perfectly.

6.3.2 Selection Cuts (dE/dx Calibration)

In the $dE/dx$ calibration of the detector, we employ stopping muons induced by the neutrino interactions. We use the following set of selection cuts to isolate these muons from Monte Carlo:

- 10 cm < reconstructed start (end) point $X$ < 250 cm, -110 cm < reconstructed start (end) point $Y$ < 110 cm and 10 cm < reconstructed start (end) point $Z$ < 1030 cm.
Figure 6.5: Definition of angle $\theta_{XZ}$ and $\theta_{YZ}$\textsuperscript{[2]}.

Figure 6.6: Plots of variation of average $dQ/dx$ values in the phase space of $\theta_{XZ}$ and $\theta_{YZ}$ in the collection plane\textsuperscript{[2]}. The Z axis represents average $dQ/dx$ for a track, which has a given $\theta_{XZ}$ and $\theta_{YZ}$ angular orientation. The units of the Z axis is in $ADC/cm$. The regions inside dashed lines show the angles excluded for crossing tracks discussed in Section 6.3.1 for the collection plane. (Left) Monte Carlo. (Right) Data.

- These selection cuts ensure that possible reconstructed muons are well contained within the TPC.

  - Reconstructed track should match to a stopping muon, which comes from a neutrino interaction at truth level (this applies only to Monte Carlo).
  
  - The distance between start (end) point of the true track and start(end) point of the reconstructed track $< 5$ cm: This cut further makes sure that we are getting the correct reconstructed muon track (this applies only to Monte Carlo).
  
  - Absolute value of reconstructed track angle $\theta_{XZ}$ should not be in the region of $75^\circ$ to $105^\circ$: This selection cut ensures that we are excluding the tracks which are going into
the wire planes.

- Absolute value of reconstructed track angle $\theta_{YZ}$ should not be in the region of $80^\circ$ to $100^\circ$: This selection cut ensures that we are excluding the tracks, which are nearly parallel to the collection plane wires.

To isolate the stopping muons in data, the following selection criteria are applied:

- Run the CC Selection II Filter$^{[105]}$ to isolate primary muons from charge current interaction.

- Use the same track containment and angular cuts as applied to the Monte Carlo sample.

- Calculate the median $dQ/dx$ values of the track in the first and last 5 cm segments. If the ratio of the two median $dQ/dx$ values in the last 5 cm segment and the first 5 cm segment is greater than 1.5, the track is selected as a stopping muon. This cut aims to find the Bragg peak and remove poorly reconstructed tracks. The cut value is determined from the Monte Carlo sample where well reconstructed stopping muons are selected.

### 6.4 Data Sample

The $dQ/dx$ calibration of the detector is carried out using both data and Monte Carlo. For Monte Carlo, we use Corsika cosmic simulations$^{[106]}$ overlaid with neutrino interactions to get the anode-cathode crossing cosmic muons while for data, we use the entire Run I data to get crossing muons. The time period of data used ranges from February to October of 2016. In both Monte Carlo and data, we use the $\text{pandoraCosmicKalmanTrack}^{[107]}$ tracking algorithm to reconstruct particle tracks, which performs pattern recognition and a Kalman filter fit to the cosmic ray muon tracks.

The $dE/dx$ calibration of the detector is also done for both Monte Carlo and data. For Monte Carlo, we use a cosmic overlaid neutrino sample to get stopping muons induced by the neutrino interactions where these stopping muons are reconstructed using the the
track algorithm PandoraNu\textsuperscript{[107]}, which is optimized to reconstruct particles produced by the neutrino interactions with argon. In data, we apply the CC Selection Filter II over 5E19 run I unblinded dataset to get candidate muons from charged current interactions. A similar study was done using stopping cosmic ray muons\textsuperscript{[108]}.

6.5 Analysis Method

The $dQ/dx$ calibration of the detector is carried out in 3 separate steps for the collection plane.

- **Step 1**: Detector calibration in YZ plane - This step aims to remove the effects from space charge effects, misconfigured or cross-connected anode plane channels, and transverse diffusion.

- **Step 2**: Detector calibration in drift direction - This step aims to remove effects coming from electron attenuation, space charge effects, and longitudinal diffusion.

- **Step 3**: Detector calibration in time - This step aims to remove any temporal variations in the detector response. This step is done only for data not for Monte Carlo since there is no time dependence in Monte Carlo simulation.

6.5.1 Detector Calibration in YZ Plane

Once we have a data sample consisting of anode-cathode crossing tracks, we use the following procedure to get the detector calibration factors in the YZ plane.

- Crossing tracks are isolated: The selection of crossing tracks is described in the Section 6.3.1.

- Filter out only the crossing tracks, which pass the angular cuts described in the Section 6.3.1.
Starting time \((t_0)\) of the track is calculated: For crossing muons, the minimum drift coordinate is supposed to correspond to \(t_0\).

Once \(t_0\) is known, the drift coordinate of each 3-D point of that track is corrected by the knowledge of \(t_0\).

The YZ plane is segmented into 5 cm by 5 cm cells.

Each 3-D point on a track is grouped into its relevant cell in YZ plane by looking into their Y and Z coordinates: Here we select only the points, which satisfy the conditions \(0 \text{ cm} < X_{\text{Corrected}} < 260 \text{ cm}, -120 \text{ cm} < Y < 120 \text{ cm},\) and \(0 \text{ cm} < Z < 1040 \text{ cm}\).

Once looping over all the crossing tracks, we select only the cells, which have a population of more than five 3-D points.

For each of the selected cells, we calculate the median \(dQ/dx\) value by considering charge information of all the 3-D points in that cell. The median \(dQ/dx\) of a given cell is called the \textit{Local Median} \(dQ/dx\) of that cell.

Once the local median \(dQ/dx\) values are calculated for all the cells in YZ plane, the \textit{Global Median} \(dQ/dx\) is calculated by taking the median \(dQ/dx\) value from all the 3-D points coming from all crossing tracks.

For each cell in YZ plane a correction factor \(\text{Corr}(y, z)\) is defined using the Equation 6.3.

In data, we derive correction factors in YZ plane only for 3 separate time periods. Time period I is from 2016 February to 2016 May, time period II is from 2016 June to 2016 July, and time period III is from August 2016 to October 2016. The reason, we combine data for different times is due to the fact that the dominant contributor for YZ plane irregularities is from effects introduced by misconfigured or cross-connected TPC channels and these effects do not vary with time significantly. For Monte Carlo, we derived only a single set of YZ corrections for the collection plane.
\[ \text{Corr}(y, z) = \frac{(dQ/dx)_{\text{Global}}}{(dQ/dx)_{\text{Local}}} \quad (6.3) \]

\( (dQ/dx)_{\text{Global}} \) – Global median \( dQ/dx \) in the collection plane

\( (dQ/dx)_{\text{Local}} \) – Local median \( dQ/dx \) for a given YZ plane cell in the collection plane

6.5.2 Drift Direction Calibration of the Detector

Once the calibration in YZ plane is done, we move to the drift direction calibration of the detector. The following set of points explain how this calibration procedure is carried out.

- Crossing tracks are isolated, which satisfy angular cut as explained in the procedure for YZ calibration.

- \( t_0 \) of the track is extracted and drift coordinates of all the 3-D points of the track are corrected by this \( t_0 \).

- The charge information \( (dQ/dx) \) of each 3-D point is corrected using YZ correction factors derived in the previous step to remove the irregularities in YZ plane using the Equation 6.4. Here we select the 3-D points, which satisfy the conditions \( 0 \text{ cm} < X_{\text{Corrected}} < 260 \text{ cm}, -120 \text{ cm} < Y < 120 \text{ cm}, \) and \( 0 \text{ cm} < Z < 1040 \text{ cm}. \) Moreover, we look into the Y and Z coordinates of the 3-D points to decide as which YZ correction factor to use.

- The drift direction is segmented into 10 cm wide line segments in data and 5 cm wide line segments in Monte Carlo. The bin sizes are determined both in Monte Carlo and data so as to minimize the statistical fluctuations in correction factors.

- Each 3-D point of the tracks is grouped into the relevant drift direction line segment based on its corrected X coordinate.

- For each of the line segments in drift direction, which has more than five 3-D points, we define a local median \( dQ/dx \) as in the YZ calibration procedure.
• A global median \( dQ/dx \) is also defined as explained in the previous calibration procedure.

• Finally for each line segment in the drift direction, a correction factor \( Corr(x) \) is defined using the Equation 6.5.

In data we derive drift direction correction factors daily as space charge effects and electron lifetime change significantly over time. To get a reliable set of correction factors, we need to have a data sample, which is rich in statistics. For this purpose, we derive correction factors in drift direction only for the days where there are more than 40 crossing tracks that leave hits in the collection plane after all the angular cuts. For Monte Carlo we derive only a single set of drift direction correction factors for the collection plane as there is no time variation of space charge effects and electron attenuation.

\[
(dQ/dx)_{YZ, Corrected} = Corr(y, z) \cdot (dQ/dx)_{Reconstructed}
\]

(6.4)

\[
(dQ/dx)_{YZ, Corrected} - \text{Corrected } (dQ/dx) \text{ value by } Corr(y, z) \text{ correction factor for irregularities in the YZ plane}
\]

\[
(dQ/dx)_{Reconstructed} - \text{Uncorrected } dQ/dx \text{ value}
\]

\[
Corr(x) = \frac{(dQ/dx)'_{Global}}{(dQ/dx)'_{Local}}
\]

(6.5)

\[
(dQ/dx)'_{Global} - \text{Global median } dQ/dx \text{ value after correcting for YZ plane irregularities by Equation 6.4 in the collection plane}
\]

\[
(dQ/dx)'_{Local} - \text{Local } dQ/dx \text{ median for the given X segment after correcting for YZ plane irregularities by Equation 6.4 in the collection plane}
\]

6.5.3 Time Dependent Calibration of the Detector

After step 1 and 2 we focus on the third step, which aims to remove any temporal variations in the detector response. The following set of steps explain how the detector calibration in
time is achieved.

• Crossing tracks, which satisfy the angular cuts are selected.

• All the 3-D points are corrected by \( t_0 \) for their drift coordinate.

• The \( dQ/dx \) value of each 3-D point is corrected using correction factors derived for YZ plane and drift direction using Equation 6.6: Only the 3-D points, which satisfy the conditions \( 0 \text{ cm} < X_{\text{Corrected}} < 260 \text{ cm}, -120 \text{ cm} < Y < 120 \text{ cm}, \) and \( 0 \text{ cm} < Z < 1040 \text{ cm} \) are selected. Moreover, the relevant correction factor in YZ plane and drift direction for a given 3-D point is selected looking into its \( X, Y, \) & \( Z \) coordinates.

• In the final step a global median \( dQ/dx \) value is defined in a way similar to step one and two. In the time calibration of the detector, we calculate this global median \( dQ/dx \) value on daily basis.

• The global median \( dQ/dx \) values are plotted against time to visualize the detector variations in time.

• By visually scanning the plots in the Figure 6.7, a reference value (210 ADC/cm) for the global median \( dQ/dx \) in the collection plane is chosen.

• A time dependent correction \( \text{Corr}(t) \) is determined using the Equation 6.7 for each day: The corrections are derived for three planes separately.

\[
(dQ/dx)_{XYZ,\text{Corrected}} = \text{Corr}(y, z) \cdot \text{Corr}(x) \cdot (dQ/dx)_{\text{Reconstructed}} 
\]  

\[
(dQ/dx)_{XYZ,\text{Corrected}} - \text{Corrected } dQ/dx \text{ value for YZ plane and drift direction irregularities in the collection plane}
\]

\[
(dQ/dx)_{\text{Reconstructed}} - \text{Uncorrected } dQ/dx \text{ value in the collection plane}
\]

\[
\text{Corr}(t) = \frac{(dQ/dx)_{\text{Reference}}}{(dQ/dx)_{\text{Global}}} 
\]  

\[
120
\]
\[(dQ/dx)_{Reference}\] – Reference \(dQ/dx\) value in the collection plane

\[(dQ/dx)_{Global}\] – Global \(dQ/dx\) value in the anode wire plane after correcting for YZ plane and drift direction irregularities

Figure 6.7: Plot of variation of the global median \(dQ/dx\) over time in the collection plane\[^2\]. The red lines drawn shows the reference value selected, which is 210 ADC/cm.

Once we are done with calibrating the detector in YZ plane, drift direction, and in time, we can use the Equation 6.8 and Equation 6.9 to get the calibrated \(dQ/dx\) values in data and Monte Carlo respectively.

\[
(dQ/dx)_{\text{data \_Corrected}}^{XYZT} = (dQ/dx)_{\text{Reconstructed}} \cdot Corr(y, z) \cdot Corr(x) \cdot Corr(t) \tag{6.8}
\]

\[
(dQ/dx)_{\text{Corrected \_data}}^{XYZT} = (dQ/dx)_{\text{Corrected \_data}} \cdot Corr(y, z) \cdot Corr(x) \tag{6.9}
\]
\( (dQ/dx)_{XYZ, \text{Corrected}}^{MC} \) – Corrected \( dQ/dx \) for YZ plane and drift direction irregularities in Monte Carlo in the collection plane

\( (dQ/dx)_{\text{Reconstructed}} \) – Uncorrected \( dQ/dx \) in Monte Carlo in the collection plane

### 6.5.4 \( dE/dx \) Calibration of the Detector

Once the \( dQ/dx \) calibration of the detector is done, we can move to get the correct particle energies. The following set of points explains the procedure, we adopt to do the \( dE/dx \) calibration both in Monte Carlo and data, which is the same method described in document [108] except using stopping muons coming from the beam.

- Isolate the muon tracks coming from neutrino interactions, which satisfy the cuts explained in the Section 6.3.2 for the desired plane.

- The last 200 cm residual ranges of tracks are segmented into 5 cm wide bins, which leads to a total of 40 residual range bins: Here we select tracks which have a minimum track length of 150 cm.

- We loop over all the 3-D points of selected tracks and fill out the residual range bins with \( dE/dx \) values derived using the Equation 6.2 by setting the the calibration constant \( C \) to a particular value: Only the 3-D points that are inside the detector boundaries specified in the Section 6.5.1 are considered here as well. Moreover, here we consider only the 3-D points, which have a track pitch value in between 0.3 cm to 0.4 cm.

- After looping over all the tracks, we fit each of \( dE/dx \) distributions to a Landau Convoluted Gaussian function [109] to extract the Most Probable \( dE/dx \) Value (MPV) representing that particular residual range bin.

- We plot the MPV \( dE/dx \) values against kinetic energy of the particle: For each residual range bin, we take the middle bin value as the representative residual range value of that bin and transform that to kinetic energy using a cubic spline for the tabulated...
data set in the Table 6.1. Here this reference dataset is representing the expected Kinetic energy vs Residual range profile for stopping muons in liquid argon.

- We compare the the curve generated in the previous step with the prediction made by the Landau-Vavilov function\(^{[110]}\) in the MIP region of the muons (250 MeV - 450 MeV) and \(\chi^2\) value is calculated using the Equation 6.10. The Landau-Vavilov function describes the energy loss probability distribution for a particle in a given medium. One of the striking features of this distribution is that the most probable energy loss of a particle is dependent on the thickness of the energy absorber. So here to get the predicted MPV \(dE/dx\), we set the absorber thickness to be 0.35 cm.

- We iterate through the the same set of steps described above several times to generate tabulated set of data between a given calibration constant \((C)\) and \(\chi^2\) value.

- In the final step, we plot the \(\chi^2\) values thus generated against calibration constants and fit that distribution with some polynomial (mostly second order) to get the calibration constant, which corresponds to the lowest \(\chi^2\) value. This method is known as the Chi Squared Minimization\(^{[108]}\) method.

- With the newly derived calibration constant \((C)\), we calculate the \(dE/dx\) values using Equation 6.2 and using the calibrated \(dQ/dx\) values as the input.

After the \(dE/dx\) calibration, we compare the newly derived \(dE/dx\) values with uncorrected \(dE/dx\) values to see the effects of the new improvements (see Section 6.6).

\[
\chi^2 = \Sigma\left(\frac{(\text{MPV}(dE/dx)_{\text{prediction}} - \text{MPV}(dE/dx)_{\text{Measured}})^2}{\sigma^2}\right) \tag{6.10}
\]

Here we sum all the data points in the kinetic energy region of 250 MeV to 450 MeV.

For Monte Carlo,

\[
\sigma^2 = \delta_{\text{fit}}^2 \tag{6.11}
\]

where \(\delta_{\text{fit}}\) is the uncertainty associated with the MPV \(dE/dx\) extracted by fitting a Landau convoluted Gaussian function to the energy distribution.
Table 6.1: Tabulated values of CSDA Residual range vs. Kinetic energy for stopping muons in liquid argon\cite{2}\cite{111}.

<table>
<thead>
<tr>
<th>Residual range (cm)</th>
<th>Kinetic energy (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.70437</td>
</tr>
<tr>
<td>14</td>
<td>1.27937</td>
</tr>
<tr>
<td>20</td>
<td>2.37894</td>
</tr>
<tr>
<td>30</td>
<td>4.72636</td>
</tr>
<tr>
<td>40</td>
<td>7.5788</td>
</tr>
<tr>
<td>80</td>
<td>22.0917</td>
</tr>
<tr>
<td>100</td>
<td>30.4441</td>
</tr>
<tr>
<td>140</td>
<td>48.2235</td>
</tr>
<tr>
<td>200</td>
<td>76.1461</td>
</tr>
<tr>
<td>300</td>
<td>123.567</td>
</tr>
<tr>
<td>400</td>
<td>170.845</td>
</tr>
<tr>
<td>800</td>
<td>353.438</td>
</tr>
<tr>
<td>1000</td>
<td>441.476</td>
</tr>
</tbody>
</table>

For data,

\[
\sigma^2 = \delta_{fit}^2 + \delta_{recombination}^2
\]

(6.12)

where \(\delta_{recombination}\) is the systematic error associated with recombination model uncertainties (here, we take the uncertainty to be 1.5% of the measured \(dE/dx\)).

Note the Monte Carlo sample was simulated and reconstructed with the same recombination model. Therefore, there is no systematic uncertainty associated with recombination model for Monte Carlo. See note\cite{108} for a detailed description of the above uncertainties.

6.6 Results

6.6.1 dQ/dx Calibration (Monte Carlo)

The \(dQ/dx\) calibration of the detector in Monte Carlo is done using a single large dataset described in Section 6.4. Figure 6.8 shows the variation of YZ and drift direction correction factors in the collection plane. Figure 6.9 shows the calibrated \(dQ/dx\) vs residual range for true stopping muons and stopping protons.
Figure 6.8: (Top) Plot of YZ correction factors in the collection plane in Monte Carlo. Here Z axis represents correction factors for a given 5 cm × 5 cm cell in the YZ plane. (Bottom) Plot of drift direction correction factors in the collection plane in Monte Carlo.

6.6.2 dQ/dx Calibration (Data)

YZ correction factors are derived for 3 separate data sets. In the first dataset, we have data combined between February and May; in the second one data from June and July are combined; and in the last dataset, data between August and October are combined. See
Figure 6.9: Calibrated $dQ/dx$ vs residual range for true stopping muons[2] (Left) and stopping protons[2] (Right) using collection plane information.

Figure 6.10 for the variation of YZ correction factors in the collection plane for the first dataset. As there is no significant difference between YZ correction factors derived in 3 samples, only the results for the first dataset is shown here.

Figure 6.10: Plot of variation of YZ correction factors in the collection plane for the combined time period from February to May in 2016 in data[2]. The Z axis represents correction factors for a given 5 cm $\times$ 5 cm cell in the YZ plane.

The drift direction corrections factors and time corrections are derived for the time period starting from 02/10/2016 to 10/19/2016 on a daily basis. But due to lack of statistics, we are skipping some days. See Figure 6.11 for the variation of time correction over time.
Figure 6.12 shows the effect of $dQ/dx$ calibration both in Monte Carlo and data. To create these comparison plots, anode-cathode crossing cosmic muons are used.

![Figure 6.11: Plot of variation of the time correction $C(t)$ over time in the collection plane][2].

### 6.6.3 dE/dx Calibration

The absolute calibration of the detector is done using both Monte Carlo and data. Figure 6.13 shows $\chi^2 - \chi^2_{\text{Min}}$ vs calibration constant $C$ for the collection plane. The best fit value is the one that gives the minimal $\chi^2$. The uncertainty is determined by $\Delta \chi^2 = \chi^2 - \chi^2_{\text{Min}} = 1$.

The calibration constants derived for the collection plane are shown in Table 6.2. The Monte Carlo calibration constant uncertainty is statistical only. The data calibration constant uncertainty include both the statistical uncertainty and the recombination uncertainty. Figure 6.14 shows the comparison between prediction and the measured MPV $dE/dx$ with these calibration constants for stopping muons both in Monte Carlo and data.

Figure 6.15 shows the calibrated $dE/dx$ vs residual range for the Monte Carlo true stopping muons and protons. The measured $dE/dx$ profiles agree very well with the expectations.
Figure 6.12: (Top) Plot of comparison of calibrated and uncalibrated $dQ/dx$ in Monte Carlo using crossing muons in the collection plane\textsuperscript{[2]}. (Bottom) Plot of comparison of calibrated and uncalibrated $dQ/dx$ in data using crossing muons in the collection plane\textsuperscript{[2]}.

### 6.6.4 Validation of Calorimetric Energy Reconstruction

The absolute energy-scale calibration can be validated in a data-driven way by comparing the range-based energy to that obtained via calorimetry for selected stopping muon candidates in data and Monte Carlo. For each selected stopping muon track, the range vs calorimetric
Figure 6.13: Distributions of $\chi^2 - \chi^2_{\text{Min}}$ vs calibration constant $C$ for the collection plane\[2\]. The color bands show the uncertainty associated with calibration constant $C$. The units of the X-axis is ADC per electron. (Left) Monte Carlo. (Right) Data.

<table>
<thead>
<tr>
<th>Calibration Constant</th>
<th>Monte Carlo (ADC/e)</th>
<th>Data (ADC/e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2_{\text{Min}}/d.o.f$</td>
<td>$(5.076 \pm 0.001) \times 10^{-3}$</td>
<td>$(4.113 \pm 0.011) \times 10^{-3}$</td>
</tr>
<tr>
<td>$\chi^2_{\text{Min}}/d.o.f$</td>
<td>$15.0/18 \sim 0.84$</td>
<td>$5.12/18 \sim 0.28$</td>
</tr>
</tbody>
</table>

Table 6.2: Calibration constants and $\chi^2_{\text{Min}}/d.o.f$ for the collection plane in Monte Carlo and data\[2\]. The units of the calibration constants are ADC per electron.

kinetic energy are computed, and the fractional difference between these methods is shown in Figure 6.16. The agreement between the two, approximately 3% (2% in Monte Carlo), gives confidence in the proper absolute energy-scale calibration to within this level of agreement, and provides a closure test for this calibration.

### 6.7 Angular Dependence Study

The calibration procedure described in the public note does not make any angular dependent corrections. The angular distributions of the anode-cathode crossing muons are shown in Figure 6.6. In order to study the angular dependence of the $dQ/dx$ (relative) calibration, we divide the crossing muons into 4 angular bins:

- $0^\circ < |\theta_{xz}| < 50^\circ$
- $50^\circ < |\theta_{xz}| < 75^\circ$
- $105^\circ < |\theta_{xz}| < 130^\circ$
Figure 6.14: (Top) Plot of comparison between the prediction and the fitted MPV $dE/dx$ for stopping muons in Monte Carlo in the collection plane\cite{2}. (Bottom) Plot of comparison between the prediction and the fitted MPV $dE/dx$ for stopping muons in data in the collection plane\cite{2}.

- $130^\circ < |\theta_{xz}| < 180^\circ$

and derive the YZ and X correction factors for each subsample following the same procedure described above. All the other selection criteria remain the same.

Figure 6.17 shows the percentage differences in YZ correction factors in all YZ cells.
Figure 6.15: Calibrated $dE/dx$ vs residual range for true stopping muons (Left) and protons (Right) in Monte Carlo using collection plane information. The overlaid curves are expected mean $dE/dx$ vs. residual range.

between different subsamples and all samples combined for the collection plane. The shift of the mean of the distribution away from zero is indicative of the amount of bias observed in a given angular bin. There are more data tracks than MC tracks so the data distributions are narrower. The peaks of the four distributions all agree within 1%, which indicates the angular dependence of the YZ correction is small for collection plane.

Figure 6.18 shows the percentage differences in X correction factors between different subsamples and all samples combined for the collection plane. The collection plane shows very small angular dependence.

Based on the above studies, we assign 1% systematic error on the YZ correction and 1.5% systematic error on the X correction for the collection plane.

6.8 Conclusions

In this public note, we describe for the first time a method that calibrates a LArTPC using cosmic ray muons. We use through-going muons to remove spatial and temporal variations in the detector response. We use stopping muons to determine the absolute energy scale. The calibrated energy loss agrees very well with the expectation, which helps with the particle identification and energy reconstruction. This method can be used by other LArTPC experiments to calibrate their detectors. Here are a few observations we would like
Figure 6.16: Plots of fractional difference in range vs. calorimetric kinetic energy for selected stopping muons[^2]. (Top) Monte Carlo. (Bottom) Data. The distributions are fitted to a Gaussian which returns a mean $\mu = -0.017 \pm 0.003$ and width $\sigma = 0.089 \pm 0.003$ for Monte Carlo. For data the mean $\mu = 0.027 \pm 0.007$ and width $\sigma = 0.090 \pm 0.006$.

- By looking at the YZ correction factors derived for data and Monte Carlo, the $dQ/dx$ response seems uniform in the collection plane. See Figures 6.8 (Top) and 6.10. Moreover, we can see the same features in these plots indicating the simulations of the
collection plane are in agreement with data.

- The drift direction correction factors and time corrections are very uniform in time in the collection plane except for a few low purity datasets. See Figure 6.11. There is a

Figure 6.17: Plots of percentage differences in YZ correction factors in all YZ cells between different subsamples and all samples combined\textsuperscript{[2]}. (Top) Monte Carlo. (Bottom) Data.
slight increase of detector response over time (Figure 6.7), which is being investigated.

- The effectiveness of the $dQ/dx$ calibration is shown in Figure 6.12. Here it can be seen that the current $dQ/dx$ calibration makes the distributions more sharply peaked.
in the collection plane by minimizing the detector effects which smear out the $dQ/dx$

spectrum.

- In Figure 6.14 we see a good agreement between the prediction and the measured $dE/dx$ both in data and Monte Carlo for the given calibration constants. In data the measured $dE/dx$ is slightly higher than theory at low kinetic energy. This is an indication of a mismodeling of the recombination effect.

- The calibration constant derived at Monte Carlo level is $(5.076 \pm 0.001) \times 10^{-3}$ ADC/e, which approximately matches with the input calibration constant of Monte Carlo $5 \times 10^{-3}$ ADC/e. In data the calibration constant derived is $(4.113 \pm 0.011) \times 10^{-3}$ ADC/e. In addition, comparison between kinetic energies calculated using calorimetry after the $dE/dx$ calibration and kinetic energies calculated using track range, agree within 3% in data and 2% in Monte Carlo. The bias in data is consistent with the discrepancy in the $dE/dx$ measurement at low kinetic energy mentioned above.

- Figure 6.15 shows the calibrated $dE/dx$ profiles for stopping muons and protons which agree with the expectation. This is crucial for the successful particle identification using calorimetric information.
Chapter 7

Neutrino Induced Kaons

In this chapter, we discuss about the strong interaction, the importance of neutrino induced kaon production, some beyond standard model physics (proton decay searches), different neutrino induced kaon production mechanisms, and current measurements of strange particle production. The most of the information mentioned in this chapter is based on the material listed in the References [22] [23] [43].

7.1 Strong Nuclear Force

It has already been mentioned in the Chapter 1 that kaons are produced as eigen states of the strong interaction Hamiltonian. The strong interaction is explained by the theory known as Quantum Chromo Dynamics (QCD), which is analogous to the theory of Quantum Electron Dynamics (QED), which explains the behavior of electromagnetic interaction. There are fundamental similarities and also some differences between two theories. As photon is the force carrier in the electromagnetic interaction the counterpart force carrier in the strong interaction is the Gluon. In total there exists eight gluons in QCD corresponding to the eight generators of the SU(3) local gauge symmetry. As the electromagnetic interaction is characterized by positive and negative charges, the strong interaction has its own version of charge known as the Color Charge. In QCD there exists three distinct color charges known
as \( r \) (Red), \( g \) (Green), and \( b \) (Blue). The gluons only interact with the objects, which have color charge. So as none of the fermions in the lepton family carry color charge, the strong interaction is only felt by the quarks, which carry non-zero color charges. Furthermore, it should be mentioned here that the coupling strength of the strong interaction is entirely independent of the color charge of the objects involved. The strong current in the QCD vertex can be parameterized in the following form.

\[
j_q^\mu = \bar{u}(p_3)c_j^\dagger\{-\frac{1}{2}ig_s\lambda^a\gamma^\mu\}c_iu(p_1)
\]  

(7.1)

\( \gamma \) - Gamma matrices, \( u \) and \( \bar{u} \) - Spinors, \( p_3 \) and \( p_1 \) - Four Momentum, \( g_s \) - Strong coupling constant, \( c_i \) and \( c_j \) - Color wave functions of quarks, \( \lambda^a \) - Three component color wave function.

As one of the underlying principles of the QCD is to conserve color charge in the interaction vertex, the mediating gluons should also carry color charge. This is one of the most striking differences between QCD and QED, which keeps two theories apart as the force carrier photons in QED are always neutral. Moreover, the mediating gluons in the strong interaction not only carry just color charge, but they carry combinations of both color and anti color charges (anti color charges are \( \bar{r} \) (Anti Red), \( \bar{g} \) (Anti Green), and \( \bar{b} \) (Anti Blue)). The color combinations of eight distinct gluons in the strong interaction are \( r\bar{g}, g\bar{r}, r\bar{b}, b\bar{r}, g\bar{b}, b\bar{g}, \frac{1}{\sqrt{2}}(r\bar{r} - g\bar{g}) \) and \( \frac{1}{\sqrt{6}}(r\bar{r} + g\bar{g} - 2b\bar{b}) \). One of the consequences of gluons themselves carrying color charges is that it allows for gluon-gluon interactions in the QCD, and this gluon-gluon self interaction ultimately leads to one of the nature’s most fundamental phenomenon, known as Color Confinement (page 248-252[23]) or also known as Quark Confinement.

The color confinement simply tells that individual quarks cannot be isolated in nature. So far all the quarks observed in nature are found in the form of hadrons, which are combinations of quarks forming a colorless bound state. The color confinement can be interpreted in terms of gluon-gluon interactions as follows. If we try to separate a pair of two quarks, which stay in some bound state, the gluons exchanged between two quarks try to keep them attracted to each other. Moreover, there are interactions between gluons as well. The more the separation
between quarks, the more the gluon-gulon interactions forcing the field lines emanating from two quarks to be squeezed to a tube like shape. At macroscopic distances the potential between these two quarks takes following functional form,

\[ V(r) \sim \kappa r \quad (7.2) \]

\( r \) - Separation between quarks and \( \kappa \sim 1 \text{ GeV/fm} \).

indicating that the more the separation is, the higher the energy stored in the strong field. So this means that it would take infinite amount of energy to separate out the two quarks. Thus, all the quarks found in nature manifests in the form of baryons (three quark combination) or mesons (two quark combinations), which form colorless objects. Moreover, this color confinement is also valid for gluons as well. Thus, no one will ever find a gluon in isolation in the nature. One of the direct consequence of this color confinement is the Hadronization, which basically refers to the formation of particle jets as a result of high energy particle collisions. When very high energy quarks are produced as a result of particle collisions as explained earlier, due to the action of gluons, there is lots of energy stored in the strong field produced in between these quarks. As these quarks are produced with lots of energy, the more they try to separate from each other, the more energy is stored in the strong field in between them. So there comes a moment that at a certain separation of the quarks, the energy of the strong field is enough to produce more quark anti quark pairs. These newly produced quark pairs also give birth to more quark and anti quark pairs as they try to separate from each other due to their high energy. This process cascades until the quarks do not have sufficient energy to produce more particles. In the final step all these quarks and anti quarks flock together to produce color neutral objects in the form of particle jets.

In the discussion of the strong force, one more important topic is the Running of the \( \alpha_S \) (Coupling Constant) (page 253-254\[23\]). This basically refers to the changing of the strength of the coupling constant with respect to the energy regime concerned. At the lower energy regime of \( \sim 1 \text{ GeV} \), the strength of the \( \alpha_S \) is of \( O(1) \) whereas the in the higher
energy regime of energy $> 100$ GeV, the strength is $\sim 0.1$. At the lower energy regime where $\alpha_S$ is comparatively larger, perturbation theory is not applicable and has to deploy novel computational techniques such as Lattice QCD$^{[112]}$ to calculate low energy processes like bound hadronic states and hadronization. But to calculate the high energy processes such as high energy particle collisions at LHC, again we can go with the traditional perturbation theory, as the strength of the coupling constant is smaller. This particular nature of the QCD is famously known as the Asymptotic Freedom.

7.2 Neutrino Induced Kaons

There are several motivations behind the measurement of neutrino induced strange particle production. Among those,

- Helps to better model the background introduced by atmospheric neutrinos to the nucleon decay experiments.
- Allows for better estimation of neutrino oscillation parameters.
- Allows to have a better insight into the strange quark content of the nucleus in the few GeV energy regime and hence helps to better understand the behavior of weak current in the hadronic sector.
- Allows to better determine the weak form factors and axial form factors hence improve the current knowledge about V-A and Cabbibo theories for the weak interaction.

are of the most importance. As the current measurements for this particular channel are so sparse while most of the already existing measurement are coming from statistically limited bubble chamber data on very light nuclear targets like hydrogen and deuterium, any new information on complicated nuclear targets like argon would shed new lights into neutrino-nucleus interactions. In the context of neutrino induced kaon production, a discussion about neutrino-nucleus interactions is of very high importance. The neutrino-nucleus interactions
can separately be studied in the energy regions depending on the initial energy of the neutrinos. Primarily there exists three main energy regimes where neutrinos interact with the target nuclei with different characteristics.

- Low energy regime ($E_\nu \sim 1$ MeV - 100 MeV).
- Intermediate energy regime ($E_\nu \sim 0.1$ GeV - 20 GeV).
- High energy regime ($E_\nu \sim 20$ GeV - 500 GeV).

In the low energy regime, the neutrino interacts with the target nucleus coherently as the neutrino does not have enough energy to probe into the inner structure of the nucleus. This particular interaction shares mostly the same features of electron scattering interaction and has been already extensively studied. Some common examples for low energy neutrino interactions are inverse beta decay, neutron beta decay, and neutrino scattering on lighter nuclear targets such as hydrogen and deuterium.

When shifting to the intermediate energy regime, the neutrino acquires enough energy to interact with individual nucleons or constituent quarks of the nuclear target. The neutrino-nucleus interactions in the intermediate energy regime fall into three main categories namely,

- Elastic or quasi elastic scattering.
- Resonance.
- Deep inelastic scattering.

The Figure 7.1 shows the cross sections for different processes as a function of energy for the charged current interaction of neutrinos and anti neutrinos separately. As it is apparent in this figure when the neutrino energy is below $\sim 2$ GeV, the neutrino interactions are dominated by the quasi elastic process, where the target neutron is transformed to a proton in the neutrino mode and target proton is transformed into a neutron in the anti neutrino mode (see Figure 7.2). In the neutral current mode the quasi elastic process becomes completely elastic as nothing is changed in the interaction except the exchange of kinetic energy. In the
early days, the QE interactions was heavily studied to determine the *Axial mass* \( (M_A) \) while early formulation of the quasi elastic interaction was pioneered by Llewellyn-Smith\cite{113} in 1972. The quasi elastic interaction plays a vital role in the modern day neutrino physics as most of the neutrino experiments are operating at \( \sim 2 \) GeV energy regime and hence their data set is vastly comprised of this particular interaction.

Figure 7.1: (Left) Neutrino cross sections per nucleon for different processes in the charged current interaction\cite{114}. (Right) Anti neutrino cross sections per nucleon for different processes in the charge current interaction\cite{114}.

![Feynman diagram of QE interaction in the neutino mode](image)

Figure 7.2: The Feynman diagram of QE interaction in the neutino mode\cite{115}. Here the target neutron is transformed into a proton.

When the neutrinos have enough energy, sometimes they can interact with nucleons
themselves and excite them to unstable baryonic states, which ultimately decays to some nucleons and mesonic states. This particular production channel is referred to as the Resonance. Most of the time the intermediate baryonic resonant state is $\Delta(1232)$, which is a baryon made up of up and down quarks. In the resonance production, most of the time, the baryon decays to some nucleon and a single pion, although the other modes are possible with a little branching fraction. There exists a total of seven single pion production channels both in charged current and neutral current interaction in the resonance production as mentioned in the Table 7.1 (see Figure 7.3).

$$
\begin{align*}
\text{Charged Current Mode} & & \text{Neutral Current Mode} \\
\nu_\mu + p & \rightarrow \mu^- + p + \pi^+ & \nu_\mu + p & \rightarrow \nu_\mu + p + \pi^0 \\
\nu_\mu + n & \rightarrow \mu^- + p + \pi^0 & \nu_\mu + p & \rightarrow \nu_\mu + n + \pi^+ \\
\nu_\mu + n & \rightarrow \mu^- + n + \pi^+ & \nu_\mu + n & \rightarrow \nu_\mu + n + \pi^0 \\
\nu_\mu + n & \rightarrow \nu_\mu + n + \pi^- \\
\end{align*}
$$

Table 7.1: Different single pion production channels in the resonance production for neutral current interaction and charged current interaction\cite{43}. All these production channels are also valid for anti neutrino mode as well.

To describe these processes, the most commonly used model is the Rein and Sehgal model\cite{116}\cite{117}, which describes the behavior of both charged current and neutral current resonance productions accounting for the interferences between nearby resonances. The importance of any detailed study of these pion production channels is that on one hand, they introduced a significant background for any $\nu_\mu \rightarrow \nu_e$ oscillation search while at the same time impacting neutrino energy determination. In the early days, the pion production was studied on lighter nuclear targets to do the axial mass measurements described in the QE interaction. In the discussion of resonance pion production, one of the most important topic is the Final State Interactions (FSI). The final state interactions basically describes, the possible interactions, a particle can undergo before it is emitted from the nucleus. For instance an original pion produced by resonance can undergo re-scattering, absorption or charge exchange inside the nucleus before it emerges out (see Figure 7.4). So what we observe may not be what has really happened in the original interaction. Therefore accounting for
these final state interactions is of utmost importance.

Figure 7.3: A Feynman diagram of single pion production by resonance in the charged current mode\textsuperscript{[118]}. The mother neutrino struck a proton and the proton is fluctuated into a $\Delta$ baryon, which ultimately decays giving birth to a single pion and a nucleon.

Figure 7.4: Possible final state interactions for pion produced in a neutrino interaction\textsuperscript{[119]}. In the FSI pion can scatter, charge exchange, be absorbed or produce more pions.

The other important possible production modes in the resonance are multi pion pro-
duction, single photon production and, strange particle production. The current existing measurements for multi pion production is so limited as reconstructing these events are so challenging. Chances of intermediate baryon decaying into a single photon is roughly $\sim 1\%$ where the production of strange particles are suppressed due to the higher masses of them and lack of any baryonic resonances.

Another possible pion production mechanism in this intermediate energy regime, other than the resonance, is *Coherent pion production*. Here due to the low momentum transferred by the neutrino, the target nucleus remain intact even after the interaction. The possible coherent single pion production modes in the charged current and the neutral current interactions are listed in the Table 7.2.

<table>
<thead>
<tr>
<th>Charged Current Mode</th>
<th>Neutral Current Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_\mu + A \rightarrow \mu^- + A + \pi^+$</td>
<td>$\nu_\mu + A \rightarrow \nu_\mu + A + \pi^0$</td>
</tr>
</tbody>
</table>

Table 7.2: Coherent single pion production modes in the charged current and the neutral current interactions$^{[43]}$. Here $A$ stands for the target nucleus. All these production modes are valid for anti neutrino mode as well.

The coherent pion production is not only restricted to the intermediate energy regime, but spreads across a broad energy range. Still, there is no proper model, which describes this particular production mode at all energies.

When we move to the high energy regime, due to the very high momentum transferred, the neutrino gets a chance to probe into the inner structure of the nucleons. These kinds of neutrino interactions with the constituent quarks of the nucleons are referred to as the *Deep Inelastic Scattering (DIS)*. The basic dynamics behind the deep inelastic scattering process is that, when a neutrino hits a quark in a nucleon, due to hadronization, a bunch of hadrons is produced in the final state. The deep inelastic scattering plays a major role in the particle physics in the sense that, it was helpful in understanding the nuclear structure, validating the standard model itself, determining electroweak parameters, measuring different coupling constants, and measuring cross sections for different particle productions. It should also be mentioned that both pion production and strange particle production is not only limited to
the resonance but also can happen through DIS in the intermediate energies.

Moving to the discussion of neutrino induced kaons, strange particles can be produced by both resonance and DIS mechanisms as already mentioned. Most of the time heavier resonances and strange resonances can produce multi pion systems and strange particles. For instance the lightest strange resonance Λ(1405) decay produces a single pion and a Σ particle while much heavier strange resonances mostly decays to a nucleon and a $K^-$ or $\bar{K}^0$. The production of $K^+$s are somewhat suppressed compared to the production of $K^-$s via resonance due the fact that $K^+$ is made up of an anti strange quark. In the DIS production, when a neutrino knocks off a quark in a nucleon, due to the hadronization, pairs of strange-anti strange quarks are popped up from gluons. The strange quarks, thus produced, get combined with up or down quarks and produce $K^+$ s and $K^-$ s while the remaining make up the hyperons (see Figure 7.5).

![Feynman diagrams of neutrino induced kaon production](image)

**Figure 7.5:** Feynman diagrams of neutrino induced kaon production\textsuperscript{[22]}. (Left) Neutrino induced kaon production through resonance. The heavy intermediate $\Delta$ resonance decay to kaon and a hyperon. (Right) Neutrino induced kaon production through DIS. The knocked off up quark combines with an anti strange quark to produce the $K^+$ while remaining up, down, and strange quarks form the hyperon.

Looking into the number of strange particles produced after the neutrino interaction, the kaon production mechanisms could be grouped into two categories namely, *Associated kaon production* and *Single kaon production*. In the associated kaon production, the kaon is always accompanied by another strange particle (another kaon or hyperon). As the strange quark
and the anti strange quark are shared in between the kaon and the hyperon, the associated kaon production is a $\Delta S = 0$ process where the threshold energy of this particular kaon production mode is 1.1 GeV. The Table 7.3 lists the possible associated kaon production channels in the charged current interaction and the neutral current interaction.

<table>
<thead>
<tr>
<th>Charged Current Mode</th>
<th>Neutral Current Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_\mu + n \rightarrow \mu^- + K^+ + \Lambda^0$</td>
<td>$\nu_\mu + p \rightarrow \nu_\mu + K^0 + \Sigma^0$</td>
</tr>
<tr>
<td>$\nu_\mu + p \rightarrow \mu^- + K^+ + \Sigma^+$</td>
<td>$\nu_\mu + n \rightarrow \nu_\mu + K^+ + \Sigma^-$</td>
</tr>
<tr>
<td>$\nu_\mu + n \rightarrow \mu^- + K^0 + \Sigma^+$</td>
<td>$\nu_\mu + n \rightarrow \nu_\mu + K^- + \Sigma^+$</td>
</tr>
</tbody>
</table>

Table 7.3: Possible associated kaon production channels in both charged current interaction and neutral current interaction.$^{[43]}$

In contrast to the associated kaon production, in the single kaon production, only a single kaon is produced after the neutrino interaction. Because of this, in the single kaon production, strangeness is no longer a conserved quantity having $\Delta S = 1$. At lower energies, single kaon production is dominated over associated kaon production as the threshold energy for this process is $\sim 0.8$ GeV (see Figure 7.6). But it should be noted that the single kaon production is a highly Cabbibo suppressed process. Table 7.4 lists all possible single kaon production channels while Figure 7.8 shows all its Feynman diagrams.

<table>
<thead>
<tr>
<th>Charged Current Mode</th>
<th>Neutral Current Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_\mu + p \rightarrow \mu^- + K^+ + p$</td>
<td>$\nu_\mu + p \rightarrow \nu_\mu + K^0 + \Sigma^0$</td>
</tr>
<tr>
<td>$\nu_\mu + n \rightarrow \mu^- + K^0 + p$</td>
<td>$\nu_\mu + n \rightarrow \nu_\mu + K^+ + \Sigma^-$</td>
</tr>
<tr>
<td>$\nu_\mu + n \rightarrow \mu^- + K^+ + n$</td>
<td>$\nu_\mu + n \rightarrow \nu_\mu + K^- + \Sigma^+$</td>
</tr>
</tbody>
</table>

Table 7.4: Possible single kaon production channels in the charged current interaction.$^{[43]}$. There are no neutral current production channels for this particular process.

There is a possibility that a single kaon being produced as a result of neutrino coherently interacting with the target nucleus. The coherent kaon production rate is very negligible compared to that of coherent pion production due to Cabbibo suppression and higher kaon mass. Here due to the low momentum transfer by the neutrino, the target nucleus remains
Figure 7.6: Energy distributions of neutrinos for different kaon production mechanisms using GENIE simulations in the MicroBooNE. For the associated kaon production the energy threshold is 1.1 GeV while for single kaon production 0.8 GeV. Here the two distributions are POT normalized to $6.6 \times 10^{20}$. 2/3 of the kaon events observed in the MicroBooNE simulations are from associated kaon production.

When it comes to the final state interactions of kaons, one possibility is that the kaon being absorbed. But this absorption is only limited to $K^-$ where once absorbed the nucleus is transformed to a hyperon ($\Lambda$ or $\Sigma$). The only possible final state interaction, a $K^+$ can undergo is the charge exchange where an original $K^+$ produced once inside the nucleus can emerge in the form of a neutral kaon. In addition, some models like Giessen Boltzman-Uehling-Uhlenbeck (GIBBU)\textsuperscript{[122]} discusses the possibility of rare final state processes like charge pion re-interacting with nucleons and producing strange particles ($\pi^+ + n \rightarrow K^+ + \Lambda$).

7.3 Proton Decay

In the discussion of neutrino induced kaon production, a topic that cannot be skipped is the Proton decay. One of the most fundamental laws of particle physics is the Conservation
Figure 7.7: Feynman diagrams of for the generic channel $\nu_l + N \rightarrow l^- + N + K$ representing interactions listed in the Table 7.4 in the single kaon production$^{[120]}$. (Top Left) Contact term - The largest contributor for the single kaon production. (Top Right) Kaon pole term - Here $W$ fluctuates to the kaon, which is brought on shell later by the interaction with some nucleon. The contribution to the total cross section from this process is minimal. (Bottom Left) this $U$ channel process happens via an intermediate state involving $\Lambda$ or $\Sigma$ hyperons. No contribution from $S$ channel due to the scarcity of hyperons having anti strange quarks in its procession. (Bottom Right) Meson in flight term - Kaon is produced by exchanging a pion or eta in the process.

Figure 7.8: Feynman diagram for the charged current coherent kaon production ($\nu_\mu + A \rightarrow \mu^- + K^+ + A$)$^{[121]}$. Here $A$ stands for target nucleus.

of baryon and leptons numbers in any of the particle interactions. So as proton being the lightest of all baryons, there is no chance for any proton to decay into any lighter decay products obeying the most sacred rules of particle physics. The same statement is true for the electron as well in the leptonic sector. But there is a little twist to this argument as
follows. We know that the neutron is similar to the proton in all possible aspects (the quark contents and masses are almost same). But still an isolated neutron cannot long last and within a few minutes, it decays to a proton by emitting a beta particle and a neutrino. Couldn’t a proton also decay in the same manner? So far from the clues, we have found in nature, suggest that proton is a highly stable particle. For instance the matter in most of the galaxies exists in the form of hydrogen plasma, which consists of a soup of isolated protons and unattached electrons. If the protons are unstable, as neutrons then definitely these plasmas should vanish where this is not the case in reality. Then what about the possibility that protons actually do decay, but they do have a very high lifetime. With this particular argument, we have the chance to build up a coherent theory which explores the possibility of proton decay and at the same time explaining what we observe in nature. The Grand Unified Theories (GUT)\textsuperscript{[123]}, which were formulated to unify electromagnetic, strong nuclear, and weak nuclear forces, suggested that in fact the proton has a finite lifetime. So the easiest way to validate any GUT model is to find evidences for proton decay, which would finally realize the physicist’s dream of unifying everything. The earlier limits set on proton lifetime by old GUT models were ultimately ruled out by ongoing proton decay searches. But the new theories, which are basically hybrids of grand unification ideas and Supersymmetry theory, are pushing the limit on proton lifetime keeping the hope still alive for experiments to observe rare proton decay events. An example for such a theory, which shows lots of promise in the current era, is the $SO(10)$\textsuperscript{[124]}. This theory incorporates the ideas such as non-zero neutrino masses ... etc in its building blocks.

7.4 Proton Decay Searches

One of the most famous decay channels of proton in a number of GUT models is the $p \rightarrow e^+ + \pi^0$. This particular decay channel got the highest branching ratio in most of the models where a bound or free proton decays to a neutral pion and a positron. Once the proton decays, the energy of the proton manifests in the detector in the form of a positron induced shower and two back-to-back photons coming from $\pi^0$ decay. But, due to final
state interactions, the $\pi^0$ produced could sometimes be absorbed or charge-exchanged inside the nucleus. This particular decay topology is specially suited for proton decay searches in any water cherenkov detector like SuperK, as the topology is easy to be reconstructed (see Figures 7.9 and 7.10).

![Feynman diagram](image)

Figure 7.9: The Feynman diagram of $p \rightarrow e^+ + \pi^0$ in a non SUSSY GUT model. Here an $X$ boson is exchanged in the proton decay\cite{125}.

The proton decay channel of importance having the highest branching ratio in most of the SUSSY GUT hybrid models is the proton decaying into a kaon and a neutrino (see Figure 7.11 for $p \rightarrow K^+ + \nu$). This particular decay mode is ideal for proton decay experiments using LArTPC technology like the proposed DUNE experiment as most of the time the kaon does not exceed the cherenkov threshold to be registered in a water cherenkov detector. Figure 7.12 shows the variation of measured proton lifetime by SuperK against time in this particular decay mode. The kaon coming from proton decay could either decay into a muon and a neutrino ($K^+ \rightarrow \mu^+ + \mu_\nu$) with 63% branching ratio or charged pion and a neutral pion ($K^+ \rightarrow \pi^+ + \pi^0$) with a branching ratio of 20%. If the detector has very high resolution, even the michel electrons and muons coming from secondary particle decays could also be identified. Furthermore, as all these kaon decays are two body decays, the pions and muons coming from kaon decays (at rest) do have well-defined momenta and hence could easily be isolated from other topologies. The most common background for this proton decay channel would be...
Figure 7.10: The limits set for proton lifetime by SuperK in the decay channel $p \rightarrow e^{+} + \pi^{0}$ as a function of time\textsuperscript{[126]}. The red curves show the expected proton lifetime limits for the proposed 300 KT water cherenkov detector, which would start 2019. This new detector will be commissioned by three phases, 100 KT each year. The limits here shown are at 90% confidence level.

decay channel is an atmospheric neutrino producing a kaon by interacting with the detector medium. The other proton decay channels of interest, include, $p \rightarrow \mu^{+} + \pi^{0}$, $p \rightarrow e^{+} + \eta$ ... etc. Table 7.5 shows the upper limits set by SuperK experiment on different proton decay channels and Figure 7.13 shows the predicted proton lifetime by different models and constraints by different experiments.

7.5 Strange Particle Production (Early Measurements)

The work published in the Reference\textsuperscript{[134]} discusses the production of $K^{0}$, $\Lambda$ and $\bar{\Lambda}$ in the Big European Bubble Chamber (BEBC)\textsuperscript{[135]} at CERN. The detector medium consists of 1.1 tons
Figure 7.11: The Feynman diagram of $p \to K^+ + \nu$ with the participation of supersymmetric particles in SUSSY GUT models\cite{127}. The neutrino produced could either be a $\nu_\tau$ or $\nu_\mu$.

<table>
<thead>
<tr>
<th>Decay Mode</th>
<th>Lifetime ($\tau/B$) with 90% C.L</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p \to e^+ + \pi^0$</td>
<td>$1.7 \times 10^{34}$ yrs.</td>
<td>[128]</td>
</tr>
<tr>
<td>$p \to \mu^+ + \pi^0$</td>
<td>$7.8 \times 10^{33}$ yrs.</td>
<td>[129]</td>
</tr>
<tr>
<td>$p \to \nu + K^+$</td>
<td>$6.6 \times 10^{33}$ yrs.</td>
<td>[130]</td>
</tr>
<tr>
<td>$p \to \mu^+ + K^0$</td>
<td>$6.6 \times 10^{33}$ yrs.</td>
<td>[130]</td>
</tr>
<tr>
<td>$p \to e^+ + \eta$</td>
<td>$4.2 \times 10^{33}$ yrs.</td>
<td>[130]</td>
</tr>
<tr>
<td>$p \to \mu^+ + \eta$</td>
<td>$1.3 \times 10^{33}$ yrs.</td>
<td>[130]</td>
</tr>
<tr>
<td>$p \to e^+ + \rho^0$</td>
<td>$7.1 \times 10^{32}$ yrs.</td>
<td>[130]</td>
</tr>
<tr>
<td>$p \to \mu^+ + \rho^0$</td>
<td>$1.6 \times 10^{32}$ yrs.</td>
<td>[130]</td>
</tr>
<tr>
<td>$p \to e^+ + \omega^0$</td>
<td>$3.2 \times 10^{32}$ yrs.</td>
<td>[130]</td>
</tr>
<tr>
<td>$p \to \mu^+ + \omega^0$</td>
<td>$7.8 \times 10^{32}$ yrs.</td>
<td>[130]</td>
</tr>
<tr>
<td>$p \to \nu + \pi^+$</td>
<td>$3.9 \times 10^{32}$ yrs.</td>
<td>[131]</td>
</tr>
<tr>
<td>$p \to e^+ + \nu + \nu$</td>
<td>$1.7 \times 10^{32}$ yrs.</td>
<td>[132]</td>
</tr>
<tr>
<td>$p \to \mu^+ + \nu + \nu$</td>
<td>$2.2 \times 10^{32}$ yrs.</td>
<td>[132]</td>
</tr>
</tbody>
</table>

Table 7.5: Proton lifetime (lifetime is scaled over branching ration B) measured on different decay channels by SuperK experiment\cite{133}.
of liquid hydrogen and they made use of CERN’s SPS wide band neutrino beam to extract both neutrinos and anti neutrinos where the neutrinos are produced by hitting 400 GeV high energy protons on a beryllium target. This analysis is only restricted to the neutral strange particle production in the charged current mode. Final result reveals as listed in the Table 7.6,

The Reference\textsuperscript{[136]} reports about the inclusive neutral strange particle production rates ($K^0$, $\Lambda$ and $\bar{\Lambda}$) in the interaction types $\bar{\nu} - p$, $\bar{\nu} - n$, $\nu - p$, and $\nu - n$ at BEBC, CERN. The detector medium comprises deuterium where the neutrinos are extracted from the same beam structure explained earlier. Table 7.7 lists the final results.

The work published in the Reference\textsuperscript{[137]} discusses about the $K^0$ meson production and
Figure 7.13: Constraints on proton lifetime by different experiments on different decay modes and predictions on proton lifetime by different GUT and SUSSY GUT models\cite{126}.

<table>
<thead>
<tr>
<th>Particle Type</th>
<th>No. of events in the neutrino mode</th>
<th>No. of events in the anti neutrino mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^0$</td>
<td>831</td>
<td>401</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>491</td>
<td>344</td>
</tr>
<tr>
<td>$\bar{\Lambda}$</td>
<td>27</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 7.6: Number of events observed for different neutral strange particle species in the neutrino and anti neutrino modes. Here strange particles are produced in both associated and single particle production modes.

<table>
<thead>
<tr>
<th>Particle Type</th>
<th>Production Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^0$</td>
<td>21</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>7</td>
</tr>
<tr>
<td>$\bar{\Lambda}$</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 7.7: Inclusive production rates observed for different neutral strange particle species in the interactions $\bar{\nu} - p$, $\bar{\nu} - n$, $\nu - p$, and $\nu - n$. 
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A hyperon production on a neon target. Here the data is collected in the BEBC at CERN where neutrinos and anti neutrinos are coming from parent protons having an energy of $\sim 400$ GeV. The analysis is focusing only on charged current interaction. The cross section ratios for different channels are,

$$
\sigma(SP) = \frac{\nu N \rightarrow \mu^- + SP}{\nu N \rightarrow \mu^- + X} = (35.0 \pm 5.8)\% 
$$

$$
\bar{\sigma}(SP) = \frac{\bar{\nu} N \rightarrow \mu^+ + SP}{\bar{\nu} N \rightarrow \mu^+ + X} = (23 \pm 12)\% 
$$

$$
\sigma(SP) = (30.4 \pm 6.6)\%, (E_{\nu} < 100 GeV) 
$$

$$
\sigma(SP) = (41.0 \pm 9.0)\%, (E_{\nu} > 100 GeV) 
$$

Where,

$$
\sigma(SP) = 2[\sigma(\Lambda) + \sigma(K^0)] - 4[\sigma(K^0 \Lambda) + \sigma(K^0 \bar{K}^0)] 
$$

The publication cited in the Reference \[138\] explains about neutral strange particle production in the anti neutrino-neon interaction. The data is again collected in the BEBC at CERN. This analysis only focuses on the charged current interaction and reveals the following production rates on individual strange particles (see Table 7.8).

The Reference \[139\] describes the strange neutral particle production due to neutrino-neon
<table>
<thead>
<tr>
<th>Particle Type</th>
<th>Production Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^0$</td>
<td>15.7±0.8</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>8.2±0.5</td>
</tr>
<tr>
<td>$\bar{\Lambda}$</td>
<td>0.4±0.2</td>
</tr>
<tr>
<td>$\sigma^0$</td>
<td>0.6±0.3</td>
</tr>
</tbody>
</table>

Table 7.8: Different production rates for neutral strange particles, coming from anti neutrino-neon interactions in the charged current mode.

interactions in the charged current mode in the 15 ft bubble chamber at Fermilab$^{[140]}$. The neutrino energy spectrum peaks at $\sim$23 GeV while the detector medium comprises heavy neon-hydrogen mixture. Table 7.9 shows their final results.

<table>
<thead>
<tr>
<th>Particle Type</th>
<th>No. of particles</th>
<th>Production Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^0$</td>
<td>2279</td>
<td>0.168±0.012</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>1843</td>
<td>0.065±0.005</td>
</tr>
<tr>
<td>$\bar{\Lambda}$</td>
<td>93</td>
<td>$(4.6\pm0.8)\times10^{-3}$</td>
</tr>
<tr>
<td>$\Sigma^0$</td>
<td>94</td>
<td>0.011±0.003</td>
</tr>
<tr>
<td>$\Xi^-$</td>
<td>4</td>
<td>$(5.8\pm3.6)\times10^{-4}$</td>
</tr>
</tbody>
</table>

Table 7.9: Different production rates and number of events observed for strange particles coming from neutrino-neon interactions in the charged current mode at Fermilab bubble chamber.

The Reference$^{[141]}$ reports about neutral strange particle production in the Fermilab bubble chamber at the average neutrino energy of $\sim$150 GeV. The analysis focuses on neutrino and anti neutrino interactions on a $H_2 - Ne$ mixture in the charged current mode. Experiment reports following production rates (see Table 7.10).

The work published in the Reference$^{[142]}$ reports the production of charged and neutral strange particles at the ANL (Argonne National Lab) 12-ft bubble chamber$^{[143]}$ in both neutral current and charged current interactions. The energy spectrum of the neutrinos used here peaked less than 1 GeV. Here they study neutrino interactions on both deuterium and hydrogen. See Table 7.11. Figure 7.14 shows buble chamber image of the reaction $\nu + n \rightarrow \nu + \Lambda + K^0$. 
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<table>
<thead>
<tr>
<th>Particle Type</th>
<th>Production Rate in the $\nu$ mode (%)</th>
<th>Production Rate in the $\bar{\nu}$ mode (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^0$</td>
<td>40.8±4.8</td>
<td>45.4±7.8</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>12.7±1.4</td>
<td>11.8±1.9</td>
</tr>
<tr>
<td>$\bar{\Lambda}$</td>
<td>1.5±0.5</td>
<td>1.0±0.7</td>
</tr>
<tr>
<td>$\Sigma^0$</td>
<td>1.8±1.1</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 7.10: Different production rates for different individual strange particles at neutrino energies of 150 GeV on a $H_2-Ne$ target at Fermilab bubble chamber. Rates are only for charged current interaction.

<table>
<thead>
<tr>
<th>Interaction Type</th>
<th>No. of events</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_\mu + d \rightarrow \nu_\mu + \Lambda + K^0_S$</td>
<td>1</td>
</tr>
<tr>
<td>$\nu_\mu + d \rightarrow \mu^- + \Lambda + K^+$</td>
<td>2</td>
</tr>
<tr>
<td>$\nu_\mu + d \rightarrow \mu^- + \pi^+ + \Lambda + K^0_L$</td>
<td>1</td>
</tr>
<tr>
<td>$\nu_\mu + p \rightarrow \mu^- + p + K^+ + K^0_S + \pi^0$</td>
<td>1</td>
</tr>
<tr>
<td>$\nu_\mu + d \rightarrow \mu^- + p + K^0_S$</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.11: Number of events observed for different production channels listed in both charged current and neutral current interactions in the ANL bubble chamber. Here the neutrino interactions are studied on deuterium and hydrogen targets.

Moreover, the cross sections compared to pion production are,

$$\frac{\sigma(\nu + n \rightarrow \mu^- + \Lambda + K^+)}{\sigma(\nu + N \rightarrow \mu^- + N + m\pi)} = 0.04 \pm 0.03$$

$$\frac{\sigma(\nu + N \rightarrow \mu^- + p + K)}{\sigma(\nu + N \rightarrow \mu^- + N + m\pi)} = 0.03 \pm 0.03$$

and the neutral current to charge current cross section ratio is,

$$\frac{\sigma(\nu \Lambda K^0)}{\sigma(\mu^- \Lambda K^+)} = 1.5 \pm 1.5$$
The Reference\cite{1} discusses the K meson production from the interaction of \( \nu_\mu \)-deuterium at ANL bubble chamber with the special purpose of evaluating background for nucleon decay experiments. The results reveal,

\[
\frac{\sigma_{K^0CC}}{\sigma_{SCC}} = 0.18 \pm 0.12
\]

\[
\frac{\sigma_{K^+CC}}{\sigma_{SCC}} = 0.82 \pm 0.12
\]

Here \( \sigma_{SCC} \) stands for the cross section if there is a \( K^+ \) or \( K^0 \) in the charged current interaction.

\[
\frac{\sigma_{SCC}(\Delta S = 0)}{\sigma_{SCC}(\Delta S = 0) + \sigma_{SCC}(\Delta S = 1)} = 0.74 \pm 0.27
\]
\[
\frac{\sigma_{SNC}(\Delta S = 0)}{\sigma_{SCC}(\Delta S = 0) + \sigma_{SCC}(\Delta S = 1)} = 0.25 \pm 0.17
\]

In this analysis the neutrino energy hovers in the region of \( 1 \text{ GeV} < E_\nu < 5 \text{ GeV} \). The final estimate is \( 6 \pm 2 \) neutrino interactions producing strange particles in the final state inside one kiloton detector in an exposure time of one year.

The work published in the Reference\textsuperscript{[145]} describes the strange particle production at 7-ft bubble chamber\textsuperscript{[146]} at BNL (Brookhaven National Lab). Neutrino interactions are studied both on hydrogen and deuterium in the charged current and neutral current modes. They report an observation of 37 charged current and 9 neutral current events where strange particles are produced in the final state. The cross section results are,

\[
\frac{\nu + d \rightarrow \mu^- + V^0 + \ldots}{\nu + d \rightarrow \mu^- + \ldots} = (4.2 \pm 1.0)\%, \quad E_\nu > 1.5\text{GeV}
\]

\[
\frac{\nu + d \rightarrow \mu^- + K^0 + \ldots}{\nu + d \rightarrow \mu^- + \ldots} = (2.4 \pm 0.9)\%, \quad E_\nu > 1.5\text{GeV}
\]

The ratio between neutral current versus charged current reactions is,

\[
\frac{\nu + d \rightarrow \nu + V^0 + \ldots}{\nu + d \rightarrow \mu^- + V^0 + \ldots} = 0.22 \pm 0.14
\]

\[
\frac{\sigma(\nu + K^+ + \Lambda)}{\sigma(\mu^- + K^+ + \Lambda + X^0)} = 0.18 \pm 0.13
\]
\[
\frac{\sigma(\nu + K^0 + \Lambda)}{\sigma(\mu^- + K^+ + \Lambda) + \sigma(\mu^- + K^+ + \Lambda + X^0)} < 0.20
\]

Here \(X^0\) stands for undetected neutrals.

The work cited in the Reference\[147\] explains the cross section for the reaction \(\nu + n \rightarrow \mu^- + \Lambda + K^+\) for different neutrino energies at Fermilab bubble chamber. They observed a total of 21 events from this particular reaction and cross sections at different energies are listed in the Table 7.12.

<table>
<thead>
<tr>
<th>Neutrino Energy Range</th>
<th>Cross Section ((\times 10^{-40} cm^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 GeV &lt; (E_\nu) &lt; 20 GeV</td>
<td>4.7 ±1.8±1.0</td>
</tr>
<tr>
<td>20 GeV &lt; (E_\nu) &lt; 30 GeV</td>
<td>6.5 ±3.0±1.3</td>
</tr>
<tr>
<td>30 GeV &lt; (E_\nu) &lt; 200 GeV</td>
<td>5.8 ±3.0±1.2</td>
</tr>
<tr>
<td>(E_\nu) &gt; 10 GeV</td>
<td>5.5 ±1.3±1.1</td>
</tr>
</tbody>
</table>

Table 7.12: Cross sections for the reaction \(\nu + n \rightarrow \mu^- + \Lambda + K^+\) at different neutrino energies.

The publication\[148\] reports about the strange particle production at the GARGAMELLE neutrino experiment\[30\]. The detector is a bubble chamber filled with heavy freon and \(CF_3Br\) where energy of the neutrinos, which are responsible in producing strange particles in the final state are above 1 GeV. They report an interaction ratio between neutral current mode and charged current mode in the associated strange particle production to be,

\[
\frac{SNC}{SCC}_{|\Delta S=0} = 0.34^{+0.17}_{-0.09}
\]

Where \(\Delta S = 0\) events include, strange particle pairs \(K^+\Lambda, K^0\Lambda, K^+\bar{K}^0, K^0\bar{K}^0\).

The References cited in\[149\]\[150\] report the charged kaon production \((K^+)\) in MINERVA experiment\[151\]. Here the analysis is carried out in studying neutrino interactions on a carbon target in both charged current mode and neutral current mode. The neutrinos are extracted
from Fermilab NUMI beam. This is the first high statistic charged kaon production analysis on a complicated nuclear target, which simply dwarfs the previous measurements of charged kaon production at least by 50 times as far as the statistics are concerned. The analysis reports that they observed 885 charged kaon events in the charged current mode and 201 kaon events in the neutral current interaction. Figure 7.15 shows the single differential cross section of charged kaon production w.r.t kaon kinetic energy in both charged and neutral current modes. Figures 7.16 and 7.17 are event displays of kaon events, observed in MINERVA in charged current and neutral current modes respectively.

Figure 7.15: (Left) Differential cross section of charged kaon production in the charged current mode\textsuperscript{[149]}. Here comparison is made with NuWro and GENIE generators. The red dash line shows the prediction by GENIE with the FSI model turned off. (Right) Differential cross section of charged kaon production in the neutral current mode\textsuperscript{[150]}. Here the comparison is made with NEUT and GENIE generators.

The work published in the Reference\textsuperscript{[121]} reports about the presence of very rare single kaon coherent production in the charged current mode ($\nu_\mu + A \rightarrow \mu^- + K^+ + A$, $A$ - Target nucleus). In the entire data set, they observed only six of these events (see Figure 7.18).
Figure 7.16: Charged current $K^+$ event observed in the MINERVA data$^{[149]}$. Here long track is the muon and kinked track is the $K^+$ decaying into $\mu^+$.

Figure 7.17: Neutral current $K^+$ event observed in the MINERVA data$^{[150]}$. 
Figure 7.18: Kinetic energy of $K^+$ produced coherently in the interaction $\nu_\mu + A \rightarrow \mu^- + K^+ + A$ in the MINERVA detector\textsuperscript{[121]}. 
Chapter 8

Event Selection of Charged Current Neutrino Induced Kaon Events in MicroBooNE

In this chapter the discussion is about data samples used in this analysis, kaon production simulations, data reconstruction, calorimetry-based particle identification in MicroBooNE, event selection, background estimation, data-Monte Carlo comparisons, final results, and future plans.

8.1 MC and Data Samples

In this analysis, we used Monte Carlo, ON-Beam data, and OFF-Beam data. The Monte Carlo includes both neutrino and cosmic interactions. The cosmic interactions are simulated with the CORSIKA cosmic generator\cite{corsika}. Both Monte Carlo and data files are filtered using the CC Inclusive filter\cite{cc_inclusive} to isolate charged current neutrino interactions, and calibrated data products are saved ($dQ/dx$ and $dE/dx$ calibration schemes discussed in the Chapter 6 are applied). More details of these data sets can be found in the Table 8.1.

In the second and third data sets mentioned in Table 8.1, only neutrino induced associated
<table>
<thead>
<tr>
<th>Data set name</th>
<th>Type</th>
<th>POT</th>
<th># of Triggers</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNB plus cosmic</td>
<td>Monte Carlo</td>
<td>$2.06712 \times 10^{21}$</td>
<td>-</td>
</tr>
<tr>
<td>Associated Kaons plus cosmic</td>
<td>Monte Carlo</td>
<td>$1.48375 \times 10^{23}$</td>
<td>-</td>
</tr>
<tr>
<td>Single Kaons plus cosmic</td>
<td>Monte Carlo</td>
<td>$6.31985 \times 10^{22}$</td>
<td>-</td>
</tr>
<tr>
<td>ON-Beam data</td>
<td>Data</td>
<td>$1.595 \times 10^{20}$</td>
<td>35504733</td>
</tr>
<tr>
<td>OFF-Beam data</td>
<td>Data</td>
<td>-</td>
<td>21013851</td>
</tr>
</tbody>
</table>

Table 8.1: Data set information.

and single kaon events are simulated respectively in charged current mode. In all datasets, to reconstruct all types of particle tracks, the *Pandora* package\cite{107} is used.

The purpose of the first dataset in the table is to estimate the background introduced by events, which do not have a $K^+$ produced in the charged current interaction. In addition, the OFF-Beam dataset mentioned in the bottom of the table is also used to estimate the background due to cosmic interactions inside the detector in MicroBooNE data. The second and third datasets are used to estimate the Monte Carlo signal. When generating only charged current $K^+$ events in dataset 1 and 2, only the events having charged muon ($\mu^-$) and $K^+$ at generator level are selected.

### 8.2 Simulation

In MicroBooNE, we are using the GENIE\cite{153} neutrino generator (Generates Events for Neutrino Interaction Experiments) to simulate neutrino interactions with argon (specific GENIE version used for this analysis is v2.12.2). GENIE uses Relativistic Fermi Gas (RFG) model\cite{154} to interpret the behaviour of nucleons inside the nucleus. The RFG model assumes nucleons are only affected by the mean field of the nucleus and independent of the other nucleons. The momentum of the nucleons inside the nucleus at any time is given by the Fermi distribution. GENIE produces neutrino induced $K^+$ both $\Delta S = 0$ (associated kaon production) and $\Delta S = 1$ (single kaon production) processes. But by default only $\Delta S = 0$ process is enabled in GENIE and $\Delta S = 1$ process should be turned on manually. The associated kaon production can happen via both baryonic resonances and Deep Inelastic
Scattering (DIS). In GENIE, only the baryonic resonances with hadronic invariant mass ($W$) $< 1.7 \text{ GeV}$ are simulated using the Rein-Sehgal model\cite{117}. So in this regime of hadronic invariant mass only the reaction $K^+\Lambda$ is allowed via resonance. To simulate DIS processes, GENIE is using the Bodek-Yang hadronization model\cite{155}. For the $K^+$ production via DIS in the energy regime of $1.7 \text{ GeV} < W < 2.3 \text{ GeV}$, GENIE is using a hadronization model based on the parameterization of the Koba-Nielsen-Olese (KNO)\cite{156} scaling. The regime $2.3 \text{ GeV} < W < 3.0 \text{ GeV}$ is governed by the AGKY model\cite{157} while for $W > 3.0 \text{ GeV}$, it is PYTHIA6\cite{158}. All the parameters in these hadronization models are tuned in such a way that they agree with the observations of strange particle production in the Big European Bubble Chamber (BEBC) and Fermilab bubble chambers. To simulate final state interactions GENIE uses an effective cascade model named $hA$. When it comes to final state interactions undergone by $K^+$, the $hA$ model only simulates re-scattering of the kaon inside the nucleus, which ultimately results in a net loss of kinetic energy when the particle emerges out of the nucleus (We observe a maximum of $\sim 5\%$ momentum loss due to scattering of $K^+$ inside the argon nucleus.) The charged current single kaon production in GENIE is modeled using work done by Alam et al, which is documented in the Reference\cite{120}. The processes that can produce kaons in the single kaon production are discussed in detail in the Section 7.1 of Chapter 7.

### 8.3 Truth Level and Reconstructed Level Information

In the search for neutrino induced kaons, our signal is charged kaons produced in the charged current mode, which ultimately decay at rest to muons/pions. But from Monte Carlo truth level studies, we found that almost all of the $K^-$ are captured before they decay. It is only the $K^+$ that decays giving birth to muons and pions. Figure 8.1 shows how a $K^+$ produced in the charged current interaction decays to a muon while Figure 8.2 is an event display showing how a $K^+$ produced in the charged current interaction decays to two pions. Table 8.2 summarizes the production rates of neutrino induced kaons in charged current mode in MicroBooNE according to truth level information at a POT equivalent to $6.6 \times 10^{20}$. 
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Here both single and associated kaon production modes are considered in estimating these rates while always the $K^+$ is assumed to have been confined in the TPC. Moreover, in these estimations, the neutrino interaction is always supposed to contained with in the fiducial volume defined in the Figure 8.3.

![Monte Carlo event display showing neutrino induced kaon decaying to muon.](image)

**Figure 8.1:** A Monte Carlo event display showing neutrino induced kaon decaying to muon.

<table>
<thead>
<tr>
<th>Signal Type</th>
<th># of events</th>
</tr>
</thead>
<tbody>
<tr>
<td>All $K^+$</td>
<td>149.8</td>
</tr>
<tr>
<td>$K^+ \to \mu^+ + \nu_\mu$ (Kinetic Energy of $K^+ &lt; 30MeV$)</td>
<td>113.25</td>
</tr>
<tr>
<td>$K^+ \to \mu^+ + \nu_\mu$ (Kinetic Energy of $K^+ &lt; 30MeV$)</td>
<td>71.54</td>
</tr>
<tr>
<td>$K^+ \to \pi^+ + \pi^0$ (Kinetic Energy of $K^+ &lt; 30MeV$)</td>
<td>23.43</td>
</tr>
<tr>
<td>$K^+ \to \mu^+ + \nu_\mu$ (Kinetic Energy of $K^+ &lt; 30MeV$ and both $K^+$ and $\mu^+$ are contained in the TPC)</td>
<td>64.09</td>
</tr>
<tr>
<td>$K^+ \to \pi^+ + \pi^0$ (Kinetic Energy of $K^+ &lt; 30MeV$ and both $K^+$ and $\pi^+$ are contained in the TPC)</td>
<td>22.79</td>
</tr>
</tbody>
</table>

**Table 8.2:** Kaon production rates of MicroBooNE at charged current mode by looking into truth level information at a POT equivalent to $6.6 \times 10^{20}$.

When identifying charged kaons inside the detector, the decay products of those kaons play a vital role. Most of the time when a charged kaon decays to a muon or a pion, a characteristic kinked track signature is produced, which easily distinguishes the kaon decay from other decay typologies as it can be seen in the two event displays in Figures 8.1 and 8.2.
Figure 8.2: A Monte Carlo event display showing neutrino induced kaon decaying to pion in MicroBooNE.

Figure 8.3: Fiducial volume defined within which all the neutrino interaction vertices are supposed to be contained. Here, the area within the dashed lines is the fiducial volume of interest. Image courtesy of Anne Schukraft and Marco Del Tutto.

Table 8.3 summarizes the branching fractions of the most dominant $K^+$ decay modes. Here the first and second decay modes are of particular interest as these are two body decays, the pions and muons coming out of these decay modes have well defined kinetic energies (hence track lengths) always. Figure 8.4 shows the kinetic energies and track lengths of muons.
and pions coming out of kaon decay at rest. This information is very helpful in mitigating background significantly in isolating $K^+$ events.

<table>
<thead>
<tr>
<th>Decay Mode</th>
<th>Branching Fraction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^+ \rightarrow \mu^+ + \nu_\mu$</td>
<td>63.56</td>
</tr>
<tr>
<td>$K^+ \rightarrow \pi^+ + \pi^0$</td>
<td>20.67</td>
</tr>
<tr>
<td>$K^+ \rightarrow \pi^+ + \pi^+ + \pi^-$</td>
<td>5.583</td>
</tr>
<tr>
<td>$K^+ \rightarrow \pi^0 + e^+ + \nu_e$</td>
<td>5.07</td>
</tr>
<tr>
<td>$K^+ \rightarrow \pi^0 + \mu^+ + \nu_\mu$</td>
<td>3.352</td>
</tr>
<tr>
<td>$K^+ \rightarrow \pi^+ + \pi^0 + \pi^0$</td>
<td>1.760</td>
</tr>
</tbody>
</table>

Table 8.3: The six most dominant $K^+$ decay modes and branching fractions.

From Figure 8.5 to 8.8 show the reconstructed information of different kinematic variables and respective reconstruction resolution of those variables for kaon tracks, which decay at rest to muons/pions. All these plots were generated using Monte-Carlo reconstructed level information, and resolutions were calculated using Equation 8.1.

$$Resolution = \frac{Reconstructed\ Quantity - Truth\ level\ quantity}{Truth\ level\ quantity} \quad (8.1)$$

Figures 8.9 to 8.12 show the reconstructed information of different kinematic variables and respective reconstruction resolutions of those variables for muons coming from kaon decay at rest. Here again all the plots were generated using Monte-Carlo reconstructed level information and resolutions were calculated using Equation 8.1.

### 8.4 Calorimetry Based Particle Identification for Kaons/Muons

When a charged particle traverses through some medium the main source of energy loss is Ionization. Moreover, ionization energy loss is strongly correlated with the particles mass at low velocities for a given medium. So if a given particle is known to come to rest before
Figure 8.4: (Top) Kinetic energies of muons and pions coming from kaon decay at rest. (Bottom) Track lengths of muons and pions coming from kaon decay at rest. Both of these distributions were generated using Monte Carlo truth level information.

It undergoes any interaction, then the $dE/dx$ (energy loss per unit length) profile of that particle can be used as a tool to find its identity.

In MicroBooNE we calculate a $\chi^2$ value for each particle tracks under different particle hypothesis by comparing the particle’s $dE/dx$ profile with different standard $dE/dx$ profiles of different particle types calculated using Bethe-Bloch formula in liquid argon. Figure 8.13 shows the standard $dE/dx$ energy profiles for different particle types in liquid argon.

In this particular analysis, we found that $\chi^2$ values calculated under both proton hypoth-
Figure 8.5: (Top) Comparison of reconstructed track length of kaons (decay at rest to pions/muons) with other particle types. (Bottom) Resolution of the track length of kaons, which decay at rest to pion/muons. All the distributions in the top plot were area normalized to 1.

esis and kaon hypothesis ($\chi^2_P$ and $\chi^2_K$) perform equally well in distinguishing kaons decaying at rest from other particle types (see Figure 8.14). Moreover, we also found that $\chi^2$ value calculated under proton hypothesis is also working well in selecting the muons/pions coming out of kaons that decay at rest (see Figure 8.15).
Figure 8.6: (Top) Comparison of reconstructed calorimetric kinetic energy of kaons (decay at rest to pions/muons) with other particle types. (Bottom) Resolution of the calorimetric kinetic energy of kaons, which decay at rest to pion/muons. All the distributions in the top plot were area normalized to 1.

8.5 Event Selection

By looking into the details of the Figures 8.5-8.8, 8.9-8.12, Figure 8.14, and Figure 8.15, we went on to define some selection cuts in order to isolate neutrino induced kaon events as described in the following steps.

In the first step we look for events, which have more than three tracks reconstructed.
Figure 8.7: (Top) Comparison of reconstructed polar angle w.r.t beam direction ($\theta$) of kaons (decay at rest to pions/muons) with other particle types. (Bottom) Resolution of the polar angle $\theta$ of kaons, which decay at rest to pion/muons. All the distributions in the top plot were area normalized to 1.

Here the three tracks serve as the candidates for charged current muon, neutrino induced kaon, and muon coming from kaon decay. Once an event contains more than three tracks reconstructed, we check whether that event contains two tracks originating within 7 cm from the neutrino vertex. The two tracks are supposed to be candidates for charged current muon and neutrino induced kaon. Then we move to get the kaon candidate tracks using the selection cuts listed in Table 8.4 from the events, which satisfy the above mentioned...
Figure 8.8: (Top) Comparison of reconstructed azimuth angle w.r.t beam direction ($\phi$) of kaons (decay at rest to pions/muons) with other particle types. (Bottom) Resolution of the azimuth angle ($\phi$) of kaons, which decay at rest to pion/muons. All the distributions in the top plot were area normalized to 1.

To optimize the selection cuts on $\chi^2_P$ and $\chi^2_K$ variables of kaon candidates tracks listed at the bottom of the Table 8.4, the following procedure was adopted.

First we generated the $\chi^2_P$-$\chi^2_K$ distributions for the tracks, which satisfy all the remaining selection cuts (except cuts on $\chi^2_P$ and $\chi^2_K$ variables) explained in the Table 8.4. The distributions were generated for the real kaon candidate tracks and other background tracks.
Figure 8.9: (Top) Comparison of reconstructed track length of muons coming from kaon decay at rest with other particle types. (Bottom) Resolution of the track length of muons coming from kaon decay at rest. All the distributions in the top plot were area normalized to 1.

separately. Then we counted the number of tracks bound by the curve, which is represented by the parametric Equation 8.2 for different combinations of the two free parameters $A$ and $B$. This was done for signal events and background events separately. In the final step a signal to background ratio was calculated by taking the ratio between number of signal tracks to number of background tracks for a given combination of $A$ and $B$ values. The Figure 8.16 shows the signal to background ratio for different combinations of the two free
Figure 8.10: (Top) Comparison of reconstructed calorimetric kinetic energy of muons coming from kaon decay at rest with other particle types. (Bottom) Resolution of the calorimetric kinetic energy of muons coming from kaon decay at rest. All the distributions in the top plot were area normalized to 1.

parameters $A$ and $B$ shown in the Equation 8.2.

$$\frac{\chi^2_P}{A} + \frac{\chi^2_K}{B} = 1 \quad (8.2)$$

This equation represents a family of ellipses in the $\chi^2_P-\chi^2_K$ phase space. The free parameter $A$ is the intercept of the ellipse in the $\chi^2_P$ axis and free parameter $B$ is the intercept in the $\chi^2_K$ axis.
Figure 8.11: (Top) Comparison of reconstructed polar angle w.r.t beam direction ($\theta$) of muons coming from kaon decay at rest with other particle types. (Bottom) The resolution of the polar angle $\theta$ of muons coming from kaon decay at rest. All the distributions in the top plot were area normalized to 1.

By looking into the Figure 8.16, the best signal to background ratios were observed for the two bounding curves determined by $A = 10$ & $B = 4$ and $A = 45$ & $B = 15$.

In the final step, Table 8.5 describes the selection cuts used to get muon candidate coming from kaon decay.

To determine the ideal selection cuts for muon candidate track length and $\chi^2_p$ variables, purity and efficiency curves shown in the Figure 8.18 were used. As the boundaries of the
Figure 8.12: (Top) Comparison of reconstructed azimuth angle w.r.t beam direction ($\phi$) of muons coming from kaon decay at rest with other particle types. (Bottom) The resolution of the azimuth angle $\phi$ of muons coming from kaon decay at rest. All the distributions in the top plot were area normalized to 1.

selection cuts for these variables, the points where $Efficiency \times Purity$ gets maximum were selected.

$$Efficiency(L) = \frac{\text{Total number of reconstructed events with variable value } X > a}{\text{Total number of signal events at truth level}}$$  \hspace{1cm} (8.3)
Figure 8.13: Standard $dE/dx$ energy profiles for different particle types calculated using Bethe-Bloch formula in liquid argon.

Table 8.4: Different selection cuts to isolate kaon tracks originating from neutrino interaction vertices.

<table>
<thead>
<tr>
<th>Signal Variable</th>
<th>Selection Cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start X point of the track</td>
<td>$&gt; 0$ cm &amp;&amp; $&lt; 256.35$ cm</td>
</tr>
<tr>
<td>Start Y point of the track</td>
<td>$&gt;-116.5$ cm &amp;&amp; $&lt; 116.5$ cm</td>
</tr>
<tr>
<td>Start Z point of the track</td>
<td>$&gt; 0$ cm &amp;&amp; $&lt; 1036.8$ cm</td>
</tr>
<tr>
<td>End X point of the track</td>
<td>$&gt;-116.5$ cm &amp;&amp; $&lt; 116.5$ cm</td>
</tr>
<tr>
<td>End Y point of the track</td>
<td>$&gt; 0$ cm &amp;&amp; $&lt; 1036.8$ cm</td>
</tr>
<tr>
<td>End Z point of the track</td>
<td>$&lt; 7$ cm</td>
</tr>
<tr>
<td>Closest distance to neutrino vertex</td>
<td>$&gt; 5$ cm</td>
</tr>
<tr>
<td>Start point of the track should be closer to the neutrino vertex than end point</td>
<td>Discussed bottom</td>
</tr>
<tr>
<td>Track length</td>
<td>Discussed bottom</td>
</tr>
<tr>
<td>Number of hits, registered in the collection plane</td>
<td>$\chi^2_p$ (chi-squared value using proton hypothesis)</td>
</tr>
<tr>
<td></td>
<td>$\chi^2_K$ (chi-squared value using kaon hypothesis)</td>
</tr>
</tbody>
</table>

$$Efficiency(R) = \frac{\text{Total number of reconstructed events with variable value X}< a}{\text{Total number of signal events at truth level}}$$ (8.4)
Figure 8.14: (Top) Comparison of $\chi^2$ value calculated under proton hypothesis for kaon tracks that decay at rest with other particle tracks. (Bottom) Comparison of $\chi^2$ value calculated under kaon hypothesis for kaon tracks that decay at rest with other particle tracks. All the distributions in both plots, here shown were area normalized to 1 and generated using Monte Carlo reconstructed information.

\[
Purity(L) = \frac{\text{Total number of reconstructed signal events with variable value } X > a}{\text{Total number of reconstructed events with variable value } X > a} \tag{8.5}
\]

\[
Purity(R) = \frac{\text{Total number of reconstructed signal events with variable value } X < a}{\text{Total number of reconstructed events with variable value } X < a} \tag{8.6}
\]

By incorporating all these selection cuts on kaon candidates and muon candidates, we wrote a filter to isolate charged current neutrino induced kaons, which ultimately decay
Figure 8.15: Comparison of $\chi^2$ value calculated under proton hypothesis for muon tracks coming from kaon that decay at rest with other particle tracks. All the distributions in the plot were area normalized to 1 and generated using Monte Carlo reconstructed information.

Figure 8.16: Signal/Background ratios for different combinations of the the two free parameters $A$ and $B$ in the Equation 8.2. Plot was generated by Jairo Rodriguez.

at rest to muons and pions. By running this filter on Monte Carlo (see Table 8.1 for a description of different data samples), we found that our filter can reach to an efficiency of 3% (from Equation 8.7) and a purity of 50% (from Equation 8.8).
Figure 8.17: Distribution of signal and background events in the signal band of the $\chi_\text{P}^2$-$\chi_\text{K}^2$ phase space. The cyan band in the plots shows the signal band defined, which is bound by the curves represented by parameter combinations $A = 10$ & $B = 4$ and $A = 45$ & $B = 15$. In the signal band we observed the highest signal to background ratio. (Left) Distribution of signal events in the $\chi_\text{P}^2$-$\chi_\text{K}^2$ phase space. (Right) Distribution of background events in the $\chi_\text{P}^2$-$\chi_\text{K}^2$ phase space.

Table 8.5: Different selection cuts to isolate muon tracks coming from kaons that decay at rest.

<table>
<thead>
<tr>
<th>Signal Variable</th>
<th>Selection Cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start X point of the track</td>
<td>$&gt; 0$ cm &amp;&amp; &lt; 256.35 cm</td>
</tr>
<tr>
<td>Start Y point of the track</td>
<td>$&gt;-116.5$ cm &amp;&amp; &lt; 116.5 cm</td>
</tr>
<tr>
<td>Start Z point of the track</td>
<td>$&gt; 0$ cm &amp;&amp; &lt; 1036.8 cm</td>
</tr>
<tr>
<td>End X point of the track</td>
<td>$&gt; 0$ cm &amp;&amp; &lt; 256.35 cm</td>
</tr>
<tr>
<td>End Y point of the track</td>
<td>$&gt;-116.5$ cm &amp;&amp; &lt; 116.5 cm</td>
</tr>
<tr>
<td>End Z point of the track</td>
<td>$&gt; 0$ cm &amp;&amp; &lt; 1036.8 cm</td>
</tr>
<tr>
<td>Closest distance to neutrino vertex</td>
<td>$&gt; 5$ cm</td>
</tr>
<tr>
<td>Track length</td>
<td>$&gt; 30$ cm &amp;&amp; &lt; 70 cm</td>
</tr>
<tr>
<td>$\chi_\text{P}^2$ (\chi^2 value using proton hypothesis)</td>
<td>$&gt; 10$</td>
</tr>
<tr>
<td>Number of hits, registered in the collection plane</td>
<td>$&gt; 50$</td>
</tr>
<tr>
<td>Closest distance to the kaon track</td>
<td>$&lt; 4.5$ cm</td>
</tr>
</tbody>
</table>

Efficiency $= \frac{\text{Total number of reconstructed signal events captured by the filter}}{\text{Total number of signal events at truth level}}$ (8.7)
Figure 8.18: Purity and efficiency curves for muon candidate variables coming from kaon decay at rest. Here purities and efficiencies were calculated using the set of Equations 8.3 to 8.6. (Top) $\chi^2_P$ variable. (Bottom) Track length variable.

\[
Purity = \frac{\text{Total number of reconstructed signal events captured by the filter}}{\text{Total number of reconstructed events captured by the filter}}
\] (8.8)
8.6 Background Estimation

In this analysis, main sources of background include different particle scatterings such as proton-proton scattering and pion-pion scattering etc. Moreover, reconstruction inefficiencies such as getting the neutrino vertex wrong and broken tracks can also introduce significant amount of background contamination. Figures 8.20 to 8.23 are some event displays showing different background sources in Monte Carlo and data.

To estimate the background in a data-driven way, we performed a side band study in this analysis. We selected $\chi^2$ variables calculated using proton hypothesis ($\chi^2_P$) and kaon hypothesis ($\chi^2_K$) of the kaon candidate as two ideal variables to perform this study. First we defined two upper side bands w.r.t the signal region as indicated in the Figures 8.24 and 8.25 (A lower side band cannot be defined due to the lack of statistics). The sizes of the side bands were determined in order to have enough statistics. Here on wards the side band closest to the signal band will be called the Side band 1 and side band farther away from the signal band as Side band 2.

Figure 8.26 shows the comparison of kaon track length in Monte-Carlo and in data in side band 1 and side band 2. A ratio was calculated in each of these plots between Monte-Carlo
Figure 8.20: An event display showing proton-proton scattering event in Monte Carlo.

Figure 8.21: An event display found in data, which resembles proton-proton scattering event.
Figure 8.22: An event display showing pion-pion scattering event in Monte Carlo.

Figure 8.23: An event display found in data, which resembles pion-pion scattering event.
Figure 8.24: Distribution of signal and background kaon candidate events in the side band 1 in the phase space of $\chi^2_P-\chi^2_K$ of kaon candidate tracks. The lower bounding curve is represented by the ellipse having $A = 45$ & $B = 15$ while upper bounding curve is represented by the ellipse having $A = 290$ & $B = 120$. The lower Cyan region is the signal region explained earlier. The kaon candidate events were selected using the selection cuts defined in the Tables 8.4 and 8.5 except cuts on $\chi^2_P$ and $\chi^2_K$ variables on kaon candidate tracks listed in the Table 8.4. (Left) Background events. (Right) Signal events.

Figure 8.25: Distribution of signal and background kaon candidate events in the side band 2 in the phase space of $\chi^2_P-\chi^2_K$ of kaon candidate tracks. The lower bounding curve is represented by the ellipse having $A = 290$ & $B = 120$ while upper bounding curve is represented by the ellipse having $A = 430$ & $B = 190$. The lower Cyan region is the signal region explained earlier. The kaon candidate events were selected using the selection cuts defined in the Tables 8.4 and 8.5 except the cuts on $\chi^2_P$ and $\chi^2_K$ variables on kaon candidate tracks listed in the Table 8.4. (Left) Background events. (Right) Signal events.

+ **OFF-Beam data** to **ON-Beam data**. The reason to add OFF-Beam data to Monte-Carlo is to better simulate the cosmic contamination in real data. Using these plots, we derived background scale factors ($W_{\text{Background}}^i$) for each bin to scale background predicted by Monte Carlo to match with data. Equation 8.9 shows, how these background scale factors were derived for each bin $i$ in the plots coming from two side bands.
Figure 8.26: Data-Monte Carlo comparison of track length variable of kaon candidate tracks in side band 1 and side band 2 shown in the Figures 8.24 and 8.25. The kaon candidates tracks were selected using the selection cuts described in the Tables 8.4 and 8.5 except the cuts on $\chi^2_P$ and $\chi^2_K$ variables on kaon candidates. The plots here shown are POT normalized to a POT value equivalent to $1.595 \times 10^{20}$. The ratio is taken between $(MC + OFF-Beam data)/ON-Beam data$. The uncertainties shown are completely statistical. (TOP) Data-Monte Carlo comparison in the Side band 1. (Bottom) Data-Monte Carlo comparison in the side band 2.

$$W_i^{\text{Background}} = \frac{N_{i \text{ON-Beam data}}}{N_i^{\text{MC-Background}}} + \frac{N_i^{\text{OFF-Beam data}}}{N_i^{\text{MC-Background}}}$$  \hspace{1cm} (8.9)
$W_i^{Background}$ – Background scale factor in the $i$ th bin

$N_i^{ON-Beam\ data}$ – Number of events in the $i$ th bin in ON-Beam data

$N_i^{MC-Background}$ – Number of background events in the $i$ th bin in Monte Carlo

$N_i^{OFF-Beam\ data}$ – Number of background events in the $i$ th bin in OFF-Beam data

Figure 8.27 shows the background scale factors derived using the Equation 8.9 for each bin in the track length distributions. Here as the final scaling factor for a given bin, the average value of two scaling factors coming from two side bands was selected. Once the scaling factors were finalized, the Equation 8.10 was used to get the scaled Monte Carlo background.

$$MC_i^{Scaled-Background} = W_i^{Background} \times MC_i^{Unscaled-Background}$$ (8.10)

$MC_i^{Scaled-Background}$ – Scaled Monte Carlo background in the $i$ th bin

$W_i^{Background}$ – Background scale factor in the $i$ th bin

$MC_i^{Unscaled-Background}$ – Unscaled Monte Carlo background in the $i$ th bin

Figure 8.27: Background scale factors ($W_i^{Background}$) derived for each bin in kaon candidate track length distributions in side band 1 and 2. All the uncertainties here shown are completely statistical.
<table>
<thead>
<tr>
<th>Track Length Range (Kaon Candidate)</th>
<th>Background Scale Factor ($W_i^{Background}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 cm &gt; &amp;&lt;&amp; 20 cm</td>
<td>0.580 ± 0.151</td>
</tr>
<tr>
<td>20 cm &gt; &amp;&lt;&amp; 50 cm</td>
<td>0.560 ± 0.148</td>
</tr>
<tr>
<td>50 cm &gt; &amp;&lt;&amp; 120 cm</td>
<td>0.548 ± 0.187</td>
</tr>
<tr>
<td>120 cm &gt; &amp;&lt;&amp; 200 cm</td>
<td>0.575 ± 0.340</td>
</tr>
</tbody>
</table>

Table 8.6: Background scaling factors ($W_i^{Background}$) in different track length bins.

8.7 Data Monte Carlo Comparison

In this section we describe about the data-Monte Carlo comparisons of different kinematic variables performed for kaon candidates and muon candidates coming from kaon decay at rest. In getting the kaon and muon candidates from both Monte Carlo and data, we couldn’t use the complete set of selection cuts described in the Section 8.5 as there are not many candidate events in both Monte Carlo and data. So we had to relax some of the selection cuts in order to get sufficient amount of statistics to perform these comparisons reliably. The first set of bullet points shows the relaxed cuts to get kaon candidates from data and Monte Carlo.

- Track should be completely confined within the TPC as described in the first six entries of the Table 8.4.
- Closest distance to the neutrino vertex should be less than 7 cm.
- Start point of the track should be closer to the neutrino vertex than the end point of the track.
- There should be a track attached to the end point of the track within 4.5 cm radius.
- The attached track should have a track length in the range of 20 cm to 70 cm.
- The second track should also be completely confined within the TPC as described in the first six entries of the Table 8.5.
Here the second attached track described in the second and third bullet points serve as the muon track coming from kaon decay.

The following set of points describes, how we found muon candidates coming from kaons that decay.

- Track should be completely confined within the TPC as described in the first six entries of the Table 8.5.
- To the start point of the track, there should be a second track attached within 4.5 cm radius.
- The second track should be with in 7 cm of the neutrino vertex and the start point should always be closer to the neutrino vertex than the end point.
- The second track should be completely confined with in the TPC as described in the first six entries of the Table 8.4
- The second track should have a minimum track length of 5 cm.
- The second track should have a $\chi^2$ value calculated under proton hypothesis in the range of 10 to 100.

Here the second attached track described in the third bullet point onward serves as the mother kaon. The distributions from Figure 8.28 to 8.34 show the data-Monte Carlo comparisons for different kinematic variables of kaon and muon candidates selected using above mentioned cuts. In these plots all the individual distributions were POT normalized to a POT value equivalent to $1.595 \times 10^{20}$ except the distribution shown in dashed lines. The distributions in dashed line are the scaled signal distributions. The signal had to be scaled by several factors (scaled by a factor of 100) in order to be visible as there are not many kaon candidate events in both Monte Carlo and data. Furthermore, in all of these plots Monte Carlo and OFF-Beam background were scaled according to the Equation 8.10.
Figure 8.28: (Top) Data-Monte Carlo comparison for the track length of kaon candidates. (Bottom) Data-Monte Carlo comparison for the track length of muon candidates coming from kaon decay. The ratios shown in both plots were taken between $(MC + OFF-Beam data)/ON-Beam data$. All the uncertainties are completely statistical.

### 8.8 Kaon Candidate Events in MicroBooNE Data

By running the kaon filter on an ON-Beam data sample, which has a POT equivalent to $1.595 \times 10^{20}$, we found two kaon candidate events in the MicroBooNE data as shown in the Figures 8.35 and 8.36.
Figure 8.29: (Top) Data-Monte Carlo comparison for the calorimetric kinetic energy of kaon candidates. (Bottom) Data-Monte Carlo comparison for the calorimetric kinetic energy of muon candidates coming from kaon decay. The ratios shown in both plots were taken between \((\text{MC} + \text{OFF-Beam data})/\text{ON-Beam data}\). All the uncertainties are completely statistical.

8.9 Cross Section

we calculated a neutrino flux integrated cross section for the neutrino induced charged kaon \((K^+)\) production at charged current mode on argon using the Equation 8.11.

\[
\sigma = \frac{N - B}{\epsilon N_T \Phi_{\nu_\mu}} \tag{8.11}
\]
Figure 8.30: (Top) Data-Monte Carlo comparison for the number of hits registered in the collection plane of kaon candidates. (Bottom) Data-Monte Carlo comparison for the number of hits registered in the collection plane of muon candidates coming from kaon decay. The ratios shown in both plots were taken between \((MC + \text{OFF-Beam data})/\text{ON-Beam data}\). All the uncertainties are completely statistical.

\[\sigma\] - Cross section

\[N\] - Number of selected events by kaon filter in ON-Beam neutrino data

\[B\] - Weighted number of selected background events by kaon filter in Monte Carlo

\[\epsilon\] - Kaon filter efficiency \((0.0301 \pm 0.0012 \text{ (Stat.)})\)

\[N_T\] - Number of target nucleons in the fiducial volume defined in the Figure (no statistical uncertainties while any systematic uncertainties due to pressure and temperature variations)
Figure 8.31: (Top) Data-Monte Carlo comparison for the angle $\theta$ (polar angle of the track w.r.t beam direction) of kaon candidates. (Bottom) Data-Monte Carlo comparison for the angle $\theta$ of muon candidates coming from kaon decay. The ratios shown in both plots were taken between (MC + OFF-Beam data)/ON-Beam data. All the uncertainties are completely statistical.

The number of target nucleons ($N_T$) was calculated using the Equation 8.12.
Figure 8.32: (Top) Data-Monte Carlo comparison for the angle $\phi$ (azimuth angle of the track w.r.t beam direction) of kaon candidates. (Bottom) Data-Monte Carlo comparison for the angle $\phi$ of muon candidates coming from kaon decay. The ratios shown in both plots were taken between (MC + OFF-Beam data)/ON-Beam data. All the uncertainties are completely statistical.

$$N_T = \frac{\rho_{Ar} V N_A N_{\text{nucleons}}}{m_{\text{mol}}} \quad (8.12)$$
Figure 8.33: (Top) Data-Monte Carlo comparison for the variable $\chi^2_P$ ($\chi^2$ value calculated under proton hypothesis) of kaon candidates. (Bottom) Data-Monte Carlo comparison for the variable $\chi^2_P$ ($\chi^2$ value calculated under proton hypothesis) of muon candidates coming from kaon decay. The ratios shown in both plots were taken between (MC + OFF-Beam data)/ON-Beam data. All the uncertainties are completely statistical.

$\rho_{Ar}$ — Liquid argon density (1.3836 g/cm$^3$)

$V$ — Fiducial volume defined where all neutrino interaction vertices are supposed to be contained (see Figure 8.3)

$N_A$ — Avagadro Number ($6.02214085774 \times 10^{23}$ atoms/mol)

$N_{nucleons}$ — Number of nucleons per argon nucleus (40)

$m_{mol}$ — Number of grams per mole of argon (39.95 g/mol)
Figure 8.34: Data-Monte Carlo comparison for the variable $\chi^2_K$ ($\chi^2$ value calculated under kaon hypothesis) of kaon candidates. The ratio shown in the plot was taken between (MC + OFF-Beam data)/ON-Beam data. All the uncertainties are completely statistical.

Figure 8.35: An event display showing charged current neutrino induced kaon candidate event in MicroBooNE data.

The motivation of using different POT values in Table 8.7 and 8.8 is to illustrate the importance of improved statistics to get rid of large statistical uncertainties on cross section numbers as this is a statistically constrained rare process. One notable observation by
Figure 8.36: An event display showing charged current neutrino induced kaon candidate event in MicroBooNE data.

<table>
<thead>
<tr>
<th>POT ($\times 10^{20}$)</th>
<th>$\nu_\mu$ flux ($\times 10^{11}$)</th>
<th>N - B</th>
<th>$\sigma \times 10^{-40} (cm^2/nucleon)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.595</td>
<td>1.172</td>
<td>1.64 ± 1.42 (Stat.)</td>
<td>0.18 ± 0.15 (Stat.)</td>
</tr>
<tr>
<td>6.6</td>
<td>4.851</td>
<td>6.78 ± 2.93 (Stat.)</td>
<td>0.18 ± 0.08 (Stat.)</td>
</tr>
<tr>
<td>13.2</td>
<td>9.702</td>
<td>13.57 ± 4.23 (Stat.)</td>
<td>0.18 ± 0.06 (Stat.)</td>
</tr>
</tbody>
</table>

Table 8.7: Cross section calculated using ON-Beam data for different datasets having different POT numbers. All the uncertainties shown in the table are completely statistical.

<table>
<thead>
<tr>
<th>POT ($\times 10^{20}$)</th>
<th>$\nu_\mu$ flux ($\times 10^{11}$)</th>
<th>N - B</th>
<th>$\sigma \times 10^{-40} (cm^2/nucleon)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.595</td>
<td>1.172</td>
<td>0.91 ± 1.19 (Stat.)</td>
<td>0.10 ± 0.12 (Stat.)</td>
</tr>
<tr>
<td>6.6</td>
<td>4.851</td>
<td>3.78 ± 2.42 (Stat.)</td>
<td>0.10 ± 0.06 (Stat.)</td>
</tr>
<tr>
<td>13.2</td>
<td>9.702</td>
<td>7.55 ± 3.42 (Stat.)</td>
<td>0.10 ± 0.04 (Stat.)</td>
</tr>
</tbody>
</table>

Table 8.8: Cross section calculated using Monte-Carlo for different datasets having different POT numbers. All the uncertainties shown in the table are completely statistical.

comparing Monte Carlo cross section with data-driven cross section is that, in data we found more kaon candidate events than predicted by Monte Carlo.
8.10 Future Plans

As neutrino induced charged kaon production is a very rare process in MicroBooNE low neutrino energies, the next immediate plan is to use a larger dataset having more statistics. This will improve the statistical uncertainties of the cross section numbers shown in the Tables 8.7 and 8.8. Moreover, systematic study will also be performed by considering various biases introduced by different detector effects, neutrino flux uncertainties, etc.
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Appendix A

Electron Attenuation

Studies described in this chapter are derived from the MicroBooNE public note\textsuperscript{[1]}, which I co-authored. The dQ/dx vs drift time plots for all 56 data runs explained in the Chapter 5, Section 5.3 before and after the space charge corrections are shown here. The left column is electron attenuation before space charge correction and the right column is electron attenuation after space charge correction.
(a) Run 5025 (before)

(b) Run 5025 (after)

(c) Runs 5039,5041 (before)

(d) Runs 5039,5041 (after)

(e) Run 5051 (before)

(f) Run 5051 (after)

(g) Run 5068 (before)

(h) Run 5068 (after)

(i) Runs 5077,5078 (before)

(j) Runs 5077,5078 (after)
(a) Run 5179 (before)  
(b) Run 5179 (after)  
(c) Run 5191 (before)  
(d) Run 5191 (after)  
(e) Run 5204 (before)  
(f) Run 5204 (after)  
(g) Run 5217 (before)  
(h) Run 5217 (after)  
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(l) Run 5265 (after)
(a) Run 5278 (before)
(b) Run 5278 (after)
(c) Run 5326 (before)
(d) Run 5326 (after)
(e) Run 5337 (before)
(f) Run 5337 (after)
(g) Runs 5343, 5344 (before)
(h) Runs 5343, 5344 (after)
(i) Run 5364 (before)
(j) Run 5364 (after)
(k) Runs 5374, 5375 (before)
(l) Runs 5374, 5375 (after)
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(b) Run 5709 (after)
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(d) Run 5725 (after)

(e) Run 5733 (before)
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(j) Runs 5768, 5769 (after)

(k) Run 5783 (before)

(l) Run 5783 (after)
(a) Run 5808 (before)

(b) Run 5808 (after)

(c) Run 5823 (before)

(d) Run 5823 (after)

(e) Run 5833 (before)

(f) Run 5833 (after)

(g) Runs 5844, 5845 (before)

(h) Runs 5844, 5845 (after)

(i) Run 5854 (before)
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(k) Run 5875 (before)

(l) Run 5875 (after)
(a) Runs 5896, 5897 (before)

(b) Runs 5896, 5897 (after)

(c) Run 5910 (before)

(d) Run 5910 (after)

(e) Run 5921 (before)

(f) Run 5921 (after)

(g) Run 5933 (before)

(h) Run 5933 (after)

(i) Run 5947 (before)

(j) Run 5947 (after)

(k) Run 5966 (before)

(l) Run 5966 (after)
Figure A.10: Plots of $dQ/dx$ Vs. drift time for all 56 days of data analyzed in the electron attenuation measurement. (Left) before space charge correction applied. (Right) after space charge correction applied.
Appendix B

Event Selection of Charged Current Neutrino Induced Kaon Events in MicroBooNE

Area normalized distributions of data-Monte Carlo comparisons made for different kinematics of kaon candidates and muon candidates coming from kaon decay at rest explained in the Chapter 8, Section 8.7.
Figure B.1: (Top) Data-Monte Carlo comparison for the track length of kaon candidates. (Bottom) Data-Monte Carlo comparison for the track length of muon candidates coming from kaon decay at rest. Here all the distributions were area normalized to 1 except the signal distributions. The signal distributions were scaled by a factor of 100. All the uncertainties in both plots are completely statistical.
Figure B.2: (Top) Data-Monte Carlo comparisons for the calorimetric kinetic energy of kaon candidates. (Bottom) Data-Monte Carlo comparisons for the calorimetric kinetic energy of muon candidates coming from kaon decay. Here all the distributions were area normalized to 1 except the signal distributions. The signal distributions were scaled by a factor of 100. All the uncertainties in both plots are completely statistical.
Figure B.3: (Top) Data-Monte Carlo comparison for the number of hits registered in the collection plane of kaon candidates. (Bottom) Data-Monte Carlo comparison for the number of hits registered in the collection plane of muon candidates coming from kaon decay. Here all the distributions were area normalized to 1 except the signal distributions. The signal distributions were scaled by a factor of 100. All the uncertainties in both plots are completely statistical.
Figure B.4: (Top) Data-Monte Carlo comparison for the angle $\theta$ (polar angle of the track w.r.t beam direction) of kaon candidates. (Bottom) Data-Monte Carlo comparison for the angle $\theta$ of muon candidates coming from kaon decay. Here all the distributions were area normalized to 1 except the signal distributions. The signal distributions were scaled by a factor of 100. All the uncertainties in both plots are completely statistical.
Figure B.5: (Top) Data-Monte Carlo comparison for the angle $\phi$ (azimuth angle of the track w.r.t beam direction) of kaon candidates. (Bottom) Data-Monte Carlo comparison for the angle $\phi$ of muon candidates coming from kaon decay. Here all the distributions were area normalized to 1 except the signal distributions. The signal distributions were scaled by a factor of 100. All the uncertainties in both plots are completely statistical.
Figure B.6: (Top) Data-Monte Carlo comparison for the variable $\chi^2_P$ ($\chi^2$ value calculated under proton hypothesis) of kaon candidates. (Bottom) Data-Monte Carlo comparison for the the variable $\chi^2_P$ ($\chi^2$ value calculated under proton hypothesis) of muon candidates coming from kaon decay. Here all the distributions were area normalized to 1 except the signal distributions. The signal distributions were scaled by a factor of 100. All the uncertainties in both plots are completely statistical.
Figure B.7: Data-Monte Carlo comparison for the variable $\chi^2_K$ ($\chi^2$ value calculated under kaon hypothesis) of kaon candidates. Here all the distributions were area normalized to 1 except the signal distribution. The signal distributions was scaled by a factor of 100. All the uncertainties shown are completely statistical.