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FOREWORD 

'2000 RENCONTRES DE MORIOND 

The XXXVth Rencontres de Moriond were held in Les Arcs 1800, Savoie, France. 

The first meeting took place at Moriond in the French Alps in 1966. There, experimental a 
well as theoretical physicists not only shared their scientific preoccupations but also the househol< 
chores. The participants in the first meeting were mainly French physicists interested i1 
electromagnetic interactions. In subsequent years, a session on high energy strong interactions wa 
also added. 

The main purpose of these meetings is to discuss recent developments in contemporary physic 
and also to promote effective collaboration between experimentalists and theorists in the field o 
elementary particle physics. By bringing together a relatively small number of participants, th1 
meeting helps to develop better human relations as well as a more thorough and detailed discussim 
of the contributions. 

This concern of research and experimentation of new channels of communication and dialogw 
which from the start animated the Moriond meetings, inspired us to organize a simultaneou: 
meeting of biologists on Cell Differenciation (1980) and to create the Moriond Astrophysic: 
Meeting (1981 ). In the same spirit, we have started a new series on Condensed Matter Physics i1 
January 1994. Common meetings between biologists, astrophysicists, condensed matter physicist: 
and high energy physicists are organized to study the implications of the advances of one field int< 
the others. I hope that these conferences and lively discussions may give birth to new analytica 
methods or new mathematical languages. 

At the XXXVth Rencontres de Moriond in 2000, three physics sessions, one condense< 
matter session, one astrophysics session and one biology session were held: 

*January 22-29 "Energy densities in the Universe" 

* March 11-18 "Electroweak Interactions and Unified Theories" 

"Cosmological physics with gravitational lensing" 

*March 18-25 "QCD and High Energy Hadronic Interactions" 

"Rencontre de Biologie - Meribel" 

I thank the organizers of the XXXVth Rencontres de Moriond: 

- R. Ansari, J. Bartlett, T. Damour, J. Dumarchez, W. Forman, Y. Giraud-Heraud 
B. Guiderdoni, M. Kamionskowski, E. Kolb, 0. Lahav, D. Langlois, A. Liddle anc 
C. Magneville for the "Energy densities in the Universe" session, 

- J. Bagger, A. Blonde!, G. Coignet, P. Fayet, J.-M. Frere, H. Frisch, L. Krauss, S. Loucatos 
F. Montanet, L. Okun, L. Randall, G. Una!, D. Wood and F. Zwimer for the "Electroweal 
Interactions and Unified Theories" session, 



- C. Alard, R. Blandford, T. Brainerd, R. Ellis, B. Fort, B. Guiderdoni, N. Kaiser, J.P. Kneib, 
C. Kochanek, K. Kuijken, Y. Mellier, M. Moniez, B. Paczinski, P. Schneider and R. Webster 
"Cosmological physics with gravitational lensing" session, 

- E. Auge, E. Berger, A. Capella, S. Catani, D. Denegri, B. Klima, L. Kluberg, G. Korchemsky, 
L. McLerran, L. Montanet, B. Pietrzyk, Tan Chung I and C. Voltolini for the "QCD and High 
Energy Hadronic Interactions" session, 

- F. Bonhomme, B. Godelle, T. Langin, P. Sonigo, F. A. Wollmann for the Biology meeting, 

nd the conference secretariat: C. Barthelemy, I. Cossin, F. Delmas, D. Granger, H. Mauger, 
'. Leclercq-Ortal, F. N. Oswald, Pham Duy Tu, A. M. Renault-Perrin, F. Warin, C. Windrif and 
:. Wrzesinski. 

I am also grateful to Mr. and Ms. E. Rocca-Serra, Ms. C. Dufourny, Ms. S. Kovalevsky who 
ontributed through their hospitality and cooperation to the well-being of the participants enabling 
1em to work in a relaxed atmosphere. 

These Rencontres were sponsored by the European Union Training and Mobility of 
�esearchers Program, the Centre National de la Recherche Scientifique (INSU, SPM and FP), the 
1stitut National de Physique Nucleaire et de Physique des Particules (IN2P3-CNRS), the 
:ommissariat a l'Energie Atomique {DAPNIA), the Ministere de l'Enseignement Superieur et de la 
�echerche (progran1ille ACCES) and the National Science Foundation. I would like to express my 
tanks for their encouraging support. 

I sincerely wish that a fruitful exchange and an efficient collaboration between the 
hysicists, the astrophysicists and the biologists will arise from these Rencontres as from the 
rev10us ones. 

J. Tran Thanh Van 
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MICROLENSING IN A NUTSHELL 

Marc MONIEZ 
Laboratoire de l 'Accelerateur Lineaire, IN2P3-CNRS, 

Universite de Paris-Sud, B.P. 34, F-91898 Orsay Cedex, France 

Microlensing is now a very popular observational technique. The investigations accessible to 
this technique range from the dark matter problem to the search for extrasolar planets. The 
microlensing principles are explained, from the simpliest approximations to the most complex 
configurations. The techniques for the search and the study of the microlensing effects are 
described, and the present limitations are discussed. 

1 Introduction: the inicrolensing use 

B. Paczy11ski 13 first pointed out the possibility of using the gravitational microlensing effect to 
detect massive compact objects of the galactic halo in the direction of the Magellanic Clouds. 
In september 1993, three teams, EROS 5, MACHO 2 and OGLE 15 have discovered the first 
microlensing events in the directions of the Large Magellanic Cloud and the Galactic Center. 
Since the first discoveries, hundreds of microlensing effects have been detected in the direction 
of the galactic bulge together with a handful of events towards the Galactic Spira.I Arms and 
the Magellanic Clouds. Microlensing search was first intended to study Galactic structure (dark 
halo, disk, bar structure) and important constraints have been obtained by the OGLE, MACHO 
and EROS teams on this issue. 

The specific networks PLANET and MPS have been setup in order to continuously monitor 
the possible microlensing effects, as soon as they are suspected by MACHO, OGLE or EROS. 
The main purpose of these networks is to search for anomalous microlensing events, and therefore 
use the phenomenon as a tool to probe the target star and the deflector and get informations 
not accessible by other means, like planet detection and stellar profiles. 

2 microlensing basics 

The microlensing effect occurs if a massive compact object passes close to the line of sight of a 
star and gives gravitational images that are not intercepted by the massive object (no eclipse) ,  
but that cannot be separated in telescopes (no multiple images) (see Fig. 1 ) .  The detection of 
such a coincidence is then possible only if a measurable magnification variation occurs during 
the observation time. In the approximation of a single point-like object acting as a deflector on 
a single point-like source, the total magnification of the source luminosity at a given time t is 
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Figi_1re 1: P1·inciple of the microlensing effect: As the defieclor D moves with the trnnsverse relative speed VT, the 
impact parameter u(t) changes with time, and so does the magnification of the source. 

the sum of the magnifications of the two images, given by 

A(t) = 
u(t) 2 + 2 

, 
u(t) Ju(t)2 + 4 (1) 

where u(t) is the distance between the undeflected line of sight and the deflecting object, ex­
pressed in units of the "Einstein Radius" RE 

4GMv L ·( ·) --2- x l - x  c 
I I I [IVIv]" [ L ]" [:i:(l-x))2 

970 x R0 x -- - x --- - x -----
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(2) 

(3) 

Here G is the gravitational constant, L is the distance to the source, xL is the distance to the 
deflector and 11!fo its mass. In eq. (1), a singularity occurs when u(t) = 0. The amplification 
of an idealized point-like source would be infinite at this position, and the image would be a 
ring with a radius equal to the Einstein radius. When projected on the transverse plane of the 
deflector, the set of positions where a point-like source would undergo an infinite magnification 
is called the caustic curve, and the corresponding image is called the critical curve. For simple 
micro lensing, the caustic curve is the single point corresponding to the direction of the deflector, 
and the critical curve is the Einstein ring. 

The angular separation of the two images is of the order of the Eintein angular radius: 

lh � R.o· LE '.::: 0.9 miffiArcSec X [N1,o ] � x [__£___}·- ]-� x [l - :r] � 
.• A10 10 \]JC .r 

(4) 

The motion of the deflector relative to the line of sight to the source makes the magnification 
vary with time: for deflectors of masses l\!Io within the interval [10-7, 1 ]Afr,-, located in the 
galactic halo, time scales range typically from hours to months for a significant change of the 
magnification of a source in the Large Magellanic Cloud (LMC) . Assuming a deflector moving 



at a constant relative transverse speed Fy, reaching its minimum distance (impact parameter) 
to the undeflected line of sight 1lmin at time to, u(t) is given by u(t) =ju?,,;,,+ ((t -to)/D.t)2, 
where D.t = � the "lensing time scale" is the only measurable parameter bringing useful 
information on the deflector in the approximation of the simple microlensing. 

[ l' 1-l [MD]� [ L ] � [.1:(1-x)J� 
D.t (days) = 39 x 200��n/s x M0 x 10 Kpc x 0 . . 5 

2.1 microlensing event characteristics 

(.5) 

The general properties of the gravitational lensing apply to the microlensing: the microlensing of 
a source element does not affect its colour and polarization. The magnification of a source that 
undergoes a simple microlensing effect (point-like source and point-like deflector with uniform 
relative motion with respect to the line of sight) has some very characteristic features which 
allow to discriminate it from any known intrinsic stellar variability : 

• The magnification phase is singular in the history of the source (as well as of the deflector) . 

• The gravitational origin of the effect makes the magnification independent of the colour. 

• The magnification is a known function of time, depending on only 3 para.meters ( 1Lmin, to, D.t), 
with a symmetrical shape. 

• As the geometric configuration of the source-deflector system is random, the dates of 
maximum amplification and the impact parameters of the events have to be uniformly dis­
tributed. This allows to predict the expected maximum amplification distribution which, 
corrected for microlensing detection efficiency, can be compared with the observed one. 

• The passive role of the lensed stars implies that their population should be representative 
of the monitored sample, particularly with respect to the observed colour and magnitude 
distributions. 

2.2 Optical depth and event rate 

The probability for a given star to be magnified by a factor larger than 1.34 ( u < 1 )  at a given 
time, is the probability for its line of sight to intercept the Einstein disk of radius RE of one 
of the deflectors. This probability, called the optical depth r, is independant of the deflectors 
mass function, because the surface of the Einstein disk is proportional to the deflectors mass. 
When events are detected towards a. monitored population of stars, the measured optical depth 
is estimated from 

T = 
1 

7f L ___E!._ NobsTobs 2 events f(D.t) 
(6) 

where Nabs is the number of monitored stars in the target, Tabs is the duration of the observation 
period and f(D.t) is the average detection efficiency of the microlensing events with a time scale 
D.t, relative to the events with impact parameter Umin < 1 and time of maximum within the 
observation period. Similarly, the event rate corrected for the observation efficiency is computed 
to be f = l/(NobsTabs) x :Sevents(l/E(D.t)). 

3 Microlensing configurations 

3.1 intragalactic microlensing 

Microlensing has been discovered towards the Milky VVay center, towards the Galactic arms 
(deflector and source then both belong to the Galaxy) and towards the magellanic clouds. The 



expected and measured typical timescale of the events is 10-100 clays. 
The optical depths T towards the Galactic center and through the Galactic plane at longitude 
±30° a.re respectively estimated ID to be � 2 . .5 x 10-6 and � o . . 5 x 10-1'. Assuming that the 
Ga.lactic halo is described by a standard isothermal halo model 6 , and that it is fully made 
of compact objects a.cting as deflectors, the optical depth is estimated to be a.bout .5 x 10-7 
up to the LMC, and 7 x 10-7 up to the SMC. Assuming that a.II deflectors have the same 
mass i11D, the rate per star for microlensing effects with amplifications greater than a. threshold 
amplification Ar (corresponding to an impact parameter 1Lmin = uy) has been calculated to be 
1.6 10-6 urJlvl0/MD y1·-1 in the direction of LMC 8 ll _ 

3.2 intergalactic rnicrolensing 

Microlensing towards M31 is actively searched through the so-ca.lied "pixel technique" . The 
expected event characteristics are close to the characteristics of intra.galactic events, given the 
slow variation of the para.meters with the distances (as the square root) . 

3.3 extragalactic rnicrolensing 

Two configurations a.re considered here: 

• The source is a quasar and the microlens is a compact object in the halo of a cluster of 
galaxies. The typical optical depth in this configuration could be r � 0.001 if the ha.lo is 
fully ma.de of compact objects, and the typica.1 microlensing duration is a few months. 

• The source is one of the images of a quasar lensed by a galaxy, and the microlens is one 
of the compact objects from the same galaxy. The optical depth is of order one in this 
case and the magnification can lasts for years. As the optical depth is very large , caustic 
crossing (see next section) with much shorter durations should occur, which can be more 
easily detected. The luminosity variation of the microlensecl image can be distinguished 
from the intrinsic quasar variability by comparing with the variations of the other images 
(taking into account the time-delay between the images) .  

4 Beyond standard microlensing 

The simple microlensing approximation can be broken in many different ways : double lens, 
extended source, deviations from the uniform motion due to the rotation of the earth around 
the sun (parallax effect) , to the orbit of the source around the center of mass of a multiple 
system, or to a similar orbit of the acting deflector. These deviations have all been observed . 
Interest for these "exotics" comes from the extremely valuable extra-information that can be 
obtained (more constraints on the lensing configuration ,  or informations on the source or on the 
deflector . . .  ) .  
Three actors are involved i n  a microlensing effect, the source, the deflector and the observer. 
The microlensing event structure is sensitive to the distributions of the source light and deflector 
mass projected onto the corresponding transverse planes, and to the transverse speeds of each 
source/deflector element and of the observer (see Fig. 2 ) . At a given time, the source plane 
can be described as a luminosity distribution, and the deflector plane as an amplification map. 
The average magnification can then be obtained by averaging over the light source elements 
the magnification given by the amplification map at the intercept of the line of 8ight. The 
luminosity distribution of the sources can differ from one wavelength to the other, and can 
evolve with time as well as the shape and orientation of the magnification map. The position 
of the observer (extremity of the line of sight) also describes the terrestrial orbit, for which a 



Extended 
source 

Map of light 
(depends on t and 'A) Map of 

magnification 
(depends on t) � 

�L 

Figure 2: The three actors of the micrnlensing effect: observer plane: V0{;, the projected speed of the observer 
(earth} relative to the sun changes with the season. If this speed is not small compared with the speed of the 
deflector projected from the source onto the observer plane, a distorsion called parallax effect ccm be detected. 
Deflector plane: the curve shown here is the caustic map due to a double deflector (Mt, 1\12). The masses can 
have diffe1·ent speeds, leading to vcU"iations of the map configuration with time (in addition to its global motion). 
Source plane: if the source i.• extended, different parts will undergo differnnt magnifications. All these effects 

can occur simultaneously. 

uniform approximation is valid only for short durations (few weeks) .  The following shows the 
possible distorsions to the single event approximation due to each of the three actors. 

Observer trajectory If the variation of the Earth's velocity rotating component around the 
sun is not negligible with respect to the projected transverse speed of the deflector, then 
the apparent trajectory of the deflector with respect to the line of sight is a cycloid instead 
of a straight line. The resulting amplification versus time curve is then affected by this 
parallax effect. This effect is more easily observable for long duration events (several 
months) ,  for which the change in the Earth velocity is important 3. 

Lens plane In the case of a multiple lens, the map of magnification exhibit very different 
features than in the simple approximation, because the caustic curve is no more a single 
point. Then the source elements of which the line of sight crosses the caustic curve are 
subject to an infinite magnification. Obviously, the average magnification of the source 
is a.lways finite and its maximum is limited by the extension of the light distribution. 
The magnification map evolves with time, because the multiple lens system has a global 
motion (translation and rotation) ,  and the projected distances between the components 
change with the time. The search for multiple lenses made of a main star surrounded by a 
planetary system is now considered as the most promising way to undoubtly discover new 
extra-solar planets, and as the only way to discover earth-like planets. 

Source plane As the source is not point-like, the correct way to estimate the magnification of a 
finite size source by microlensing is to average the lensing effect over the light distribution 
projected onto the transverse plane. The light transverse distribution can change with 
the wavelength and vary with time, and the trajectory of each component of a multiple 
source can be complex. For example, considering a point-like deflector, if the angular 



Table 1: The expe1iment.al devices devoted to the microlensing searches. 
telescope pixels stars 

Set-up location diameter xl06 xl06 remarks 
EROS ESO-Chile l m 64 � 60 stop 2002 

MACHO mount Stromlo 1 .3 111 32 � 30 stopped since 
Australia. encl 1999 

OGLE Las Cam pa.nas 1.3 m 4 --+ 64 driftsca.n mode 
Chile (in 2001) 

MOA New Zea.land 0 .6 lll g � 2  
AGAPE Pie du Midi-France 2 Ill 1 target: M31 

VATT Arizona. 2 m  1 target: M31 
PLANET network � l m  ta.rgets=a.lerts 

MPS network � 1 Ill EROS/OGLE 

radius of a source star is not negligible with respect to the angular impact parameter, then 
the magnification curve is distorted from the simple approximation .  In particular, the 
maximum amplification is limited, and chroma.tic effects can occur if the light distribution 
on the star's surface depends on the wavelength. Another example is the "Xallarap" effect 
(mirror of parallax) , which is due to the rotation of the source around the center-of-mass of 
a multiple system. This effect has a characteristic time given by the period of the rotation 
of the source 14. 
Blending effects: the detected light may also have a. composite origin ; a. multiple 
system may be lensed , with different amplifications for ea.ch component depending on the 
impact parameters, or with only one component being amplified 14. The latter case is 
equivalent to the configuration of a. single amplified star, blended by another star close to 
the line of sight (but not amplified) .  The light curve of a microlensing event is affected 
by this blending effect. Moreover, it can make the measurement of the optical depth very 
difficult, because the experimental efficiency to detect the microlensing events is difficult 
to control in the case of strong blending (see section 6) . 

5 The setups dedicated to microlensing searches 

5.1 The experimental detection of microlensing events 

Three types of experiments can be distinguished. The two first could be ca.lied "discovery 
experiments" whereas the third could be considered as "follow-up experiments" . Table 5.2 lists 
the current devices devoted to the microlensing studies. 

All the discovery setups have in common the fact that they aim at monitoring the largest 
possible field of view, with the shortest time-sampling. They a.II make use of wide field CCD­
cameras, mounted on one meter class telescopes. Data. analysis a.re also based on the same 
principles : Firstly, light curves (i.e. flux versus time curves) for catalogued stars or for pixels are 
extracted from the raw data., using automatic astrometric and photometric alignment procedures 
; secondly each light curve is subjected to a. microlensing search algorithm based on the expected 
characteristics of the events. 

5.2 The discovery experiments based on star monitoring 

Three dedicated devices (EROS, OGLE and MOA) are currently searching for microlensing, 
looking for specific patterns in the light curves of several million monitored stars. 
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Figure 3: The binary lens towcircls SMC. 

5. 3 The discovery experiments based on pixel monitoring 

Time[days11inca 1jant990) 

Two teams, AGAPE (Andromeda Gravitational Amplification Pixel Experiment 4 ) and VATT 
Microlensing Survey of M31 (Vatican Advanced Technology Telescope 7) are monitoring pixels 
instead of individual stars. Those surveys take advantage of the large number of underlying stars 
participating to the flux of each single pixel, of which one could potentially undergo a strong 
microlensing effect ,  and then temporarily emerge from a. continuum. Using this technique can 
increase the microlensing signal in the directions monitored by the previous experiments 12 . But 
the most promising issue is the possibility to search for microlensing in directions where the stars 
a.re not resolved, like M31 .  The AGAPE and VATT teams both use 2 meter class non-dedicated 
telescopes equipped with large CCDs. The MEGA (Microlensing Exploration of the Galaxy and 
Andromeda) survey has also started to use the KPNO 4-meter and Isaac Newton telescopes in 
the purpose of studying the variations of the optical depth a.round the center of M31. Now those 
teams have demonstrated their ability to detect and characterize microlensing events 1• 
5.4 The follow-up experiments 

Two networks (PLANET and MPS) are able to monitor the most interesting candidates found 
by the other experiments, which have developped the capability of on-line detection needed to 
start alerts well before the end of the lensing process. PLANET and MPS use one meter class 
telescopes located all a.round the world, to be able to monitor the candidates 24 hours a. clay. 
·wide field of view is not needed here, but a precise photometry has to be performed, which 
needs longer exposures and finer images, compared with the discovery experiments. In some 
cases, spectrometry has also been performed at various amplification stages. 

5. 5 Worldwide collaborations 

The power of the discovery experiments associated with the followup networks has allowed the 
discovery of some very exciting deviations to the simple microlensing. The best example of the 
collaboration between a.II the search tea.ms is the study of a. binary lens acting on a. star of the 
Small Magellanic Cloud (see Fig. 3) 9; the MACHO collaboration first published an early alert 
on this on-going event, which later revealed to be a. binary lens. The first caustic crossing was 
missed, but the second crossing was then correctly predicted and monitored by 6 different teams. 

9 
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6 Experiinental difficulties 

After a decade of maturation , some sensible experimental aspects of the microlensing subject 
have been brought to the fore. 

• Residual backgrounds: Unexpected backgrounds of fake microlensing events have been 
found ; a population of bright blue stars, named "blue bumpers", sometimes exhibit tem­
porary moderate flux increases (typically smaller than a factor 1 .6) , that can mimic a 
microlensing effect if the photometric precision and/or the sampling are not good enough. 
Supernov� located far behind the LMC have been detected and could also be accidentally 
selected as microlensing signal. An estimate of the residual contamination from those 
backgrounds in the selected sample of microlensing candidates has to be done, specially 
for the LMC/SMC studies where the signal is low. 

• Blending of the source stars: The blending can also be a major difficulty for the efficiency 
calculations. In a very crowded sample of faint stars, a strong blending can occur. In such 
a case, the effective (or apparent) maximum magnification and duration of microlensing 
events can be very different than the true ones, and the real efficiency to detect them is 
then lower than that calculated for non-blended stars. In the other hand, the blend is 
due to stars not taken into account, and these stars can also be microlensed, inducing an 
apparent enhance of efficiency. The two effects compensate at the 10% level in the case 
of EROS, but they do not compensate in the case of MACHO, because the catalog of 
monitored stars is deeper, thus involving more blending effects. 

7 Conclusion 

Microlensing is now a mature domain. It has already rendered valuable services to science for 
the dark matter problem and for the galactic structure. The microlensing phenomenon also acts 
as an unhoped-for natural telescope, which has made possible for the first time the resolution 
of star-profiles, and great hope to detect extra-solar planets is now justified . Last but not least, 
the huge data-bases built by the dedicated experiments have already contributed to a better 
knowledge of variable stars like the cepheids. Ambitious projects exists to develop this new 
field , and new ways to analyse data are also explored. 
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THE MOA STRATEGY FOR MICROLENSING 
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Abstract 
High magnification microlensing events have been identified as promis­

ing hunting grounds for extra solar planet searches. In such events 
excursions due to planetary microlensing events occur near the times 
of peak amplification and at significant detection probabilities. MOA 
has carried out intensive observations of two high magnification mi­
crolensing events. Starting in 2000, MOA plans to issue alerts of high 
magnification events in progress using online analysis based on image 
su braction. 

1 Introduction 

The MOA Collaboration carries out both survey observations of selected 
fields towards the Galactic Bulge and Magellanic Clouds and follow-up ob­
servations of selected microlensing events. A particular objective is to detect 
excursions from the single lens light curve due to the presence of planets in 
the lensing system. 

To obtain an observational detection of a planet by microlensing, two 
conditions need to met. The source trajectory must intersect or pass very 
close to one of the caustics and one must be observing the event at the 
time of the caustic crossing. The characteristic crossing times range from 
2-3 days for a Jupiter mass planet down to a few hours for an Earth mass 
planet. When compared with the typical Einstein ring crossing times of � 40 
days, one can appreciate the difficulty in meeting these conditions. A study 
by Griest and Safizadeh ( 1997) argued that in the case of high magnification 
events, there is a significant chance of planetary caustic crossings occurring 
around the time of peak magnification. 

Thanks to the online analysis capabilities of the survey groups MACHO, 
OGLE, and EROS, reliable estimates of the times and sizes of peak ampli­
fication of ongoing microlensing events can be determined well before the 
event peak. Thus if an ongoing event is known to be of high amplification, 
intensive observations can be planned accordingly. Such intensive observa­
tions were carried out by MOA on two high magnification events, 98-BLG-3.S 
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Figure 1: Deviation from a single lens fit for MPS and MOA observations 
of MACH0-98-BLG-3.5 .  

and 99-LMC-2, which were alerted by the MACHO Collaboration. These 
are described in the following sections. 

2 MOA Observations of MACH0-98-BLG-35 

The microlensing event MACH0-98-BLG-35 attained a peak amplification 
of 70.3 on 1998 .July 4.6 UT. A total of 163 measurements were obtained 
by the MOA group over two nights around the time of peak amplification .  
On the night of the  peak itself, 65  measurements were taken over an  8 hour 
period with a median sampling time of 5 minutes. This event was also 
observed intensely by the Microlensing Planet Search (MPS) Collaboration .  
The results of a detailed analysis of the combined MOA and MPS data were 
presented by Rhie et a.I (2000). Large planets of around .Jupiter masses were 
excluded within the lensing zone. Furthermore a deviation from the single 
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Figure 2: Light of MACH0-99-LMC-2 obtained by MOA in red and blue 
pass bands. 

lens light curve was detected (Fig. 1) and attributed to a planet in the 
lensing system with a mass between that of the Earth and Neptune. The 
detection was statistically significant at 4 . .Sa. 

3 MOA Observations of MACH0-99-LMC-2 

The microlensing event MACH0-99-LMC-2 attained a peak amplification 
of 43.3 on 1999 June 7 .7 UT. This event was intensely observed by MOA 
over .5 nights around the time of peak amplification. A total of 200 mea­
surements were made in each of the red and blue passbands with a median 
sampling time of 10 minutes per passband. Unfortunately, cloud prevented 
observations on the night of the peak. Otherwise, weather permitting, it 
is possible to observe targets in the Magellanic Clouds continuously for 12 
hours during the ·winter nights in New Zealand. 



The light curve of 99-LMC-2 obtained by MOA is shown in Fig. 2. These 
observations will be used to determine how one can constrain the planetary 
configurations of the corresponding lensing system. A joint analysis of data 
on this event obtained by all the microlensing groups would be even more 
constraining. Because of its high magnification, this event is a good prospect 
for obtaining information on the distance to the lensing system through an 
analysis of parallax signatures. Furthermore, if the source star turns out 
to be a spectroscopic binary it may be possible to study the inverse effect 
of parallax in the light curve - the so-ca.lied "xallarap" effect (D. Bennett, 
these proceedings) .  

If subsequent constraints on the distance to the lensing system show 99-
LMC-2 to an LMC self-lensing effect, this raises the prospect of constraining 
or studying the configurations of extra-galactic planetary systems. 

4 MOA Planet Hunting Strategy 

High amplification events appear to be the best hunting grounds for extra­
solar planets through microlensing follow-up observations. The planet hunt­
ing strategy for MOA is to concentrate on agressively observing high magnifi­
cation events a.round the times of their peak amplifications. Alerts for such 
events would come from the established survey groups OGLE and EROS 
(MACHO has now finished ) .  

From the southern Winter of 2000, MOA began issuing alerts of ongoing 
"transient" events based on a.n online image processing pipeline using image 
subtraction analysis. The image subtraction procedure is our implementa­
tion of the method of Ala.rd & Lupton (1998 ) .  The use of image subtraction 
analysis is potentially very powerful since it allows the detection of high mag­
nification microlensing events whose baseline fluxes are below the detection 
threshold. This increases the number of potential microlensing sources. The 
MOA Alert Web pages can be found at: 

http://www.phys.canterbury.ac.nz/-physib/alert/alert.html. 
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THE OPTICAL GRAVITATIONAL LENSING EXPERIMENT 
OGLE-II RESULTS 
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We present results of observations obtained in years 1997-1999 during second phase of the 
OGLE experiment. Our main result is the Catalog of Microlensing events in the GB. We 
searched for microlensing events in database of 4 · 109 photometric observations of 20.5 mil­
lion stars from the Galactic Bulge (GB). 214 cases of microlensing in a 11sq.deg.area. were 
detected. The distribution of normalized number of microlensing events in 24 lines of sight is 
presented. It is a crude estimate of the optical depth toward GB. Our results show that the 
majority of lenses are located in the Galactic Bar rather than in the Galactic disk. Details 
and the Catalog of Microlensing Events in GB, are available from the OGLE internet archive. 

1 The Project 

The idea of a search for dark matter in the Galaxy with microlensing phenomena was first 
proposed by Paczyriski 1 .  The Optical Gravitational Lensing Experiment (OGLE) main goal is 
to put this idea into life. 

1.1 OGLE-I 

First phase of the project, OGLE-I, observations (Udalski et.al. 2) span the period 1992-1995. 
During this phase we used lm Swope telescope located at the Las Campanas Observatory a. 

Our target was the Ga.lactic Bulge (GB) .  We discovered first microlensing event toward GB 
(Udalski et.al. 3). We also detected first binary event OGLE#7 (Udalski et.al. 4 ) . In 1994 we 
presented the first estimate of the optical depth to microlensing toward GB: (3.2 ± 1.2) X 10-6 
(Uclalski et.al:5). During the OGLE-I phase we succesfully implemented the Early Warning 
System (Udalski et.al?) to detect events in real time. An analysis of four seasons of OGLE-I 
observations revealed 20 microlensing events (Woiniak & Szymariski 7). 

"Las Campanas Observatory is operated b.v Carnegie Institution of Washington. 



1.2 OGLE-II 

First phase of the project suffered from limited availability of telescope time, only about 70 nights 
per year. In 1997 a ne'v l .3m vVa.rsa.w telescope loca.ted at the Las Cam pan as observatory and 
cleclicatecl for the OGLE microlensing search began operating. Details of instrumental setup can 
be found in Uclalski, Kubiak & Szymailski 8. In brief, we use 2kx2k CCD detector. The pixel 
size is 24Jlm giving the scale of 0.417arcsec/pixel. The detector works in driftscan mode. This 
method allows us to obtain single image larger than CCD detector size. At present our images 
are 8kx2k and cover 0.22sq deg. Observations cover central parts of LMC and SMC bar, 4.62 
and 2.42 sq. deg. respectively. GB fields cover 10.34 sq. deg. These are dense regions of smaller 
interstellar extinction. Their l coordinates range fro1n -11° to +11°, a.round b==-3.5°. ·There are 
also a few GB fields located at positive b. Some fields are spread across Galactic disk. In 1998 
we implemented the EWS system that detects events in progress (Uclalski & Szyma{1ski9) . The 
EWS detection technique is very similar to that used in OGLE-I phase. On-line information 
about microlensing events is available from our EVVS web page. 

2 Available data 

In this paper we concentrate on analysis of GB data. We also present briefly results from 
Magellanic Clouds and Galactic disk. To perform our search for microlensing events in the GB 
we used 3 seasons of observations. Every season lasts typically from mid-February to the end 
of October. In years 1997-1999 we collected data for 44 GB fields. For three additional fields 
that were added later in 1998 we have only two seasons of observations. We collected from 142 
to 324 observations for different GB fields. Whole GB databases include 4 · 109 photometric 
measurements of 20.5 million stars during 1997-1999 period. The observations were clone in 
standard BV I bands with effective exposure time of 162, 124 and 87 seconds, respectively. The 
majority of observations were clone in the I-band while only several epochs were collected in 
EV-bands. Errors of zero points of photometric calibration should not be larger than ±0.05mag. 
Median seeing of the presented dataset is 1"29. 

3 Search algorithm 

Search algorithm used for detection of microlensing events is described in detail m Udalski 
et al.10. 

4 Results 

{1 Galactic Bulge 

214 microlensing events were found during our search. The majority of events in 1998 and 1999 
were detected by EvVS in real time. Some of these events were observed by follow-up programs, 
(e.g. 1998-BUL-14, Albrow 11). The sample of 214 cases of microlensing contains 20 binary 
microlensing candidates. 14 of them a.re caustic crossing events and the remaining 6 are clue to 
binary lens or double source star. The rate of bina.ry microlensing, �9 . . 5%, is ve1·y consistent 
with theoretical estimates ( 10% Mao & Paczy1l.ski 12). 

Our sample is reasonably complete clown to 19mag. Preliminary analysis of detection effi­
ciency shows that our sample is quite complete for events longer than to=8clays. The distribution 
of to vs number of events peaks at to=17days with a longer tail of long time-scale events. The 
number of searched stars differs by factor of more than four in our fields. Therefore we nor­
malized number of detected events in ea.ch field to 106 stars. VVe selected 24 lines of sight and 
averaged normalized numbers from overlapping fields. The fields used in each line of sight and 



Table l: Average number of microlensing event.s in the Galactic Bulge in 24 lines of sight. 

Line of sight: b N per Line of sight: b N per 
BUL_SC 106 stars BULSC 106 stars 

.5+44 3.59.67 -1.26 36 3+37 0.05 -1 .83 17 
4+39 0.48 -2 . 1 1  23 22+23 3-59.62 -3.1.S 14 
6+7 3.59.80 -5 .80 4 40+41 3-57. 11  -3.20 18 

24+2-5 357.62 -3.46 10 26+27 35.5.09 -3 .. 51 13 
28+29 3-53.30 -4 . .52 4 47+48+49 348.79 -2.88 0 
1+38 1 .02 -3 .. 52 .5 20+34 1. .52 -2.43 9 

21+30 1 .87 -2.7.5 13 31+32 2.28 -3.04 8 
3.5+36 3 .10 -3 .10  6 2+33 2.29 -3 . .56 7 
18+19 4.03 -3.24 9 42 4.48 -3.38 9 
16+17 .5 .19 -3.37 4 12+13 7.8.5 -3.48 2 
10+11 9.69 -3 . .  54 7 8+9 10 . . 53 -3.88 0 
14+1.5 .5.30 2 .72 18 43 0.37 2 .9.S 14 

number of events per 106 stars a.re shown in Table 1 .  Spatial distribution is shown in Figure 1 .  
Our results can be treated in the first approximation as crude estimate of the optical depth . 
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Figure 1 :  Frequency of microlensing in the GB. The numbers, taken from Table 1, conespond to the number of 
observed microlensing events per one million stars during 1997-1999 period. 

'When we take a closer look at a Figure 1 we can see that number of events depends on I 
coordinate with a noticeable assymetry toward negative I. This suggests that most of lenses a.re 
located in Galactic Bar rather than in Galactic disk. This conclusion supports the results of 
previous analysis of red clump population of stars in GB done by Stanek et.al. 13. For details 
please also refer to Uda.lski et.al. 10• 

4 .2 Galactic Disk and LMC, SMC 

The full search for microlensing events has not been performed in these fields yet. However, the 
EvVS system discovered several very interesting events. In the Ga.lactic disk we detected one 
event in Carina field OGLE-1999-CAR-Ol (Uda.lski & Szymanski 14).  Parameters of this event 



a.re T=90da.ys, A.max=3.0 Io=l8.0. This event is very likely a genuine microlensing. Effect of 
pa.rrala.x wa.s detected by Ma.o15 .  In 2000 season we detected a.uother candidates for microlensing 
OGLE-2000-SCO-Ol a.nd OGLE-2000-SC0-02. 

One event in the LMC wa.s discovered with the EWS system, OGLE-1999-LMC-01 (pre­
viously detected by MACHO) .  In 2000 season we detected next ca.ndida.te for microlensing, 
OGLE-2000-LMC-Ol. 

In the SivIC follow-up observations of two events were performed. For MACH0-1997-SMC-1 
our photometry allowed us to deblend source star (Uda.lski et.al .16) . For another double event 
MACH0-1998-SMC-1 our photometry helped to find correct double lens model (Uda.lski et.al .1 7 ) .  

5 Future prospects - OGLE-III 

In the fall of 2000, after four sea.sons of OGLE-II Galactic Bulge observations, a. large instru­
mental upgrade is planned. We suspend observations for several months. Old CCD camera. will 
be replaced by new eight chip mosaic. The array will consist of thin 4kx 2k detectors. The total 
image size will be Skx 8k.  The pixel size will be 15pm giving the scale of 0.26 a.rcsec/pix. 

Due to increased observed sky area by a factor of 5-8 we will cover larger area of the Galactic 
bulge and Magellanic Clouds. The number of microlensing alerts should sea.le similarly, now we 
issue about 50 alerts per year. The large observed number of microlensing events will allow us 
to obtain more accurate information on the optical depth distribution in GB. 

It is also planned to reanalyze OGLE-II data for all targets with image substra.ction method. 
It would a.How us to get rid off blending uncertainties and to obtain more precise photometry. 

6 Summary 

Here we presented OGLE-II results for the three sea.sons of the GB observations and preliminary 
results for other fields. We detected 214 events in the GB. Analysis of these data. gives us crude 
estimate of the microlensing depth. Our results indicate the existence of a. ba.r in the center of 
the Galaxy. The EWS system detected also events in the LMC a.nd Galactic disk. 

The Catalog of Microlensing Events in the GB is available from OGLE internet archive: 

or its US mirror 

http://www.astrouw.edu.pl/�ogle/ 
ftp://sirius.astrouw.edu .pl/ogle/ogle2/microlensing/ 

http://www.astro.princeton .edu/�ogle/ 
ftp://astro.princeton.edu/ogle/ogle2/microlensing/ 

Information a.bout currently ongoing events in 2000 sea.son and previous EWS seasons ca.n 
be found on our EWS pages 

http://www.astrouw.edu.pl/�ogle/ogle2/ews/ews. html 
or http://www.astro. princeton .edu/ �ogle/ ogle2/ ews/ ews. html 
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NOT ENOUGH STELLAR MASS MACHOS 

IN THE GALACTIC HALO 

T. La5serre and A. Milsztajn, on behalf the EROS collaboration 
CEA , DSM, DAPNIA ,Centre d 'Etudes de Saclay, F-91 191 Gif-sur-Yvette Cedex, France 

We present the latest results from the EROS2 galactic dark matter search for microlensing 
effects towards the Large Magellanic Cloud. 25 million stars have been monitored over three 
years, and four candidates have been found, which is much lower than expected if MACHOS are 
a significant component of the galactic dark halo. We combine these new EROS2 results with 
those from our search towards the Small Magellanic Cloud as well as earlier ones from the 
EROS l experiment. The combined data, sensitive to compact objects in the broad mass range 
10-7 - 10M0,  allowed us to derived an upper limit on the abundance of stellar mass MACHOS. 
This combined limit rules out such objects as an important component of the galactic halo if 
their mass is smaller than a few solar mass. 

1 Research context 

Following the proposal of Paczy11ski 1 7 to use gravitational microlensing to probe the dark matter 
content of the galactic halo, several groups have been observing both Magellanic Clouds for a 
decade, and first candidates in these directions were reported in 1993 by the EROS and M ACHO 
collaborations 9•2 . The main result from the first generation experiments is the strong limit 
derived by both EROSl and MACHO groups on the fraction of galactic dark matter in planet­
sized objects, from the absence of candidates with duration shorter than 10 days 10•3•20•21 •6. In 
1996, based on 6 candidates discovered towards the LMC (with an average duration of about 40 
days) , the MACHO group estimated the optical depth at half that required to account for the 
dynamical mass of the standard spherical dark halo 4 . From similar observations, EROSl found 
2 candidates in the same range of timescales and decided to set an upper limit on the halo mass 
fraction 8. 

The second phase of the EROS programme was started in 1996, with a ten-fold increase over 
EROSl in the number of monitored stars in the Magellanic Clouds. The analysis of the first 
two years of data towards the Small Magellanic Cloud (SMC) allowed the observation of one 
microlensing event 19 also detected by the MACHO collaboration 5 . This single event, out of .5.3 
million monitored stars, allowed EROS2 to further constrain the halo composition, at the level 
of .so % for 0.01 - 0 .. 5 M,:;:i halo objects 1 . At the same time, an optical detection of a halo white 
dwarf population, consistent with a galactic halo full of white dwarfs, was reported by Ibata et 
al. 1 2 . At the beginning of the year 2000, the MACHO group presented an analysis of .5 .7  year 
light curves of 10 .7 million stars in the LMC with an improved determination of their detection 
efficiency and a better rejection of background supernova explosions behind the LMC; they now 
favour a galactic halo MACHO component of 20% in the form of 0.4 M0 objects 7. A few days 
after, a detection of a halo white dwarf population at the level of a 10% component was reported 
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by lbata et al. 13• Simultaneously, the EROS2 group presented its results from a two-year survey 
of 17 . . 5 million stars in the LMC 16 .  One EROS l microlensing candidate, EIWSl-LMC-2,  exhibited 
a new variation, 8 yea.rs after the first one, and was thus eliminated from the list of microlensing 
candidates. Two new ca.ndida.tes were discovered, which is much lower than expected if MACHOS 
are a. substantial component of the galactic ha.lo. Furthermore, these new candidates do not 
show excellent agreement with simple microlensing light curves. Because of these two reasons, 
EROS chose to combine these results with those from previous EROS analyses, and to quote an 
upper limit on the fraction of the galactic ha.lo in the form of MACH Os. 

In this article, we describe an update on the EROS2 LMC data, the analysis of the three-year 
light curves from 2-5.-5 million stars. 

2 Experimental setup and observations 

The telescope, camera, telescope operation and data reduction are described in Palanque­
Delabrouille et al. (1998) 19 .  Towards the LMC, 39 square degrees spread over 64 one square 
degree fields have been analyzed from August 1996 to May 1999, with a sampling of one mea­
surement every 6 days in average. The exposure times range from 3 min in the LMC center to 
12 min on the periphery. 

3 LMC Analysis 

We only give here a list of the various steps of the analysis which is very similar to that reported 
in Lasserre et al. (2000) 15 . A detailed description will be provided in Lasserre 14 ,  and Lasserre 
et al. 16. 

To begin, we select the 6% "most variable" light curves, a sample much larger than the 
number of detectable variable stars. This subset of our data is "enriched" in variable stars, but 
also and ma.inly in photometrically biased light curves. Working from this subset, we apply 
a first set of cuts to select, in each colour separately, the light curves that exhibit a smooth 
significant variation that is very unlikely to be a statistical fluctuation. 

The second set of cuts compares the measurements with the best fit point-lens point-source 
constant speed microlensing light curve (hereafter "simple microlensing" ) .  They allow us to 
reject intrinsic variable stars whose luminosity shape differs too much from simple microlensing. 
These cuts are loose enough not to reject most of the exotic microlensing events as blending, 
parallax, finite size of the source, and most cases of multiple lenses or sources. After this second 
set of cuts, stars selected separately in the two pass bands represent a.bout 0.01 % of the initial 
sample; almost a.II of them are found in two thinly populated zones of the colour-magnitude 
diagram. 

The third set of cuts deals with this physical background . The first zone contains stars 
brighter and much redder than those of the red giant clump; We reject variable stars in this 
zone if they vary by less than a factor two or have a. very poor fit to simple microlensing. The 
second zone is the top of the main sequence, where the selected stars, known as blue bumpers 4 , 
display variations that are almost always smaller than 60% of the base flux or at least 20% lower 
in the visible passband than in the red one. VVe thus reject all candidates from the second zone 
exhibiting one of these two features. 

Compared to the analysis in Lasserre et al. (2000) 15 ,  a new cut is introduced to reject 
cataclysmic variable stars as nova or supernova (behind the LMC) .  It rejects light curves which 
have a rise time significantly smaller than the decline time " .  The final cuts are simply tighter 
cuts on the fit quality, applied to both colour. 

aThis cut is not applied to events with a timescale longer than GO days, in order t.o avoid (.he reject.ion of 
microlensing phenomena with parallax effect.s that. could also show such an asymmetry. 



The tuning of ea.ch cut a.nd the ca.lcula.tion of the microlensing detection efficiency are done 
with simulated simple microlensing light curves, as described in Palanque-Delabrouille et a.I. 
(1998) 19• Only four candidates remain after all cuts, with a mean duration of a.bout 35 days. 
One of the two-year candidate 15 was seen to vary in the third season and was thus rejected, and 
three new candidates have been detected . It is worth noting that, for each candidate, agreement 
with simple microlensing is not excellent. 

4 Upper limits on the abundance of MACHOS 

Up to now, a .  total of six microlensing candidates have been observed by EROS towards the 
Magellanic Clouds, one from ERosl ,  four from EROS2 towards the LMC ,  a.nd one towards the 
SMC.  As discussed in Graff (2000) 11 the lens of event EROS2-SMC-97- 1  is unlikely to lie in the 
ha.lo (at 983 C.L. ) ; for that reason we do not include it in the limit computation. 

The limits on the contribution of MACHOS to the galactic halo are obtained by comparing 
the number a.nd durations of microlensing candidates with those expected from the so-ca.lied 
"standard" halo model described in Pala.nque-Dela.brouille et a.I . ( 1998) 19• The model predic­
tions are computed for each EROS data set in turn and then summed; detection efficiencies of 
each programmes 8•21•1•14 have been ta.ken into account. In this model, a.II dark objects have the 
same mass !ill; the model predictions have been computed for many trial masses ]\If in turn, in 
the range [10-

8 M8, 102 M8] . Details on the method used to compute the limit are described 
in (Ansari et al. 1996) . Figure 1 shows the 9.53 C.L. exclusion limit derived from this analysis 
on the halo mass fraction, f, for any given dark object mass, M. The EROS total sensitivity, 
estimated for stellar mass lenses, is proportional to the sum of N. Tobs E(tE = 50d) over the four 
EROS data. sets. It is a.bout 3.2 times larger than that of Alcock et al. ( 1997) � and two thirds 
that of Alcock et a.I. (2000) 7. The standard spherical ha.lo model fully comprised of objects 
with any mass function inside the range [10-7 - 10] M8 is ruled out at 9.53 C.L. ,  and the halo 
cannot be composed by more than 303 of objects with mass inside the range [10-7 - 0 .. 5] M0 . 
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Figure 1: Combined upper limit (953 C.L) on t.he halo mass fraction in the form of compact objects of mass M, 
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5 Discussion 

There are now strong evidences, from both EROS and MACHO data sets, that MACHOS with 
masses less than a few solar mass are not the substantial component of the galactic dark halo 15 •7 .  
\i\Thereas EROS and MACHO results a.re consistent, their interpretations remain different, both 
on the variable star background and the localisation of the lenses. To be conservative, and 
because the agreement of our candidates with simple microlensing is not excellent, the EROS 
group prefer to only quote upper limits on the MACHOS content; on the contrary the MACHO 
collaboration reported a positive detection , which means they consider their microlensing sample 
to be background-free. 

\i\Thile the comparison of LMC and SMC events was first suggested as a way to measure the 
flattening of the dark halo 5, we think that the comparison of both numbers and durations of 
candidates should mainly be used as a test of the halo hypothesis. Indeed, since the two lines 
of sight are at about 20 degrees apart in the sky, the timescale distributions of microlensing 
candidates as well as the event rates b towards the two Clouds should be nearly identical if lenses 
belong to the galactic halo. At present, with the EROS data alone, such a comparison is not yet 
significant, and coming results in the direction of the SMC will provide important informations 
on the localisation of the lenses. 
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TOW ARDS THE GALACTIC SPIRAL ARMS 
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We present the analysis of the lightcurves of 9.1 million stars observed during three seasons by 
EROS (Experience de Recherche d'Objets Sombres) in the Galactic plane away from the bulge. 
Seven stars exhibit luminosity variations compatible with gravitational microlensing effects 
due to unseen objects. The corresponding optical depth, averaged over the four monitored 
directions, is r = 0.45�g:i� x 10-•. The interpretation of the optical depths inferred from these 
observations is hindered by the imperfect knowledge of the distance to the target stars. Our 
measurements are compatible with expectations from simple galactic models under reasonable 
assumptions on the target distances. 

1 Introduction 

Following the suggestion of Paczy1iski 1 the EROS project has begun few years ago a systematic 
survey of the Magellanic Clouds to look for microlensing events due to MACH Os. The estimate 
of the disc contribution to the optical depth can be refined by investigating lines of sight that do 
not go through the hypothetic ellipsoidal structure in the Galactic Centre. Therefore the EROS 
II team has chosen to search for microlensing in four regions of the Galactic plane, located at 
a large angle from the Galactic Centre, corresponding to a total of 29 fields, refered as /3 & / 
Set, I Nor and (} Mus. The three year data set contains 9 . 1  million lightcurves : 2 . 1  towards /3 
Set, 1 .8 towards I Set, 3.0 towards I Nor and 2.2 towards (} Mus. The data presented here have 
been taken between .July 1996 and November 1998, except towards (} Mus (between .January 
1997 and November 1998) , with an average of 100 measurements in each of the E ROS bands 
VsRos and RsROS· 

By contrast with the Magellanic Clouds, the distance distribution of the monitored stars is 
imperfectly known. An analysis of our colour-magnitude diagrams has shown that their content 
is dominated by a population of source stars located � 7 kpc away, undergoing an interstellar 
extinction of about 3 magnitudes. This distance estimate is in rough agreement with the distance 
to the spiral arms deduced from 2, and will be used in this paper. 
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2 The search for lensed stars 

The selection criteria (see 3 &4 for their description) are designed to isolate microlensing events 
using the expected characteristics of their lightcurves (one single peak, simultaneous in both 
pass bands, with a known shape) . To reject most of the remaining variable stars, we use the 
two-colours combined X�I-out of the microlensing fit outside the peak, i .e limited to the periods 
where the magnification is lower than 10%. \Ve remove events with low signal-to-noise ratio by 
requiring a significant improvement .6.x2 of a microlensing fit (ml) over a constant flux fit (est) : 

X2 v2 1 .6. .2 _ • est - ,(ml 
\. - 2 /W � ,  Xm/ 1 do/ V �"dof 

where Ndof is the number of degrees of freedom. 
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Figure l :  Distribution of  log1 0 (x;,.1_0.,) versus 
log10(C.x2) for data. The two lines correspond to 
the adopted cut. Stars ( *) correspond to the seven 

candidates selected by our analysis. 

Figure 2: Expected optical depth ( x 10°) up to 7 kpc 
for the different components of the Milky Way as a 
function of the Galactic longitude at b = -2.5° for 

two values of the bar length parameter (a). 

Seven lightcurves satisfy all the requirements and are hereafter named cancliclates and la­
belled GSAl to 7. Fig. 1 shows the distribution of log10 (x�11_0.,1 )  versus log10(L�.x2) for 
lightcurves having one (and only one) significant bump. The seven candidates are isolated 
in a region of the diagram corresponding to lightcurves with a magnification well described by 
a microlensing fit and constant outside, as expected from microlensing events. The upper right 
side of the diagram is populated with variable stars, mostly red and bright. Table 1 contains 
the characteristics of the 7 candidates. 

To determine the efficiency of each selection criterion, we have applied them to Monte-Carlo 
generated lightcurves, obtained from a representative sample of the observed stars, on which 
we superimpose randomly generated microlensing effects. The microlensing parameters are 
uniformly drawn in the following intervals: impact parameter expressed in Einstein radius unit 
u0 E [O, 2), maximum magnification time in a research period Tobs starting 1.50 clays before the 
first observations and ending 150 days after the last observations, and Einstein radius crossing 
time .6.t E [ 1 ,  2.50) days. The analysis efficiency (or sampling efficiency) E (.6.t) reported in Table 
1 is relative to a set of unblenclecl stars, normalised to uo < 1.  
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Table 1 :  Characteristics of the 7 microlensing candidates and contribution to the optical depth. 

Candidate GSAl GSA2 GSA3 GSA4 GSA5 GSA6 GSA7 

field -y Set -y N01· -i Nor -y Set -y Set 1 Set -y Set 
n(J2000) 18:29:09 16: 1 1 :50 16:16:27 18:32:26 18::32: 12 18:33:57 18:34:10 
.5(J2000) - 14 : 15:09 -52:56:49 -54:37:49 -12:56:04 - 12:55: 16 -14 :33:52 -14:03:40 
VBROS - REROS 20.7 - 17.7 19.4 - 17.8 18.6 - 17.5 17.9 - 17.l 19.9 - 17.9 18.5 - 17.2 18.7 - 17.5 
ilt (days) 73.5 ± 1 .4  98.3 ± 0.9 70.0 ± 2.0 23.9 ± 1 . 1  59.0 ± 5.5 37.9 ± 5.0 6.20 ± 0.50 
Max. magnif. 26.5 ± 0.6 3.05 ± 0.02 1 .89 ± 0.01 l.72 ± 0.02 1 .71 ± 0.03 1 .35 ± 0.02 2.70 ± 0.30 t(ti.t) (3)  10.5 30.0 25.0 6.0 10.0 8.0 2 . 1  
contribution to 0.51 0 .15 0 .12 0.30 0.44 0.35 0.22 
T ( x l06) 

2. 1 Optical depth and event timescale 

For a given target the measured optical depth T or a limit (when Nevent = 0) can be computed 
using the expression : 

T (2) 

where Nobs is the number of monitored stars in the target, Tobs is the duration of the search 
period ( 1170 days for this 3 year analysis, except 990 days towards (} Mus. The contribution of 
the candidates to the optical depth (in their own direction) is given in Table 1 .  

We have modeled the Galaxy using three components: a central bulge, a disc and a dark 
halo. The density distribution for the bulge - a bar-like triaxia.l model - is taken from Dwek 
et al.5 model G2 (in cartesian coordinates) : PBulge = l\!!���' cr2/2 ,  r4 = [ ( �) 2 + ( t ) 2J 2 + �, 
where ilfBulge = 2.1 x 1010 ./\.f0 is the bulge mass, and a=l.5 ,  b=0.6, c=0.4 kpc are the length 
scale factors. The bar major axis is inclined at an angle of 15° with respect to the Sun-Galactic 
Centre line. VVe use a standard isotropic and isothermal halo with a density distribution given 
in spherical coordinates by : p(r) = 0.008��:�� M0pc3, where R0 = 8.5 kpc is the distance 
Sun-Galactic Centre, and Re = 5 kpc is the Halo "core radius" . The matter distribution in 
the disc is modeled in cylindrical coordinates by a double exponential (see e.g 9) : Pthin(R, z) = 
2
EH•bin exp (- (�-Ro)) exp (H-lzl ) , �thin = 50M0 pc-2 is  the column density of the disc at the thin th111 fhrn 

Sun position, Hthin = 0.325 kpc is the height scale and Rthin = 3 . . 5 kpc is the length scale of 
the disc. 

Fig. 2 shows the expected optical depth up to 7 kpc as a function of longitude for this 
model, at the average latitude of our fields b = -2.5°. As the ma.in contribution comes from the 
thin disc (about 90%) ,  variations of the optical depth from field to field due to the range of 2 
to 3° in latitude can reach � 30% in the case of "( Nor, and � 20% for the other targets. The 
expected optical depth, averaged over the four directions, is 0 .5.5 x 10-6 for our model. This 
estimate varies by 30% if the parameter �thin is changed by 10M·,�/pc2 , or if the parameter 
Rthin is decreased by 1 kpc. 

The measured optical depth, averaged over the four directions is: 

(3) 

The confidence interval reported here takes into account Poisson fluctuations and the possible 
event timescale variations inside the observed range. In Fig. 2 we report for ea.ch target the 
measured optical depth. In the case of f3 Set and (} Mus, where no events have been observed, we 
have computed a 9.5% confidence level upper limit on the optical depths, assuming mean event 
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durations l'lt = .50 days : T(O Mus) < 0.60 x 10-6 and T(/3 Set )< 1 .08 x 10-6 . The comparison 
of Fig. 2 with Table 3 also shows that the mea.5urecl optica.l depths in the four directions are 
compatible with the predictions of our model. 

The expected event duration distribution is obtained assuming that lenses belonging to the 
(non-rotating) halo have the same mass (0 .. 5.i\18) ;  their velocities transverse to the line of sight of 
disc stars follow a Boltzmann distribution with a dispersion of � 1.SOkm/s. For lenses belonging 
to the bulge, the mass function is taken from 6 and the velocities transverse to the line of sight of 
disc stars also follow a Boltzmann distribution with a dispersion of � llOkm/s. The disc lenses 
mass function is taken from 7, which is derived from HST observations. Disc lenses are subject 
to a similar global rotation as the observer and the sources 8 .  The motion of the Sun relative to 
the Local Standard of Rest is taken as ( V0R = 9, v0e = 11 ,  v0= = 16) (in km/s) ; the velocity 
dispersions of the lens population are expected to be (a(VR) = 40, a(Ve) = 30, a(Vz) = 20) (in 
km/s) . The duration of the seven events is long (� .55 days in average) as expected from lenses 
from the disc. 

Results direction by direction are more puzzling - despite the very low statistics. The 
two targets ')' Set and ')' Nor are located at nearly symmetric longitudes with respect to the 
Galactic Centre. Yet, we find an optical depth towards ')' Set ( 1 .82�6:�� x 10-6) higher (but 
not significantly) than expected (0.72 x 10-6) and than towards ')' Nor (0.27�g:i� x 10-6) .  In 
addition, the average measured event timescale towards ')' Set is 40 clays, half of that observed for 
")' Nor. Provided that this is not due to a statistical fluctuation, at least two simple hypotheses 
could explain the observed asymmetry : 

- An increase of the bar length parameter enhances the asymmetric contribution to the 
optical depth. Changing this parameter from a = 1. .5 kpc to a = 3 kpc (see Fig. 2 )  leads 
to an optical depth towards ')' Set T (/ Set) = 1 .40 x 10-6• 

- Changing the ')' Set source star distance from 7 to 9 kpc increa.5es the expected optical 
depth from 0. 75 to 1 .3 X 10-6 . However, this hypothesis alone cannot account for the 
shorter event durations observed towards ')' Set. 

3 Conclusion 

We have searched for microlensing events with durations ranging from a few clays to a few months 
in four Galactic disc fields lying 18° to .S.5° from the Galactic Centre. \Ve find seven events that 
can be interpreted as microlensing effects due to massive compact objects. The average optical 
depth measured towards the four directions is f = 0.45�g:�� x 10-6 . Assuming the sources to 
be 7 kpc away, the expected optical depths from a simple galactic model is 0 . . 5.5 x 10-6 , in 
agreement with our measurement. No events have been detected in the two farthest direction 
from the Galactic Centre. 
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We discuss two recent surveys aimed at constraining the number of high proper motion Halo 
stars. The discovery of a small number of high proper motion objects with the colours and 
spectra expected of cool white dwarfs suggests the existence of a population of ancient stellar 
remnants, which may account for the microlensing events towards the LMC. A significant 
fraction, � 10%, of the local dark matter Halo may be in the form of old, cool, white dwarfs. 

1 Introduction 

Does the Ha.lo of the :tvlilky Wa.y contain stellar ma.ss dark objects'? Though is now clear tha.t 
the Halo is certainly not dominated by such objects, they could provide up to � 20% of the 
Halo's ma.ss [1 ,  3] . The existence of a. significant population of MACHOs is suggested by the 
ten to twenty microlensing event candidates that ha.ve been observed towards the LMC, though 
alternative explanations, tha.t invoke self-lensing of the LMC, are also plausible. However, the 
self-lensing scenarios have problems of their own (they require the LMC to be more puffed up 
tha.n is inferred from observations) , so it is still not clear whether the existence of MACHOs can 
be avoided. Under both interpretations, the inferred ma.ss of the lenses is in the stellar range. 

If the lens population belongs to the Galactic Halo, it should also be present in the Solar 
neighborhood, a.nd in principle could be seen in deep or wide field surveys, if the individual 
components are sufficiently luminous. Apa.rt from ancient white dwarfs (WDs) , all stellar MA­
CHO candidates ca.n be safely ruled out. Ancient WDs, which have stellar masses in the range 
inferred from the MACHO experiment (O .l-l.O M0) , though not yet ruled out by direct star­
count observations, are difficult to envisage as a. MACHO population clue to several indirect 
constraints (see e.g., (5, 7, 6] ) .  

A renewed interest in ancient Halo 'i\TDs ha.s a.risen, due to a theoretical reappraisal of the 
WD cooling function. New models with a. self-consistent treatment of radiation transfer and 
the inclusion of H2 opacity [9 , 16] drastically change the predicted colours and magnitudes of 
the oldest, and hence coolest , vVDs. In particula.r, hydrogen atmosphere (DA) vVDs with ages 
i:., 10 Gyr have depressed red and NIR flux; contrary to previous expectations they become bluer 

in ,  for instance, V - I, with age. Striking confirmation tha.t the new WD models are correct has 
recently been found [10]: the spectrum of WD0346+246 shows a large supression of the NIR 
flux relative to a black-body model fit to the visible radiation , as predicted [9] for ancient DA 
\VDs. Furthermore, the proper motion of \VD0346+246 and the measured parallax, indicate 
that it is most likely a Halo member. Therefore, Halo VVDs do exist and the DA subset have 
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bluer colours than previously expected. However, a.re these stars present in sufficient numbers 
to contribute significantly to the proposed Halo of MACHOs? 

2 Hubble Deep Field proper motion survey 

\Ve have conducted (11] a proper motion analysis using two epochs of I-band imaging data in the 
Hubble Deep Field. Though the HDF covers a small area, it is very deep (reaching to V � 28) ,  so 
the volume probed for fa.int Ga.lactic sources is considerable. The second epoch HDF exposures, 
obtained in the same field as the original HDF, give a baseline of almost exactly two yea.rs and 
have total integration of 63 Ksec in I (F814W),  approximately half the integration time of the 
first epoch I-band exposures. 

Among the population of 40 faint point sources with V > 27, five are observed to have PMs 
that exceed the measurement uncertainty by more than a. factor of 3 (Figure 1 ) .  Artificial star 
simulations show that the measured displacements of these .5 sources cannot be clue to chance 
occurrence, and also cannot be due to noise spikes. \Ve find that, unless there a.re pathological 
frame distortions on the scale of 1 to 2 arcsec, object 4-.5.51 shows significant PM, so it must be a 
nearby moving source, and that object 2-766 likely has measurable PM, though there is a small 
cha.nee that the measured offset is an artefact of a SN superimposed on a galaxy. The faintest 
three candidates are low signal-to-noise photometric detections in the second epoch frames, so 
their PM measurements are more likely to suffer from unknown systematic errors. 

The detected PMs a.re much too low for Solar System objects, and since the two epochs were 
at almost identical times of the year, parallax is also ruled out. The only plausible alternative is 
that at least some of t.his sample of five objects a.re Galactic stars, although no known population 
is expected in the colour-magnitude-PM region of parameter space they occupy. 

Can the moving objects we have detected be Ha.lo WDs? That the Halo ma.y contain 
numerous such stars has been suggested naturally [13, 4] through the microlensing experiments 
which yield MACHO masses (2] of O.s!g:� M0 , a value similar to the mass of 0 . .51 ± 0 .03 M0 
inferred for old WDs in ancient star clusters (1.5] . 

If the entire dark matter Ha.lo of the Milky Way were to be made up of such WDs there 
should be approximately 9 such objects in the HDF between 27 < V < 28 . . 5, they should have 
colors -0.2 < V - I < 1 .0, and they should be situated at a mean distance of 1 .2 kpc. Assuming 
an intrinsic one-dimensional velocity dispersion of 200 km s-1 for the dark Halo population in 
the Solar Neighborhood, with zero net rotation about the Ga.lactic center, the expected PM 
distributions (after correction for the Solar Reflex Motion) in both µt and /lb, have a mean of 
-20 mas/yr and a dispersion of 3.5 mas/yr. 

The sample of moving objects we have discovered fits reasonably well into this model. Two 
of them (4-.5.51 and 4-492) also appear to have spectral energy distributions consistent (within 
the large photometric uncertainties) with them being old WDs. This suggests that we may 
have discovered, through their apparent PMs, a population of ancient WDs that a.re the local 
counterparts of the objects responsible for the microlensing events observed towards the LMC. 

3 Photographic plate survey 

To detect the very nearby counterparts of the population of\VD MACH Os tentatively detected in 
the HDF, we have undertaken [12] complementary wide field photographic plate surveys of very 
high proper motion (> 1"/yr =VHPM) stars. With a survey limit � 10 magnitudes brighter than 
the HDF limit, we need to cover a field one million times larger than the 1 .4 X 10-30° WFPC2 
field to probe the same Halo volume. The expected proper motions can be several "/yr, and 
candidates will be predominantly at the faint limit of the plates, where existing catalogues (cf. 
LHS ca.ta.log, (14]) are heavily incomplete. Faced with the difficulty of reliably identifying VHPM 
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Figure 1 :  The panels show, from left to right, the five faint HDF point sources with significant PM: 4-551 ,  2-766, 
4-141 ,  4-,192 and 2-45.5. High resolution images, for the first and second epoch datasets are displayed in the top 
two rows. The bottom row shows the ( � lcr) likelihood contours of the object centroids obtained from the first 

epoch data ( thick lines) and the second epoch data (thin lines). 

stars among thousands of potential candidates, we investigated three independent techniques to 
cross-check results. Discounting the overlapping regions between adjacent plates, and the area 
occupied by bright stars and unusable regions of the plates, a total effective area of � �  7900° 
was explored. 

The high proper motion candidate stars were first imaged to confirm the motion, and for the 
22 objects passing this test, a further low resolution spectrum, suitable for spectral identification, 
was obtained. Two very high proper motion WDs were found in the surveys: F351-50, a 
featureless WD with BJ = 19.76, BJ - R = 1.65 and fl = 2.33"/yr and LHS 542. 

The measured parallax of LHS 542 implies Halo membership. Though the parallax of F351-
.50 is not yet known, comparison to WD models shows that it must be located at a distance 
d > 1 .5 pc. At this distance its total space velocity with respect to the Sun is v > 170 km s- 1 , 
which clearly indicates that it is not a thin or thick disk member. The only remaining alternative 
is that it is a Halo object. Assuming an upper limit to the space motion of 300 km s-1 , its 
distance is constrained to be closer than 26.5 pc (this neglects the radial velocity component) . 
Finally, assuming, for now, a similar absolute magnitude to WD0346+246 places it at a distance 
of � 25 pc. At that distance the expected reflex solar motion for a stationary Halo object is 
1i = 1 .9.5" /yr at PA 14.5.2°, in good agreement with the observed motion. 

vVe have only followed up obvious detections up to R = 19. Model predictions (B. Hansen, 
priv. comm.) for T > 3.500 K DA WDs are that MR < 16.4, so we are sensitive to a distance 
modulus of m - Mo = 2 .7, that is, a distance of d = 33 pc. Lacking any information on individual 
masses, we assume a reasonable value of 1'1* � 1 M0 [4) . This leads to a local mass density of 
� 0.0007 M0 pc-3 , that is, � 10% of the local density (0.0079 M,,, pc-3) of a "standard" dark 
matter Ha.lo model. In comparison, the expected mass density of white dwarfs in the stellar 
spheroid, given the subdwarf star counts, and assuming a standard IMF, is approximately two 
orders of magnitude lower than this estimate. 

3 1  



4 Conclusions 

Though these analyses have revealed the presence of ha.lo vVDs, further work is needed to 
provide a clearer constraint on the halo fraction in such objects. An all-sky survey to R � 19 
at Galactic latitudes b > j30 j  (as is feasable to undertake with extant photographic plates) , and 
with completeness similar to our photographic plate work, should -find � 14 such stars. With a 
larger sample of objects such as \i\TD0346+246 or F3.51-.50, one may also age-date ha.lo in a way 
independent of isochrone £ts [15] .  Furthermore, very deep HST proper motion data towards 
the Ga.lactic center and anticenter directions will constrain the radial density gradient of this 
population, thereby checking whether this is a local, perhaps transient, feature, or a massive 
Ga.lactic structure. 
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EROS 2 PROPER MOTION SURVEY FOR HALO WHITE DWARFS 

B. G OLDMAN, for the ERos Collaboration 
PCC, College de France, 11 place Mai·cellin Berthelot, 

75231 Paris Cedex 05, France 

Since 1996 EROS 2 has surveyed 440°2 at high Galactic latitude to search for high proper 
motion stars in the Solar neighbourhood. We present here the analysis of 250°2 for which 
we have three years of data. No object with halo-like kinematics has been detected. Using 
a detailed Monte-Carlo simulation of the observations, we calculate our detection efficiency 
for this kind of object and place constraints on their contribution to various halo models. If 
14 Gyr old, the halo cannot be made of more than 18% of hydrogen white dwarfs (953 C.L.) .  

1 Introduction 

Cool white dwarfs (WDs) have become very popular in the recent years, since the MACHO 1 
results suggested that they contribute to the halo introduced to explain the Galactic rotation 
curve. Furthermore, recent atmosphere models 12 taking into account collision induced absorp­
tion predict the hydrogen WDs to be bluer than earlier, reducing the previous constraints from 
colour- and infrared surveys. Such blue cool WDs have recently been discovered 8. 

On the other hand, the EROS collaboration 9 lowered its limit on the microlensing optical 
depth towards the Magellanic Clouds. A large number of population III WDs in the halo 
would also contradict some of our current ideas: a strange IMF of their progenitors, meta.I 
and Helium enrichment of the Galaxy, extragalactic observations of young haloes. Hence the 
question remains to know what the MACHO lenses are, and to what population the detected 
cool WDs correspond. Cool VVDs will also teach us a.bout the early stages of star formation in 
the Galaxy. 

High proper motion surveys a.re a way to distinguish them from the more numerous brighter 
and more distant stars with disk kinematics. We first describe the data we used and the way the 
high proper motion catalogue was created; then we present the current results of the EROS 2 
survey concerning the contribution of cool hydrogen white dwarfs to the halo. 

2 Description of the Survey 

2 . 1  The Data 

VVe used the EROS 2 wide field imager, located at La Silla Observatory, Chile. It delivers us 
1°2 , 8k x 4k CCD images in two broad band filters, a visible band, between V and R, and an 
reel band close to I. Observations for the proper motion survey are conducted nearly all year 
round, during dark time, close to the meridian to reduce atmospheric refraction. Exposure time 
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varies between 5 and 10 minutes, with limiting magnitudes of 11 � 21. .5 in the visible band and 
I �  20 .. 5 in the red band. The pixel size is 0."6. 

Since 1996 we acquired 3,600 images of 442 fields located a.t high Ga.lactic latitudes, mostly 
at 22.5h< C\' < 3. -5h a.nd o = -39° , -45° (South Ga.lactic Pole fields) ,  and a.t lOh< C\' < 14.4h 
and o = -6° ,  - 12° (North Galactic Hemisphere fields) .  In this pa.per we use data. ta.ken between 
1996 a.ncl 1999, for 2.50°2 for which we have three epochs, separated by one year. The remaining 
fields will be analyzed when we get a third epoch. 

2.2 The Reduction 

The flat-fielding a.nd clebiasing were performed using the EROS package P EIDA . The a5trometric 
reduction was done by fitting a. two dimensional Gaussian on the objects detected by correlation 
with a Gaussian PSF. The parameters of the fit were used in order to remove non-stellar objects 
(bad pixels, cosmic rays and the largest galaxies) .  The images were then geometrically aligned 
over 1 1  arcmin chunks, using the bright stars of the field , a5 galaxies are not numerous enough nor 
well measured. Then the stars were matched with a search radius corresponding to a maximum 
proper motion of 611/yr, requiring that the fluxes be compatible within 4u. We produce this 
way multi-epoch catalogues in two bands. 

Errors were described by photon statistics, which dominates for faint stars, in which we 
expect most of our halo candidates, a.nd by the dispersion of bright star positions, which is clue 
to the optical deformation of the (wide-field , focal reduced) telescope and the proper motion 
of the stars used to determine our reference frame. Total errors on a single frame range from 
30 mas for bright objects, up to O." 1.5 at the detection limit. The external errors on the proper 
motion measurements are presented in Fig.I .  
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Figme 1: Proper motion dispersion for Eros R and Eros V images, along a (thick lines) and a (thin lines). 

2.3 The Selection Criteria 

To eliminate the usual contamination by asteroids, noise detection, remaining cosmic ra.ys and 
galaxies, we require three detections, among a set of 3 to 8 images, over three years. We then 
impose that the confidence level of the proper motion fit a.long C\' and o be higher than 0 .5%. At 
this point, depending on the population we want to select, we apply different sets of cu ts: 
• slow populations: objects from the disk are intrinsically slow, with a velocity dispersion of 
u � 20 - .50 km/ s depending on the a.ge of the stars. At a distance of 100 pc, this translates to 
a proper motion of p ;::;:: 80 mas/yr which is only a �  2 - u detection even for bright stars. This 
means that no proper motion will be measurable for faint stars over our small time baseline, 
except for the fa5test or closest ones (see 3.1 for an example), and that a cross-selection between 
the two band catalogues will be needed, to remove noise contamination (bicolour analysis) .  Thus 
we require that the proper motion be higher than 60 mas/yr and 3 . . 5u, and that the visible and 



red directions of proper motion be within 40°. This selects stars brighter than 18, as fainter 
stars have too large proper motion errors to be selected . 
• halo: here we expect proper motions of 1" /yr or more, which makes any detection very 
significant, even with one single band (monochrome analysis) ,  and intrinsically faint stars of 
lvlv(J) > 16 (1 .5) . Thus to remove the slower, brighter known stars we require that the reduced 
proper motion ( RPM) Hv = 11-fv + .5/og (V_l_) - 3.378 = V + .5log (p) +. 5, where V:1 is the transerve 
velocity in km/s, be higher than 21 in the visible band, and H1 > 20 in the red band. Any star 
with V > 16 or I > 15 and VJ_ > .50km/s will satisfy this cut. Additionally, as a V = 21 disk star 
may have a 3-uµ spurious proper motion of 0 .4" /yr and a misleading Hv = 24, we also require 
the proper motion be higher than 0.7" /yr, or 200 km/s at 60 pc. This cut removes between 30% 
(Mv = 16 . . 5, co-rotation of .50 km/s) and 10% (Mv = 18, no rotation) of detectable halo stars. 

3 Results 

3. 1 Candidates of known Populations 

Following the steps described above we select 1 ,046 objects in the visible band and 1 ,079 in 
the red one. Careful examination of these objects reveal that the sample is not free from 
contamination by spurious detections. Most candidates have a reduced proper motion Hv 
between 17 and 22.  Objects bluer than V - I '.::::'. 1 .2 can be interpreted mainly as thin and 
thick disks white dwarfs, and redder objects as disks red dwarfs. Some candidates with higher 
reduced proper motion, which may be spheroid objects or nearby, very cool dwarfs have been 
spectroscopied . DENIS 4 photometry has been checked for the reddest candidates. For example, 
LHs102B 6 was first detected as a high proper motion star, then associated with LHS102 through 
their common proper motion 13 ,  and finally confirmed as a L-dwarf by DENIS and spectroscopy. 
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Figure 2: Distribution of detected (thick line) and expected (thin line) bright ( 14 < I < 16.6) bicolour candidates, 
for the red band. Expectations from a Besan�on simulation of the Galaxy, corrected for our detection efficiency. 
a) Proper motion distribution. b) Proper motion direction distribution in our South Galactic Pole fields (top) 

and our Northern Galactic Hemisphere fields (bottom ) .  

On a statistical point of view, we might check whether we reproduce well our efficiencies 
and our errors by comparing the thin and thick disks' and spheroid prediction with our data 
set. For this we use the Besan<;on model of the Galaxy 11 to create artificial catalogues of stars 
in our fields, then simulate the observations for these stars, using the actual distribution of each 
field (atmospheric conditions, number of exposures, . . .  ) .  Vo/e compare star counts, which indicate 
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Table 1: Expectat.ion and constraints for HWDs of a certain \I magnitude, and for different. halo ages. Densit.y 
limit. at 953 C.L. For the expect.at.ion and mass density figures, we assumed a local density of 7.8 10-3 Mio,/pc3,  

for 0.6ili0 HWDs. Figures in the left column are for the red band, in the right band for the visible band. 

1/ magnitude of HWDs Halo age (Gyr) 
16 . . 5 17 17 .. 5 14 1.S 

explored vol. 2 . . 5 2.9 1..5 1 .9 o . . s 1 .0 0 .9 1 .3  - 0.3 1000 pc:j 
expectation 33 .l  37.6 19.2 25.1 6.7 13.3 11 .4 17.2 0.7 3.6 WDs 
star density 1 .2 1 .0 2.0 1.6 5.8 2.9 3.4 2.3 - 11  10 ·=< wD/pc" 

mass density 0.7 0.6 1 .2 0.9 3 . .S 1 .8 2.0 1 .4 - 6.6 10-" M8/pc" 

compatibility between the data and the Monte-Carlo for bright stars, at the 1.5% level. For faint 
objects the stars get dominated by galaxies and detailed comparison is impossible until we get 
a better classification of our objects. We can then apply to the resulting simulated data the 
slow populations set of cuts to check our sensitivity to small proper motions. We observe in 
Fig.2a that the results agree with the model within 20%. As we lack detailed explanation for 
the difference, we conservatively lower our sensivity by 20%. We also checked that our proper 
motion direction distribution, which mainly depends on the Sun own peculiar motion, agrees 
well with the Besanc;on distribution (see Fig.2b) . 

3.2 Constraints on the Halo 

As with the known populations simulation, we simulated various kinds of haloes made of old hy­
drogen white dwarfs, with different HWD ages, masses and kinematics. The luminosity function 
of ff\IVDs and the colour-magnitude function are those of Chabrier 2 and Saumon & Jacobson 1 2 .  
We also indicate our sensitivity to haloes with Dirac-like luminosity functions (see Table 1 ) .  The 
detailed distribution of magnitudes is not crucial as only the stars in the brighter part of the 
luminosity function (Mi' = 17.2 ± 0.2 for a 14 Gyr halo, Mv � 17.8 ± 0.3 for 15 Gyr) con­
tribute. Colour is important as a V - I < 0 . . 5 WD will be easily missed in the red band, or 
a V - I > 1 .5  in the visible, but this effect is compensated in our survey by the independent 
use of the two filters. Finally the cooling curve evolves with the WD mass; l .2M8 WDs cool 
faster than 0.6M8 ones 3 . One should also remember that we measure a local number density 
rather than a mass density. The kinematics used correspond to the usual sets of parameters 
observed for the spheroid and expected for the halo, with a small rotation -.SO < w < .SO km/s 
and velocity dispersion of 1.50-250 km/s. This is not crucial as most of the nearby HWDs in any 
model will have a proper motion above the 0.7" /yr cut. Conservatively we apply the correction 
for our sensitivity mentioned above, although it concerns the bicolour search for small proper 
motions, while we search here for large proper motion in each band independently. An example 
of a simulation is shown Fig.3a. 

We find no halo type candidates in any band. Given our expectations of Table 1, we exclude 
a local number density higher than 2.3 10-3 WD/pc3 of 14 Gyr HWDs at the 9.5% C.L.  The 
exclusion diagram, as a function of the halo WD li1v magnitude, is shown in Fig.3b. 

4 Conclusion 

Using the first three years of data for 282 EROS 2 fields, we can place an upper limit of 18% 
(95% C.L. ) to the contribution of white dwarfs of age 14 Gyr or of magnitude liJv = 17.2. We 
are compatible with the EROS microlensing results towards the Magellanic Clouds 9 and the 
analysis of proper motion observations by Flynn & al 5 and Iba.ta & al 8. We exclude a 50% 
contribution by li·fv � 17 HWDs suggested by Iba.ta & al ' or Mendez & al 10 ,  whose blue 
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Figure 3:  a) Proper motion vs. V for high PM monochrome candidates (dots) and simulated llfv = 17 ,  0.6M0 
HWDs passing the cuts (statistics x20, circles),  for the visible band. The halo PM cut is indicated by the dashed 

line. b) Exclusion diagram as a function of the halo WO Mv magnitude, for 0.6M0 HWDs. 

point-like objects remain to be identified . Vve do not place constraints on fainter objects, either 
older or with a pure-helium atmosphere. In the coming months additional data will become 
available, so that more fields will be analyzed in addition to those presented here. 

Note: During the talk in Les Arcs we presented the results of the bicolour halo analysis. 
Since then we progressed on the more sensitive, monochrome halo analysis, which is presented 
here. 
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SEARCH FOR HIGH PROPER MOTION WHITE DWARFS 
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Recent results of microlensing surveys, show that 10-20 3 of the dark halo mass of the Milky 
Way consists of compact objects. The masses of these compact objects range from 0. 1 to 
1 solar mass. New theoretical cooling models for wrute dwarfs, and the detection of faint 
blue high proper motion object.s, imply that ancient white dwarfs might make up part of this 
population. 
In this pilot project, using data from the C and D patches of the ESO Imaging Survey and data 
obtained at CTIO, we attempted to find such halo white dwarfs in the solar neighbourhood. 
With a time baseline of approximately one year between data sets and a limiting I-band 
magnitude of 23, we can find these high proper motion objects up to distances of 85 parsecs. 
In the 2.5 deg2 stuclied so far we have found three high proper motion canclidates. 

1 Introduction: dark matter and white dwarfs 

It is generally accepted that the Milky Way and most external galaxies contain more mass than 
observed directly. What makes up this so-called 'dark mass' is, however, not so clear. This 
mass is often assumed to be distributed in an isothermal halo, which means that dark matter 
would also be present in the solar neighbourhood. Recent results from galactic microlensing 
experiments like MACHO 1 indicate that 10 to 20 % of the dark halo mass of the Milky Way 
may be in compact objects. 

Recent number counts of faint blue objecti! in the Hubble Deep Fields North and South and 
the detection of faint moving objectSJ.4, indicate the presence of a population of faint blueish 
compact objects in the galaxy. Furthermore, new cooling models for white dwarfs5•6 show that 
they are much bluer than was previously believed. The above suggests that the galactic dark 
halo might, at least partially, consist of very old white dwarfs. 

In the project presented here we try to find faint moving objects in the solar neighbourhood, 
which are likely to be dark halo white dwarfs (see the table on the right ) .  For this purpose we 
use the C and D patches of the ESQ Imaging Survey (EIS) Wide7 and a smaller survey clone 
with the CTIO 4111 telescope. These data serve as a pilot project for a larger survey for which 



we plan to observe the complete C and D patches of the EIS V/ide survey with a. larger temporal 
baseline. 

2 Data and Method 

The data. that are being used for the current project consist of two overlapping sets. The first 
data. set is ta.ken from the C and D patches of the EIS Wide survey" , which are 6 deg2 ea.ch. 
These data. were obtained between July 1997 and March 1998 in the I-band with individual 
exposure times of 300 seconds. The second data. set was obtained with the 4m telescope a.t 
CTIO. This survey covers almost 2 deg2 of both the EIS C and D patches, making up a total 
area. of nearly 4 deg2 . The CTIO data. were taken in the R-band with single pointing exposure 
times of 2000 seconds. As this second survey was performed in December 1998, we have a. time 
baseline of approximately one year for the high proper motion search. 

To find high proper motion objects from the data. we use a straightforward method. First, 
the CTIO data. are transformed to the EIS coordinate system. The EIS pixels are smaller than 
the CTIO pixels, so in this way we do not lose information. Following this, objects are matched 
within a 2 arcsecond radius. Objects that seem to be offset are selected with a magnitude 
dependent cutoff. Finally the resulting outliers are visually inspected to filter out close objects, 
cosmic rays, extended sources, etc. With the time baseline of � 1 year we are sensitive to proper 
motions of 0.5 to 2.0 a.rcsecond per year. 

3 What can we find? 

A high proper motion search can be very efficient in finding halo objects because of their large 
velocities with respect to the solar standard of rest. While the sun follows the galactic rotation, 
the halo does not. Therefore, ha.lo objects have typical velocities of 200 km/s. 

In the event that we find a moving object, how do we know whether it's part of the dark 
halo? In table 1 we compare the chances of finding objects belonging to the galactic components 
present in the solar neighbourhood. Our sensitivity to proper motions of 0 . . 5 to 2 .0 arcseconds, 
together with the typical velocities of the objects w .r.t. the sun, gives the distance range where 
we can find these objects. With these densities we can calculate the average number of objects 
per square degree. This shows that when we find a moving object, it is most likely part of the 
dark halo. According to cooling models by Samnon & Jacobsen6 , white dwarfs as cool as 3000 
K have li11 � 16; easily detectable in our survey to distances of 85 pc. 

There are, however, some issues that should be mentioned. The two data sets are in different 
bands (R and I ) ,  and have different noise properties because of the different exposure times. 
Other possible explanations for apparent object motion include close (variable star) binaries, 
distant supernovae and even Kuiper belt and Oort cloud objects. The motions on the sky of 
the Kuiper and Oort objects are dominated by parallax, but because our temporal baseline is 

Table 1: Calculated estimates of the average number of moving objects one will find for different galactic popu­
lat.ions. For these calculations, objects of 0.3 1110 are assumed. 

Population v distances p objects 
(km/s) (pc) (M0pc-3)  (deg-2 ) 

pop.II halo 200 20-85 ,5 x 10-5 0.001 
thin disk 30 3-13 0.0.5 0.03 
thick disk 60 6-25 0.003 0.01 
dark halo 200 20-85 0 .01 2 



� 1 year this possibility can not be excluded with our current data. All of these problems can 
be solved by doing a third observation run. 

4 Results 

vVe ha.ve now analyzed 5/8 of the nearly 4 deg2 of cla.ta, and have found three promising cancli­
cla.tes for dark halo objects. These are shown in the figures 1 to 3 .  The first two candidates a.re 
located in the C patch of the EIS Wide survey while the third one is in the D patch. 

The objects are very faint, which is a further indication that they are not normal stars. 
Both candidate 1 and 2 have an apparent 1-ba.ncl magnitude of 22. The third candidate is even 
fainter, around m1 � 23. It is also striking that the two C patch objects move approximately 
in the same direction. This direction is consistent with it being clue to the galactic rotation of 
the sun. The same is true for the motion of the D patch candidate. 

5 Future 

The recently discovered population of faint, moving objects which may be part of the galactic 
dark halo needs to be studied in detail. For this purpose, a large number of objects is necessary. 
Therefore, we see the current project as a pilot project for a larger survey. The most efficient 
wa.y of increasing the chances of finding these objects is to increase the field of view. For the 
canclicla.tes we have so far, further observations need to be clone to confirm the proper motions 
and to get more color information and/or spectra. 
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Figure 1: Candidate l. The two images show the same 16xl6 arcsec patch of the sky (located in the EIS Wide 
C field). On the left is the EIS I-band image, on the right the CTIO 4m R-band image, which was transformed 

to the EIS coordinate system. The apparent shift of the image is � 1 arcsec. 

Figure 2:  Candidate 2. The shift of this candidate is also � 1 arcsec. This candidate is also located in the EIS 
Wide C patch and seems to be moving approximately in the same direction as canclidate l. This direction is 

consistent with it being due to the galactic rotation of the sun. 

Figure 3: Candidate 3. This candidate has an apparent shift of � O . .S arcsec and is near our b1ightness and proper 
motion detection limits. The direction of motion of this object is also consistent with it being due to the galactic 

rotation of the sun. This candidate is located in the EIS Wide D patch. 



MACHOs AND THE CLOUDS OF UNCERTAINTY 

Eamonn Kerins 
Theoretical Physics, University of Oxford, 

1 Keble Road, Oxford OXJ 3NP, UK 

I review proposals for explaining the current gravitational microlensing results from the Eaos 
and MACHO surveys towards the Magellanic Clouds. Solutions involving massive compact 
halo objects (MACHOs), both baryonic and non-baryoruc, as well as solutions that do not 
require MACH Os, are discussed. Whilst the e,Ostence and nature of MACH Os remains to be 
established, the prospects for achieving this over the next few years are good. 

1 Microlensing and MACHOs - where we now stand 

1 . 1  The EROS and MACHO surveys 

EROS and MACHO 1 ,  have been monitoring millions of stars in the Large and Small Magellanic 
Clouds (LMC and SMC) on an almost nightly basis since 1992, enabling them to search for 
MACHOs with masses from around 10-4 Jvl0 up to several Solar masses. EROS also undertook 
a survey of a smaller number of LMC stars with a sampling of 30 mins, extending its sensitivity 
down to 10-s N/0 . Other experiments are now also targeting the Magellanic Clouds but have yet 
to publish full results, so in this review we shall concentrate on the EROS and MACHO surveys. 
Details of these and the other surveys, and of the principles of microlensing, are described 
elsewhere in these proceedings. 

The MACHO experiment has published around fifteen candidates towards the LMC and two 
candidates towards the SMC. One of the LMC candidates, MACHO LMC-9 2, appears to be a 
caustic-crossing event clue to a binary lens, as is the SMC candidate, 98-SMC-1 3 .  EROS has 
three candidate events towards the LMC and two towards the SMC (including 98-SMC-1 ) .  Of 
the two targets, the LMC has been the monitored the most intensively. It is worth noting that 
there are three strong arguments against the candidate microlensing events being instead some 
hitherto unknown population of variable stars. Firstly, the impact parameter distributions are 
consistent with microlensing expectation. Secondly, the positions of the source stars on the 
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Figure l: Left. pallel: Upper limits on the halo fraction from the ERosl+2 LMC and SMC experiments, with 
the MACHO two-year LMC results shown by the shaded region (figure courtesy of ERos) .  Right panel: Likelihood 
analysis of the MACHO fraction f and mass m from the ERos2 two-year and MACHO six-year LMC datasets, 

a'5uming the detected events are due to MACHOs. Both figures are for a "standard" isothermal dark halo. 

HR diagram show no obvious clustering. Thirdly, in the case of the microlensing experiments 
looking towards the Galactic Bulge, the optical depth deduced only from clump giant sources is 
consistent with that inferred from all the events implying that, at least along this line of sight, 
contamination levels are small. 

1. 2 What we 've learned so far 

Before discussing the different interpretations of the microlensing results we should first re­
flect upon several conclusions which we are led to from both the EROS and MACHO datasets, 
and which have important implications for our understanding of Galactic dark matter. They 
underscore the considerable success of microlensing so far. 

It is important to emphasize that the MACHO and EROS LMC/SMC results are statistically 
consistent with one another, as can be seen in Figure 1. The absence of short-duration events 
in either survey limits the contribution of low-mass MACH0s 4 . The ERosl+2 LMC and SMC 
limits in Figure 1 indicate that f < 0 .12 for MACHOs in the mass range 10-6 - 10-2 Mr:>- Both 
EROS and MACHO exclude brown dwarfs as a major constituent of the dark matter and both 
also agree that MACHOs of around a Solar mass or below do not dominate the halo dark matter 
budget. If one chooses to interpret the detected events as being clue to MACHOs, both EROS 
and MACHO LMC datasets prefer a MACHO fraction f � 0.2 - 0.3 and mass m � 0.5 - 1 J\.10 . 
However, the teams themselves have interpreted their results in contrasting fashion, with EROS 
choosing to place only upper limits on f (as shown in the left panel in Figure 1) and MACHO 
arguing that its dataset indicates a positive detection of MACHOs (as shown in the right-hand 
panel) .  The uncertainty is not whether microlensing has truly been observed, but whether it 
being caused by MACHOs. 

2 MACHO solutions 

2. 1 Dependency of MA CHO mass on halo model 

Analyses of the MACHO mass inferred from microlensing data always assume some underlying 
model for the distribution function of the Galactic halo. The structure of the Galactic ha.lo is 
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very uncertain, so one might expect a large systematic error in MACHO mass determinations. 
Various studies employing a range of flattened halo models and anisotropic velocity distributions 
show that the MACHO mass determination is actually rather robust. In particular, brown 
dwarfs appear to be irreconcilable with current datasets 5. If the microlensing events are due to 
MACHOs then their mass is of the order of a Solar mass. 

2.2 Baryonic MA CHOs 

Figure 2 shows the range of baryonic MACHO candidates, as well as a summary of present 
constraints on them 6. The microlensing mass sensitivity currently spans about seven of the 
thirteen orders of magnitude of the candidates, and provides the strongest constraints on snow­
balls and brown dwarfs. Other constraints involve a wide range of astrophysical arguments but 
can be loosely classified into those derived from properties of our Galaxy and those derived from 
cosmological considerations. In order to translate the latter into limits on the halo fraction f 
for our own Galaxy, one must assume it to be cosmologically representative, which may or may 
not be the case. 

It is interesting to note that the combination of Galactic and cosmological constraints now 
limits the abundance of all the baryonic MACHO candidates to well below that required to 
explain the halo dark matter. In fact, even if we populate the halo with a mixture of baryonic 
candidates, they can provide only just over half of the dark matter if they are to remain consistent 
with all constraints. However, low-mass stars are the only candidates to be excluded by direct 
observation. The candidate which is most compatible with the microlensing mass scale is the 
white dwarf. Ibata et al. have detected a number of faint moving objects in the Hubble Deep 
Field (HDF) consistent with a population of white dwarfs contributing a significant fraction of 
the halo dark matter 7 •  Subsequently, Ibata et al. obtained spectroscopy of two nearby high 
proper motion white dwarfs, inferring these to be possibly the nearby counterparts of the HDF 
objects. The observations clearly lend support to the microlensing results. 

These positive findings contrast with the range of constraints in Figure 2. Remnants are 
constrained by both Galactic and cosmological arguments, which all indicate f ;S 0.1 ,  barely 
allowing consistency with the microlensing results 8 . Galactic limits relate to the production of 
helium and metals, and the depletion of deuterium by the precursor stars. Cosmological limits 
come from the lack of precursor starlight at high-redshift , the observation that the Universe 
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appears to be optically thin to TeV 1' rays out to the redshift of blazar Mkn .501 at z = 
0.034 (hence the infra.reel background indicative of the precursor stars is low or not present) ,  
and from the fa.ct that too much of the "baryon budget" allowed by Big-Bang nudeosynthesis 
predictions may still be in gas by z � 1. All of these arguments can be countered on an individual 
basis. For example, the recent positive detection of an infrared background 9 casts doubt on 
our understanding of the intrinsic spectrum of Mkn .50 1 ,  whilst the latest cosmic microwave 
background data from BOOMERANG favour a baryon density .50% larger than nucleosynthesis 
models predict 10 •  However , the fa.ct that these diverse constraints are all consistent with each 
other seriously undermines the white-dwarf hypothesis. 

A recently proposed alternative to the white-dwarf solution is the beige dwarf, a kind of 
"genetically-modified" brown dwarf. Hansen 1 1 has shown that slow accretion of gas onto a 
brown dwarf can prevent the core temperature from rising to the point where hydrogen-burning 
commences. Beige dwarfs can have masses up to 0.3 Ji.10 if they continue to accrete at the 
maximum rate over a Hubble time, so providing compatibility with microlensing data. 

2.3 Non-baryonic MA CHOs 

Though MACHOs are generally assumed to be ba.ryonic there are a few non-baryonic cold 
dark matter (CDM) candidates, such as primordial black holes (PBHs) ,  which would give rise 
to microlensing signatures. The fact that microlensing searches now exclude more than half 
of the dark matter from comprising MACHOs may be both good news and bad for CDM. 
On the one hand it supports the view that at least half of the dark matter is non-baryonic 
(though, conceivably, it could also comprise cold clumps of gas) .  On the other hand it limits 
the contribution of non-ba.ryonic MACHO candidates as much as it does baryonic dark matter. 
Furthermore, if the detected microlensing events are, at least in part, due to MACHOs then 
we need either a combination of ba.ryonic dark matter and CDM or two types of CDM: one to 
provide the MACHOs and one to provide the rest of the dark matter. This constitutes at least 
an aesthetic constraint: if MACHOs are being detected it may be easier to believe they are 
baryonic than to believe in two species of CDM. 

The PBH scenario also requires fine-tuning. A first-order phase transition at the QCD epoch 
provides a natural formation mechanism to produce PBHs of about the right mass 12 , however 
the PBH abundance must be finely tuned in order that they do not rapidly dominate the energy 
density of the early Universe as it expands. 

3 Non-MACHO solutions 

Do the microlensing results require MACHOs at all? We now examine the arguments for and 
against a. number of alternative solutions. 

3. 1 Milky Way disk 

The microlensing contribution of a. standard Milky Way disk is an order of magnitude too small 
to account for the LMC events. Evans et a.I. 13 investigated the possibility that the disk may be 
significantly flared and warped in the direction of the Magellanic Clouds. Whilst such a model 
could account for the events, a subsequent study ruled out this proposal on the basis of star 
counts 13. Gates & Gyuk 14 have advocated the existence of an old, super-thick disk with a 
sea.le height of � 3 kpc comprising white-dwarf remnants. The model succeeds in evading the 
constraints on white dwarfs because their total mass is much less than required by halo models. 
Whilst the model is strictly a very fat disk, it can also be viewed as a strongly dissipated MACHO 
halo. It is an ad hoc solution but, more importantly, a currently viable one. 



3.2 Intervening debris 

Zhao 15 has considered the effects of stellar "debris" a.long the line of sight to the Magellanic 
Clouds, either associated in some way with the Clouds or simply a cha.nee alignment of some 
disrupted satellite galaxy. The proposal received tentative observational support from Zaritsky 
& Lin 16 , who interpreted an observed vertical HR extension to the LMC reel clump population 
as evidence of a foreground stellar population. Beaulieu & Sackett 1 7 claimed that such a feature 
is indicative of stellar evolution rather than a. foreground population, whilst Bennett argued that 
if the structure has a similar star formation history to the LMC its optical depth would be an 
order of magnitude too small to explain the MACHO results 1 7 .  Gould 18 has presented a series 
of arguments against intervening populations. If they are unassociated with the Magellanic 
Clouds then they must have a highly improbable spatial and velocity alignment with the Clouds 
to have remained undetected. On the other hand, if the debris is associated with the Clouds, 
Gould argues that its mass function would need to be dominated by sub-stellar objects in order 
to explain the microlensing timescales. However, it has been suggested recently that such a. 
population may have been observed 19 . Of course, it is possible that the debris is mostly dark, 
in which case it is essentially a MACHO solution in disguise. 

3. 3 LMC/SMC self-lensing 

The last possibility is that the sources in the Magellanic Clouds themselves are also providing 
the lenses 20• Gould 21 has shown that if the LMC can be represented by a thin disk in virial 
equilibrium then its optical depth would be about an order of magnitude too small to explain 
the microlensing results. Though this may be too strict an assumption for what is a poorly 
understood structure, recent self-consistent numerical models yield similar optical depths 22 • 

The strongest support for the self-lensing scenario may come from the microlensing data. 
The two binary caustic crossing events, MACHO LMC-9 and 98-SMC-1 ,  provide information 
on their line-of-sight location. Their caustic-crossing timescales indicate the time ta.ken for the 
caustic to cross the face of the source and so depends on the size of the star and the projected 
transverse velocity of the lens. The typical transverse velocity of halo or Galactic disk lenses 
is of the order of 1000 km s-1 or more, where as for lenses in the Clouds it is typically only 
� 60 - 80 km s-1 . In the case of 98-SMC-1,  the second caustic crossing is well resolved 3 and the 
projected velocity is determined to be 65-75 km s-1 , consistent with it being within the SMC and 
highly inconsistent with it being a MACHO. The second caustic crossing of MACHO LMC-9 is 
only partially resolved 2 and the projected velocity is inferred to be only 20 km s- 1 , which is low 
even for a lens within the LMC, but certainly excludes a MACHO interpretation .  Statistically, 
the two binary events strongly favour self-lensing over Galactic MACH Os 23 .  However, it is 
possible that the A-type source of event LMC-9 may itself be an equal luminosity binary 2 , 
in which case the timescale is indicative of the binary separation and the projected transverse 
velocity could be large enough to be consistent with the lens being a MACHO after all . 

Finally, the lenses could reside in a dark ha.lo associated with the Clouds, rather than the 
Milky Way halo 23 •  Alves & Nelson 22 have recently argued that the LMC rotation curve does 
not require a halo, though in any case an LMC halo must count as a MACHO solution. 

4 Summary and future prospects 

Despite the many successes of microlensing, as yet there is no firm evidence that we are detecting 
MACHOs. Of the proposed solutions involving MACHOs, halo white dwarfs appear to be all 
but excluded by a host of constraints, whilst beige dwarfs and primordial black holes, though 
not constrained , require finely-tuned formation scenarios. As far as non-MACHO solutions 
a.re concerned, visible stellar populations do not appear to be able to provide the observed 
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optical depth. Viable models include a dark super-thick disk, mostly dark tidal debris, or dark 
haloes around the Magellanic Clouds . Each of these solutions requires a major revision in our 
understanding of the structure of our Galaxy or its satellites, and each is really a JvIACHO 
solution in a new form. 

In order to resolve the issue what is required is the ability to identify MACHO events from 
other microlensing events. The Andromeda galaxy presents an attractive possibility. If it is 
surrounded by a spherical halo of MACHOs the microlensing rate to the far side of its inclined 
disk should be larger than the rate towards the near side. The detection of such a gradient 
would provide clear evidence of MACHO rather than stellar lensing. Experiments a.re now in 
progress to try to detect this signal 24 •  For our own Galaxy, the spatial distribution of the 
LMC microlensing events, or the velocity or magnitude distributions of the sources 25 , may soon 
provide a conclusive answer. If not, measurements by astrometric satellites such as SIM 26 or 
GAIA could settle the issue by determining the line-of-sight location of a handful of events. 
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A NEW (OLD) COMPONENT OF THE MILKY WAY 
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We suggest a new component of the Milky Way that can account for both the optical depth and 
the event durations implied by microlensing searches targeting the Large Magellanic Cloud. 
This component, which represents less than 43 of the total dark matter halo mass, consists of 
mainly old white dwarf stars in a distribution that extends beyond the thin and thick disks, 
but lies well within the dark matter halo. It is consistent with recent evidence for a significant 
population of faint white dwarfs detected in a proper motion study of the Hubble Deep Field 
that cannot be accounted for by stars in the disk or spheroid. Further, it evades all of the 
current observational constraints that restrict a halo population of white dwarfs. 

1 Introduction 

The past few years have yielded exciting new data from observational teams searching for ev­
idence of MACHOs (dark compact objects) in the halo of our galaxy, data which have raised 
many new questions. The microlensing optical depth toward the Large Magellanic Cloud (LMC) 
obtained by the MACHO collaboration 2 , 'ILMC = ( 1 .2�g:j) x 10-7, is consistent with a significant 
fraction of the galactic halo (� 20%) in the form of MACHOs. The duration of these events 
also indicates that, under the assumption of a spherical isothermal halo distribution for the 
MACHOs, the average MACHO mass is � 0 . . 5iYf8 (with large statistical uncertainties) . Such 
masses suggest several candidates for the lenses including faint halo stars, white dwarfs, and 
black holes. In the standard halo model interpretation, however, white dwarfs appear to be the 
remaining strong candidate for the lenses. 

Recent results from a proper motion study of the Hubble Deep Field (HDF) 15 ,  and from 
a comparison of the north and south HDF images 18 have added a new piece to the puzzle. 
These studies provide further evidence that there may be a previously undetected popula.tion 
of old ,,,J1ite dwarfs in the galaxy. Using new models for white dwarf cooling 1 3 ,  the sources 
detected by Ibata. et al. are consistent with 2 to .S old (> 12Gyr) , 0 . .Sl\I8 white dwarfs with 
kinematics roughly consistent with that expected for halo objects. "While earlier searches for 
the local counterparts did not find any such objects 7 ,  recent surveys have turned up several 
candidates 14• 16 . Overall, these data strengthen the interpretation of the MACHO lenses as 
white dwarfs in our own galaxy, and thus make alternative scenarios, such as LMC self-lensing, 
less appealing. 



2 White Dwarfs in the Halo? 

·when considering the possibility that a large fraction (or all) of the galactic halo might be in the 
form of white dwarfs, it is extremely important to recall the evidence for galactic dark matter, 
including estimates of the total mass of the Milky Way. A recent analysis of satellite radial and 
proper motions 20 found a total mass of the Galaxy fl,fror � 2 x 10121'.18 ,  in good agreement 
with other recent estimates 17•2 1 • Wilkinson and Evans also find that the halo extends to at least 
100 kpc, and possibly much further to 150 or 200 kpc. Thus the total mass in a white dwarf 
population that comprises a significant fraction of the halo would be of order 101 21'.10 , a number 
which already severely strains the baryon budget of the Universe. 

Models which propose such a population must also account for the mass in the progenitor 
population of stars and in the metal enriched gas produced during the formation of the white 
dwarfs. Combined with the above mass estimate for the galactic halo, such considerations 
provide serious challenges for these models . 

From a cosmological point of view, we can consider the contribution of the white dwarfs and 
the progenitor population to the matter density of the Universe. The Milky Way has a mass to 
light ratio 1'.1 / L � 100 or greater 21• If we assume that this is a typical value for a.11 galaxies, then 
galaxies contribute 09 ;<, 100/1200h = O .Osh- 1 . Comparing this with rlbh2 = 0 .019 ± 0.0024 
(95%cl) 3 , we find that a 50% white dwarf halo exceeds the baryon budget ( flM 1f�ffo, � 2h) even 
before considering the effects of processing most of the baryons through an early star phase. 
A 20% white dwarf halo is also difficult to reconcile with the above estimate of nb, since the 
contributions of the progenitor stars will exceed nb . 

There are several other constraints on a halo population of white dwarfs: 

• The initial mass function (IMF) of the progenitor stars must be markedly different than 
the disk IMF. 1 

• The metal enriched gas produced when these stars become white dwarfs will pollute the 
remaining unprocessed gas, leading to high metallicities predicted for the Galactic disk 
and the interstellar medium (into which much of this gas must be blown out since the 
total mass in processed gas is much larger than the mass of the disk) 6•9 . 

• White dwarfs in the halo would also produce heavy metals via Type la supernovae 4 •  

• Deep galaxy counts limit the fraction of the halo i n  white dwarfs to less than about 10%, 
since the brightly burning progenitor stars would be visible 5 . 

• An all white dwarf halo would rule out the existence of other dark matter in the Universe 
(for example cold dark matter) 8, opening the door to a host of problems with large scale 
structure formation. 

3 A New Component of the Galaxy 

Given the evidence for a previously undetected population of white dwarfs and the severe con­
straints on a halo population consistent with this evidence we propose a new component of the 
Galaxy. This new component is essentially a very thick (scale height > 2 kpc) population of 
(mostly) old white dwarf stars. It is distinct from known galactic populations, both in distri­
bution and age. This "shroud" extends beyond the thin and thick disk populations, but lies 
well within the halo. \Vhile the details of the distribution cannot be determined without sig­
nificantly more data, the general features of this proposed model can be illustrated with the 
following example: 

Consider an exponential disk with a volume density given by 



" 
p(1-, z) = ""'

h
0 exp( (ro - r)/rd)sech2 (z/h=) 

2 •z 
( 1) 

where rd = 4.0 kpc is the scale length and h= = 2 . .  5 kpc is the scale height. VVe assume standard 
values for the position and circular velocity of the Sun, r0 = 8.0 kpc and Ve = 220 km/s. 

We can also consider a spheroid-like distribution for this component. Dynamical estimates 
for the mass of the spheroid are considerably larger than the luminous mass, although recent 
studies of the mass function of the spheroid indicate that the known spheroid population is 
unlikely to be able to account for the microlensing events 10 .  Thus a spheroidal distribution 
would again correspond to a previously undetected component. For such a distribution the total 
mass is constrained in order not to conflict with the inner rotation curve of the galaxy, which 
limits LMC optical depths T ,$ 1 .2 x 10-7. 

The shroud supports approximately half of the local rotation speed , with the remainder 
coming from the thin disk and dark (non-MACHO) halo. The dark halo in these models has 
a large core radius (> 7 kpc) and an asymptotic rotation speed of � 180 kpc. The total mass 
in the Gala.xy out to 50 kpc is � 4.6 x 101 1  M0 . For a total mass in the white dwarf extended 
protodisk of Aiwd = 7 X 1010 M0, we find: 

• The optical depth toward the LMC generated by this component is T � 1 - 1. .5 x 10-7; 

• The lens mass estimates for the current MACHO event durations is m �  0.5M0 , consistent 
with white dwarf masses; 

• We expect to see roughly twice as many white dwarfs in the HDF-South compared to 
HDF-North, similar to the halo models; 

• Simulations of the proper motions for white dwarfs in this model are broadly consistent 
with the observations of lbata et al. (1999 ) .  

The  main feature of this model, however, i s  that it has a much lower total mass in  white 
dwarfs than halo models. As outlined above, it is consistent with both the MACHO data and the 
HDF studies for a total mass in white dwarfs of Mwd ,$ 7 x 1010 !i10 . Thus constraints on a halo 
white dwarf population can be evaded, including those which consider the progenitor population 
and the ejected metal enriched gas. The total mass in this new component represents less than 
about 4% of a total halo mass of 2 x 1012.  Since essentially all of the current constraints on white 
dwarf halos which limit the halo mass fraction in white dwarfs do so at only the 10% level, these 
constraints can be satisfied by our model. This includes the Type la supernovae constraints 
which are dependent on the mass in white dwarfs today, and cannot be evaded by scenarios 
which involve somehow hiding the metal enriched gas produced by the progenitor stars. 

There are several predictions of this model that can eventually allow it to be distinguished 
from a standard halo white dwarf population. First, the LMC optical depth cannot be much 
greater than about 1 .5  x 10-•. Second, because the lenses are concentrated closer to the plane of 
the galaxy, the typical lens-observer distance will be smaller (of order 5 kpc) .  This in turn implies 
an increase in the expected number of parallax events 1 1 . Finally, the ratio of optical depths 
toward the Small and Large Magellanic Clouds is expected to be of order TSMC /TLMC � 0.8 ,  in 
contrast with TSAfC,/TLMC � 1 .5 19 predicted for a standard halo. 

4 Conclusions 

We have argued that the microlensing data toward the LMC, combined with observations of 
white dwarf stars in a proper motion study of the HDF indicate the presence of a new compo­
nent of the galaxy. This component can be generally described as an extended distribution that 
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extends at least 2 kpc a.bove the galactic plane, but resides well within the dark matter halo. It 
is consistent with all data and observations of the structure and kinematics of the galaxy, and 
significantly alleviates the considerable problems with a halo population of white dwarf stars 
that is consistent with microlensing data. Much work remains to carefully consider the implica­
tions of such a component, in particular the formation and evolution of the early population of 
progenitor stars (and resulting metal enriched gas) that produced this component. However, the 
significantly lower mass in the progenitor population as compared to that for a ha.lo population 
of white dwarfs will allow a reasonable fraction of the baryonic mass of the Universe to remain 
in gas that has not been processed through these very early stars. Moreover, this component 
may be a more reasonable distribution for the remains of an early starburst population , in which 
one would expect a more condensed distribution than that of the halo. 
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BINARIES, BLENDING, AND MEASUREMENTS OF THE MICROLENSING 
OPTICAL DEPTH 

Rosanne Di Stefano 
Department of Physics and A stronomy, Tufts University, Medford, MA 02155 

and 
Harvard-Smithsonian Center for Astrophysics, Cambridge, MA 02138 

Analysis of binary-lens light curves tells us that (1 )  a large fraction of all the lenses detec­
tioned to date, perhaps all of them, are binaries; (2) blending is a ubiquitous feature of the 
microlensing data sets; and (3) the most likely positions of the lenses cliscovered along direc­
tions to the Magellanic Clouds are in the Clouds themselves. O ther lessons, possibly including 
some about the influence of the combination of blending and binarity on measmements of the 
optical dept.h, are in store. 

1 All of the Lenses May be Binaries 

·when people think of binary-lens light curves, they tend to focus on those exhibiting the dis­
tinctive wall-like structures associated with caustic crossings. Caustic-crossing light curves are, 
however, only a small fraction of binary-lens light curves. Others binary-lens light curves exhibit 
significant, but less singular perturbations from point-lens light curves, while the large majority 
of light curves expected when a binary serves as a lens are difficult to distinguish from point-lens 
light curves. Figure 1 in Di Stefano & Perna (1997) illustrates the diversity of light curve shapes. 

The relative numbers of caustic-crossing, more gently perturbed, and point-lens-like light 
curves depend on the linear dimensions of the caustic structures. For each lens geometry, as 
defined by the projected orbital separation of the binary components and their mass ratio, 
these relative numbers can be determined either through a pictorial examination of the caustic 
structures, or through a set of scattering experiments. The results of a set of scattering experi­
ments are summarized in Figure 1. Note that, even for the large values of q that maximize the 
probability of a caustic crossing, there is only 1 caustic-crossing event for every 4 . . 5 - 5 events. 
Furthermore, we must take into account the fact that most binary lenses have orbital separations 
that, when projected onto the lens plane, are either smaller than 0 .1  RE or larger than 3.0 RE. 
If the combination of such closer and wider binaries accounts for 2/3 of a.JI binary-lens events, 
then there should be 14 or more non-caustic-crossing events for every caustic-crossing event. We 
can observe significantly fewer non-caustic-crossing events per caustic-crossing light curve only if 
binary lenses with projected separations near RE are more numerous than other binaries, while 
there should be more non-caustic-crossing events if the distribution of mass ratios is peaked at 
values of q smaller than � 0 .4. 

When these simple consequences of the geometry of binary lenss are compared with obser­
vations, the result is striking. All of the microlensing monitoring teams that have been active 
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Figure 1: Ratio of the number of events with 2 caustic crossings to all events vs mass ratio, q. We have averaged 

over values of a ranging from 0.1  RE to 3.0 RE. An "event" is any deviation from baseline with A > 1.34 .  

for several years have observed caustic-crossing events, and the ratio of caustic-crossing to other 
events ranges from 1/20 to 1/2. The figure of 1/20 comes from the data set with the largest 
number of events, the MACHO team's store of some 350 events along directions to the Galactic 
Bulge (Alcock et al. 1999) . The OGLE I collaboration and the DUO team, with smaller num­
bers of events have found the ratio of caustic-crossing to other events to be � 1/12 (Udalski et 
al. 1994a; Alard, Mao, & Guibert 1995) . This is similar to the LMC results published by the 
MACHO team (Alcock et al. 1997a) , although the latest results reduce the ratio to between 
1/13 and 1/17 (Alcock et al. 2000} .  The ratio of 1/2 comes from the SMC data set. Thus, in 
each data set, along every line of sight investigated so far, the ratio of the numbers of caustic­
crossing events to other events is so high that it is consistent with a lens population composed 
entirely of binaries. Indeed, the hypothesis that all of the lenses are binaries cannot presently be 
falsified. If the lenses are primarily located in the Galactic Ha.lo, then we may be on the verge 
of establishing the intriguing result that MACHOs travel in pairs. 

2 Blending is Ubiquitous 

At lea.st in some of the microlensing data. sets, the nmnber of non-caustic-crossing events may 
be too small to be consistent with the geometry of the caustic structures. If we are indeed 
observing too few non-caustic-crossing events, the blending of light from the lensed star with 
light from other stars located along the same line of sight could be part of the explanation .  
Indeed, blending decreases the observed peak magnification and shortens the  time duration of 
microlensing events, decreasing the numbers of detectable events. There are two reasons why 
caustic-crossing light curves are less likely to be missed, even when blending is a significant 
factor. First, the shape of the distinctive wall-like structures associated with caustic crossings is 
not changed by blending. Second, the peak magnifications tend to be high; even the minimum 
occurring between two successive caustic crossings has a magnification greater than 3. Thus, 
measuring the blending para.meters for caustic-crossing events allows us to sample the distribu­
tion of blending para.meters in a fairly complete way, at least if the fraction, .f, of light provided 
by the lensed star is greater than � 0.2; if the fraction is smaller, then blending can reduce 



the efficiency with which we detect even caustic-crossing events. It is therefore interesting that, 
among the caustic-crossing events published by the MACHO team, virtually all events exhibit 
measurable blending, with roughly half of the events events having values of f smaller than 
0.3. This preliminary study of blending among the caustic-crossing events makes it clear that 
blending is playing a large role in the data sets. 

3 The Magellanic-Cloud Events May Be Due to Lenses in the Magellanic Clouds. 

I have made the case that each caustic-crossing event can essentially carry with it � 10 or more 
other events, most of which are point-lens-like, and that these additional events may comprise 
the majority of the events discovered so far. Thus, if we could discover the location of the 
lenses responsible for the caustic-crossing events, we would also know the location of most of the 
other lenses. In fact, we have been able to determine that the most likely lens location for each 
of the two caustic-crossing events along directions to the Magellanic Clouds is in the Clouds 
themselves. (See, e.g., Alcock et al. 1997a, Afonso 2000. )  This determination depends on 
being able to use information about the caustic crossing to constrain the value of the transverse 
velocity, and then comparing the value so derived with the probability distributions of transverse 
velocities expected for lenses in the Galactic Halo and in the Magellanic Clouds. The discovery 
and study of a relatively small number of additional caustic-crossing events would provide the 
simplest route to establish that the majority of the lenses are in the Magellanic Clouds, should 
that prove to be true, or tha.t a significant fraction of the lenses are Halo objects. Thus, each 
caustic-crossing event subject to the sort of intensive study accorded 98-SMC-1 (Afonso et al. 
2000 and references therein) has the potential not only to break the degeneracy in the physical 
parameters associated with that event, but also to determine the location of a large number of 
other lenses and to thereby help determine the MACHO halo fraction. 

4 A Challenge 

Another inescapable element of the binary-lens story is that every caustic-crossing light curve 
carries with it several non-caustic-crossing light curves that are not point-lens-like. In fact, 
each caustic-crossing event typically carries with it � 2 - 4 non-caustic-crossing events that are 
significantly perturbed from the point-lens form; half of these additional events are likely to 
exhibit multiple peaks. This is not what is reported by the observing teams. In fact, only the 
MACHO team has published some of these more gently perturbed binary-lens light curves, and 
they have found approximately a third as many of them as caustic-crossing light curves. Where 
are the majority of the gently perturbed binary-lens light curves? 

There is probably no single answer to this question ,  but there are two possibilities which, 
in combination, must to explain the discrepancy between the predictions and the published 
data. One possibility is that they are in the data sets, but have not yet been identified as 
microlensing events. This is possible because algorithms to identify binary-lens events have not 
been systematically applied to the data. In addition , because some binary-lens light curves begin 
to deviate from the point-lens form early in their rise from baseline, some binary-lens events may 
not get to be subjects of the intensive study that occurs when the monitoring teams call alerts 
after identifying microlens candidates in real time. (See, e.g., Albrow et al. for a description.) 
A second possibility is that the events have been identified as microlens candidates, but that 
the characteristics that could distinguish them from point-lens light curves are washed out by 
blending. Note that both possibilities also apply to binary-source events, which are expected 
but nevertheless are largely missing from the data sets. The systematic discovery of these gently 
perturbed binary-lens events poses a challenge to the observing teams. 
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5 Implications 

vVith many or most events ca.used by binaries lensing stars whose light is blended with that from 
other stars, both bina.rity and blending must be systematically included in the analyses of the 
microlensing data. and in computations of the optical depth. The need to do this is reinforced by 
the fact that, in the Bulge "control" fields, as well as towards the LMC, the value of the optical 
depth measured via the microlensing observations is too large to be consistent with predictions 
based on known stellar populations. Since most of the lenses toward the Bulge are stars, the 
discrepancy there must be ca.used by drawing incorrect estimates of the optical depth from the 
microlensing data when the lenses and sources are not idealized, but are instead drawn form 
ordinary stellar populations. The combination of blending a.ncl binarity is a. possible explanation 
for such misestima.tes. Furthermore, these effects can influence the data. for directions to the 
Magellanic Clouds a.s well. 

The work described above does not imply that measurement of the optical depth due to MA­
CH Os cannot be accomplished. It simply means that the "noise" clue to ordinary astronomical 
effects, blending and bina.rity in particular, is larger than anticipated. It may therefore be more 
difficult to discover any real signal due to lensing by MACHOs. Including bina.rity and blending 
in the analyses is a necessary step if we a.re to successfully scout for that elusive signal. 
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MICROLENSING BY NON-BARYONIC (NON-COMPACT) OBJECTS 

A.F. ZAKHAROV 
Institute of Theoretical and Experimental Physics, 

B. Cheremushkinskaya, 25, 1 1 7259, Moscow, Russia 

Microlensing distant stars by non-compact objects such as neutralino stars is considered. 
Recently Gurevich and Zybin considered the objects as microlenses. Using the non-singular 
density distribution we analyse microlensing by non-compact objects. We obtain the analytical 
solutions of the gravitational lens equation and the analytical expression for the amplification 
factor of the gravitational lens. We show that using the model of microlensing by non-compact 
objects it is possible to interpret. microlensing event candidates having two typical maximums 
of light curves which are usually interpreted as binary microlenses. 

The first results of observations of microlensing which were presented in the papers 1 •2 •3 have 
discovered a phenomenon, predicted in the papers 4 •5 . The basics of microlensing theory and 
observational data are given in the reviews6•7•8•9 and in the book 10 • A matter of the gravitational 
microlens is unknown till now, although the most widespread hypothesis assumes that they 
a.re compact dark objects as white dwarfs. Nevertheless, they could be presented by another 
objects, in particular, an existence of the dark objects consisting of the supersymmetrica.l weakly 
interacting particles (neutralino) has been recently discussed in the papers 1 1 • 12 • The authors 
showed that the stars could be formed on the early stages of the Universe evolution and to 
be stable during cosmological timescale. Using the singular model distribution microlensing by 
non-compact lenses were analysed in the papers 13•14•15 •16• 17• 

We approximate the density of distribution mass of a neutralino star in the following form 

r 2 
PNes (r) = 2po r2 � r� , ( 1 )  

where r i s  the  current value of  a distant from stellar center, po i s  a mass density of a neutralino 
star for a boundary of a core (or for a distance i·c from a center) , re is a radius of a core. So we 
use the nonsingular isothermal sphere model (or the model of an isothermal sphere with a core) . 
The dependence is approximation of the dependence which has been considered in the paper 8 , 
where the authors considered the model of non-compact object with a core. It is clear that the 
singular (degenerate) dependence is the limiting dependence of ( 1 )  for l'c --+ 0. 

So, it is not difficult to obtain surface density mass, according to expression (1 )  

JR:/ - e  atan � .  
v e + 1·� 
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- 1'c2 
In the case, if Ro »  E, then E (E) ---+ 27rpo �· In that case the lens equation has the 

v E2 + r; 
following form 

where D s is a distance from the source to the observer, Dd is a distance from the gravitational 
lens to the observer, Dds ia a distance from the source to the gravitational lens, vectors ( i], {) 
define a deflection on the plane of the source and the lens, respectively 

-::: - 1 2 ,4GE(f) {- E' a N eS ( E) = d E --2- -:::;-----=-- · R2 c IE - E' l 2 
(3)  

(4) 

\Ve use characteristic value of a radius re, corresponding the microlens " mass" Mx = 8n:p0r;Rx, 
thus we obtain lens equation in the dimensionless form. vVe introduce the dimensionless variables 
by the following way 

k (x) = 
E�ox) , 

�er 

x = { fl = fi , 
1'c 1/o 

&(x) = � r d2x'k (Xi) x - :' . 
n: JR, Ix - x' l2 

(.5) 

As we supposed that surface density is an axial symmetric function then the equation of the 
gravitational lens may be written in the scalar form 18•10 

m(x) r y = x - a(.T ) = x - ----;-- , m(x) = 2 Jo x'dx'k (x') . 

We remind, that we have the following expression for the function k(x)  

ko k(x) = , 
v'l + x2 

k _ 2n:poro _ 2n:Mx G DdDds _ n: 4GMx DdDds _ n: R}: 
0 - --- - --- - --- - --- --- --- - ---

Eer l"cRx c2 D, 4rcRx c2 D8 4 1'cR3: . 

Hence, the lens equation has the following form 10 

where D = 2ko. 

v'x2 + 1 - 1  y = x - D  , 
x 

(6) 

\Ve will show that gravitational lens equation has only one solution if D < 2 and have three 
solutions if D > 2 and y > Yer (we consider gravitational lens equation for y > 0 ) ,  where Yer is a 
local maximal value of right hand of Eq. (6) . It is possible to show that we determine the value 
Xcr which corresponds to Yer using the following expression 

. 2 _ 2D - 1 - J41)+1 
;i:cr - 2 ' 

It is easy to see that according to (7) x�r > 0 if and only if D > 2 and 

-Ji + x�,. - 1 
Yer = .'!:er - D , Xc1· 

(7)  

(8) 



If we choose Xer < 0 then Yer > 0 . So, if D � 2 then gravitational lens equation has only one 
solution for (y > 0) , if D > 2 then gravitational lens equation has one solution (if y > Yer ) ,  three 
distinct solutions (if y < Yer ) ,  one single solution and one double solution (if y = Yer) · 

It is possible to show that gravitational lens equation is equivalent to the following equation 

x3 - 2yx2 - (D2 - y2 - 2D)x - 2yD = 0, (9) 

jointly with the inequality 

x2 - yx + D > 0. ( 10) 

Thus it is possible to obtain the analytical solutions of gravitational lens equation by the well­
known way. We perform z = x - 2y/3 and obtain incomplete equation of third degree 

z3 + pz + q = 0, ( 1 1) 

y2 2y ( y2 
) where p = 2D - D2 - "3 and q = "3 g - D(D + 1) , so we have the following expression for 

the discriminant 

Q = (�) 3 + Gf = �; [-y4 + y2 (2D2 + lOD - 1) + D (2 - D)3] . ( 12) 

If Q � 0 then Eq. ( 1 1 )  has unique real solution (therefore the gravitational lens equation (6) 
has unique real solution) . We use Ca.rda.n expression for the solution 

x = \J-q/2 + VQ + \J-q/2 - VQ + 2y/3 . ( 13) 

We suppose the case D > 2. If y > Yer then the gravitational lens equation has unique 
solution. If Q � 0 then we use the expression (13) for the solution. If Q < 0 then we have the 
following expression 

[P a + 2br x = 2y - 3 cos 3 + 2y/3, (k = 0, 1 , 2) ;  cos a - - q 
- 2J- (p/3)3 ' 

( 14) 

and we select only one solution which corresponds to the inequality ( 10) which corresponds to 
k = 0 in ( 14) because if the gravitational lens equation has only one solution then we have a 
positive solution x for a positive value of impact para.meter y therefore there is the inequality 
x > y which is easy to see from (8) . It is possible to check that maxima.I solution of (9) 
corresponds to k = 0 therefore the solution is the solution of (8 ) .  

If y < Yer then the gravitational lens equation has three distinct solutions and we use the 
Eqs. ( 14) to obtain the solutions. 

We consider now the case D < 2. We know that the gravitational lens equation has unique 
solution for the case. If Q � 0 then we use the expression (13) for the solution. If Q < 0 then 
we have the following expressions ( 14) and we select only one solution which corresponds to the 
inequality ( 10) which also corresponds to k = 0 as in the previous case. 

It is known that magnification for gravitational lens solution .Tk is defined by the following 
expression - J ( - D(v'!+"X2 - 1)) ( Dv'l+"X2 - 1  _ D 1 . ) I  /lk - 1 1 +  

2 
� , x x v 1 + 1·2 

( 1.5 )  

so the total magnification is equal At0t (y) = L fik, where the summation is ta.ken over all 
solutions of gravitational lens equation for a fixed value y. 
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The light curve corresponding to non-compact microlens (for D = 4) .  is shown in paper 20. 
It is easy to see that the light curves resemble the light curve for OGLE # 7 event candidate 
that is usually interpreted by binary lens model 19• Thus, the light curve for OGLE # 7 event 
candidate could be interpreted as well as by the non-compact microlens model 20• More detailed 
analysis of the non-singular model and its consequences are presented in the paper 20 .  Using the 
singular and non-singular models polarization during microlensing was analysed and degenerate 
properties of the singular model are discussed in the paper 9 •  

I appreciate M.V. Sazhin for useful and stimulating discussions of different aspects of mi­
crolensing. The work was supported in part by Russian Foundation of Basic Research (grant N 
00-02-16108) . 
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PROBING THE GALACTIC CENTER BY GRAVITATIONAL LENSING 

S.  CAPOZZIELLOl1l , G. IOVANE{ l l , G. LAMBIASE(1 J , D .F. TORRESl2J 
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The nature of Galactic Center could be probed by lensing experiments capable of testing 
the spatial and velocity distributions of stars nearby and beyond it. Several hypotheses are 
possible (e.g. massive neutrino condensation, boson star) which avoid the shortcomings of the 
supermassive black hole model. 

1 Introduction 

Several observational campaigns have identified the center of our Galaxy with the supermas­
sive compact dark object Sagittarius A• (Sgr A*) which is an extremely loud radio source 1 .  
Detailed information comes from dynamics of stars moving in the gravitational field of such a 
central object. The statistical properties of spatial and kinematical distributions are of par­
ticular interest: Using them, it is possible to establish the mass and the size of the object 
which are (2.61 ± 0.76) x 106M0 concentrated within a radius of 0 .016 pc (about 30 lds) 2 •  
From this data, it is possible to state that a supermassive compact dark object is  present at 
the Galactic Center and, furthermore, it is revealed by the motion of stars moving within a 
projected distance of less than 0.01 pc from the radio source Sgr A• at projected velocities in 
excess of 1000 km/ s. Furthermore, a large and coherent counter-rotation ,  expecially of the 
early-type stars, is revealed. Observations of stellar winds nearby Sgr A• give a mass accretion 
rate of d1\!I / dt = 6 X 10-6 M0y1·- 1 •  Hence, the dark mass must have a density � 109 M0pc3 
or greater and a mass-to-luminosity ratio of at least 100M0/ £0 . The result is that the cen­
tral dark mass is statistically very significant (� 6 - Sa) and cannot be removed even if a 
highly anisotropic stellar velocity dispersion is assumed. As a first conclusion, several authors 
state that, in the Galactic Center, there is either a single supermassive black hole or a very 
compact cluster of stellar-size black holes. Due to the above mentioned mass accretion rate, 
if Sgr A• is a supermassive black hole, its luminosity should be more than 1040erg s- 1 •  On 
the contrary, observations give a bolometric luminosity of 1037 erg s- 1 •  This discrepancy is the 
so-called "bla.ckness problem" which has led to the notion of a "black hole on starvation" at 
the Galactic Center. Besides, the most recent observations probe the gravitational potential 
at a radius larger than 4 x 104 Schwarzschild radii of a black hole of mass 2.6 x 106 M0 1 so 
that the supermassive black hole hypothesis ,is far from being conclusive. On the other hand , 
stability criteria rule out the hypothesis of a very compact stellar cluster in Sgr A• . In fact, 



detailed calculations of evaporation and collision mechanisms give maximal lifetimes of the or­
der of 108 years which are much shorter than the estimated age of the Galaxy. Recently, other 
viable alternative models for the Galactic Center (and the center of several other galaxies) has 
been proposed . Essentially, the authors wonder if nonbaryonic condensations, given by massive 
neutrinos (or other fermions as gra.vitinos) , or massive bosons could account for dynamics and 
size of Sgr A* , without considering the supennassive black hole 3t1 ,5 •  The ma.in ingredient of 
such proposals is that nonbaryonic matter interacts gravitationally forming a supermassive ball 
in which the degeneracy pressure of fermions or Heisenberg uncertainty principle for bosons 
balance their self-gra.vity. Both mechanisms, also if in a completely different way, prevent from 
gravitational collapse. Such nonbaryonic condensations could have formed in the early epochs 
during a first-order gravitational phase transition. 

2 Sgr A* as a neutrino star 

Various experiments are today running to search for neutrino oscillations. It is very likely 
that exact predictions for vµ - lltau and llµ - vT oscillations will be soon available. From all 
this bulk of data, it is possible to infer reasonable values of mass for lie , v1, , and vT . For our 
purposes, we are particularly interested in fermions which masses range between 10 and 25 
keV /c2. This choice allows the formation of supermassive degenerate objects3 (from 106M0 to 
109 .i\10) .  with a the large amount of radio emission. The theory of heavy neutrino condensates, 
bound by gravity, can be easily sketched 3;t by a Thomas-Fermi model for fermions. We can 
set the Fermi energy Ep equal to the gravitational potential which binds the system, that is 
h2k2 (r) 

__ F __ - m,,il?(r) = Ep = -m,,il?(r0) , where il?(r) is the gravitational potential, kp is the Fermi 
2m,, 

wave number and il? (r0) is a constant chosen to cancel the gravitational potential for vanishing 
neutrino density. The length r0 is the estimated size of the condensation. If we take into 
account a degenerate Fermi gas, we get kp(r) = (6ir2n,, (r)/gv) 1 13 , where n,, ( 1·) is the neutrino 
number density and we are assuming that it is the same for neutrinos and antineutrinos within 
the condensation .  The number g,, is the spin degeneracy factor. Immediately we see that the 
number density is a function of the gravitational potential, i.e. n,, = f(il?) ,  and the model is 
specified by it. The gravitational potential will obey a Poisson equation where neutrinos (and 
antineutrinos) are the source term: Lil? = -4irGm,,n,,. We can assume the spherical symmetry 
and define the variable u = r[il? (r) - il?(r0)] then the Poisson equation reduces to the radial 
Lane-Emden differential equation 

d2u _ _ 
(4v'2mtGg,,) u312 

cfr2 - 3irh3 yr ' ( 1 )  

with polytropic index n = 3/2. This equation is equivalent to  the Thomas-Fermi differential 
equation of atomic physics, except for the minus sign that is due to the gravitational attraction 
of the neutrinos as opposed to the electrostatic repulsion between the electrons. If MB is the 
mass of the baryonic star internal to the condensation, the natural boundary conditions are 
u(O) = GMB , u(r0) = 0. The general solution 3 of ( 1 )  has scaling properties and it is able 
to reproduce the observations. It well fits the observations toward the Galactic Center which 
estimate a massive object of M = (2 .6 ± 0.7) x 106 Ai,-,, which dominates the gravitational 
potential in the inner ( ::; 0 .. 5pc) region of the bulge. In summary, a. degenerate neutrino star 
of mass Af = 2.6 x 106 lv10, consisting of neutrinos with masses m 2: 12.0 keV /c2 for g,, = 4, 
or m 2: 14.3 keV /c2 for g,, = 2 ,  does not contra.diet the observations. Considering a standard 
accretion disk, the data. a.re in agreement with the model if Sgr A* is a neutrino star with 
radius R = 30.3 Id (� 105 Schwarzschild radi,i) and mass Ai = 2.6 X 106 M0 with a luminosity 
L � 1037 erg sec-1 . Similar results hold also for the dark object (lvl � 3 X 109 i\10) inside the 



center of M87. Assuming the existence of such a neutrino condensate in the Galactic Center, it 
could act as a. spherical lens for the stars behind so tha.t their apparent velocities will be larger 
than in reality. Comparing this effects with the proper motion of the stars of the cluster near Sgr 
A",  exact determinations of the physical parameters of the neutrino ball could be possible. In 
this case, gravitational lensing, always used to investigate baryonic objects, could result useful 
in order to detect a nonbaryonic compact object. Furthermore, since the astrophysical features 
of the object in Sgr A* are quite well known 2, accurate observations by lensing could contribute 
to the exact determination of particle constituents which could be, for example, neutrinos or 
gravitinos. Our heavy neutrino ball, being massive, extended a.nd transparent, can be actually 
considered as a. magnifying glass for stars moving behind it. If an observer is on Earth and he 
is looking at the Galactic Center, he should appreciate a. difference in the motion of stars since 
lensed stars and non-lensed stars should have different projected velocity distributions. In other 
words, depending on the line of sight (toward the ball or outside the ball) it should be possible to 
correct or not the projected velocities by a gravitational lensing contribution and try to explain 
the bimodal distribution actually observed l ,2 .  Detailed calculations in this sense are given in 
Capozziello & Iovane 1999 4 where the spatial a.nd kinema.tica.l distributions of the stars nearby 
the Galactic Center a.re reproduced by using the neutrino condensate as a thick lens (a. sort of 
magnifying glass) . 

3 Sgr A* as a boson star 

Also a. gravita.tiona.lly-bound boson condensate could explain the supermassive object in Sgr A* . 
In genera.I, the theory of a. boson star can be constructed starting from the Lagrangian density 
of a. massive complex self-gravitating sea.Jar field (ta.king Ti =  c = 1 )  

(2) 

where R is the sea.Jar of curvature, lg l  the modulus of the determinant of the metric gµ,,, and 
'lj; is a. complex sea.Jar field with potential U. Since the potential is a. function of the squared 
modulus of the field , we obtain a. global U(l) symmetry. This symmetry is related with the 
conserved number of particles 5. The form of the potential gives a. mini-boson, a boson, or a 

soliton stars. Conventionally, it is given by U = m2 11/i l2 + � 1¢14 where m is the sea.Jar mass and 
>. a dimensionless coupling constant. Mini-boson stars a.;'e spherically symmetric equilibrium 
configurations with >. = 0. Boson stars, on the contrary, have a non-null value of >.. Soliton 
stars are non-topological solutions with a. finite mass, confined in a region of space, and non-

dispersive. They are given by a potential of the form U = m21¢12  ( 1 - l�r) 2 , where <I>0 is 

a constant. Let us see, now, which are the parameters of the different scalar objects which 
may reproduce the features of the central object in our Galaxy. We are looking for a mass of 
(2.6 ± 0.76) x 106 M0 , a radius of the accretion disk of 0 .016 pc�30 light days, and a luminosity 
of 1037 erg s-1 • An interesting fact is that, for all the above scalar objects, the radius is always 
related with the mass in the same wa.y5 :  lvf = m�1R, where mpL is the Planck mass. In the case 
of Galactic Center, it is clear that the ma.in para.meter is the mass and not the radius. In the 
scalar star models, from the given central mass, the radius we obtain for the star is comparable 
to that of the horizon (R = mpf x 2.61 x 106.i\10 = 3.9 x 101 1cm).  In other words, we expect 
an object which extends about 10 solar radius from the center and which is singularity free. 
Due to this intrinsic feature, it is impossible to use gravitational lensing as above 4 :  There the 
presence of an "extended" supermassive neutdno condensation in Sgr A" allows to distinguish 
the stars 'nearby' and 'behind' the object which effectively acts as a thick spherical lens. The 

6: 



star spatial positions and projected kinematics have a bimodal distribution depending on the 
line of sight (toward the ball or outside the ball ) .  In the boson condensation case, we have a 
pointlike lens (with respect to an observer on Earth) and , also if the boson star is "transparent" 
6, we cannot expect any bimodal distribution of stars behind it. However, clue to the extremely 
large mass of the object, a standard gravitational lens analysis fails, since strong lensing effects 
have to be considered. The observed bimodal distributions in space and velocities 1 ;2 have to be 
ascribed to intrinsic, in some sense 'genetic' ,  effects. The question is now for which values of the 
para.meters, we can obtain a scalar object of such a mass. For the case of mini-boson star, we 
need an extremely light boson m = .5 .08 x 10-17eV /c2 . This is the only parameter of this model 
and so it is unequivocally fixed. For boson stars, we get m[GeV] = 7.9 x 10-4 ( .\/4rr) 1 14. It is 
possible to fulfill the previous relationship, for instance, with a boson of a.bout 1 MeV and A =  1 .  
In  the case of a non-topological soliton, we obtain m[GeVJ = 7 .6  x 1012GeV3 / (<I>6[GeV]2 ) .  I f  the 
parameter <I>0 is of the order of boson mass, we need very heavy bosons: m = 1 .2 x 104GeV /c2 . 
Ba.sec\ only on the constraints imposed by the above mass-radius relationship, we may conclude 
that: i) if the boson mass is com parable to the expected Higgs mass (hundreds of Ge V) , then the 
Galactic Center could be a non-topological soliton star; ii) an intermediate mass boson could 
be enough to produce a heavy object in the form of a boson star; ii-i) a mini-boson star needs 
the existence of an ultra-light boson . If boson stars really exist, they should be the remnants of 
first-order gravitational phase transitions and their mass should be ruled by the epochs when 
they decoupled from the cosmological background. The Higgs particle, besides its lea.ding role 
in inflationary models, should be the best and natural candidate as constituent of a. boson 
condensation, if the phase transition occurred in early epochs. A boson condensate should be 
considered as a sort of topological defect. In this case, Sgr A* should be a soliton star. If 
soft phase-transitions took place during cosmological evolution (e.g. soft inflationary events) , 
the lea.ding particles could have been intermediate mass bosons and so our supermassive object 
should be a genuine boson star. If the phase transitions are very recent, the ultra-light bosons 
could belong to the Goldstone sector giving rise to mini-boson stars. In literature, we can find 
several examples of particles capable to fit the issues of boson stars but the ultimate answer is 
left to the cosmological observations and particle physics experiments. 

As it is widely discussed in literature, gravitational lensing observations or very large baseline 
interferometry (VLBI) could give the "signature" to discriminate among the models of Ga.lactic 
Center present in literature. For example, the investigation of the large "shadow" of the event 
horizon of the central object by an observer (we on Earth) should give information on dynamics 
and intrinsic structures. Interesting proposals and simulations in this sense are given in 8 .  
Besides, the project ARISE (Advanced Radio Interferometry between Space and Earth) i s  going 
to use the technique of Space VLBI to increase our understanding of black holes and their 
environments, by imaging the extreme physical configurations produced in their proximities 
by strong gravitational fields 9•  From a theoretical point of view, developments and results in 
gravitational lensing in very strong field regimes will be of extreme importance 6 •  7 . 
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AGAPE: RESULTS FROM MICROLENSING 

ON UNRESOLVED STARS 

Yann Le Du, on behalf of the AGAPE collaboration. 
http : //cdfinfo . in2p3 . fr/Experiences/AGAPE/ 

Abstract 
I give a review of the aims and actual state of the data analysis of the AGAPE collaboration 

concerning the observation of microlensing effects on unresolved stars in the M31 galaxy. On 
the three years of data taken at the TBL in the Pie du Midi from 1994 to 1996, we have 
detected 9 candidates that satisfy our selection criterias. If we include the data taken in 1998 
at the MDM, in Kitt Peak, Arizona, we keep 2 candidates, with 2 more yet to be tested. The 
best candidate, unique in its short duration of � 5 clays and large amplification at maximum 
mR = 18, is called Zl and was fully described in [Ansari et al., 1999]. We are now ready to 
apply our analysis tools described in [Le Du, 2000] to the data taken at the Isaac Newton 
Telescope, in the framework of the POINT-AGAPE collaboration, which provides a much 
larger statistics, cf. [Kerins et al., 2000]. 

1 Overview of AG APE 

Our aim is to detect MACHOs in the halo of M31 galaxy lying at 725 kpc by observing microlensing 
events on unresolved stars. The light curves are constructed on the pixels that make up the data 
images, a process called "pixel lensing'', and we detect the characteristic amplification on light 
curves throngh shape analysis. 

The original AGAPE observations took place at the Pie du Midi (southern France) with the 
TBL 2 m telescope, using a 1024 x 1024 pixels CCD camera with 0.311 per pixel. Our target was a 
� 20' x 10' regions centered on the bulge of M31 ,  cf. figure 1, divided into 6 fields of observation 
labelled A to F. We collected images for 3 years, between 1 994 and 1996. We have � 1 image 
of each field A to D for � 80 nights of observation.divided as such : 38% in 1 994, 50% in 1 995 
and 12% in 1 996. We focus on red filter images and fields A to D, because these have a better 
sampling. Before analyzing the images, we made a photometric (� 0.3% stability ) and geometric 
(� 0.3 pixel precision) alignment of the pictures. We give a detailed description of our procedures 
in [Ansari et al. ,  1 997] and [Le Du, 2000]. 

Our pixel lensing analysis method relies on the analysis of the shape of pixel light curves. We 
have performed Monte-Carlo simulations that show that AGAPE is sensitive to 17 < m* < 26, 
and that there are� 10 stars detectable through lensing per 0.3" pixel for the bulge, implying 
� 20 x 106 potential sources on 4 fields, more than resolved stars followup like EROS or MACHO. 
The typical parameters that we expect are given in table 1, and are described in figure 2. 
The underlying physical parameters of a Paczynski lightcurve may be extracted using methods 
developed by [Baltz & Silk, 1 999] and [Gondola, 1 999]. 

We study 7 x 7 superpixels instead of individual pixels in order t.o reduce the effect of seeing 
variations on the light.curves, but dispersion on light curves is still correlated with seeing va.riat.ions. 
So once the lightcurves are built from the pre-processed images, we apply an algorithm to reduce 

Table 1: The typical parameters that we expect in AGAPE three years observations. 

Milky Way halo M31  halo !1·1 :3 1 bulge 
:::; 40 days (80%) � 20.5 � 20% � 50% � 30% 
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Figure 1: Here, we see the different coverage of the central part of M31  on the TBL ( Pie du Midi ) ,  
MDM and INT telescopes. 
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Figure 2: Here is a description of the parameters given in table 1, as they appear on a light curve 
where a rnicrolensing amplification took place. 



Table 2: The selection criterias that we apply to select candidate microlensing events on superpixel 
lightcurves. 

Successive steps for selection of candidate light curves Result of criteria 

I. Detecting significant flux increases in light curves 2165 clusters 
II. Finding the most interesting superpixels 2165 light curves 

III. Paczynski fit and compatibility test - -!35% 
IV. Contained events.  - -41% 

IV. Limits on magnitude (Monte-Carlo simulation) - -88% 
Number of candidates selected in 1994-96 9 events 
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Figure 3: Two of the candidate lightcurves and their imagemin flux followed by image max flux -
iinagemin flux · 

the dispersion due to seeing variations, as described in detail in [Le Du, 2000). The idea behind 
that algorithm is to correct for the flux that leaks outside of the superpixel when the seeing varies. 

2 The selection of candidates 
We start with � 2.4 x 106 light curves, and then apply a number of selection criterias listed in 
table 2. This has led us to select 9 candidates, and we shall see in the next section how the new 
1 998 data taken on the MDM telescope gave us the possibility to test these candidates by studying 
the extended lightcurve. As a reference, for 100% MACHO halo, Monte-Carlo simulations predict 
between 3 and 5 events detected, depending on mass of bulge and disk lens. The sensitivity of 
our analysis pipeline is displayed in figure 3 where we see two of the candidate lightcurves and 
the subtraction of the image at maximum and image at minimum : a very weak but significant 
pattern is visible, just above the noise. The last candidate is called Zl, and its characteristics are 
very interesting, because it is a very short t 112 � 5 days and strong Rm ax � 18 event compared 
to the 8 first candidates which all lie in the t 112 - 50 days and Rm ax � 20. We were able to find 
some HST archive images on which it was possible to look for the source star of the event, and we 
reported our study in [Ansari et al . ,  1999). AGAPE Zl is very probably a lensing phenomena : it 
cannot be a mira (color), bumper (amplitude), nova ( light curve shape) or dwarf nova (repetition 
and rest magnitude) ,  and is possibly a binary event. 

Today, AGAPE pmsues its research of microlensing events towards M31 with other telescopes : 



we st.art.eel a new collaboration, POINT-AG APE, that uses the INT (2.5 m Isaac Newton Tele­
scope). Data started in l 999, and '.Vlonte-Carlo simulations, cf. [Kerins et. al . ,  2000), predict. � 140 
events per season (60 nights) for 1 00% i\tJACHO halo. One of the interesting features is that M31  
til ted disk implies a gradient of the  number of detected events from the  far side to  the  near side, 
which t races mass and density. The existing analysis pipeline developed for AGAPE is in  the 
process of being adapted. 

We have also made observations on the MDM ( 1 . 3  m Kitt Peak, with A.  Crotts, A.  Gould & 
R. Uglesich) since 1998 : we have already processed 35 nights of observat ion, � 20 short duration 
images each night. The final analysis is underway by Italian collaborators in Napoli and Salerno, 
and S. Calchi Novati. MDM data overlaps the data from AG APE Pie du M idi, and by using the 
same selection criterias as for the TBL data, on the 9 initial candidates, we retain only 4 events, 
two of which have yet to be tested on MDM data : 

9 events on AGAPE Pie du Midi 
,5 exhibit significant variations on  processed MDM data 

2 events retained, 2 more to test 

The next. figure shows the continuation of the light.curves for the two selected events : 
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ANALYSIS OF MICROLENSING OBSERVATIONS 

USING PURELY DIFFERENTIAL METHODS 

C. Alard 
lnstitut d 'Astrophysiq11e de Paris, 98bis bo11/evard Arago, 75014 Paris, France. 

The detection of hundreds of microlensing events by the microlensing collaborations OGLE 
(Udalski 2000) and MACHO, (Alcock et cil. 2000) bears the promise to explore the mass 
function of the Galactic Bulge region. However, due to the crowding of the fields, a large 
number of faint unresolved sources contribute to the lensing rates. The contribution of these 
heavily blended faint sources introduce a large bias in the lensing rates, which is dominant 
in the brown dwarf regime. To overcome the source confusion and the resulting blending of 
light, it is essential to introduce new photometric methods whlch are purely differential. The 
recent developement of the optimal image subtraction method allows to performs differential 
photometry, with an accuracy close to the photon noise. By construction the photometry 
obtained using this method is un-biased, but does not allow to reconstruct the baseline flux 
of the event. Thus, using this differential photometry will not permit to derive the duration 
of the events, and the lensing rates. However, it is shown that the statistical information 
contained in the light curves can be related directly to the mass function. In particular, i t  
i s  demonstrated that projecting the set of  light curves on  a basis of  function i s  equivalant to 
project the mass function on another function. The optimal set of basis functions in the space 
of the light curves are the principal components of the light curves. It is demonstrated that 
all the information about the mass function is contained in the projection of the light curves 
on a small number of principal components. 

1 The blending of the sources biases the microlensing experiments. 

The stellar fields investigated by the different microlensing experiments towards the Galactic 
Bulge or the LMC are so dense that for 1 star resolved in the image, there are about 50 unresolved 
stars in the surrounding. If one of these faint unresolved stars is amplified, it is very likely that 
clue to the extreme crowding conditions the event will be attributed to a brighter star which is 
well resolved in the image. The consequence of this effect is that the baseline flux of the event will 
be very over-estimated. Unfortunately fitting a microlensing light curve with the wrong baseline 
flux results in serious biasing in the determination of the impact parameter and duration of the 
event. Over-estimating the baseline flux is equivalant to under-estimating the duration, which 
in turns result in a serious reduction of the mass of the lens. The obvious consequence is that 
this class of biased events will simulate the presence of a large fraction of brown dwarf, which 
are of course a pure artefact (Alard 1997, Han 1997) . It is clear also that since the effective 
number of sources of much larger than the supposed number of actual resolved sources, much 
more amplification of stars will be observed at a given time than expected. This effect will result 
in a very significant increase of the optical depth. Some numerical simulations shows that it is 
very difficult to get rid of this bias, since the degeneracy in the fitting of the ligth curve is very 
high. As shown in Fig. 1 ,  blended and un-blended are very similar. 
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Figure 1: Comparison of light curves with blending (dashed curve) and without blending of the source. By 
choosing properly the impact parameter and the duration, one can see that un-blended light curve and the 

blended light curve can be very close. 

2 Differential photometry. 

One of the possible solution that can be used to cancel the effect of blending is to measure only 
the variation of light between the images. In this case, whether the source is blended or not, the 
resulting light curve of the differential variations should be un-biased. One of the basic problem 
in the comparison of 2 images is that in general they have different seeings, or different PSF's. 
Theoritically, the seeing between 2 images can be adjusted by convolving one of the image with 
an appropriate convolution kernel. In principle once the seeing adjustement has been performed, 
the 2 images can be subtracted with an accuracy good to the photon noise. This method of 
subtraction after seeing adjustement is usually nicknamed "image subtraction" . One interesting 
problem is to seek for the optimal solution ,  that will give a minimum residual between the 2 
images. This problem is equivalant to finding the best convolution kernel. This issue has been 
solved by using a least-square approach by Alard & Lupton ( 1998) . 

2.1 A short description of the optimal image subtraction method. 

If we need to subtract 2 images, Ir and I2 , assuming Ir is the best seeing ( reference image) , 
we have to match Ir to I2 . It can be achieved by convolving Ir with the proper (least-square 
optimal) kernel solution: 

L [Ir @ Kernel - I2]
2 

minimal 
pixels 

(1 )  

Solving Eq. (1 )  is  a full non-linear problem which requires a very large amount of computing 
time (Kochanski et al. 1996) . A realistic solution to Eq. ( 1 )  need to be much quicker. Such 
improvement can be done if one notice that the problem can be transformed into a linear least­
square problem, provided the kernel is expanded on a basis of functions: 

Kernel(u, v) = L a;B; (u, v) 



Then Eq. (1)  become: 

L [L aJ1 0 B; - 1i] 2 minimal 
pt:rels i 

VVhich is a simple linear least-square problem. For the basis of function a gaussian polynomial 
expansion has been selected. These functions have a number of interesting properties (see Alard 
& Lupton 1998 for more details) . 

B •·2 i 1' i,j = e- u v 

'With: r = -./u2 + v2 To complete the presentation of the basic image subtraction method, we 
show that differential background variations between the images can also be handled in a linear 
way. If we expand the background variations using 2 dimensional polynomials, Eq. ( 1 )  can be 
transformed into the final linear expression: 

L + [L a; 11 0 B; L bk,I xkyl - h] 2 
minimal 

pixels t J 

2.2 spatially variable kernel 

Provided the density of objects is large in the image, one can always cut the image into small 
pieces and make image subtraction in these small areas. In the crowded fields of the microlensing 
experiments, the Galactic Bulge, or the magellanic clouds, the density of stars is so large that 
one can make image subtraction in very small area, where the kernel variations are negligible. 
However in fields with low density of objects (for instance the fields investigated by supernovae 
surveys) , it is not possible to ignore the variations of the kernel across the field. These kernel 
variations are usually due to the optics of the telescope. A natural solution is to fit these kernel 
variations by linear expansion of the kernel coefficients: 

Kernel (x ,  y, u, v) = L a; (x ,  y) B; ( u, v) 

with: 

Although it is obvious that if the spatial variations are expanded for instance to order 3, the 
number of coefficients to evaluate by least square will be increased by a factor of 10. Considering 
that most of the computations are associated with building a square matrix of scalar products 
between the least-square vectors, the computing time will be increased by a factor close to 100. 
Such computing requirement cannot be afforded with the current computers. Fortunately, it is 
possible to speed up the calculations by a considerable factor if we notice that the matrix for the 
spatially variable kernel can be deduced form the matrix relevant to the constant kernel with a 
minimum number of operations. The basic idea is that provided the images is divided in small 
stamps which have a.bout the size of the kernel, inside these stamps the kernel variations can be 
neglected , a.nd the scalar products are almost identical to the scala.r products for constant ker­
nel. Thus the matrix elements of the spa.tia.lly variable kernel can be clecuded from the constant 
kernel matrix with a minimum number of operations, the funda.menta.I improvement in that the 
costly scalar products of the vectors need not to be re-calculated each time. In practise, a full 
solution of the least-square equations with spatially variable kernel does not require more than 
20 or 30 % of a.ddtional cost with respect to constant kernel solutions. For more details see 
Ala.rel (2000a.) . 
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2. 3 Flux conservation in spatially variable kernels. 
In spatially variable kernel, the sum of the kernel which correponds to the flux scaling between 
the images is not necessary constant. This can be an annoying additional source of noise and 
it is necessary to remove these degree of freedom from the space of kernel solutions. The most 
straightforward way to do this is to make a least-square fit with constraints by using Lagrange 
multipliers. However this methods leads to a set of equations which is costly to solve. A better 
alternative is to recombine the kernel expansion in order that the constant scaling condition be 
automatically verified. For instance if we use the following kernel expansion :  

Kernel (x,  y ,  u , v) = ao Bo (u, v) + �i=l ,N a; (x , y) [B; (u, v) - Bo (u , v)] 

Provided the B; function are normalized (J B(u, v) dmlv = 1) , it is very easy to· see that 
J [{ eniel (x , y, u, v) dudv does not depend any more of the position in the image (x,y) . 

2. 4  Examples of application. 
Images. 

To illustrate the application of the optimal image subtraction method to microlensing data, a 
small field containing a variable star has been selected (Fig. 2) .  This field has been extracted 
from a data set of OGLE II observations of fields in the direction of the Galactic Bulge. The 
result achieved after convolution and subtraction has a quality that is very close to the theoritical 
limit as calculated from the Poisson fluctuation (Alard & Lupton 1998) . 

Photometry. 

The photometry of the microlensing events is greatly improved by using the subtracted images. 
Since all the disturbing effects of blending and crowding of the fields are cancelled in the sub­
tracted images, the photometry is free of systematic biases. The resulting improvement in the 
fitting of the theoritical lensing curve is of more than a factor of 2 (see Fig. 3 ) .  In some ca.5e 
of large blending, the improvement can be as large as a factor of 8 ,  a.5 illustrated in the ca.5e of 
OGLE #5 (see Fig. 4) .  

3 From the light curves to the mass function. 

3. 1 Introduction 
VVhen analyzing microlensing observations one has to deal with the light curves of a number N 
of microlensing candidates. Vve will assume that we have purely differential photometry only, 
with a baseline flux equal to zero. We emphasize that high quality differential photometry can 
always be obtained after the events have been detected by classical methods by using the image 
subtraction method (Alard 1999) . These light curves will be represented by the symbol S;(t) ,  
(j  = 1 ,  . . , N) . Assuming that un-amplified flux of the source is A ,  the expression of the S; (t) a.5 
a function of time will be given by the theoretical microlensing amplification formula: 

With: 

S t = A  - 1  
( u(t)2 + 2  ) 

J ( ) u(t) vu(t)2 + 4 

u(t) = 2 ( t ) 2 uo + -ts 

(2) 



Figure 2: Example of application of the optimal image subtraction method. The image with good seeing (lower 
right) has been convolved with the best kernel solution (upper right) in order to match the bad seeing image 
(lower left). The final subtracted image is present in th upper left corner. Note that a variable star is visible near 

the center of the image. 
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Figure 3: The OGLE I light curves, using DoPHOT (2 upper figures) ,  and using the image subtraction package 
ISIS. The improvement measured using ISIS with respect to DopHOT is about 2.2. OGLE I is typical of the 

mean improvement achhived using image subtraction. 
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Figure 4: The OGLE I light curves, using DoPHOT (2 upper figures) , and using the image subtraction package 
ISIS. The improvement measured using ISIS with respect to DopHOT is about 8 during the amplification, is 

about 3 for baseline points. 

(we recall that we are working in the assumption that we have at our disposal a differential flux 
only, with for convenience a baseline flux equal to 0) . 

The most important issue is of course how do we relate these observations to the microlens­
ing parameters: the impact parameter, u0 , and the time to cross the Einstein ring: tE. And 
furthermore how do we relate the microlensing parameters to the mass function itself. The first 
serious difficulty we encounter is that of course u0 , tE, cannot be extracted easily by fitting the 
light curve due to the extreme blending degeneracy (Alard 1997, Han 1997, Wozniak & Paczyn­
ski 1997) . Thus our first and most essential step will be to derive a better set of parameters. 
This set of parameters will have to be non degenerated with respect to blending. The most 
simple and most natural way to deal with such problem is to express the observations as a linear 
combination of a small number of vectors. The best way to make such a decomposition is known 
as principal components analysis, it is equivalent to an eigen value decomposition .  Thus all we 
have to do is to look for the firsts eigen functions, and to calculate the scalar product of the 
components with our vectors (time series) of observations. 

3.2 Statistical distribution of the projections on the principal components. 

We consider that most of the information is contained in a number Ne of principal components 
of the light curves. To eliminate the baseline flux the light curves are normalized in amplitude. 
To perform this normalization a microlensing light curve is fitted to the data. The normalized 
model fitted to the light curve S; will be called S;. Note that even if the solution is degenrated , 
all we need is to find a solution that fit the data well. Almost all the information can be extracted 
from the distribution of the projection of the N1 time series on the Ne principal components. 
The first meaningful quantity concerning the distribution of the a;j is the first order moment of 



the distribution: 

The second interesting quantity is the second order moment of the distribution: 

(a]) = 2= arj 
i 

But it is important to notice, that a[j = (/1 (uo, tE))2 , can be written as a scalar product of the 
data with a given function. Since that according to theorem of Fischer-Riesz of linear functional 
analysis, we can always find a function F(t) such that: 

2 2 1-=-a;j = (/1 (uo, tE)] = S; (uo, tE, t) F(t) dt 

Using the principal components decomposition of S; we can write: 

a�j :::: I: [! Pj (t) F(t) dt] a;j 
1=1 

(3) 

Thus, finally we see that the distribution of the second moment is not more than a linear combi­
nation of the the Ne firsts moments (mean) . Thus the mean of the second moment will not bring 
any additional information with respect to the mean. With a similar reasoning it is possible to 
show that the same property is true for the Nth moment. 

Consequently we can conclude that all the information concerning the distribution of the a;j is 
contained in the mean of these components. No additional information (uncorrelated informa­
tion) will be found by looking at higher order moments. 

3. 3 From the principal components to the mass function. 

It is possible to re-express the previous definition of (aj) by using the number density p(uo, tE, M) 
to observe a given amplification of parameters (u0, tE) with a lens of mass M. In such case, the 
sum can be approximated very closely with an integral expression: 

If we define the efficiency function of the experiment, 0 (uo, tE), the lensing rates for 1 solar 
mass lenses, r0(t) and the mass function, ef>CM) the formulae for p reads: 

Leading to the following expression for (aj) : 

It is  easy to re-arrange this integral in the following way: 

(aj) :::: J ifi(M)c/>(M) dM 

7 
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With: 

(4) 

Thus we see that basically projecting the microlensing light curve on a basis of function and 
taking the statistical sum is equivalent to projecting the mass function it.self on another function. 
Consequently, we see that a projection in the space of the observation (the light curve) is directly 
equivalent to a projection in the space of the mass function. The problem of finding the optimal 
set of projections for the observations, is solved by using the principal component method. Then 
all we have to do is to calculate the "image" of these principal components in the space of the 
mass function. 

3.4 Illustration of the method using a Monte-carlo simulation. 

To illustrate this method and show how the mass function ca.n be reconstructed, we will use a 
series of Monte-Carlo simulations. We will simulate microlensing events by selecting the param­
eters of the events according to the density distribution, p(u0, tE, M) . One additional parameter 
we will have to select is the amplitude of the source. To get random varia.bles which reproduces 
the distribution p we need to decompose the problem. Basically p(u0, tE , M) has 3 parts: 

- The rates, rM (tE) :  
tE 

rM (tE) = ro ( 1.4") 
vM 

For r0 we will adopt the analytical expression given in  Mao & Paczynski ( 1996 ) .  

The efficiency function, 6 (uo , tE) : 

For the efficiency we will adopt the following criteria: an event is detected if it has a muu­
mum number (Nm) of data points above a 5 a threshold. For a given duration tE this criteria is 
simply equivalent to put a threshold on the impact parameter uo. All we have to do is to search 
for the maximum value uy of u0 such that the amplification of at least Nm data points is above 
5 a. If the sampling is even , with a time step 8t, it just mean that the amplification must be 
larger than 5 a in a. window of time around the maxima 6.T = N111 8t. Provided the maxima is 
at the origin of the time axis, it will finally result in the condition: 

(5) 

The distribution of uo itself is uniform, to get et set of uo values we will use a. random generator 
which will provide a uniform distribution between 0 and the maximum value for uo , uM (tE ) ·  
uM (tE) corresponds to the impact parameter for the brightest source given by Eq  xx. Once we 
have selected tE from the distribution rM (tE) , we will calculate uo,thresh using Eq xx, if our 
random 1lo value is above UQ,f/u·esh, e (uo , tE) = 0, otherwise e (no , tE) = 1. To summarize: 

Uo < lly 
·uo > 11y 

The mass function, cp(lvI) : 

In all our simulation we will adopt a pure power law expression for the mass function, with 



a lower (kh) and an upper cut-off (A1s) . { I\1-et </>(M) = 0 otherwise 

The amplitude: 

we will assume that the the flux of the un-a.mplified source amplitude distribution is a power 
law with an exponent of -2 (Zhao, et al. 199.5 ) ,  in a given range of amplitude Ama.,; and Amin · 
In our simulation, the amplitudes will be generated by Monte-Carlo method, using this power 
law. 

Results. 

In this example we will take an amplitude range which is typical for microlensing images towards 
the Ga.lactic Bulge: 

For the mass function we take the following para.meters: { M-2 </>(M) = 0 

0.05 < M < 10.0 

otherwise 

Using these para.meters we simulated several series of microlensing light curves. For illustra­
tion, we extracted a sample of light curves from one of these simulations, they a.re presented 
in Fig. 5. The para.meters were adjusted in order that in a simulation the total number of 
microlensing events simulated be close to 100. Then we proceeded to the principal components 
decomposition. The orthonormal set of principal components was calculated using a singular 
value decomposition. The first 4 principal components are presented in Fig. 6 .  

The functions '1jJ(Jv1) corresponding to the principal components in the space of the mass 
function can be computed using Eq. 4. Projecting the data on the principal components is 
equivalent to projecting the mass function on 'ljJ(M) . To illustrate our discussion , an example 
of 'ljJ(lvf) functions calculated using the settings of the previous Monte-Carlo simulation are 
presented in Fig. 7. The functions �>(111) can be used to reconstruct the mass function, for more 
details, see Alard (2000b) . 
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Figure 5: Example of light curves as obtained using the Monte-Carlo simulation procedure described above. 
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Figure 6: The first 4 principal components corresponding to the simulation presented in Fig. 5. 
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BREAKING THE DEGENERACY OF MICROLENSING 

TOWARDS THE LMC 

HongSheng Zhao 
Sterrewacht Leiden, Niels Bohrweg 2, 2333 CA , Leiden, The Netherlands 

We propose several observational tests that can break the degeneracy of two main classes of 
microlensing models to the Large Magellanic Cloud. If the lenses are located in the LMC, 
then the source stars in the latter (self-lensing) models tend to be at the far side of the LMC, 
hence should show subtle, measurable differences from random stars in the same field in terms 
of intrinsic brightness, dust extinction, reddening and polarisation, and radial velocity. No 
such biases should be detected if they are lensed by (halo) objects well in front of the LMC. 
The tests require multi-band photometry and spectroscopy in good seeing conditions or with 
the HST. 

I Introduction 

One of the main puzzles of Galactic microlensing surveys is the poorly determined location 
of the lens population of the events towards the Magellanic Clouds. Currently there are two 
popular views on the issue: (a) the lenses are located in the halo, hence are likely baryonic dark 
matter candidates (Alcock et al. 2000, lbata et al. 2000) ; (b) both the lenses and sources are 
part of the Magellanic Clouds, hence are stars orbiting in the potential well of the Clouds (Sahu 
1994, Zhao 1998) . The amount of star-star lensing is sensitive to assumptions of the structure 
and equilibrium of the Magellanic Clouds. It can be efficient if the LMC has a significant 
depth along the line of sight, as non-equilibrium models of, e.g., Zhao & Evans (2000) ,  where a 
gap or misalignment between the LMC disk and its off-centered bar is suggested . The generic 
effect of putting the lenses in the LMC is the source star is pushed to the far side of the LMC 
systematically. Hence such models are falsifiable if we could design observations which are 
sensitive to the distance of the sources. Several lines of attack have been proposed in Zhao, 
Graff & Guhathakurta (2000) . Here we illustrate the effect of combining these together. 

2 Tests 

Suppose we have multi-band photometry and spectroscopy of small patches of the sky centered 
on each microlensing candidate; presently there a.re 13-17 events towards the LMC. We can then 
extract radial velocities from the spectra. to define the mean motion of stars in each LMC field, 
and construct CMDs to define the mean isochrone of ea.ch field. Then we can then plot a scatter 
diagram of the offset of ea.ch star from the mean isochrone and offset from the mean motion, 
and overlay the distributions of all fields together. A simulated distribution is shown by small 
dots in Fig.l ,  where we assume a dispersion of 30 km/s for the radial velocity, and allow for 
a dispersion of ±0.3 magnitude due to photometric error, intrinsic differences, and differential 
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Figure 1 :  show the systematic biases of the properties of the sources in LMC-LMC lensing events (a5teriks) and 
MACHO-LMC lensing events (filled circles) vs. the average stars in the LMC (small dots). The horizontal axis is 
the observable velocity of the star (after discounting the mean rotation of the LMC) and the vertical axis is the 
observable magnitude of the star (after discounting the mean magnitude of stars of the same color). A typical 
error bar for observations is also drawn. The LMC-LMC events shift to the fainter and redder part. of the diagram. 

reddening within each field. Extinction is patchy in the LMC on scales of arcmin (Harris et al. 
1997) . It is important to make field larger enough to build a sensible CMD, but small enough 
to limit the scatter of differential extinction. 

In the macho models, the sources should be drawn randomly from stars in Fig .l ,  as shown 
by filled circles. But if the sources are at the far side of the LMC systematically, as models of 
LMC-LMC lensing predict, then we would expect a higher dispersion of the source stars and 
a fainter magnitude, shown by the asteriks. The reason for the fainter magnitude is in part 
because of larger distance modulus (here 0.0.5"' ) ,  and increased extinction (here 0 .2.S"' in V) .  
The stars far away from the mid-plane of the LMC disk will also lag (typically about 30 km/s) 
behind of average disk stars in terms of rotation around the center of the LMC. Hence they show 
up as outliers in rotation and in magnitude. Detection of such effects could clean out non-macho 
lenses on an event-by-event basis, and purify current estimate for the fraction of machos in the 
halo. For example, the MACHO-LMC-la is suspected to be a reel clump star at the far side of 
the LMC, which would explain its shift to the red and fainter side of the clump (Zhao, Graff & 
Guhathakurta 2000) .  

I t  has been proposed many times that proper motion and distance of  the lens can be con­
strained in the future by measuring sub-milliarcsec astrometric centroid shift of the image during 
a bright event. Information can also be obtained photometrically by densely sampling the light 
curve during a high amplification events . In comparison , the techniques proposed here have the 
advantage that it is not crucial to schedual the observations during an event. Given a larger 
southern telescope data can be collected for all past events with any base-line brightness. 
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PERTURBATIVE ANALYSIS IN MULTIPLE AND PLANETARY 
GRAVITATIONAL LENSING 

V. BOZZA 
Dipartimento di Scienze Fisiche "E.R.  Caianiello", Universita di Salerno 

Via S. Allende, Baronissi (SA) I-84081, Italy. 

The lens equation for a multiple Schwarzschild lens is not exactly solvable in general situations. 
This is a hard problem for any analytical investigation of this physical system. However, 
perturbative methods can be successfully employed to gain a deep insight of the mathematical 
structure of this lens in some interesting cases. Here I present the full derivation of the caustics 
structure (including cusps, area and duality transformation) for a lens very far from the others, 
for a system where mutual distances are much smaller than the global Einstein radius and 
for planetary systems. In this particular case, the situation is very favourable, so that even a 
completely analytical formula for microlensing light curves can be derived, providing a very 
useful description of planetary perturbations to the observed luminous flux. 

1 Introduction 

While the general picture for the binary lens is somewhat well defined at present day, as regards 
the critical structure, the same cannot be said about general multiple lenses. The attempts to 
enlighten this kind of lenses have really been very few. This is because of the mathematical 
complexity of the lens equation. 

The critical curves and the caustics of multiple lenses can develop very complicated struc­
tures. However there is a great int�rest in this problem for its applications in particular sit­
uations, such as planetary systems 1 ,  rich clusters of galaxies and microlensing of quasars by 
individual stars in the haloes of the lensing galaxies 2 • 

In this talk we have presented some works aiming to a systematic investigation of the caustics 
of multiple lenses whenever they can be referred to well-defined situations to be employed as 
starting points in perturbative expansions. The three cases where this happens have been 
pointed by Dominik 3 •  

Sect. 2 deals with the case of a lensing mass that is  very far from the others4 ; in Sect. 3 a 



5 

system formed by near (with respect to the Einstein radius of the total mass) lenses is studiec� · 5 ;  
Sect. 4 considers the case of a multiple planetary systenf . 

In the latter case, the situation is such that the lens equation can be perturbatively inverted 
and analytic microlensing light curves can be drawn. 

2 Single lens perturbed by far masses 

Let's consider a mass m
1 

placed at the origin of the lens plane. The other masses m2, .• . , mn 
are at the positions x2 , . • .  , Xn. In polar coordinates, we put Xi = (p; cos 'Pi ; Pi sin rp;) and the 
generic coordinate in the lens plane is x = ( r cos fJ; r sin fJ) .  The hypothesis we start from is 
that p; » ..;m:; for each i and j .  This allows us to expand the Jacobian determinant in series of 
inverse powers of p;. The zero order solution is simply the Einstein radius r = ,;m:J. We build 
the general solution as an infinite series in 1/ p;: 

(1) 

where Ej � 1/ p{. Substituting this expression in the equation <let .J = 0 and expanding again, 
we can easily solve the equation of critical curves at each order to find the perturbations. 

A linear superposition principle is valid at the second and the third order. In the fourth 
order there are "interaction" terms that make the calculations more difficult. 

The second order can be easily recognized as the sum of the Chang-Refsdal expansions for 
each mass to the first order in the /i · Actually, the full second order can be identified with a 
Chang-Refsdal lens. The third order breaks the symmetry of the caustic and becomes important 
when the perturbative hypothesis is more forced. 

Exploiting the perturbative results just shown, we can find the caustic formed in this case. 
It suffices to apply the lens equation and expand it again. 

Having at our disposal good approximate expressions for the caustics of multiple lenses, an 
interesting quantity to compute is the area covered by these curves. We can find it for arbitrary 
multiple lenses at the second order and for a binary lens at the third order. 

3 Close multiple lenses 

Now we consider a set of n point-like lenses whose mutual distances are small compared to the 
total Einstein radius of the system. The starting point for our analysis is the Schwarzschild 
lens we would obtain if the total mass Jv[ were concentrated at the barycentre. The separations 
between the masses modulate the deviations from the Schwarzschild lens and then constitute 
the perturbative parameters in our expansion. 

Besides the main critical curve, which is a slight modification of the Einstein ring of the 
barycentral lens, some secondary critical curves are present near the centre of mass. They give 
rise to very small and far caustics which must be treated separately. 

3. 1 Main critical curve and central caustic 

Now we assume that Pi � VM for each i. We carry the expansion of the Eq. det .J = 0 in series 
of powers of Pi · 

The zero order terms give the Einstein ring for a point mass Al at the origin. Interference 
terms arise at the second order already and no superposition principle holds. 

V•le can consider an expression analogue to Eq. ( 1 )  for the radial coordinate r: 

(2) 



where now Ej � p{. Substituting in the equation det .J = 0 and expanding again,  we can solve 
for the E: j at each order. 

This perturba.tive expansion is tightly related to the quadrupole lens, which also has a four 
cusped caustic. The area. of the caustic can be calculated as in the former case. 

At the second order, the caustic is always symmetric, even if the mass ratio is not 1 .  

3.2 Secondary caustics 

We introduce the complex coordinate in the lens plane z = X1 + ix2 and the complex source 
coordinate y = YI + iy2 . The positions of the masses will be denoted by z; = x;1 + ix;2. The eq. 
<let .J = 0 is equivalent to 

I 12 n n II lz - z; l4 - L rn; II (z - Zj) 2 = 0.  
i=l i=I j#i 

Searching for z's of the same order of z;, the lowest order equation is 

L rn; II (z - Zj)
2 = 0. 

i=I #i 

(3) 

(4) 

The 2n - 2 solutions of this polynomial equation are the positions of the secondary critical 
curves. 

If the root has multiplicity p, the first non trivial order after the first is q = ctl. The critical p 
curve is a circle and the caustic has p +  2 cusps. The caustic position is of order -1 ,  i .e. the 
secondary caustics can lie very far from the optical axis of the lens. 

Multiple secondary caustics exist only for particular choices of the parameters of the system 
forming a zero measure set in the parameters space. Multiple caustics are formed when two or 
more simple triangular caustics meet at the same place. The transitions between simple and 
multiple caustics can occur by suppression of two cusps through beak-to-beak singularities, or 
by formation of butterflies. 

4 Planetary systems 

A particularly interesting case of multiple lensing is that of planetary systems. Here a stellar 
mass is surrounded by planets having masses much smaller. Their effects can usually be treated 
as slight perturbations to the main lensing object. 

\Ve can distinguish between the central caustic which is generated by the distortion of the 
star's Einstein ring and the planetary caustics which are the images of the planetary critical 
curves and can be well approximated by Chang-Refsdal critical curves. 

4 - 1  Central caustic 

Consider a star with mass m1 placed at the origin , surrounded by planets with masses m2, . . .  , rnn 
placed a.t x2 , . . .  , Xn .  The planetary hypothesis states that m; « m 1 for i > 1 .  So we can expand 
the .J a.co bi an determinant in powers of m;. Starting from the Einstein ring of the star r = ...;m:J. 
as zero order solution, we can find the perturbations leading to a non trivial central caustic. 

A superposition principle for the effects of the planets holds on the central caustic. 
In many studies of the central caustic of a planetary system, a principle of duality between 

planets external and internal to the Einstein ring was often claimecf·3 . This principle can be 
directly verified on perturbative formulae which are invariant under the transformation 

m1 
Xi -t --2 X; 

lx; I 
(5) 

8' 
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So the conjecture of duality has an effective analytical basis. 

4.2 Planetary caustics 

The planetary critical curve is always localized in the neighbourhood of the planet and assumes 
the shape of an elongated ring, when the planet is outside of the star's Einstein ring, or splits 
into two specular ovals, when the planet is inside. 

The zero point of the expansion of these critical curves is then the position x2 of the planet 
we are considering. The first non trivial order is x - x2 � ...;mi, since the critical curve of a 
very far planet is nothing but its Einstein ring with radius ...;mi· 

The lowest order Jacobian is just the Jacobian of the Chang-Refsclal lens. Then the lowest 
order critical curve is exactly Chang-Refsdal. 

The planetary caustic of each planet is not affected, at the first order, by the presence of 
other planets. It has an area much greater than the central caustic. At the second order a sum 
containing the effects of the other planets appears. It only represents a displacement of the 
caustic towards the other planets. 

4 .3  Planetary microlensing 

The lens equation cannot be solved exactly. Anyway, starting from the single lens images of the 
star, we can calculate the perturbations induced by the planet. By this perturbative inversion of 
the lens equation ,  we can compute the magnification of the two main images, which is influenced 
partly from the displacement of the two images and partly from the direct modification of the 
Jacobian determinant by the planet. 

A third image rises very close to the planet. This image as well can be found by perturbative 
expansions a.round the planet position. However, its magnification is negligible with respect to 
the magnification of the two main images and their perturbations. 

Summing up the magnifications of the two images, we can find analytic light curves for 
planetary microlensing events. Rigorously these curves could not be used in caustic crossing 
events, since we have not considered the two additional images. Anyway, the contributions of 
these images is negligible if we also take in account the finite source size. 

The availability of analytic expressions for microlensing light curves opens new possibilities 
in the investigation of the connection between the observed curve and the physical parameters. 
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MICROLENSING OF QUASARS 

Joachim vVambsganss 
Universitiit Potsdam, Institut fiir Physik, A m  Neuen Pafois 10, 14469 Potsdam 
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There are two possible causes of variability in gravitationally lensed quasars: intrinsic fluc­
tuations of the quasar and "microlensing" by compact objects along the line of sight. If 
disentangled from each other, microlens-induced variability can be used to study two cosmo­
logical issues of great interest,  the size and brightness profile of quasars on one hand, and the 
distribution of compact (dark) matter along the line of sight. Here we present a summary of 
recent observational evidence for quasar microlensing as well as of theoretical progress in the 
field. Particular emphasis is given to the questions which microlensing can address regard­
ing the search for dark matter, both in the halos of lensing galaxies and in a cosmologically 
distributed form. A discussion of desired observations and required theoretical studies is 
presented as a conclusion/outlook. 

1 What is Microlensing of Quasars? 

1 . 1  Mass, length and time scales 

The lensing effects on quasars by compact objects in the mass range 10-6 ::; m/JvI0 ::; 103 is 
usually called "quasar microlensing" . The microlenses can be ordinary stars, brown dwarfs, 
planets, black holes, molecular clouds, globular clusters or other compact mass concentrations 
(as long as their physical size is smaller than the Einstein radius) . In most practical cases, the 
microlenses are part of a galaxy which acts as the main (macro-)lens. However, microlenses 
could also be located in, say, clusters of galaxies or they could even be imagined "free floating" 
and filling intergalactic space. 

The relevant length scale for microlensing (in the quasar plane) is the Einstein radius of the 
lens: 

·rE = 



90 

where "typical" lens and source redshifts of ZL � O . .S and zs � 2 .0 are assumed for the numerical 
value on the right hand side (G and c are the gravitational constant and the velocity of light, 
respectively; J..1 is the mass of the lens, DL, Ds, and DLs a.re the angular diameter distances 
between observer - lens, observer - source, and lens - sonrce, respectively) .  Quasar minolensing 
turns out to be an interesting phenomenon, because (at least) the size of the continuum emit.ting 
region of quasars is comparable to or smaller than the Einstein radius of stellar mass objects. 

This length scale translates into an angular scale of 

Oe = re/Ds � 10-6JM/M,�, arcsec. 

It is obvious that image splittings on such angular scales cannot be observed directly. 'Vha.t 
makes microlensing observable anyway is the fa.ct that observer, lens( es) and source move relative 
to each other. Due to this relative motion, the micro-image configuration changes with time, and 
so does the total magnification, i.e. the sum of the magnifications of a.11 the micro-images. This 
change in magnification over time can be measured: microlensing is a "dynamical" phenomenon. 

There are two time scales involved: the standard lensing time scale te is the time it takes 
the source to cross the Einstein radius of the lens, i .e. 

where the same assumptions are made as above, and the effective relative transverse velocity 
V.L ,eff is parametrized in units of 600 km/sec: v600. This time scale te results in discouragingly 
large values. However, in practice we can expect iluctations on much shorter time intervals. The 
reason is that the sharp caustic lines separate regions of low and high magnification .  Hence, if 
a source crosses such a caustic line, we can observe a large change in magnification during the 
time tc.-oss it takes the source to cross its own diameter Rsow·ce : 

Here the quasar size R15 is parametrized in units of 1015cm. 

1 .2  Ea.dy Promises of Quasar Microlensing 

The early papers exploring microlensing ma.de four predictions concerning the potential scientific 
results. Microlensing should help us to determine: 1) the existence and effects of compact objects 
between the observer and the source, 2) the size of quasars, 3) the two-dimensional brightness 
profile of quasars, 4) the mass (and mass distribution) of lensing objects. In Section 3 the 
observational results to date will be discussed in some detail. It can be stated here that 1) has 
been achieved. Some limits on the size of quasars have been obtained, so 2) is partly fulfilled . 
We a.re still (far) away from solving promise 3) , and concerning point 4) it is fair to say that the 
observational results are consistent with certain (conservative) mass ranges. 

1 .3  Quasar Microlensing versus "Local Group" Microlensing 

In most cases of quasar microlensing, the surface mass density (or optical depth) is of order unity. 
In contrast to that, the "local group" microlensing deals with very low optical depths, where 
the action is due to single lenses or physical binaries. Since there are interesting similarities as 
well differences between these two kinds of microlensing, in Table 1 a. few quantities relevant to 
microlensing a.re compared to ea.ch other for the two regimes. 



Table 1: A few lensing properties for the two regimes of microlensing are compared to each other: local group 
microlensing and quasar microlensing. 

Lensing galaxy: Milky Way 

distance to Macho known? no 

velocity of Ma.cha known? no 

mass? ??? 

optical depth? � 10-6 

Einstein angle (1 M0) ?  � 1 millia.rcsec 

time scale? hours to yea.rs 

event? individual/simple 

default light curve? smooth 

when/who proposed? Paczy15.ski 1986 

first detection? EROS/MACHO/OGLE 
1993 

2 Theoretical Work on Quasar Microlensing 

Lens in Q0957+.561 

yes 

(no) 

??? 

� 1  

� 1 microarcsec 

weeks to decades 

coherent/complicated 

sharp caustic crossing 

Gott 1981 

Irwin et al .  1989 

For a multiply imaged quasar, the surface mass density (or "optical depth" ) at the position of an 
image is of order unity. If this matter is made of com pa.ct objects in the range described a.hove, 
microlensing is expected to be going on basically "all the time" , due to the relative motion of 
source, lens( es) and observer. In addition ,  this means that the lens action is due to a coherent 
effect of many microlenses, because the action of two or more point lenses whose projected 
positions is of order their Einstein radii combines in a very non-linear way (cf. Wa.mbsganss 
1998 ) .  

The lens action of more than two point lenses cannot be  easily treated analytically any more. 
Hence numerical techniques were developed in order to simulate the gravitational lens effect of 
many compact objects. Paczy15.ski (1986) had used a method to look for the extrema. in the time 
delay surface. Kayser, Refsdal, Stabell ( 1986 ) , Schneider & Weiss ( 1987) and Wambsga.nss ( 1990) 
ha.cl developed and applied an inverse ray-shooting technique that produced a. two-dimensional 
magnification distribution in the source plane. An alternative technique was developed by Witt 
( 1993) and Lewis et al. ( 1993 ) ;  they solved the lens equation along a linear source track. All 
the recent theoretical work on microlensing is based on either of these techniques. 

Recently, Fluke & Webster ( 1999) explored analytically caustic crossing events for a quasar. 
Lewis et al. { 1998) showed that spectroscopic monitoring of multiple quasars can be used to 
probe the broad line regions. \Vyithe et al. (2000a, 2000b) investigated and found limits on the 
quasar size and on the mass function in Q2237+030.'i . 
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Ago! & Kralik ( 1999) and Mineshige & Yonehara ( 1999) developed techniques to recover 
the one-dimensional brightness profile of a quasar, based on the earlier work by Grieger et a.I. 
( 1988, 1991 ) .  Ago! & Kralik showed that frequent monitoring of a caustic crossing event in 
many wave bands (they used of order 40 simulated data. points in eleven filters over the whole 
electromagnetic range),  one ca.n recover a. map of the frequency-dependent brightness distri­
bution of a. quasar. Yonehara. ( 1999) in a. similar approach explored the effect of microlensing 
on two different accretion disk models. In another pa.per, Yonehara et al . ( 1998) showed t!ta.t 
monitoring a microlensing event in the X-ra.y regime can reveal structure of the quasar accretion 
disk as sma.11 as AU-size. 

3 Observational Evidence for Quasar Microlensing 

Fluctuations in the brightness of a quasar can ha.ve two causes: they can be intrinsic to the 
quasar, or they ca.n be microlens-induced. For a. single quasar image, the difference is hard to 
tell. However, once there are two or more gravitationally lensed (ma.cro-)images of a. quasar, 
we ha.ve a relatively good handle to distinguish the two possible causes of variability: any 
fluctuations due to intrinsic variability of the quasar show up in a.II the quasar images, after 
a. certain time delay. (This argument could even be turned around: the measured time delays 
in multiple quasars are the ultimate proof of the intrinsic variability of quasars.) So once a 
time delay is measured in a multiply-imaged quasar system, one can shift the light.curves of the 
different quasar images relative to each other by the time delay, correct for the different (ma.cro­
)ma.gnification, and subtract them from each other. All remaining incoherent fluctuations in 
the "difference lightcurve" can be contributed to microlensing. In a few quadruple lens systems 
we can detect microlensing even without measuring the time delay: in some cases the image 
arrangement is so symmetrical around the lens that any possible lens model predicts very short 
time delays (of order days or shorter) , so that fluctuations in individual images that last longer 
than a day or so and are not followed by corresponding fluctuations in the other images, can be 
safely attributed to microlensing. This is in fact the case of the quadruple system Q2237+0305. 

3. 1 The Einstein Cross: Q11adruple Quasar Q2237+0305 

In 1989 the first evidence for cosmological microlensing was found by Irwin et al. ( 1989) in the 
quadruple quasar Q2237+0305: one of the components showed fluctuations. In the mean time, 
Q2237+0305 has been monitored by ma.ny groups (Corrigan et al. 1991; 0stensen et al. 1996; 
Lewis et al. 1998) . The most recent (and most exciting) results (Wozniak et al. 2000) show 
that all four images vary dramatically, going up and down like a rollercoaster in the last three 
years: .6.mA R:! 0.6 mag, .6.mB R:! 0.4 mag, .6.mc R:! 1 .3 mag (and rising'?) ,  .6.mD ;:::, 0.6 mag. 

3.2 The Double Quasar Q0957+561 

The microlensing results for the double quasar Q0957+561 are not as exciting. In the first few 
years there appears to be an almost linear change in the (time-shifted) brightness ratio between 
the two images (.6.m.AB R:! 0.2.5 mag over .5 years) .  But since about 1991 ,  this ratio stayed more 
or less "constant" within about 0.0.5 ma.g, so not much microlensing was going on in this system 
recently (Schild 1996; Pelt et al. 1998; Schmidt & Wambsganss 1998) . The possibility for some 
small amplitude rapid microlensing (cf. Colley & Schild 2000) cannot be excluded; however, one 
needs a very well determined time delay a.nd very accurate photometry, in order to confirm it. 

With numerical simulations and limits obtained from data of three years of Apache Point 
monitoring data of Q09.57+.561 ,  and based on the Schmidt & Wambsganss ( 1998) analysis, 
Wambsganss et al. (2000) extend the limits on the masses of "Machos" in the (halo of the) 



lensing galaxy in 09.57+.561: the small "difference" between the time-shifted and magnitude­
corrected lightcurves of images A and B excludes a ha.lo of the lensing galaxy ma.de of compact 
objects with masses of 10-'AI.'1 - 10-2 1'1'0 . 

3.3 Other multiple quasars/ra.dio microlensing? 

A number of other multiple quasar systems are being monitored more or less regularly. For 
some of them microlensing has been suggested (e.g. Hl413+117, Ostensen et a.I. 1997; or 
B0218+3.57, J ackson et a.I. 2000) . In particular the possiblity for "radio"-microlensing appears 
very interesting (B1600+!34, Koopmans & de Bruyn 2000) , because this is unexpected , due to 
the presumably larger source size of the radio emission region. The possibility of relativistic 
motion of radio jets may make up for this "disadvantage" . 

4 Unconventional Microlensing of Quasar Microlensing 

4 .1  Microlensing in individual quasars? 

There were a number of papers interpreting the variability of individual quasars as microlensing 
(e.g., Hawkins & Taylor 1997, Hawkins 1998 ) .  Although this is an exciting possibility and it 
could help us detect a population of cosmologically distributed lenses, it is not entirely clear 
at this point whether the observed fluctuations can be rea.lly attributed to microlensing. After 
all, quasars are intrinsically variable, and the expected microlensing in single quasars must me 
smaller than in multiply imaged ones, due to the lower surface mass density. More studies a.re 
necessary to clarify this issue. 

4 .2  "Astrometric Microlensing": Centroid shifts 

An interesting aspect of microlensing was explored by Lewis & Ibata ( 1998) . They looked at 
centroid shifts of quasar images due to microlensing. At each caustic crossing, a. new very bright 
image pair emerges or disappears, giving rise to sudden changes in the "center of light" positions. 
The amplitude could be of order 1 00 microarcseconds or larger, which should be observable with 
the SIM satellite (Space Interferometry Mission ) ,  to be launched in June 2006. 

5 Q uasar Microlensing: Now and Forever? 

Monitoring observations of various multiple quasar systems in the last decade have clearly estab­
lished that the phenomenon of microlensing exists. There are uncorrelated variations in multiple 
quasar systems with amplitudes of more than a magnitude and time scales of weeks to months 
to years. However, in order to get closer to a. really quantitative understanding, much better 
monitoring programs need to be performed. 

On the theoretical side, there a.re two important questions: what do the light.curves tell us 
a.bout the lensing objects, and what can we learn a.bout the size and structure of the quasar. 
As response to the first question, the numerical simula.tions are able to give a qualitative under­
standing of the measured lightcurves (detections and non-detections) , in genera.I consistent with 
"conservative" assumptions about the object masses and velocities. But due to the large number 
of para.meters (quasar size, masses of lensing objects, transverse velocity) and due to the large 
variety of light.curve shapes, no satisfactory quantitative explanation or even prediction could 
be achieved. So far mostly "limits" on certain parameters have been obtained. The prospects 
of getting much better light.curves of multiple quasars, as shown by the OGLE collaboration, 
should be motivation enough to explore this direction in much more quantitative detail. 

9'. 



The question of the structure of quasars deserves more attention. Here gra.vitationa.l lensing 
is in the unique situation to be able to explore an astrophysical field that is unattainable by an�' 
other means. Hence more effort should be put into attacking this problem. This involves much 
more ambitious observing programs, with the goal to monitor caustic crossing events in many 
filters over the whole electromagnetic spectrum, and to further develop numerical techniques to 
obtain useful values for the quasar size and profile from unevenly sampled data in (not enough) 
different filters. 
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MICROLENSING IN Q2237+0305 
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Q2237 +0305 offers a unique opportunity to use spectrophotometric observations of mi­
crolensed high magnification events to examine the central engine of a quasar. The high 
quality of recent OGLE monitoring, in addition to the lengthening overall monitoring his­
tory for Q2237 +0305 have allowed probabilities for the parameters of microlens mass, galactic 
transverse velocity and continuum source size to be determined. We discuss interpretations of 
features of the OGLE light-curves using the estimate for each parameter. The combination of 
optical and IR flux ratios provides a constraint on the extent of the mid-IR emission region. 

1 Introduction 

The QSO 2237+0305, sometimes known as Huchra's lens or the Einstein Cross (Huchra et 
al. 1985), is perhaps the most remarkable gravitational lens yet discovered. It comprises a 
foreground barred Sb galaxy (z=0.0394) whose nucleus is surrounded by four images of a ra<lio­
faint QSO (z=l.695 ) .  Broad band monitoring has shown that significant microlensing events 
occur. Since the optical depth to microlensing is of order unity at each of the image positions ( eg. 
Kent & Falco 1988) , the magnification effects on the source can be considered as a network of 
caustics moving across the source plane. Strong variation in a particular image results from the 
source either crossing a caustic or passing close to a cusp. Q2237+0305 is an ideal microlensing 
laboratory clue to the relative closeness of the lensing galaxy and the nearly on-axis alignment. 
The time delay between the four quasar images is therefore less than a clay, and the time-scale 
for events is typically 30-.50 clays. Analysis of light-curves for Q2237 +0305 has yielded strong 
limits on the existence of low mass objects (eg. Wyithe, Webster & Turner 2000) . In addition, 
analysis of caustic crossing events for Q2237+030.5 hold the promise of a mapping of the intensity 
profile of the inner regions of the quasar central engine (eg. Ago! & Krolic 1999) . 

Although Q2237+0305 has been monitored since its discovery, data collected by the OGLE 
collaboration over the last 3 years (VVozniak et al. (2000) ;  see also http://www.astro.princeton 
.e<lu/"'ogle/ogle2/huchra.html) has for the first time obtained data of sufficient coverage to 
clearly demonstrate smooth independent flux variation between the images. Vve provide inter­
pretations for several features in the image A and C light-curves, and discuss their implications 
for future microlensing. The OGLE data adds to approximately 10 yea.rs of previously obtained , 
but less densely sampled photometry (eg. Corrigan et al. ( 1990) and 0stensen et al. ( 1996) ) .  
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Table 1: Table of probabilities for model light-curve features conesponding t.o t.hose in the 1999 image C event. 

Event type P(ilt < 2wk) P(Mmx < 2) 
Cusp 0.11 0.83 

+ue caustic 0 .07 O.Ql 
- ve caustic 0.05 0.04 

2 Analysis of the OGLE Light-Curve 

P(M1i91 < . . 5) P(il11Im11 < 0) P(Mdmn < 0) 
0 .55 o .. 5o 0.9.5 
0.02 0.02 0.38 
0 . 13 0.98 0.99 

We apply simple statistics describing event heights and light-curve derivatives a postiori to 
specific features in the published light-curves. We use the results to interpret features found in 
monitoring data. In particular we discuss whether the large scale variation in image C (1999) 
was clue to the source having crossed a caustic or moved outside of a cusp. 

2. 1 Statistics of the 1999 light-curve peak in image C 

The image C light-curve shows a remarkable resolved peak described by � 3.5 points on separate 
clays spanning � 7 months. By December 1999 the image C light-curve had dropped to a level 
similar to the encl of the 1998 observing season. The peak is quite symmetric having reached 
a height ]1/hgt � 0 .. 5 magnitudes above the 1998 level. The maximum derivative reached both 
before and after the event peak was Mmx � 2 mags/year. Images B and D remained fairly 
constant during this period suggesting constant intrinsic luminosity. The event properties are 
discussed in relation to model calculations of the probability for their values for cusp events, 
a.nd caustic crossings with appearing (+ve) and disappearing (-ve) critical ima.ges . The results 
are summarised in Ta.b. 1 .  

We find tha.t a l\lmx of � 2 magnitudes per year is  inconsistent at > 99% level with the event 
having been a +ve caustic crossing. In aclclition, we find that a - ve caustic crossing is excluclecl 
at the 9.5% level. A cusp cannot be excluded on the basis of the maximum derivative (though 
it is higher than expected) .  If the light-curve minimum preceding the 1999 image C event is 
assumed to have been at the level of the 1998 season then the height of the peak maximum above 
the previous local minimum is l\1hgt � 0 . .5 magnitudes. ilMhgt � 0 .. 5 magnitudes is typical if 
the event is clue to a. cusp, and is ruled out at the 98% level if the event is +ve caustic crossing. 
If the event is a -ve caustic crossing the results are inconclusive. 

Wyithe, Webster, Turner & Ago! 2000 describes a general function to determine how long 
one should wait (ilte) for a HME following a hypothetical observed light-curve derivative. On 
the 19th of June 1999 monitoring showed image C rising at a rate of 1 .21-1 .78 mags/year. The 
light-curve peaked on � 1 July, about 2-weeks after the aforementioned derivative. This is 
surprisingly ea.rly for all types of events. At the 90% - 9.5% level, caustic crossing events are 
excluded. 

Constraints on the event type of the OGLE image C HME are placed by both the maxi­
mum derivative observed prior to the event peak, and the height of the peak a.hove the previous 
minima. +ve caustic crossings a.re excluclecl by both these measurements (even when potential 
systematic errors in source size are assumed) .  In aclclition, -ve caustic crossings are excluclecl 
by the measured maximum derivative. The cusp interpretation is consistent with both measure­
ments. Based on the a.hove evidence we therefore conclude that the event observed for image C 
was probably a cusp event ra.ther than a caustic crossing. 

At the time of writing the ima.ge C light-curve was still in decline, but appeared to be 
decelerating ( +ve second derivative) . If the light-curve flattens out at a level approximately 
equa.l to tha.t of the 1998 season (ill\.f,,,11 � 0) , then the - ve ca.us tic crossing interpretation will 
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Figure 1: Examples of double-homed profile (top right) and double horned profile with an additional cusp event (lower right) . Con-esponding source tracks are overlayed on a magnification pattern. 

be rnled out at the 9.5% level. Assuming that the previous light-curve minimum occurred during 
1998, the +ve caustic crossing interpretation is already ruled out at > 95%. 

Monitoring shows a C..lvlmn � 0.8 magnitude rise between the 1997 image C minimum and 
the 1998 level, suggesting an event in between those observing seasons. We assume that the 
intrinsic source luminosity was approximately constant over this period, which is supported both 
by the facts that image A changed by < 0.2 magnitudes and that the other images show opposite 
trends. We find that C..J\!Imn is consistent with a +ve caustic crossing having occurred between 
the 1997 and 1998 observing seasons, but rules out -ve caustic crossings (� 99%) and cusp 
events (� 9.5%) . We therefore infer that a +ve caustic crossing was missed between the 1997 
and 1998 observing seasons. 

2.2 The next image C HME 

Now we assume that there was a +ve caustic crossing between the 1997 and 1998 observing 
seasons, and investigate when we should next see a caustic crossing in image C. Due to the 
typical diamond formation of fold caustics, the case of a +ve followed by a -ve caustic crossing 
is common. Similarly, inspection of model light-curves shows that cusp events follow -ve caustic 
crossings as the source moves past the cusp associated with that caustic (this feature is seen in 
the double horned profile that is characteristic of the Chang-Refsdal lens) . However we have 
inferred that the OGLE image C light-curve shows a +ve caustic crossing followed by a cusp 
event. Such a combination is much less common and is clue to the source moving past a cusp 
formed from two fold caustics other than the one responsible for the +ve caustic crossing HME. 
However, it too can be found in model light-curves. Examples of the two scenarios are shown 
in Fig. 1 .  One way of analysing the separation between the cusp event peak and the next 
caustic crossing is to calculate the ratio of the time between the cusp event peak and last caustic 
crossing and the time between the cusp event peak and next caustic crossing. The typical ratio 
is 1 and we expect it to be between � � and � 4, yielding a most likely arrival time for the next 
event of � 500 days, and an upper limit of � 2000 days ( � 90%) . 

2.3 The next image A HME 

The OGLE data also shows image A brightening over the 1999 season, with the most rapid 
variations occurring in the latter observations. On the 30th of October 1999 monitoring showed 
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a rise in image A, of 1 .41-1.88 mags/year (we used observations on the 20th of October, 30th of 
October and 9th of November) .  Having observed a derivative in the quoted range means that 
a. +ve caustic crossing is very unlikely, and a -ve caustic crossing is the most likely option. 
Unfortunately, these results predict that an event will occur in image A between the 1999 and 
2000 observing seasons. If the impending event is assumed to be a -ve caustic crossing, with 
a previous minimum occurring during the 1998 season, then we predict that the image A light­
curve should have a subsequent minimum at a level � 1 - 1 ..5 magnitudes fainter than the 
November 1999 level. 

2.4 Combining IR and Optical observations 

Observations in September 1999 show an image B:A I-band flux ratio of � 0.3. However, at 
the same epoch, mid-IR observations (Ago! et al. 2000) yield an image B :A K-band flux ratio 
of � 1 . 1  ± 0 .1 .  This dramatic colour difference between images A and B is interpreted as 
being due to microlensing of the optical continuum emission region (which is smaller than the 
microlens Einstein radius) ,  while the larger IR emission region more closely reflects the true 
magnification ratio. Modelling shows that given the optical flux ratio, the IR emitting region 
should be � 100 - 1000 times larger than the I-band emission region to produce the observed 
K-band flux ratio. This indicates that the infrared emission is produced by hot dust rather than 
non-thermal synchrotron emission (Ago! et al. 2000) .  
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We shortly review the evidence for the detection of radio-microlensing in the CLASS gravi­
tational lens system Bl600+434. We then present some of the latest results from our multi­
frequency monitoring campaign and compare these observations with preliminary results from 
new Extreme-Scattering-Event (ESE) and radio-microlensing simulations. 

1 Introduction 

There is growing evidence that the lensed images of the CLASS' gravitational lens system 
B 1600+434 (Jackson et al. 1995; Jaunsen & Hjorth 1997; Koopmans, de Bruyn & Jackson 
1998) show strong non-intrinsic (i.e. 'external') flux-density variations, when observed at radio 
wavelengths (Koopmans et al. 2000a) . A detailed analysis of 8 .. 5-GHz lightcurves of B1600+434 
obtained during a 1998 VLA monitoring campaign showed that these external flux-density vari­
ations are most likely caused by µas-scale relativistic subcomponents in the lensed source, which 
are being microlensed by massive compact objects in the dark-matter halo around the lensing 
galaxy at z=0 .41 (Koopmans & de Bruyn 2000) . The most likely alternative explanation ,  i.e. 
Galactic scintillation, was shown to implausible, based on a number of arguments (see Koop­
mans & de Bruyn 2000; Koopmans et al. 2000b) . An optical monitoring campaign with the 
Nordic Optical Telescope (NOT) in 1998-1999 has shown evidence for the presence of optical 
microlensing in B1600+434 (Burud et al. 2000) as well, although it is not yet clear which of two 
lensed images (or both) undergo microlensing. 

In Sect.2 we present some of the latest results from our 1999-2000 multi-frequency VLA 
observations of B 1600+434. In Sect.3.1 ,  we focus on a second alternative explanation (be­
sides scintillation) for the external radio variability, i.e. Extreme Scattering Events (ESE) . In 
Sect.3.2, we report on some very preliminary results from new radio-microJensfog sir11ulations 
for B1600+434. In Sect.4, we summarize our results. 

2 Multi-Frequency VLA Observations of B1600+434 

In 1 999 a new VLA monitoring campaign of B1600+434 in A- and B-array was started at 1 .4 ,  5 
and 8.5 GHz (e.g. Koopmans et al. 2000b) .  We chose to observe over a wide frequency range, 
because it enables us to disentangle different sources of external variability, such as microlensing 
and scintillation (Koopmans & de Bruyn 2000 ) .  Here, we will only report on some preliminary 
results of the 5-GHz observations. The light curves of the the lensed images of B1600+434 are 
shown in Fig.1 .  

The 5-GHz lightcurve of image A ,  which predominantly passes through the dark-matter 
halo of the edge-on spiral lens galaxy, shows strong external variations, continuing the behavior 
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Figure 1: Preliminary results (at 5 GHz) from 
the 1999/2000 VLA monitoring campaign of 
Bl600+434. The upper light curve (image A) 
passes through the dark-matter halo of the edge­
on spiral lens galaxy. Note several strong (up to 
30%) events in the upper lightcurve and the com­
plete absence of these events in the lower light 
curve (image B) after the time delay of �47 days. 

already seen in the I998 VLA 8.5-GHz lightcurves (Koopmans & de Bruyn 2000) . In I998 and 
again in I999-2000, the lightcurve of image B shows much less short-term variability during the 
monitoring campaign. In this proceeding we will only focus on the strongest .5-GHz event that 
starts around day 67 (Fig. I ) .  A �30% increase in the flux-density is seen with a maximum 
around day 83. After that an almost similar decrease in flux-density is observed , reaching a 
minimum around day 96. This comparatively well-sampled �I-month event is not detected in 
the other lensed image after the time delay of about 47 days (Koopmans et al. 2000a; see also 
Burud et al. 2000) and must therefore be of external origin. The VLA 8 .. 5-GHz lightcurve of 
image A simultaneously shows the same external event with almost comparable amplitude. At 
1.4 GHz the event is not detected. 

3 O bservations versus Simulations 

3.1 Extreme Scattering Events: Can they explain what we see in B1600+434 ? 

ESEs are strong non-intrinsic variations in the lightcurves of compact extra-galactic radio sources 
and pulsars, first discovered by Fiedler et al. ( 1987) . ES Es can typically be characterized by 
a strong decrease (up to 50% in some cases) in the source flux-density at low frequencies (�2 
GHz) during a period of several weeks to months (e.g. Fiedler et al. 1994) . In most ESEs 
almost no variations are seen at higher frequencies (�8 GHz) , with the exception of 09.54+6.58 
(Fiedler et al . 1987, I994) . The most plausible explanation of these events is that a plasma cloud 
with high electron density moves across the line-of-sight to the source, causing strong refractive 
(de)focusing (Romani, Blandford & Cordes 1987) and/or stochastic broadening (Fiedler et al. 
1987, 1994) , resulting in observable flux-density variations. 

We have have examined the strongest event seen at 5 GHz (Fig .I )  in terms of the refractive 
(de)focusing model. The stochastic-broadening model - which can be understood in terms of 
a source convolution with a space-varying kernel (Fiedler et al. 1994) - has great difficulties 
in explaining 'caustic-type' increa.ses in flux-density, which have been observed in for example 
0954+6.58. We therefore use the simple refractive (de)focusing model model from Clegg, Fey 
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& Lazio { I998 ) ,  who describe the plasma cloud as a Gaussian over- or underdensity. We have 
examined other models as well, but the precise details of the model do not alter the ma.in 
conclusions. In Fig.2a, we have shown the results from one of the models that gives a. fairly 
good representation of the observed event seen in Fig.I .  The model gives a similar event at 8 . .  5 
GHz and almost no variations at 1 .4 GHz, as has been observed . However, at .5 GHz the model 
requires a. negative lens strength n::::;-0.2, where a: =  3.6>.2 t:..N0D a-2 , ). is the radio-wavelength 
in cm, t:..No is the central electron surface-density contra.st of the cloud in units of cm-3 pc, 
D is the cloud distance in kpc (for a. source at infinity) and a is the cloud size in units of AU 
(see Clegg et al. I998 for more details) . For the model in Fig.2a, we require a source size at .5 
GHz equal to ,6::::;1 .0  times the cloud size. We assume that the source size grows linearly with >.. 
Changing a: and/or ,6 only slighty from these values quickly results in a very poor comparison 
with the light.curves of at least one of the frequencies. No solutions for positive a: have been 
found, independent of the precise model for the electron surface density. The result is therefore 
quite robust. However, because °' < 0, one immediately notices that t:..N0 < 0. In other words, 
one requires a considerable electron underdensity of the 'cloud' (i.e. 'bubble') compared to its 
immediate surroundings. Filling in some typical numbers of genuine ESEs (D::::;0.5 kpc, a::::;I AU; 
e.g. Fiedler et al. I994) and taking A=6 cm, we find t:..N0 = -3 · 10-3 cm-3 pc. If we assume 
the 'bubble' is spherical, the central electron underdensity is t:..n0::::;-103 cm-3, which is a more 
than 103 times the typical electron density in the Galactic ISM. Consequently, the surrounding 
of this 'bubble' must have a similar electron overdensity. If the electron temperature inside the 
'bubble' is about Te = 104 K, it would collapse within about 2 weeks. This time sea.le is smaller 
than the event duration of �I month. Reducing a by a factor of say IO would still require 
t:..no::::;- 102 cm-3 , but more seriously it reduces the collapse time to only several days. 

All in all, it appears unlikely that the observed event (Fig.I)  can be a genuine ESE. It (i) 
does not resemble any other ESE (see Fiedler et al. I994) , (ii) requires a severely localized 
electron underdensity and consequently a similar electron overdensity around it, and (iii) it is 
difficult to see how such a 'bubble' could be generated and remain stable for a considerable 
period of time (i.e. several weeks) . 

3.2 Radio Microlensing 

In Koopmans & de Bruyn (2000 ) ,  the VLA 8.5-GHz light curves were compared with mi­
crolensing simulations. Because of the absence of a. distinct isolated microlensing events in 
the lightcurves, several assumptions had to be made in deriving properties of the compact ob­
jects in the halo and the source structure. The strong events in the I999/2000 VLA light curves 
{Fig.I)  allows us to improve this analysis and do a comparable study as for Q0957+56I (e.g. 
Schmidt & Wambsganss I998; Refsdal et a.I. 2000 ) .  We have generated microlensing magni­
fication patterns on grids of 4096 x4096 pixels, having sidelengths of 409.6 Einstein radii. We 
generate a number of magnification patterns, ta.king n:=/=0.2 for the image (A) passing through 
the dark-matter ha.lo (e.g. Koopmans et al. I998) , for different fractions of the surface density 
composed of compact objects Uc=l0%, 30% and 100%) and different sizes for the relativistic 
subcomponents. We then simulate �105 light.curves for a range of relativistic-subcomponent 
velocities and for each combination of fc and source size. The analysis of these lightcurve and 
the comparison with the observations is still work in progress. A not uncommon example of one 
of the light curves, however, is shown in Fig.2b for fc=30% and a component size of 0.5 Einstein 
radius. For a. subcomponent containing 10% of the total somce flux-density, this event would 
correspond to a �30% event in the light curve of image A, comparable to the event in Fig.I. 
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Figure 2: Left: ESE simulation of the strongest. 'external' event shown in Fig. 1 .  The light curves are for 8.5 
GHz (solid), 5 GHz (dash) and 1 .4 GHz (dot-dash). Right: A microlensing simulation. The horizontal dashed 
line gives the average of the light curve. The two close vertical dashed lines indicate the FWHM of the strongest 
event. The other vertical dashed line indicates the second strongest event. See Sections 3. 1-2 for more details 

about these models. 

4 Conclusions 

We find that ESEs can only explain the strongest non-intrisic 5-GHz variation in lensed image 
A of B1600+434 (Fig. 1 ) ,  if the Galactic ionized ISM contains �1-AU sized regions that have 
electron densities differing by L'i.n0 � -1000 cm-3 from their immediate surrounding. Not only 
have these type of flux-density variations never been seen before in (unlensed) radio sources, 
but the hypothesised plasma structures responsible are unlikely to be stable for longer than 
several weeks. We are currently investigating even more 'exotic' plasma models. Preliminary 
microlensing simulations show that the flux-density variations as seen in B1600+434 can occur 
quite regularly if the lensed source contains relativistic sub-components with a size similar to the 
Einstein radius of the compact objects, even if the surface density of massive compact objects 
in the lens galaxy is much lower than the critical surface density. More complete data, ESE and 
microlensing analyses will be given in several forthcoming papers. 
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CONSTRAINTS ON THE GRAVITATIONAL FORCE 
ON PHOTONS FROM MICROLENSING 

J-F. G licenstein 
DAPNIA/S'PP, CEA Saclay, F-91191 Gif-sur- Yvette. France 

Abstract 

Gravitational microlensing observations a.re used to study the radial dependence of the 
gravitational force acting on photons. The Newton inverse square law is shown to be valid at 
a few % level at a. dist.a.nee sea.le of a few AU. Constraints on possible non-Newtonian terms 
are derived. 

1 Introduction 

The gravitational force on photons is known from studies of the deflection of light by the Sun at 
the scale of a few AU (where 1 AU = 1.496 108km is the Astronomical Unit) and by gravitational 
lensing observations on larger (galactic) scales 1 . The deflection of light by the Sun has been 
shown to be consistent with the inverse square law 2 . 

Gravitational microlensing is sensitive to gravitational interactions at a scale of a few to a 
few tens of AU. Hence it would fill a small part of the gap between the solar system scale (where 
Newton's law is known to be accurate at the 10-9 level 3) and the galactic scale. The purpose 
of this paper is to address the following question : can we learn something on the gravitational 
interaction of photons from microlensing experiments? 

2 The gravitational lens equation 

2.1 Angular position of images 

The usual lensing geometry is shown on figure 1 .  A source star located at S is lensed by a massive 

Lens L, mass M 

Source S 
Observer 0 I 

� '"' 

Figure 1 :  An observer located at 0 receives photons from a source star at S. The sotu-ce star is lensed by a lens 
star at L. The distance between the observer and the lens is DoL, the distance between the lens and the source 

is D LS· The lens plane is normal to the line of sight OS. 

lens star (mass M) at L and observed at 0. The Schwarzschild radius r·s and the Einstein radius 
l'E are defined by: 

l'E =  c2Dos 
Dos = DoL + DLs 

(1) 

(2) 
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The image positions r are given by the normalized lens equation: 

(3) 

where r0 is the projected position of the source in the plane perpendicular to the line of sight 
containing the lens, and n is related to the deflection angle /3 by: 

(4) 

2.2 The deflection angle 

In the weak field approximation , the deflection angle is related to the gravitational potential <t> 
by 

where z is a coordinate a.long the source-observer axis. For a Schwa.rzschild lens, one finds 

,.2 1'5 
a:(r) = __£<. (1 + 0 ( - ) )  

r r 

( .5) 

(6) 

Since deviations from the inverse square law are not expected to be large, the class of lenses 
for which 

,.2 
a:(r) = __£<.(1  + f(r) )  f(r) � 1 1' 

(quasi-Schwa.rzschild (QS) lenses) ,  is especially important. 

2.3 Models of deviations from the inverse square law 

(7) 

Three models for a deviation from the inverse square law and the motivations for such models 
are investigated in reference 4 •  Here, we consider only two of these models. The first model has 
a power law gravitational potential given by: 

(8) 

This model is empirical and convenient for lensing analysis, since the deflection angle is also 
found to follow a power law with index -Ii. V/hen Ii �  1 ,  this model is equivalent to a QS lens 
with 

f (r) = (1 - li) ln r (9) 

The other model is obtained by simply adding an extra 1/r2 term to the ordinary l/1· 
deflection. 

1 rE 
/3 rx - ( 1 + / -) 

r r 
( 10) 

The extra l lr2 tenn might be important for some exotic lenses such as lenses with scalar charges5. 



3 Solution of the lens equation 

105 

For a Schwarzschild lens, equation (3) is readily solved. Two images r+ and 1·_ a.re found. The 
image r+ tends to r0 a.t large 1·0, while Ir -1 :::; 7'£. However, these images are not detected indi­
vidually in microlensing observations. Instead , the experiments take advantage of the apparent 
magnification of the flux of the lensed source. 

The magnification factor is given by: 

( 1 1 )  

I t  is assumed here that the lens equation (3 )  has only 2 solutions by analogy with Schwarzschild 
lenses. For an arbitrary gravitational potential, it has been be shown in 4 that the solutions 7'± 
of the lens equation (3) generalize for arbitrary cr(r) to: 

oo 1 dn-1 
r + = ro + L I d .n-1 (a( 1·a) )n 

n=l 
n. 1 o  

. = - - I  ( . ) � (-l)n+l dn-1 ( cfo-l (ro) ( -1 ( . ) )n ) 7 _  Q 1 0 + L..., 1 _1 d lf 1 o  
n=l n. dr:; 1'o 

( 12) 

( 13) 

( 14) 

It is clear that these expressions have a restricted validity range in r0• In the worst case 
(that of Schwarzschild lenses) ,  the expansions converge for r0 2': 27'£. 

Simple first order expressions can be obtained for QS lenses. 

It is now straightforward to calculate the magnification factor for a QS lens, keeping only 
the lowest order terms in f and r};/r2• It has a simple expression:  

(17)  

In the large r0 limit, the magnification is  obtained by summing the magnification of a 
Schwarzschild lens (f=O) and an additional term. In this limit, a pure Schwarzschild lens has a 
magnification which is only second order in r};/r�. The non-Newtonian term of the magnification 
(17) is first order both in f and r};/r�, and can become dominant at large enough r0• It is basically 
this circumstance which allows one to look for deviations from the inverse square law. 

4 Constraints on the gravitational force from a microlensing event 

A good candidate to give constraints on possible deviations from Newton's law is the event 
1999-BUL-44, which is a microlensing alert 6 of the OGLE collaboration. The I band light curve 
of the alert has been released on the \'Veb 0• The contribution of non-Newtonian terms can be 
obtained by using an extension of equation ( 17 ) .  Only low magnification data points ( < 5%) 
a.re used in this analysis. 
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Figure 2: Microlensing observations of OGLE 1999-BUL-44. The solid line shows the fit to a pure Schwarzschild 
lens. The dotted lines show the expected magnification when the gravitational potential is l/r1 ±.ooe . 

The fit of the power law model (9) is illustrated on figure 2. It gives 

8 - 1 = -0 .006 ± 0.066 ( 18)  

The gravitational potential is  found to be Newtonian at the 7% level . 
The fit to the parameter of model ( 10) gives 

E1 = -0.008 ± 0.0.5 ( 19) 

The maximum contribution of an extra E'r1/r2 in the gravitational potential is thus 

(20) 

Further constraints from another gravitational model, a Yukawa potential , are derived in 
reference 4. 

1. A.Dar, Nuclear Physics B (Proc.Suppl. ) ,28A,321 ( 1992) 
2.  C.Riveros and H.  Vucetich , Phys.Rev.D 34,321 ( 1986) 
3 .  E.G Adelberger,B .R. Heckel, C .,i\l. Stubbs and W.F Rogers, Ann.Rev.Nucl.Part.Sci . ,  41 ,  

269 ( 1991) 
4. J-F Glicenstein ,  DAPNIA/SPP-00-02 (2000) , submitted to Phys. Rev. D 
.5 .  K.S Virbhadra, D. Narasimha and S.M.Chitre,Astron. & Astrop. 337,1 ( 1998) S.Liebes, 

Phys.Rev. 133B, 835 (1964) 
6. A.Udalski,M. Szyma1iski ,J .  Kaluiny ,M. Kubiak, M. Mateo, W. Krzemi1iski, and 

B.Paczy1iski ,Acta Astron .  44, 227 ( 1994) 

"The Web address of OGLE alerts is ht.tp://www.astrouw.eclu.pl/ ogle/ogle2/ews/ews.ht.ml 
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lt/ultiple images, giant arcs, Einstein cross, fold, cusp1 lip, ccmstics, criti­
cal lines, sources, mapping, time delay, arclets, weak shear, magnificcltion bias, 
depletion, ellipticities, polarization, smearing, convergence, kernel, mass re­
construction, sub-structure, dark halos, natural telescope, amplificc,tion, distant 
galaxies, faintest sources . . .  

This is  a non exhaustive list of favorite terms used when using gravitational lensing in clusters 
of galaxies. I will introduce here lensing in clusters as a useful tool in modem obse..vcitional 
cosmology. I will give a summary of what we are learning in terms of cluster mass distribution 
in the strong and weak regime, and what information we will gain in terms of the cluster 
physics. I will underline the benefit of using cluster-lenses as 1wturnl telescopes to probe the 
distant Universe. 

1 Introduction 

Cluster of galaxies are the largest and most massive bounded structures in the Universe. Due 
to their important mass density they locally deformed the Space-Time. Therefore, the wave 
front of the light coming from any distant galaxy (or more generally any emitting light source) 
passing through a galaxy cluster will be distorted . Moreover, for the most massive clusters the 
mass density in the core is sufficiently high to break the wave front into pieces hence producing 
multiple images of distant galaxies, which usually form these extraordinary gravitational giant 
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�on-Linc;:�r 

Cluster of Galaxies 

. ' - . ' . :(.\ . ( . . . -·; .•: � 

� •, . · · · ·.·
·· 

Background Galaxy 

-- Wave Front 
- - - - - · Multipk lma�e� An·a 

Figure 1 :  Gravitational lensing in clusters: A simple representation of how gravitational images are formed. 
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arcs (the strong lensing domain) . Distant galaxies will thus appeared distorted and magnified , 
we usually ca.II them a.rclets because of their noticeable elongated shape tangentially aligned 
toward the cluster center. Note however that their shape is a combination of the intrinsic shape 
and the distortion induced by the cluster, thus a lensed galaxy can appear round if its intrinsic 
orientation is perpendicular to the shear direction. If the alignment between the observer, 
the cluster and distant galaxies is less perfect the distortion induced by the cluster will be 
less important and can not be recognize immediately - statistical method are required

. 
- (we 

entering the weak regime domain) . Indeed in this region, the shape of the galaxies are dominated 
by their intrinsic ellipticity or worse contaminated by the distortion of the camera and/or the 
point spread function (PSF) of the image. 

In the thin lens approximation (which usually holds for cluster-lenses e.g Schneider, Ehlers 
& Falco, 1992 ) ,  the deflection of light between the position of the source ifs and the position of 
the ima.ge fh is given by the lensing mapping equation: 

- - 2D - 2D - - - -
Os =  81 - -2 V</>N (81 )  = 81 - V<p(81) 

c 
(1 )  

where D = DLs/Dos is  the angular distance ratio between the Lens and the Source and the 
Observer and the Source [this ratio therefore depends on the redshift of the cluster ZL and the 
background source zs, as well as - but only weakly - on the cosmological parameter nm and 
!1.x] , and <P'f.f is the Newtonian projected gravitational potential, and <p the lensing potential . 
This transformation is thus a mapping from Source plane to Image plane, and the Hessian of 
this transformation relates a source element of the Image to the Source plane: 

-12 ) 
1 - Ii +  /I 

(2) 

where we have defined the convergence Ii = E/2Ecrit , the shear f = (/1 , 12) and the magnifica­
tion matrix A. This matrix also governs the shape transformation from the Source to the Image 
plane. 

Thus, cluster lenses can be used in 2 ways: i} Firstly by understanding and modeling the 
gravitational optics of this system: by probing the total mass distribution of the cluster - which 
explains the observed image configuration and distortions -, by constraining the distance of 
the lensed galaxies - the more distant the more distorted they are -, to put constraints on the 
cosmological parameters - although this is a second order effect -. ii) Secondly as a Nafaml 
telescope: galaxies seen through massive cluster cores are amplified by the gravitational lensing 
effect making them easier to study in details; the faintest sources - which would otherwise 
remain unknown - can be detected/identified as the sensitivity of instruments is boosted by the 
gravitational amplification. 

2 Cluster Lens Properties 

2.1 Strong Lensing 

Massive clusters can produce multiple images, this will happen when the surface mass density 
of the cluster reach or is larger than the critical density "Ec,·it = %� D°IJ::,,0' . The configuration 
of multiple images tells us a.bout the structure of the mass distribution. A cluster with one 
dominant clump of mass will produce fold or cusp arcs, radial arcs ( e.g MS2137.3-23.S3: Fort et 
al 1992, Mellier et al 1993; AC114: Natarajan et al 1998; A383: Smith et al 2000) ;  a bimodal 
cluster can produce straight arcs ( e.g Cl2236-04: Kneib et al 1994a) , triplets (A370: Kneib et 
a.I 1993, Bezecourt et al 1999) or even triangular image; a very complex structure with lots of 
massive halos in the core can produce multiple image system with seven or more images of the 
same source ( e.g Cl2244-04, A2218) . 
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A particular useful and popular mass estimate in the strong lensing regime is the mass 
within the Einstein radius RE : 111( < RE) = r.Ecr;10'fo: ; RE is the location of the critical line for 
a circular mass distribution, usually approximated by the arc radius R,, ,.c. It is a very handy 
expression - independent of the mass profile for a circular mass symmetry -, but one should be 
careful in using it : either because the arc used to derive the mass as a unknown redshift, or the 
arc is a single image and thus does not trace the Einstein radius (for a singular isothermal sphere 
model, a single image can not be closer to twice the Einstein radius or it will have a counter 
image!) ,  or the mass distribution is very complex with a lot of sub-structure. In conclusion, this 
estimator does generally overestimate the mass. 

The only route to accurately constrain the mass in cluster cores is to use multiple images 
with preferably a spectroscopic redshift to absolutely calibrate the mass. As the problem is 
generally degenerate -in the sense that there is not a single mass distribution but a family of 
model that is fitting the observables -, one should used physically motivated representation of 
the mass distribution and adjust it in order to best reproduce the different family of multiple 
images ( e.g Kneib et al 1996 ) .  As the position of the images are known to great accuracy and 
are usually located in different places of the cluster cores a simple mass model with one clump 
can usually not reproduce the image configuration. The lens model needs to include the cluster 
galaxies to match up the image configuration and positions. As there is not an infinite number 
of multiple images and thus number of constraints, it is important to limit the number of free 
parameters of the model and keep it physically motivated - as in the end - we are interested to 
derive physical properties of the cluster. Alternative method, using non-parametric description 
have been explored ( e.g. Abdelsalam et al 1999) , but usually lack the resolution of a para.metric 
form due to the large dynamical range of the mass density expected in a cluster core - but clearly 
this is an interesting approach than should explored further. 

The strong lensing m ass modeling technique is an iterative method, in the sense that once 
a multiple images is securely identified, other multiple images systems can be discovered using 
morphological or color criteria as well as the predictions from the lens model. The lens model 
can then predict redshift for these multiple systems (Kneib et al 1993, Natarajan et al 1998) as 
well as for the arclets (Kneib et al 1994b, 1996 ) :  on the basis that on average a distant galaxy is 
randomly orientated, and its ellipticity follow a relatively peaked ellipticity distribution. These 
prediction can then be tested/verified ( e.g. Ebbels et al 1998) and an improved mass model can 
be derived integrating the new constraints. 

The ultimate step of strong lensing modeling is to constrain the cosmological para.meters. 
This can be undertaken, when in a cluster core, a sufficient number of multiple images (> 3) 
are identified and for which spectroscopic information can be measured (see Golse et al this 
conference) . 

2.2 Weak Lensing 

In the weak lensing regime the game is different: we measure the mean ellipticity and/or the 
mean number density of faint galaxies, and we want to relate these statistics to the mean surface 
mass density n, of the cluster. There are two issues in doing that: 
• one for a theorist: "\/\That is the best method to reconstruct the mass distribution n, (as a mass 
map or a radial mass profile) from the 'shear field' f and/or the magnification bias? 
• one for an observer: How best determined the 'true' ellipticity of a faint galaxy which is 
smeared by a PSF barely smaller than the object (when using ground-based images) that is not 
circular (camera distortion, tracking errors . . .  ) and not stable in time? How best estimate the 
variation in the number density of faint galaxies due to the lensing effect, taking into account 
the crowding effect due to the cluster and the intrinsic fluctuations in the distribution of galaxies? 
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Various approaches have been proposed to solve these two problems, and we  can distinguish 
two families of methods: direct and inverse methods. 

For the theorist issue, the direct approaches are: i} the Kaiser & Squires (93) method (a.n 
integral method, that express K as the convolution of f by a kernel) and subsequent refinements 
(e.g. Seitz et al. 199.5, 1996) ;  ii) the local inversion method (Kaiser, 1995, Schneider, 199.5, 
Lombardi & Bertin 1998) integrates the gradient of f within the boundary of the observed field 
to then derive ,,, _ The inverse approach works on ,,, or the lensing potential <.p and uses maximum 
likelihood (Ba.rtelman et al 1996, Schneider et al 2000) or maximum entropy method (Brielle et 
al 1998) to determine the most likely mass distribution (as a 2D mass map or a. lD mass profile) 
that reproduce the shear field 1 and/or the variation in the faint galaxy number densities. These 
inverse methods are of great interest as they allow: to quantify the errors in the resultant mass 
maps or mass estimates (Brielle et al 1999) , as well as to introduce external constraints (such as 
strong lensing, or X-ray) . 

For the observer, before any data. handling, the first priority is to choose the telescope that 
will minimize the source of noise in the de.termination of the ellipticity of faint galaxies. Although 
the Hubble Space Telescope (HST) has the best characteristics in terms of the PSF, it has a very 
limited field of view not really appropriate. to probe the large scale distribution of a cluster (note 
this is of course less of a problem when looking at high redshift clusters) . What is really needed 
is a wide field imager and excellent seeing conditions! 
Then, we can use a direct approach using for example the Kaiser, Squires and Broadhurst ( 1995) 
method [KSB implemented in the imcat software] , or any other improvement of it (Luppino & 
Kaiser 1998, Rhodes et al 2000, Kaiser 2000) : that relates the true ellipticity to the observed 
ellipticity correcting it from the smearing of an elliptical PSF (using the second moments of the 
galaxy and the PSF) . 
The inverse approach use maximum likelihood method to find the source galaxy shape that 
when convolved by the local PSF reproduce best the observed galaxy ( e.g. Kuijken, 2000) . 
Again the inverse approach has the advantage to give directly an uncertainty in the parameter 
recovery. The weak-shear mass reconstruction techniques have been applied to wicle-fiekl camera 
data (UH8k, CFH12k, ESO-WFI, CTIO-MegaCam) and impressive results have started to be 
published on a high redshift super-cluster (Kaiser et al 1998) and on low (z < 0 .1 )  redshift 
clusters (Joffre et al 2000) . For high (z > 0 . . 5) redshift clusters large aperture telescope ( e.g. 
Clowe et al 2000) or HST (Hoekstra et al 2000) are probably more adequate. 

2.3 Cluster Galaxies Halos 

We know that galaxies are massive and that their stellar content does only represent a small 
part of their total mass. Although the existence of a dark halo has been obvious very early for 
disk galaxies with the study of their fiat velocity curve out to large radius ( e.g. van Albada 
et al 198.5) , the existence of a dark halo has been accepted for ellipticals relatively recently 
( e.g. Kochanek 1995, Rix et al 1997) .  These studies found that the stellar content dominates 
the central part of the galaxies , but at distance larger than the effective radius the dark halo 
dominates the total mass. 

Galaxy lensing effect were first detected in clusters by Kassiola et al ( 1992) who notes that 
lengths of the triple arc in Cl0024+1654 can only be explained if the galaxies near the B image 
were massive enough. Detailed treatment of the galaxy contribution to the cluster mass became 
important with the refurbishment of the HST as first shown by Kneib et al 1996 - who concluded 
that galaxies (and their dark halos) in cluster cores contributes by about 10% of the total mass. 
The theory of what is usually called galaxy-galaxy lensing in clusters was first cliscussecl in 
details by Natarajan & Kneib 1997, and application to data followed shortly (Natarajan et al 
1998 and Geiger & Schneider 1998) . A recent analysis of this effect in various cluster-lenses at 
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various redshift seems to indicate an increase of the cluster ellipticals dark halo size with redshift 
(Nata.ra.jan et al 2000) . These new developments are very interesting, as for the first time they 
offer a. powerful tool to relate the total mass of cluster galaxies to their morphological aspects. 
This tool will probably help us in better understanding the strong morphological evolution seen 
in cluster galaxies. The standard direct weak shear methods generally miss the small sea.le 
fluctuations (typically the galaxy ha.lo scales) because of the averaging of the galaxy ellipticities. 
Thus dedicated methods a.re necessary to probe this effect in the weak shear method. The only 
easy route is to use an inverse approach which will examine the galaxies individually. 

2.4 Lensing and other Estimators 

Gravitational lensing allow to measure the total mass distribution of clusters - and this without 
making any assumption on the cluster physical state. Other estimators always require some 
assumption when trying to relate the observables to the total mass. Generally these assumptions 
looks reasonable but may suffer strong bias due to the unknown physical state of the cluster. 
By providing the total mass, lensing does constitute a key tool to understand cluster physics. 
Probably then, the best wa.y is to first derive the total lensing mass using lensing, and then from 
other observations derive physical properties of the cluster like: dynamical parameters for the 
galaxy velocities (Natarajan & Kneib 1996) , the temperature profile of the X-ray gas (Pierre 
et al 1996) , the baryon fraction or the equilibrium status of the cluster - however lensing mass 
estimates have also their limitations (in particular line of sight projection effects) .  

The alternative way is to compare the different estimators directly. As an example, X-ray 
mass estimates generally differ sensibly from the strong/weak lensing estimates - however not 
always. The differences can be explained for different reasons depending on the cluster studied 
( e.g. Mira.Ida & Babu! 1995) : i) projection effects: 2 clusters can be aligned on the line of sight 
and boost the lensing mass; ii} simple X-ray modeling: for example multiphase gas distribution 
are necessary in cooling flow clusters ( e.g Allen, Fabian & Kneib 1996) ;  iii) non-thermal effect 
can modify the central mass estimates; iv) the cluster just suffer a major merger event and the 
dynamical state of the gas can not be considered as in thermal equilibrium. 

The canonical lensing clusters Abell 370 and Cl0024+1654 are two examples were the X­
ray mass and lensing mass do not agree. For Abell 370, the disagreement is directly visible 
on the ROSAT/HRI X-ray surface brightness map that only peaks on the Southern cD galaxy, 
despite the lensing mass model requires a bimodal structure with equivalent mass around the 2 
cDs - this difference, may however disappear when better X-ray observations (with Chandra and 
XMM-Newton) are made of this cluster. For Cl0024+1654, the X-ray emission is weak compared 
to the large Einstein ring observed. A recent redshift survey of �300 cluster galaxies (Czoske et 
al 2000) does however unveils some of the mystery. The redshift histogramme show a complex 
structure with a main relaxed structure compatible with the X-ray emission and a foreground 
structure along the line of sight that boost the lensing strength of this cluster. 

Recently, Sunyaev-Zeldovich (SZ) effect has been routinely measured on the most X-ray 
luminous clusters ( e.g. Carlstrom et a.I 2000) . As SZ is probing the intra-cluster gas in a 
different way than X-ray observations, it is important to use SZ as a complementary approach 
to the lensing, X-ray and galaxies velocities estimators as a detailed study will teach us a lot on 
the cluster physics. Attempts of combining these different informations were presented during 
this Conference. 

Ideally, one wants to looks at the mass properties of clusters as a function of time to derive 
their evolution . But to do that we need well defined samples of clusters, studied in an homoge­
nous way. However, precise and systematic comparison is still relatively rare in the literature, a.5 
they usually rely on published data, either on the X-ray or on the lensing part, and thus do no 
tackle a well defined sample, nor do they address carefully the limits and bias of the two different 
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approaches. This is however currently changing rapidly, as a number of dedicated surveys based 
on well defined cluster catalogue (Ebeling et al 1996, 2000) are in progress ( e.g. Czoske et al, 
this conference) .  

2.5 Dark lenses? 

It has been known for a while that some of the multiple image quasars can only be modeled if 
an important external shear contribution was added to the main lens contribution (Keeton et al 
1997) . In other cases the image separation between the multiple quasars is so large that large 
M/L for the main lensing galaxy are required. Thus, the existence of so-called dark clusters 
has been discussed. Recent deep inspection of these systems, followed by optical spectroscopy 
seems to reveal that dark clusters are not so dark after all (Benitez et al 1999, Kneib et al 2000, 
Soucail et al 2000 ) .  A systematic deep survey of those multiple quasar systems where either a 
too high M/L ratio or a large external shear is required would be useful to understand whether 
dark or not so dark lump of matter are affecting the lensing of the quasars. 

In this respect the detection of a dark lump of matter near the cluster Abell 1942 by Erben et 
al (2000) is very puzzling. Either it is an extremely rare (?) cosmic conspiracy in the distribution 
of the faint galaxy ellipticities or what is detected is really a massive dark concentration of mass 
which true nature should be understood. 

3 Cluster Lenses as Nature Telescopes 

The most massive clusters can be used as efficient Natural Telescope. The key feature of these 
systems is that any distant object seen through the clusters is amplified (and distorted) .  This 
amplification can easily exceed a factor of > 2-3x for the central 4 sq. arcmin of the lens and will 
be still higher than > l .4 x  over a 20 sq. arcmin field of view for the most massive clusters. The 
amplification provides a magnified view of a correspondingly smaller region of the source plane -
so the 4 sq. arcmin region seen through the core of a cluster lens will actually translate to a < 2 
sq. arcmin patch of the background sky. Thus a lens provides a more sensitive, but also more 
restricted, view of the high redshift sky. These effects, the amplification and the reduction in the 
available area, compensate each other for a source population with a count slope, °' = 1, where 
N ( >  S) ex: 5-cr (or equivalently for a count slope I = 0.4, where N(m)  ex: lffYm) .  However, 
the sources we identify in the lens field will be on average intrinsically � 2 x  fainter than those 
identified in an equivalent blank field. 

Depending on the waveband used, we will either see, more, or less, sources than in blank 
field regions. As a first example, in the sub-mm waveband °' is indeed very close to unity at 
the faintest flux (Blain et al. 1999) and so we expect to detect equivalent numbers of sources 
in lensed fields as in a blank field in the same exposure time (see also Ivison, this conference) . 
In the optical and Near-Infra red (NIR) , the slope I is about 0.3 at the faintest flux, thus we 
expect less sources than in blank field. Finally, in the Mid-Infra red (MIR) , the slope °' is � 1..5 
at the faintest flux (Metcalfe et al 1999) and we detect more sources than in the blank fields. A 
particular, the faintest MIR sources were detected in the deep ISOCAM pointing of Abell 2390 
(Altieri et al 1999) . 

The cluster-lens technique therefore allows you to reach below the sensitivity limit of normal 
observations. To successfully employ this lens technique we need to be able to correct the obser­
vations for the amplification by the cluster using a detailed mass model of the lens constructed 
from HST imaging is necessary (see section 2 . 1 ) .  

This technique has three major advantages: i) the image resolution in  the source plane is 
effectively finer leading: to a fainter confusion limit for the sub-mm maps and MIR observations, 
and to smaller resolution elements in optical/NIR allowing to better identify the morphological 
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aspects of these faint sources; ii) cluster-lenses are some of the best studied regions of the 
extragalactic sky - thus deep multi-wavelength observations are generally a.vailahle making the 
identification of distant galaxy much easier; iii) in the case of rare events where the amplification 
is larger than 10,  detailed physical observation of the distant lensed galaxy can be made on 
morphological aspects (Pell6 et a.1 1999, Soucail et al 1999) or on spectroscopica1 aspects (Pettini 
et al 2000) . 

Similar lensing techniques are starting to be used to search for high-redshift supernovae [SN) 
( e.g. Sullivan et al 2000) or to detect Lyman-n emitters (Ellis et al 2000, in prep) . In the case 
of a detection of a SN in a multiple image, if we are able to measure a time delay, it will give a 
unique way to precisely constrain the Hubble parameter H0• 

4 Future and Prospects 

Since the discovery of giant arcs and arclets in the encl of the SO's gravitational lensing applica­
tions in cluster of galaxies have grown considerably. 
• We are now able to reconstruct the mass distribution in clusters in great details from the 
galaxy scale to the virial radius. The lensing mass estimate will be usefully compared to other 
mass estimators to provide critical information on the cluster physics (from the largest cluster 
scale to the galaxy scale) on well defined cluster samples. 
• \Viele field survey of mass selected cluster using lensing techniques will allow to make direct 
comparison to analytic/numerical models of the Universe and thus better understand the growth 
of structure and the large scale distribution of mass. It will also confirm or otherwise the exis­
tence of dark lump of mass. 
• Multiple images in cluster cores are about to measure directly the cosmological parameters 
through an optical geometrical test of the curvature of the Universe, although more spectro­
scopic and mass modeling are needed, it is a very clean way to tackle this problem. 
• Likewise, time dependant phenomenom like Supernovae or AGN fluctuations if observed be­
hind well-known lensing clusters, may prove to be a very accurate way to probe the Ho, as it 
has been initiated using multiple quasars. 
• Finally, massive clusters will always be the unique place to look at to boost telescope and 
instrument sensitivities to push ahead the discoveries to the faintest detection level. 
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MAXIMUM ENTROPY WEAK LENSING MASS 

RECONSTRUCTION 

S. BRIDLE 
Cavendish A strophysics, Cavendish Laboratory, !vladingley Road, 

Cambridge, England 

We demonstrat.e that the maximum-entropy method for gravitational lens reconstmction pre­
sented in Bridle et al. (1998) may be applied even when only shear (and no magnification) 
information is present. We contrast these results with those from reconstruction using magni­
fication information alone. We also demonstrate that the method can easily handle irregularly 
shaped observing fields. 

In an earlier paper (Bridle et al. 1998, hereafter BHLS) we presented a maximum-entropy 
method for reconstructing the projected mass distribution from both shear and magnification 
data. We find the most probable mass density distribution given the data and the entropic 
prior. The probability of a given mass distribution is ex exp (-x2 + o:S) where x2 is from 
the difference between the observations and the predictions and o:S is the maximum entropy 
prior. In contrast to comparable methods, we optimise the projected mass density distribution 
itself, rather than reconstructing the two-dimensional Newtonian potential and then converting 
this into the mass distribution. This seems to us to be a more elegant and only slightly more 
computationally expensive method. As a result, we are then able to use the shape of the 
probability function in order to estimate the errors on our reconstruction. In addition, the 
method allows reconstruction outside the observed field, which makes fuller use of the shear 
information. In this paper we demonstrate the way in which this method may be extended to 
the cases where no shear information is available, or where no magnification data are available, 
and illustrate the effect on the resulting reconstructions. We also highlight the flexibility of the 
method in analysing observations of irregularly-shaped patches of sky. More details about this 
work and further investigations may be found in Brielle et al. 2000 (hereafter BHSL) .  

The lensing mass distribution we use for the simulations i s  plotted in  Fig. 1 and and consists 
of two clusters each with a truncated King profile. The ellipticities and magnifications expected 
from this mass distribution a.re ca.lcula.tecl at each point on the same grid of pixels used for the 
mass distribution. For convenience we consider as input eta.ta the inverse magnification rather 
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Figure I :  Original mass clist.ribution used for the simulations. The clashed lines contain the regions of sky for 
which simulated observations are made. 

tha.n the ma.gnifica.tion. We then a.dd random noise to each shear and magnification data. point. 
We then only use observations from a finite patch of sky which is made up of the two regions 
enclosed by the dotted lines in Fig. 1: four HST WFPC2 paintings which do not fit together 
perfectly. For comparison with the equivalent va.lues found in the reconstructions, the total 
mass inside the observing boxes would be 5.41 x 1014M0 if the cluster were at z = 0.4 and the 
background galaxies a.t z = oo .  

The result of reconstructing from both shear and magnification data is shown in Fig. 2 (a) . 
As detailed in BHLS, we estimate the marginalised errors on each pixel using the curvature 
matrix of the logarithm of the probability function evaluated at the best-fit mass distribution. 
The errors on the reconstruction calculated from the curvature matrix (see details in BHLS) are 
plotted in Fig. 2 (b) . This reconstruction demonstrates clearly the ability of the method to cope 
with irregularly-shaped data fields. Assuming the lens geometry described in BHSL, the total 
mass in the observing area. in the reconstruction is 5 . 15 x 1014NI0 , and the rms mass within the 
observing a.rea on the error estimates map is 0 .16 X 10141'10 . Thus not only has the shape of 
the mass distribution been well reproduced, but also the total mass in the observed field is well 
reproduced and the error estimate gives a good indication of the uncertainty in this quantity. 
Two cross sections through the reconstruction are shown in the left hand column of Fig. 3. The 
original mass distribution is shown by the solid line and the reconstructed values by the crosses. 
The error bars are those found from the curvature matrix. The edges of the observation field are 
the dotted lines. The errors can be seen to be a reasonable indication of the differences between 
the original and reconstructed mass distributions within the observed area and a short distance 
beyond. 

The result of reconstructing from magnification data a.lone is shown in Fig. 2 (c) , with errors 
as shown in Fig. 2 (cl) . This clearly illustrates the fact that the magnification data gives very 
little information a.bout the mass outside the observed field. The cross sections plotted in the 
middle panel of Fig. 3 show that the reconstruction inside the observed field is reasonable. In 
addition, the total mass in the observing box, 5.15 ± 0.25 x 10141VJ0 ma.y be compared with that 
of the true mass distribution, and seen to be in agreement. 

The result of reconstructing from shear da.ta alone is shown in Fig. 2 (e ) ,  with errors shown 
in Fig. 2 (f) . The most striking point to note is that this reconstruction is not very much worse 
than that using both shear and magnification data (Fig. 2 (a) ) .  Although on closer inspection 
it is clear that this reconstruction is a. little more noisy. The total mass inside the observed field 
in this reconstruction is 3 .22 x 10141110 and the sum of the rms errors in this field 0 .28 x 1014JV!c::1 •  
This compares with 5.41 x 10 14.i\.!0 for the original mass distribution. S o  despite the mass sheet 
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Figure 3: Cross sections through the mass reconstructions shown in Fig. 2. 

degeneracy, 60 ± 5 per cent of the mass has been detected . Qualitatively this is because the 
shears provide information about the spatial variations in the mass, and the prior constrains the 
mass to be positive. It is also significant that because we take into account the errors on the 
shears, and regularize with a prior, we do not over fit to the noise, and only find mass where 
there is sufficient evidence in the data. 

Conclusions 

In investigating how well the BHLS maximum entropy method is capable of deducing the matter 
distribution of typical massive galaxy clusters at z � 0.4 from typical shear data, from magnifi­
cation data and from both, we have demonstrated the following: 
• Shear data alone provide a useful estimate of the mass of clusters: in simulations with realistic 

signal to noise and field of view, the algorithm detects 60 per cent of the mass of the cluster 
despite the mass degeneracy. 

• Our reconstruction method can easily handle irregularly shaped and disjoint observing re­
gions. 

• Because shear information is a non-local function of the mass, small gaps in observations can 
be bridged successfully when shear information is used in the reconstruction. 
• We are also successful at reconstructing mass distributions from simulated magnification data 

alone. 
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We present the first detection of a gTavitational depletion signal at near-infrared wavelengths, 
based on deep panoramic images of the cluster Abell 2219 (z=0.22) taken with the Cambridge 
Infrared Survey Instrument ( CIRSI) at the prime focus of the 4.2m William Herschel Tele­
scope. Infrared studies of gravitational depletion offer a number of advantages over similar 
techniques applied at optical wavelengths, and can provide reliable total masses for intermedi­
ate redshift clusters. Using the maximum likelihood technique developed by Schneider, King 
& Erben (2000) ,  we detect the gravitational depletion at the 3a confidence level. By model­
ing the mass distribution as a singular isothermal sphere and ignoring the uncertainty in the 
unlensed number counts, we find an Einstein radius of BE c:: 13.7��:; arcsec (663 confidence 
limit). This corresponds to a projected velocity dispersion of a, � 800 km s-1 , in agreement 
with constraints from strongly-lensed features. We investigate the uncertainties arising from 
the observed fluctuations in the unlensed number counts, and show that clustering is the 
dominant source of error. \Ve extend the maximum likelihood method to include the effect 
of incompleteness, and discuss the prospects of further systematic studies of lensing in the 
near-infrared band. 

1 Depletion in the Infrared 

A gravitational lens will change the observed surface number density of background galaxies 
according to n (<  m) = no (< m)ri2·50- 1 , where fl is the magnification of the lens, no and n 
are the unlensed and observed surface number densities, and a =  d log n/dm is the logarithmic 
slope of the number counts. The net effect depends on the value of a: for a > 0.4 the observed 
surface number density will increase, while for a < 0.4 a depletion is measured.1 Such methods 
have previously been applied at optical wavelengths to the massive cluster Abell 1689? 
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Figure l: Dependence of optical-infrared and optical-optical colour on redshift for early- and late-type galaxies 
derived from the GISSEL96 spectrophotometric codes (Bruzual & Charlot, in prep) with and without evolution. 
The shaded area shows a range of colour when taking into account typical photometric errors of ±0.2 for the 
measurement. of a t.ypical early-type cluster sequence at intermediate redshift. Clearly the addition of the in­
frared magnitude reduces the dependence of colour on spectral type and allows for a more efficient selection of a 

background population. 

Here we are concerned with extending the depletion method to near-infrared wavelengths, 
and we illustrate the possible advantages via an initial application to the rich cluster Abell 
2219. A number of factors enter when considering the merits of undertaking depletion studies 
at near-infrared wavelengths. Foremost, we can expect the counts to flatten considerably a.t 
cosmologically-significant depths for any passband longward of l11m . Our lensing study will be 
undertaken using the H-band filter, where recent counts a.t H show a. sub-critical slope 3 with 
a- = 0.31 ± 0.02 for 20 < H < 24 . .5. 

Secondly, in terms of colour-selection, the degeneracy between redshift and spectra.I class 
likewise improves dramatically when infra.red magnitudes are added. Fig. 1 illustrates a. typical 
measurement of the I - H and B - I colour of a cluster early-type sequence at intermediate 
redshift. For the optical-optical colour we see that the single measurement is not enough to break 
the degeneracy between colour and redshift: an object bluer than the cluster sequence may be a 
low redshift elliptica.1 or a late-type galaxy at any redshift. But when the optical-infrared colour 
is considered, the sensitivity to spectral type is greatly reduced , and we see that the bluer and 
redder galaxies map more clearly onto foreground and background populations. This leads to a 
much cleaner and efficient method of eliminating likely cluster n_1embers than relying on optical 
colours alone: we retain both the flat slope and sufficient numbers required for measurement of 
the depletion effect. 

2 Observations 

The Cambridge Infra.red Survey Instrument (CIRSI4 )  is a wide-field infra.red ima.ger consisting of 
a mosaic of four lK x lK Rockwell Hawaii HgCdTe detectors. The H-band CIRSI observations 
of the rich cluster Abell 2219 were ma.de at the prime focus of the 4.2-m VVilliam Herschel 
Telescope (WHT) .  Ea.ch CIRSI detector has a field of view of .5 . .5 x .5 .. 5 arcmin separated by a 
gap of approximately one chip width. The field configuration was chosen to optimally overlap 



with existing B- and I-band EEV CCD data. Two adjacent CIRSI paintings were arranged 
to provide two contiguous strips of approximately 5 x 20 arcmin each , one of which overlaps 
the two-pointing 16 x 16 arcmin EEV field. Thus multicolour data. was a.va.ila.ble in the central 
cluster region and in two adjacent offset fields, a.ncl a catalogue of object positions a.ncl colours 
was created using SExtra.ctor 2.0. 

"\Ve remove likely cluster members according to the tight early-type locus I - H vs H colour­
ma.gnitucle diagram. We can divide the remaining population of field galaxies into 'reel' (back­
ground) a.ncl 'blue' (foreground) field populations. \Ve show elsewhere 5 that for the purposes 
of our depletion measurements it is not necessary to have a complete catalogue, so long a.5 the 
incompleteness function responsible for the observed fall-off from the intrinsic power-law distri­
bution is the same for the offset fields as for the lensed fields, and so we adopt a magnitude 
limit of H < 24. When the area obscured by the cluster galaxies is consiclerecl, a clear radial 
depletion of background gala.xies is seen. 

3 Maximum Likelihood Techniques 

To investigate the magnitude and significance of this possible depletion, we adopted a maximum 
likelihood approach based on that developed by Schneider, King & Erben� In this formulation, 
which avoids the loss of information induced by the radial binning, the log-likelihood equation 
takes the form: 

N 
l = -n0 j d20[µ(0)]2·5a-l + (2.5a - 1) L In µ(O; ) ,  

i=1 
( 1 )  

where n0 i s  the unlensed number density of background galaxies ( arcmin -2) , 11 i s  the magnifi­
cation, O; is the position vector of the ith galaxy in the field with respect to the cluster centre, 
N is the total number of galaxies observed, and a is the intrinsic logarithmic slope of the num­
ber counts. The first term in the log-likelihood function addresses the probability of finding N 
galaxies in the field of view given the lens model µ(O) and the population parameters Cl' and 
n0, while the second term concerns the probability of finding each galaxy i at position O; . By 
maximizing l we find the most likely parameter(s) for a given lens model. 

We model the cluster according to a singular isothermal sphere (SIS) parametrized with 
the Einstein radius, OE: 11srs (O) = l l - OE/Ol -1 . The filled circles in Fig. 2 show the resulting 
log-likelihood curve. The peak of the likelihood function is reached at OE = 13.7 arcsec, which 
is consistent with the location of the reel giant arc located 13 arcsec from the cluster centre. 
Simulations to recover an input Einstein radius reveal the 9.5% confidence limit spans the range 
6.8 < OE < 26 .. 5 arcsec. Assuming a median redshift of z = 1.3 we translate this result for a SIS 
into a velocity dispersion of O"v = 814�g� km s-1 (66% confidence level) .  Our SIS model is in 
good agreement with previous strong lensing results which show O"v � 930 km s-1 using strong 
lensing constraints! 

We perform a test of the depletion by applying the same maximum-likelihood test on one of 
the offset fields. Using the same colour selection criteria to define a population of red objects we 
find no evidence for any depletion effect. Furthermore, we also test the population of 'foreground' 
galaxies (those with colours bluer than the cluster sequence) in the cluster field, and a.gain find 
as expected no evidence for depletion .  The log-likelihood functions for these two samples, both 
peaking at OE = 0 arcsec, a.re also shown as open symbols in Fig. 2. 

4 Effect of uncertainty in number counts and future prospects 

Schneider, King & Erben 6 demonstrate that, to first order, most of the magnification information 
is provided by the unlensecl number density no. \Vithout adequate knowledge of this normal-
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Figure 2: Maximum likelihood analysis for depletion of the red background galaxy sample (solid circles). The 
model corresponding to the peak is a SIS parametrized by the Einstein radius BE = 13.7 arcsec. By contrast, the 
same analysis for the red galaxy sample in one of the offset fields (open circles) peaks at. 0 E = 0 arcsec and shows 
no evidence of depletion, as does the sample of blue (foreground) galaxies in the dust.er field (open triangles). 

The curves have been vertically shifted to the same zeropoint for clarity. 

ization, the mass-sheet degeneracy cannot be broken. Prior knowledge of the uncertainty in n0 

can be included in the maximum-likelihood analysis. Using the full H-band dataset, we derive 
a fractional error of 8 .6% on the normalisation of the background number density (consistent 
with clustering on these scales) .  When this error is incorporated into the maximum-likelihood 
analysis the error bars become too large to make a precise statement about the magnitude of the 
lensing (although our previous measurement is not ruled out) . This demonstrates the crucial 
importance of the background density n0 for an accurate depletion analysis. 

The depletion method is an elegant and relatively simple way to derive mass estimates of 
clusters of galaxies. Deeper IR surveys will provide more accurate knowledge of clustering on 
arcmin scales, allowing us to better understand the degree to which the method is affected. 
Future studies with wide-field optical-IR data (e.g. with the VISTA telescope) covering a wide 
wavelength range could provide more accurately selected background populations via photomet­
ric redshifts and allow us to add another sample of independent mass profiles to be compared 
with those derived from velocity dispersions, X-ray measurements, and strong and weak lensing. 
The problem posed by the uncertainty in the background number counts can be overcome by 
selecting similar clusters (e.g. by their X-ray temperatures) and stacking the depletion signal to 
obtain an average cluster mass profile: a feasible project for future IR survey telescopes. 

References 

1 .  Broadhurst T. ,  Taylor A. ,  Pea.cock .J . ,  1995, Ap.J , 438, 49 
2 . Taylor, A. ,  et al., 1998, Ap.J , .501 ,  539 
3. Yan L . ,  et a.I. ,  1998, Ap.J , 503, 119 
4.  Beckett M., et al. , 1998, Proc. SPIE, 3354, 431 
.5 . Gray M.E. , et a.I. ,  2000, MNRAS (in press) ; a.stro-ph/0004161 
6 .  Schneider P. , King L., Erben T., 2000 , A&A, 353, 41 
7.  Smail I. ,  et al. ,  199.5, MNRAS, 277,1 



A COMBINED HST/CFH12k/XMM SURVEY OF X-RAY 

LUMINOUS CLUSTERS OF GALAXIES AT z � 0.2 
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We describe a project to study a sample of X-ray luminous clusters of galaxies at. redshifL 
z � 0.2 at several scales (with HST/WFPC2 and CFHT/CFH12kJ and wavebands (optical 
and X-ray) .  The main aims of the project are ( i )  to determine the mass profiles of the clusters 
on scales ranging from � 10 1i-1 kpc to ;<:; 1.5 h-1 Mpc using weak and strong lensing, thereby 
testing theoretical predictions of a "universal mass profile" , and (ii) to calibrate the Af,0,.1-
Tx relation in view of future application in the study of the evolution of the cluster mass 
function at higher redshift. 

1 Introduction 

Current models describe the formation and evolution of large-scale structure in the Universe in 
a hierarchical, "bottom-up" , way. Since clusters of galaxies are the most massive gravitationally 
bound objects found in the Universe at the present time, their evolution is observable at low 
redshift, z ;(, 1 .  Clusters of galaxies are therefore powerful probes for testing cosmological 
scenarios and determining cosmological parameters. 

Two theoretical predictions are of particular interest. The first one concerns the evolution 
of the cluster mass function with redshift, which can be described using linear theory. As shown 
by Eke et al. 1 ,  in a low matter density universe (QM � 0.3) we expect to see about 30 times 
as many clusters out to z = 1 as in a high matter density universe (QM = 1) , using the current 
cluster abundance to normalize the density fluctuation power spectrum. 

A second theoretical prediction concerns the internal structure of clusters. Numerical simu­
lations suggest that dark matter haloes over a wide range of masses can be accurately described 
by a universal ma.ss profile 2 . In the context of numerical simulations this is a very robust pre­
diction, a.s the profile works over a wide range of masses, radii and cosmological parameters. 



Other groups, however, find different behaviour of the mass distribution in their simulations, 
notably in the centres of haloes 3 .  

The obserational tool of choice for investigating cluster mass profiles is gravitational lensing, 
which in principle permits to access the mass distribution directly (albeit a weighted sum of a.II 
the mass between the observer and the source plane) . 

Even given the large upcoming CCD mosaic cameras (such as JvfEGACAM) ,  large-area 
cluster searches (necessary for testing predictions concerning the evolution of the cluster ma.5S 
functio) using their weak lensing signature will be difficult at best. More practical will be cluster 
searches from X-ray a.II-sky surveys. The temperature Tx of the hot intra.cluster gas is directly 
related to the depth of the gravitational potential of the cluster if the gas is in hydrostatic equi­
librium. In that case the cluster mass function can be transformed into a temperature function 
which retains the large separation between high- and low-!1M universes 1 . However, current 
observations indicate that the Mtota1-Tx relation differs from simple theoretical predictions, 
possibly related to pre-heating of the gas4 . Also the impact of substructure in the ma.5s and gas 
distribution within clusters on the scatter around the !vltota1-Tx relation has yet to be studied 
in a systematic way. It is therefore imperative to calibrate the shape of and the scatter around 
the Mtota1-Tx relation observationally on a well-defined sample of clusters of galaxies before 
using it to test cosmological predictions. 

Our project aims at studying a sample of massive galaxies at redshift z � 0.2 using HST and 
CFH12k observations in order to constrain mass profiles on length scales between � 101i-1 kpc 
out to :<, l..Sh-1 Mpc and to relate the lensing masses to X-ray observables (notably Tx) from 
observations with XMM-Newton. 

2 Sample selection 

Our sample is drawn from the XBACs catalogue 6, a flux-limited catalogue of Abell clusters 
detected in the ROSAT All-Sky Survey. We apply limits in redshift space of 0 .18  < z < 0 .26 
in order to have an approxiomately luminosity-limited sample. It has been shown that X-ray 
luminosity is correlated with cluster mass and therefore, given the difficulty of measuring X-ray 
temperatures with current instruments, a luminosity-limited sample is the best approximation 
to a mass-limited sample. The redshift range has been chosen to maximize the lensing efficiency 
for a background galaxy population at (z) = 0.8 5 . Applying further limits in declination {for 
accessibility from CFHT),  galactic latitude (to minimize contamination by stars) and hydrogen 
column density Ntt leads to a sample of 14 clusters (listed in table 1) , 8 of which will be observed 
by HST under PI Kneib and 6 of which are available in the HST archive. Figure 1 shows that 
our sample covers the corresponding region in the XBACs catalogue well. 

3 Observations 

To date (June 2000) five clusters have been observed with HST, three more are scheduled for 
observation before the end of 2000; six cluster observations are available in the HST archive. 
The observations are done with the WFPC2 through the F702W filter, three orbits are allocated 
for each cluster. The excellent spatial resolution of these images allows precise modelling of the 
mass distribution in the cluster centres (� 100 1i-1 kpc) due to their strong lensing effects. For 
most of the clusters in our sample no giant arcs were known previous to these observations. 
Therefore, they will constitute a valuable sample for investigating the probablity of formation 
of giant arcs which depends strongly on the cosmological parameters, in particular !1A 7• 

On larger scales, observations with the CFH12k camera on CFHT will be used to determine 
mass profiles out to 1 ..5 . . .  21i- 1 Mpc using the systematic distortion of the background galaxies 
due to weak lensing by the cluster potential. CFH12k observations were finished in June 2000 .  
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Figure 1 :  Location of our sample within the XBACs catalogue. Cosmological parameters used are Ii= 0.5, llM = 1 
and !!A =0. A 2218 falls outside the specified redshift range but will be observed in the same manner as the other 

clusters. 

During three observing runs (7 nights) 1 1  clusters were observed in three bands (B,  R, I ) ,  
typically reaching a limiting magnitude of 2.5 in R. Photometry in three filters allows robust 
discrimination between cluster members and background galaxies. 

Seven of our eight core sample clusters have been allocated XMM time in category B under 
PI Kneib, with integration times between 20 and 30 ksec. All the other clusters will be observed 
by XMM under different Pis. The observations will be done with the EPIC camera with a field 
of view of 3 .8  Mpc at z = 0.2; images will allow study of the morphology of the X-ray surface 
brightness and detection of significant substructure, spectra will permit precise measurement of 
X-ray temperatures and temperature profiles. 

These core observations will be supplemented by spectroscopy of giant arcs and cluster 
galaxies, as well as miscellaneous observations in different wave bands, notably in the near 
infrared in order to permit determination of photometric redshifts in the central cluster regions. 

4 Conclusions 

At the time of writing (June 2000) , most of the optical observations have been finished and 
are currently being reduced. A first paper describing and modelling several arcs and multiple 
image systems in Abell 383 is in preparation. Previously unknown arcs have already been found 
in Abell 68, 383, 773, 963 and 183.S. X-ray observations will begin after the encl of the XMM 
calibration phase and should be finished by mid- to encl-2001 .  Further projects studying similar 
cluster samples at redshifts � 0 .1  and � 0.4 are in preparation. 
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Table 1: Physical data for our sample. Note that t.he temperatures given are eslimu/.ed6. The first eight. clusters 
are observed with HST under PI l{neib, obsen·at.ions of the remaining six clusl ers are available in t.he HST archive. 

I Lx[1044 erg/s] I Tx [keVJ I 
Abell 68 0 . 1889 8.36 7.7 
Abell 209 0 .2060 13.75 9.6 
Abell 267 0 .2300 13.32 9.4 
Abell 383 0. 1871 8 .03 7 .. 5 
Abell 773 0.2170 12 .. 52 9.2 
Abell 963 0 .2060 10.23 8.4 
Abell 1763 0.2279 14.23 9.7 
Abell 183.5 0.2.528 38.34 15 .1 

Abell 1689 0 . 1840 20.74 10.8 
Abell 2218 0 . 1710 8.99 6.7 
Abell 2219 0 .2281 19.80 11 .2 
Abell 2261 0 .2240 18.06 10.8 
Abell 2390 0.2329 21 .2.S 1 1 .6 
Abell 66.S 0 . 1818  16 .22 8.3 
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CLUSTER MASS PROFILES FROM WEAK LENSING: 

CONSTRAINTS FROM SHEAR AND MAGNIFICATION 

INFORMATION 
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Max Planck Institut fiir A strophysik, J{arl Schwarzschild Str 1, 

Garching bei lvliinchen, Germany. a 

In the weak lensing regime, a cluster acting as a gravitational lens changes the shapes (shear 
effect) and number density (magnification effect) of the faint background galaxy population. In 
Schneider, King & Erben (2000) maximum likelihood techniques were developed, to compare 
how the shear, magnification and combined information constrain a cluster's mass profile. 
Before, single slope power-law models were considered. This work has been extended and here 
these techniques are applied to the NFW profile. In general , the shear information provides a 
better means to constrain this profile. Using ensemble-averaged log-likelihood functions is a 
very powerful way to assess and predict the uncertainties of cluster model parameters obtained 
from weak lensing data. 

1 Introduction & Motivation 

In Schneider, King & Erben ( 2000) [hereafter SKE] we compared how parameterised lens models 
ca.n be constrained by their wea.k gravitational lensing signatures. 

The basis of the magnification method is that magnification bias ca.uses a depletion 
in the number counts of faint background galaxies nea.r the centre of a cluster (Broadhurst et 
al 1995) . The loca.l cumulative number counts above a. flux limit S, n(B; S) , a.re related to the 
unlensed number counts through 

n(B; S) = �no (§_) , 
tt tt 

( 1 )  

where tt i s  the magnification. If  the number counts of  the background sources locally follow a 
power law of the form no ex s-f3 then 

n(B) = nottf3-I . (2) 

If the intrinsic number counts are flatter tha.n 1, then the lensed counts are reduced with respect 
to the unlensed counts. 

The basis of the shear method is as follows: The tidal gravita.tiona.I field of a. lens ca.uses 
a. distortion of the ellipticities of background ga.la.xies (note that we define j E J  = (1 - 1·) / ( l  + r) 
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where r is the axis ratio of elliptical isophotes) . The image (Et )  and source (Es ) ellipticity of a 
background galaxy is related through 

Es + g E/ = -1 +  * ' g Es 

where g is the complex reduced shear, and is given by 

g - _'Y_ - 1 - ,_ ' 

(3) 

(4) 

'Y being the complex shear and " the dimensionless surface mass density. The ellipticity proba­
bility distribution after lensing can be obtained for the unlensed distribution through 

(.5) 

The shear method has its grounding in the equivalence of the expectation value of the ellipticity 
of lensed galaxies (Et )  to that of the complex reduced shear g .  

A signal-to-noise estimate for the detection of a shear signal compared to  a magnification 
signal suggests that the shear method is considerably superior. However, in SKE one finding 
was that the magnification information complements the shear information if the former has 
accurate calibration. 

In order to investigate the relative merits of the shear and magnification information in the 
constraint of cluster profiles, a maximum likelihood approach, using both analytic and numerical 
techniques, is adopted. As in SKE, the validity of the analytic approach can be assessed with 
numerical simulations. 

2 Likelihood Functions 

In the likelihood treatment , it is assumed that a cluster is observed in an aperture with inner 
radius B;n and outer radius Bout· There are Nµ images above a certain flux limit, and N"I images 
for which an ellipticity can be measured. The sources of noise are: (i) poisson noise on the num­
ber of galaxies observed and (ii) that the intrinsic probability distribution for their ellipticities 
has a dispersion (in this work a<, = 0.2) . The cluster itself is described by a parametric model, 
parameters 7r; . What are the best-fitting parameters are for a particular observa­
tion? Likelihood (or log-likelihood) functions for the magnification and shear methods enable 
us to obtain the probability for model parameters, given the observables - hence the best-fitting 
parameters are obtained. Further, ensemble-averaged log-likelihood functions allow one to es­
timate the dispersion of the parameters obtained during a single realisation .  Thus they also 
provide a powerful means to predict the effectiveness of the shear and magnification information 
in constraining cluster parameters for various observing conditions and aperture sizes. 

For the magnification method, the information used is that there are N1, galaxy images at 
positions 0;; the likelihood function to be ma.ximised is 

N,, [ (B )]fl-1 
L - P(N . (N ) ) II �1�t _;'-"=--_ 11 - I" I' 

i=l J d28 [ft (if)] !3- I ' 

where P(N1, ;  (N1,) ) accounts for the poisson noise. 

(6) 

For the shear method the observables are galaxies at positions J; having ellipticities Ef,i i  the 
likelihood function is 

N� 
L"I = IIP<1 (E1 , ; Jg (U;) ) . (7) 

i=l 
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Figure 1 :  The solid lines are contours o f  constant (e,) and the dashed contours correspond to (fµ) · Contours are 
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and 99.99% respectively, of parameter estimates from realizations will be enclosed. The crosses correspond to the 
best-fit parameters recovered by applying the shear likelihood analysis to 1000 simulated data sets. The study is 

limited to the weak lensing regime and lens models with parameters in the upper right corner are excluded. 

In this case, to proceed analytically and derive the ensemble-averaged log-likelihood function, 
one has to make approximations. The reader is referred to SKE for further details, and for the 
ensemble-averaged log-likelihood functions for both methods. 

3 Lens and Source Models 

The cosmological parameters adopted are: Ho = 65kms-1 Mpc-1 , nM = 1 .0 and nA = 0.0. Only 
the weak lensing regime is considered, with the lens at redshift z1 = 0.2 and the background 
galaxy population at ::, = 1 .0 .  These galaxies have a Gaussian intrinsic ellipticity distribution, 
and the slope of their number counts (3 = 0 . . 5. The number density of background galaxies for 
which an ellipticity can be measured is n-y = 30/arcmin2 and the number density used for the 
magnification method is n1, = 120/arcmin2 . 

3. 1 The NFW profile 

The NFW profile (Navarro, Frenk & White 199.5;1996) is a good description of the radial density 
of haloes formed in cosmological simulations of hierarchical clustering. It can be parameterised 



with a virial radius r200, a.nd a concentration parameter c, which are related through a. scale 
radius r, = r200/ c. Inside r200, the mass density of the halo equals 200pc, where Pc = 3�:gi is 
the critical density of the Universe at the redshift of the ha.lo and H(z) is the Hubble parameter 
at the redshift of the ha.lo. The characteristic overdensity of the halo, De , is related to c through: 

Then the density profile is: 

200 c3 
De = . c ln ( l  + c) + (c/l + c) 

( ) DcPc p 1' -- (r/r,) ( l  + (r/1-,) )2 ' 

(8) 

(9) 

which is shallower than isothermal near the halo centre and steeper than isothermal near the 
virial radius. Expressions for the lensing properties of the profile can be found in Bartelmann 
(1996) for example. 

The model under consideration here ha.s c = 6.0 and r200 = l.7.5Mpc; this corresponds to a 
rich galaxy cluster, with virial mass M2oo � 10151110, and Einstein radius BE � 0'.2. 

4 Some Results 

An NFW lens model with true parameters 7rt : c = 6.0, r200 = l .75Mpc was used to generate 
catalogs of lensed galaxies and to derive the ensemble-averaged log-likelihood contours. The 
inner and outer radii of the annulus are Oin = 0'.6, Oout = 4'.0. In Fig.l the best fit parameters 
recovered by applying the shear likelihood analysis to 1000 synthetic catalogs are superimposed 
on the analytic ensemble-averaged log-likelihood contours. The magnification ensemble-averaged 
log-likelihood contours a.re also shown. Recalling that the analysis is restricted to the weak 
lensing regime (outside the Einstein radius) ,  the region in the upper right corner is excluded 
since it corresponds to combinations of r200 a.nd c where the Einstein radius falls inside the 
aperture. Note that the spatial scatter of the points in the c - r20o plane is consistent with 
the ensemble-averaged log-likelihood contours for the shear method. The contours for the shear 
information are tighter than those for the magnification information .  Elsewhere it will be shown 
that if the outer radius of the aperture is increased further, then the shear contours tighten 
considerably more than those of the magnification. This demonstrates the power of using shear 
data from wide field imaging studies of lensing clusters. 
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CLUSTER GALAXIES: CONTRIBUTION TO THE ARC STATISTICS 
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We present the results of a set of numerical simulations rummg at evaluating the effects 
of cluster galaxies on the arc statistics. At this goal we use nine different galaxy clusters 
obtained from N-body simulations. We mimic the presence of a population of galaxies inside 
each cluster, trying to reproduce the observed luminosity function and the spatial distribution. 
We compare the statistical distributions of the properties of the gravitational arcs produced 
by our clusters with and without galaxies. We find that the cluster galaxies do not introduce 
perturbations strong enough to significantly change the number of arcs and the distributions 
of the properties of long arcs. 

1 lntrod uction 

The statistics of arcs is a potentially very sensitive probe for the cosmological matter density 
parameter n0 and for nA . Theoretical studies showed that more arcs can be expected in a 
universe with low density and small cosmological constant. In fact, low density makes clusters 
form earlier, and a low cosmological constant makes them more compact individually. Previous 
analyses (e.g. Bartelmann et al. 1998) neglected the granularity of the gravitational cluster 
potentials clue to the presence of galaxies which can be considered using numerical simulations. 

2 The cluster sample 

The simulated clusters used as lenses in the present analysis are presented in Tannen et al . 6 .  
The sample i s  formed by the nine most massive clusters obtained in  a cosmological simulation of 
an Einstein-de Sitter universe, evolved using a P3M code. The original box-size is L = 1.50 Mpc 
(a Hubble constant of 50 km s-1 Mpc-1 is used) .  The initial conditions have a scale-free power 
spectrum P(k) rx k-1 , very close to the behaviour of the standard CDM model on the scales 



34 

relevant for cluster formation. The normalization is chosen to roughly match the observed local 
abundance of clusters 8 a.nd corresponds to us = 0.63 , where us is the r.m.s. matter density 
fluctuation in spheres of radius r = Sh-1 Mpc. Ea.ch cluster was obtained using a tree/SPH code 
adopting a. re-simulation technique 6 ,  which allows a much higher spatial a.nd mass resolution. 
The masses of these clusters are in the range 5 x 1014 7 3 x 101 5 J.1"-, . 

3 Lensing properties of the clusters 

We centred each cluster in a cube of side 6 Mpc, where we placed a. regular grid of N9 = 1283 
cells. For each of them we extracted three different surface-density fields �. by projecting the 
3-D density field p (obtained by Triangular Shape Cloud method) along the three cartesian 
axes. This produces three lens planes, which we consider as independent cluster models for the 
purpose of this study. This made possible to perform 27 different lensing simulations starting 
from our sample of 9 clusters. vVe fix the redshifts of the lens and of the source planes equal 
to ZL = 0.4 and zs = 2 respectively, leading to a value of the critical density for our clusters of 
Ecr '.:::'. 1 .975 x 1015 M8/Mpc2 . We shot a bundle of 1024 x 1024 rays across the central fourth 
of the lens plane, where most of the cluster mass is projected . In fact, our goal is to study 
the strong lensing properties of the clusters. The deflection angle a: of each ray is computed by 
summing the contribution from all the cells of the grid on which E is defined. Finally, solving 
the lens equation, the arrival positions of the rays on the source plane are calculated . Once the 
deflection angles are known, all the lensing properties of the cluster can be easily evaluated. 

4 Simulating the galaxy distribution inside the cluster 

To simulate a population of galaxy lenses inside the cluster, in such a way that their observational 
properties are well reproduced, we start from the luminosity function of the Coma cluster, whose 
mass is similar to that or our simulated clusters. This luminosity function has been recently 
derived in the V-band by Lobo et al. 2 . In the magnitude range 13 .5 < V :S 21 .0 (corresponding 
to the absolute magnitude range -22.24 < Mv :S -14.74) it is well described by the combination 
of a steep Schechter function and of a Gaussian function. 

Using Monte Carlo methods, we generate a sample of galaxies with luminosities distributed 
in a way close to the Coma cluster galaxies. To convert the luminosity to masses, we take 
the average relation (M/L) = 3.2(M,?J/L8) (see 8•7) . In this procedure the total number of 
galaxies to place into each simulated cluster is determined by imposing a baryonic fraction 
equal to that estimated by White et al. 8 for the Coma cluster (Mb/M101 '.:::'. 0 .009, where Mb 
is the baryonic mass in gala.xies and M101 the total mass within the Abell radius) .  Moreover, 
to consider the presence of a dark matter halo around each galaxy, we obtain the total (virial) 
m asses Mvir by multiplying the baryonic masses previously obtained by the factor fb-I , where 
fb represents the average baryonic fraction inside single galaxies. As this quantity is not well 
known observationally, we take a fiducial value fb (� 5%) , close to the value predicted by the 
standard model of primordial nucleosynthesis. To place galaxies inside the cluster in a realistic 
wa.y, we made the assumptions that the galaxy number density should follow the total density 
field and that the most massive galaxies should be placed at the centre of the cluster or in other 
large subclumps. 

The galaxies are modelled as spheres with a NF"\iV density profile 5 ,  truncated a.t a cut­
off radius, where the gala.xy density falls below the local cluster density. In fact, for lensing 
analysis we are interested only to the galaxy mass which emerges from the mean local density 
of the cluster. Galaxies placed close to the cluster centre have a smaller radius because the 
cluster density is higher there, so only a small part of the galaxy profile can emerge. The 
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Figure 1 :  Cumulative distributions o f  arc lengths (left panel) and widths (central panel) for arcs longer than 16". 
Results for DM and GAL simulations are shown by solid and dashed lines, respectively. Right panel: the behaviour 
of the probability P1<s (as computed in a Kolmogorov-Smirnov test) that the arc property distributions in data 
sets obtained from the simulations DM and GAL can be drawn from the same parent distribution. Subsamples 
of arcs with a given length l ± 2" are considered. The subpanels refer to different properties: length I, width w, 

curvature raclius r and length-to-width 1/w from top to bottom. 

gala.xy contribution to the deflection angles can be analytically computed and summed to the 
contribution from the remaining dark matter in the cluster. 

5 Properties of arcs and results 

We use our clusters to lens a. large number of elliptical sources (with axial ratios randomly 
drawn in the interval [0 .5,1] and area equal to that of a circle of diameter 2") on the source 
plane. Following the method introduced by Miralda-Escude 4 and developed by Bartelmann & 
Weiss 1 , we find and classify the images of all these sources, measuring their lengths I, widths 
w, curvature radii r and length to width ratios l/w. We then perform a statistical analysis of 
the distributions of the arc properties (more details are presented in 3 ) .  

The results obtained from the first set of 27 simulations using the original simulated clusters 
(i.e. without galaxies inside, hereafter "DM" simulations) are compared to those obtained after 
the introduction of the galaxies in the lens clusters (hereafter "GAL" simulations) . 

The total number of arcs in the DM and GAL simulations is quite similar: 4471 12 and 
448927 respectively. The majority of these arcs are quite short. Considering only giant arcs 
with l > 16" the sample reduces to 1823 and 1721 arcs for DM and GAL simulations. In Figure 
1 we show the cumulative distributions of lengths and widths for arcs longer than 1611• The 
distributions of arc length do not seem to be sensitive to the inclusion of the galaxies in the 
clusters. We found a similar result also for the distributions of arc curvature radii. On the other 
hand,  the distributions of arc widths show some differences between simulations DM and GAL. 
Such differences are partially found also between the distributions of arc length to width ratios. 

Considering arcs with a given length l ± 211, we perform the Kolmogorov-Smirnov test to 
evaluate the significance of the differences between the distributions of the arc properties. The 
significance level obtained from the test as a function of lmin is also shown in Figure 1 for all the 
considered arc properties. Concerning a.re widths, the probability that the data sets obtained 
from simulations DM and GAL are drawn from the same distribution becomes slightly lower for 
arcs with l < 22". On the other hand, the differences between the other property distributions 
become significant only when very short arcs are included in the sample. 
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Figure 2: Example of arc perturbed and splitted by cluster galaxies. The left panel refers to the DM simulation, 
while the right one shows the image of the same source in the corresponding GAL simulation. We show also 

critical curves, which tend to be wiggled when the galaxies are present. 

6 Conclusions 

We expected these effects by cluster galaxies: a) they tend to increase the cluster cross section 
for strong lensing by wiggling the cluster critical curves, increasing their length; b) because of 
the larger curvature of the critical lines, they can perturb arcs, splitting them; c) the local 
steepening of the density profile near cluster galaxies tends to make arcs thinner. 

The results of the KS test indicate that, concerning the arc lengths, curvature radii and 
length to width ratios, the effect of cluster galaxies on arc statistics is negligible if very short 
arcs are excluded. This means that the first two effects previously mentioned are almost exactly 
counter-acting and that the splitting of some arcs is partially compensated for the increased 
strong lensing ability of the clusters (Figure 2) . The results show also that, as expected , the 
galaxies tend to make arcs thinner. This effect becomes evident for arcs shorter than 2211• 

The longest arcs, which form in the central regions of the clusters, where most of the mass is 
concentrated , are not sensitive to cluster galaxies. We think that this is due to the fact that in 
these dense regions only a small fraction of the total galaxy mass emerges from the underlying 
dark matter distribution. 
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We combine observations in the optical, radio and X-rays of the cluster of galaxies CL0016 
to constrain its gravitational potential. These observations include deep Keck imaging in the 
optical; BIMA and OVRO interferometric observations at cm wavelengths and ROSAT PSPC 
and HR! X-ray imaging. Each observation provides different information about the cluster: 
the distortions of background galaxies depend on the cluster projected potential; the Sunyaev­
Zeldovich decrement, on the integrated pressure and the X-ray emission, on the square of the 
projected gas density (if isothermal). 
We use a maximum likelihood analysis to combine these data to derive the cluster potential. 
We discuss different approaches to construct the likelihood functions, the different assumptions 
required and the current status of the project. 

1 Introduction 

Clusters of galaxies are valuable tools to study cosmology. For example, their abundance evo­
lution is very sensitive to the underlying matter content of the universe. However, cluster of 
galaxies are a mixture of dark matter, hot gas and galaxies whose detailed structure and com­
position are still not fully understood. In order to carry out precision cosmology with clusters 
we need to understand the physical processes taking place in them and their influence into their 
internal structure and evolution. 

Observationally clusters can be studied from different point of view and wavelengths. For 
instance, in the optical one can count galaxies to select clusters and assign richnesses and colour 
properties. Spectroscopy can measure redshifts, velocity dispersions and the properties of the 
galaxy members. In X-rays one can measure the surface brightness and temperature. Deep 
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imaging can allow us to measure the gravitational distortions of background galaxies. Radio 
observations can detect the decrement at long wavelengths in the temperature of the cosmic 
microwave background (CMB).  

Given the different physical processes probed by those measurements, a combination of them 
can help us understand the physical processes ta.king place in them. Here, we present a method 
to combine several observation at different wavelengths which we apply to the cluster of galaxies 
CL0016. 

2 The cluster of galaxies: CLOOI6+16 

CL0016+16 was originally discovered by Richard Kron searching photographic pla.tes. Koo 
(1981) measured a richness twice as large as that of the Coma cluster in the first optical study 
published. A decade later, Dressler & Gunn ( 1992) measured a cluster redshift of z = 0.5455 and 
a velocity dispersion of CT =  1324 km/s with 30 cluster galaxy members. The CNOC group (e.g., 
Carlberg et al 1996) measured the redshifts of 47 extra cluster members obtaining z = 0 .5481 
and CT =  1243 km/s. They computed a mass-to-light ratio of M/ L = 260 h-1 • 

In X-rays, the EMSS measured an X-ray luminosity of Lx = 14.6 x 1044h502 erg/s for this 
cluster (Gioia et al 1990) .  Several authors (Neumann & Bohringer 1997; Hughes & Birkinshaw 
1998; Reese et al 2000) have analysed the ROSAT PSPC and HRI observations of this cluster, 
fitting a standard beta model profile (2) ,  obtaining values of (3 = 0.75-0.80 and re = 40-4.511• 
Furuzawa et al ( 1998) and Hughes & Birkinshaw (1998) have analysed the ASCA observations 
measuring a cluster temperature of T.,, rv 8 KeV. 

Clowe et al (2000) obtained deep Keck images of this cluster which they use to reconstruct 
its projected mass distribution. In particular, they fit the cluster mass profile to an isothermal 
sphere and to a NFW profile. Both fits are statistically acceptable, the NFW being slightly 
better. The isothermal fit gives a velocity dispersion of ,..., 800 km/s, lower than that found by 
the CNOC group. 

Carlstrom et al (2000) observed CL0016 at the OVRO and BIMA observatories using radio 
interferometric techniques at cm wavelengths. Reese et al (2000) used these data in conjuction 
with the ROSAT X-ray data to measure the Hubble constant. 

3 Methodology 

We have chosen to combine the lensing, X-ray and SZ data mentioned above using a ma..ximurn 
likelihood method. The main idea is to constrain the cluster potential constructing a likelihood 
function which is the product of the likelihoods of the different observations, that is, 

£(</J) = Ltensing (</1) * Lx-rays (<P) * Lsz (</J) ( 1) 

and maximize that function . This formulation allows us to attack the problem for each obser­
vation separately. 

Deep optical images measure the ellipticities, magnitudes and sizes of background galaxies. 
The reduced shear, g, can be computed from the background galaxies ellipticities. In fa.ct, 
it is the expected value of the ellipticities in the weak lensing regime. The reduced shear 
can also be directly obtained from the second derivatives of the projected potential. Several 
authors have developed methods to formulate likelihood functions (or similar) for weak lensing 
observations. Bartelmann et al ( 1996) evaluate a \2 function comparing the reduce shear coming 
from observations and from the cluster potential in a grid. Seitz et a.I ( 1998) developed an 
entropy regularized likelihood similar to the previous method but using the ellipticities of all 
the background galaxies without a grid and including a regularization term. Briddle et a.! 
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Figure I: Reduced shear of a simulated cluster potential. Left: original potential. Right: parametric reconstruc­
tion of the potential. The inner values differ because the g values are computed in the original potential (left) 
at the center of the grid where the potential is nearly critical, while the g values obtained from the simulation 
(right) come from averaging ellipticities within the grid cell where, in general, distortions are smaller than near 

the critical line. 

( 1998) developed a ma.ximum entropy method, similar to the previous one, but using a Bayesian 
formulation. 

X-rays observations measure the surface brightness (and the temperature of the intracluster 
gas if enough spectral resolution is available) of the X-ray emission. The gas density can be 
inferred from the surface brightness and the temperature. If hydrostatic equilibrium is assumed 
then one can obtain the cluster potential. Hughes & Birkinshaw ( 1998) computed a likelihood 
function for X-ray observations taking into account the Poissonian nature of the X-ray data. 

Radio observations of the SZ effect measure the temperature decrement (at long wavelengths) 
of the CMB due to the hot intracluster medium.  This decrement is proportional to the integrated 
pressure along the line of sight. Knowing the temperature, one can obtain the gas density, and 
assuming hydrostatic equilibrium one can get the cluster potential . The radio data available 
were obtained using interferometric techniques, in which one measures intensities in the u-v 
plane. Reese et al (2000) constructed a likelihood function which is computed in the Fourier 
Plane where observations are obtained. 

4 Current status 

We have started developing the code to compute the total likelihood function and maximize 
it. In our prescription the likelihood function is naturally separated into individual likelihoods 
coming from the different observations. Each of these is implemented as a different module. 

For the weak lensing module we have implemented parametric and non-parametric methods. 
We have carried out simulations to check the accuracy of the cluster potential reconstruction. For 
example, figure 1 shows the discrepancies that could arise near the critical lines in reconstructions 
using a grid. In general, this grid reconstruction method tends to underestimate the value of 
the potential at the cluster center (see also Bartelmann et a.I 1996 ) .  

Figure 2 shows the non-parametric reconstruction of the projected potential of  cluster 
CL0016. The reconstructed potential is remarkably smooth. This is expected as no obvious 
strong lensing features are observed in this cluster in HST images. 

vVe have also implemented the X-ray and SZ modules. The code is very similar to that 
of Reese et al (2000) and our results are almost indistinguishable from theirs, when fitting 
isothermal beta models. 

We have started combining the different likelihoods. As a starting point we have chosen to 



40 

Figure 2: Non-parametric reconstruction of the CL0016 cluster projected potential using weak lensing data. 

use the parametric spherically symmetric beta model, where the gas density profile is given by 

n(r) = no ( 1 + (�rr�8 (2) 

The X-ray data and SZ data are fitted to the X-ray surface brightness and temperature 
decrement (for their expressions see for example Reese et al 2000) . Assuming isothermal hy­
drostatic equilibrium one can then differentiate the logarithm of the gas density and integrate 
to get the potential. One can then integrate along the line of sight to obtain the projected 
potential to use for the lensing module. Preliminary results indicate that the SZ data is the 
least constraining data set and that the X-ray and SZ data are consistent in describing the 
same gas distribution. However, the shallow potential inferred from the lensing data ( under the 
assumptions made) requires a shallower gas distribution than that observed in X-rays and SZ. 

This project is still a work in progress. We expect to finish a detailed study of the beta model 
parameterization and then move on to other models (parametric, non-parametric, triaxial, . . .  ) 
and a larger cluster sample that will help us understand better the physical processes in clusters. 
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CLUSTER DEPROJECTION WITH MULITPLE DATA SETS: FIRST 
APPLICATIONS TO SIMULATIONS 

Katrin Reblinsky and Matthias Bartelmann 

Max-Planck-Institut fiir A strophysik, P.O. 131 7, D-8574 1  Gm·ching, Germany 

We introduce a new, parameter-free cluster deprojection algorithm for recovering the structure 
of clusters of galaxies along the line-of-sight. The algorithm is based on the Richardson­
Lucy (RL) algorithm and combines multiple sets of observable data from clusters of galaxies, 
namely the lensing potential t/i, the X-ray surface brightness Sz and the Sunyaev-Zel'dovich 
temperature decrement �Tsz ,  to extract the 3-dimensional gravitational potential ¢. Using 
gas-dynamical simulations, the quality of the reconstructions is demonstrated. The results 
are shown to be stable and reliable. 

1 Richardson-Lucy deprojection algorithm 

Resolving the line-of-sight structure of clusters of galaxies is a fundamental problem in astron­
omy. It is a so-called inverse problem which can be formulated as an integral equation, 

7/;(x) = j tf>(()P(x l()d(, ( 1 )  

where ¢(() i s  the  function of interest, ,,P(x) the function accessible through measurement, and 
the integral kernel P(x l() is normalized and non-negative. 

VVith the help of Bayes' theorem for conditional probabilities an iterative algorithm can be 
derived (Lucy 1 2 ,  Richardson 3 ) ,  

1/in (x) = J d>,, (( ) P(x l()cl(, tf>n+l (() = J :n(�) P(xl()clx, (2) 

which approximates ¢(() . Here ¢11 (() is the n-th estimate of the function of interest, ¢, aucl 
'I/in ( x) is the n-th estimate of the measured data., 'I/-', as o bta.ined from ¢11 • Assuming axial 
symmetry for the cluster, the kernel P(x l() becomes (Binney et a1:1) 
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o [ (� - Z tan i.) 2 - (R2  - x2) ] 
P(x , Y IR, Z) = �--------� 

7r cos i. (3) 

Here i is the inclination angle with respect to the line-of-sight. 

2 Observables sensitive to the line-of-sight 

The line-of-sight (los) structure of clusters of galaxies can be described in terms of the grav­
itational potential ¢. Typical observables which are sensitive to the los comprise the lensing 
potential lf-1, the X-ray smface brightness Sx, and the Sunyaev-Zel'dovich temperature decre­
ment f:::.Tsz. Choosing a suitable model (Reblinsky & Bartelmann 5) all three observables can 
be related to the 3-dimensional potential ¢: 

1/-• (x , y) C( 1_: ¢(R, Z)dz, (4) 

Sx(:r , y) C( 1_: VT exp [-24/(R, Z)]dz, ( .5 ) 

f:::.Tsz(x , y) C( 1_: T exp [-<P' (R, Z)]dz. (6) 

For the X-ray case and the SZ-effect an isothermal gas distribution is assumed. The inclination 
angle ·i and the temperature T are input parameters. 

The Richardson-Lucy algorithm can be applied to reconstruct the function of interest, 
namely the gravitational potential ¢ from the functions accessible through measurement, in 
this case ¢, Sx, and f:::.Tsz .  Exploiting the different dependences of 1/-1, S.r, and f:::.Tsz on ¢, the 
result of the reconstruction can be optimized . 

3 Multiple data Richardson-Lucy algorithm 

Now we are in a position to propose the multiple-data Richardson-Lucy (MDRL) deprojection­
algorithm.  The combination of multiple data sets can be achieved in three separate steps: In a 
first step we compute the three line-of-sight integrals of the observables leading to iterated input 
data 1/Jn , Sx,n , and f:::.Tsz,n · In the second step we define the integrals 

F� = j f�(x, y)P(x, Y IR, Z)dxdy, (7) 

where the fi 's are defined as f1 = ..'£_ f2 = ...!i.._ and f3 = � .  In the last step of the n n 'I/Jn ' n S:r,n ' . n Di..Tsz,n 
MDRL-algorithm,  the results of the integrations (7) are combined after each iteration step as 

(8) 

a-, (3 ,  and I are weighting factors with a-+ f3 + 1 = 1 ,  which can be used to determine the relative 
weight put on the respective input data. In this way, it is possible to recover the case of a single 
set of input data. 

4 Deprojection of cluster images from gas-dynamical simulations 

In this section we present reconstructions obtained from gas-dynamical simulations. For this 
purpose, mock observational <la.ta. are constructed from the simulations which a.re then used 
as input data for the MDRL-algorithm and compared to the true, origina.I potential obtained 
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Figure 2: Result of the reconstruction obtained by combining all data sets shown in Fig, 7,  each with a weighting 
of 1/3. The two left-most plots show two different cuts through the resulting potential comparing the original 
potential with the results for the single data sets from Fig. 8. The two right-most plots compare the original 

potential reconstructed with the combined data sets as surface plots. 

directly from the simulations (Reblinsky & Bartelmann 6) .  In the following we choose the 
assumed inclination angle of the cluster's symmetry axis with respect to the line-of-sight as 
i = 30° and stop the algorithm after 8 iterations. 

In Fig. 1 we compare the true, original gravitational potential </> to the results of the recon­
structions using the lensing potential 'lj;, the X-ray surface brightness Sx, and the SZ temperature 
decrement f::.Tsz,  respectively, alone as input data for the MDRL-algorithm. In this way the 
amount of information already present in a single data set can be assessed. From Fig. 1 we can 
conclude that all three types of input data give qualitatively very similar results and thus each 
set contains information about the main features of the gravitational potential </>. 

Fig. 2 displays the results obtained by combining all three types of input data, where the 
weight factors are chosen to be a = /3 = I = 1/3.  In the two left-most plots two cuts through 
the multiple data set reconstructions are compared to the original potential and to the results of 
the single data set reconstructions, respectively. These cuts show the improvement of the com­
bined reconstruction over the single data set reconstructions. The surface plot of the combined 
reconstruction demonstrates that the MDRL-algorithm is able to recover all important features 
of the potential. 

In order to assess the quality of the reconstructions in a more quantitative way, it is in­
structive to look at the relative errors between the original gravitational potential, </>orig , and 
the reconstructed one, </>rec , which is computed as l<f>orig - </>rec l/ l¢origl and displayed in Fig. 3.  
For all four reconstructions we see that the deviation over large parts of the potential is less 
than .5 %. For the lensing reconstruction we note that the zone with an error margin of less 
than .S % is relatively wide, especially in the Z-clirection .  The X-ray and the SZ-case both show 
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Figure 3: The relative error between the original gravitational potential cp(R, Z )  and the reconstructed potential 
computed as !¢0,;g - <Pml/ l<Podgl · The central part. of the potential is displayed: R E (0, l .O)h-1 Mpc and 
Z E (- 1.0, 1.0)h-1 Mpc. From left. to right: lensing data only, X-ray data only, Sunyaev-Zel'dovich data only, 

combination of all three data types. Contours mark deviations of (0.05, 0. 1 ,  0.15,  0.2). 

excellent reconstructions in the central part of the cluster ( (R, Z) < 0.5h-1 Mpc) , but the qual­
ity towards the outer parts of the reconstruction degrades faster than in the lensing case. This 
reflects the theoretical expectation that the data from the X-ray and the SZ case have their 
main contributions coming from the cluster center. 

5 Conclusion and outlook 

In this paper we demonstrated that the recovery of the structure of clusters of galaxies along the 
line-of-sight is feasible. To achieve this goal we have proposed a deprojection algorithm based 
on the Richardson-Lucy algorithm. Even though already a single set of input data does contain 
important information about the overall shape of the gravitational potential ¢, the combination 
of multiple input data - lensing data, X-ray data and SZ-data were explicitly considered - leads 
to a further improvement. 

vVith the advent of an ever increasing number of clusters of galaxies, which have superb data 
sets including lensing, X-ray and SZ images, the MDRL-algorithm tested here with simulated 
data will be a valuable tool to determine the line-of-sight structure of clusters of galaxies. 
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A weak-lensing analysis of a wide-field lf-band image centered on the cluster Abell 1942 has 
uncovered the presence of a mass concentration projected � 7 arcminutes South of the cluster 
center. From an adclitional wide-field image, taken two years later with a different camera in 
the /-band, the presence of this mass concentration is confirmed. A statistical analysis, using 
the aperture mass technique, shows that the probability of fincling such a ma5s concentration 
from a random alignment of background galaxies is 10-6 and 4 x 10-• for the \/- and /-band 
image, respectively. No obvious strong concentration of bright galaxies is seen al the position 
of the mass concentration. The analysis of archival ROSAT-HRI <lat.a show the presence of a 
weak extended X-ray source about l' displaced from the lensing cent.re. 

1 Finding matter concentrations with weak gravitational lensing 

A massive foreground object causes a coherent distortion on the image ellipticities of faint 
galaxies in its background. This signature of weak gravitational lensing has up to now mostly 
been used to study the mass distributions of known galaxy clusters (see e.g. Hoekstra et al. 
1998 2 ) .  

This argument can b e  reverted and the lens effect can b e  used to search for new, unknown 
massive objects. Assuming that galaxy ellipticities are intrinsically randomly distributed, a 
significant coherent alignment of galaxy images around an arbitrary point {) directly indicates a 
large amount of mass around this position. An automatic weak-lensing cluster finder has been 
developed by Schneider 4, introducing the so-called 111ap statistics, a filtered integral over the 
two-dimensional surface mass density i;, 

( 1 )  

With Jg dB B U(B) 0 this integral can directly be converted to a filtered integral over the 
tangential shear /t 

(2) 
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Figure 1: The four panels show the significance of the Map maps of the UH8K field. We chose N,.nd = 5000, 
the black contours mark areas with v = 1, 10, 30/5000 and the white contours v = 100, 180, 260/5000. The filter 
scales are 80" (upper left panel ) .  120" (upper right panel), 160" (lower left panel) and 200" (lower right panel) .  

For the larger scales the cluster components and the dark clump are detected with a very high significance. 

This integral can easily be estimated by a sum over image ellipticities at discrete positions. 
An estimate for the significance of a measurement of Map can be obtained by randomising the 
galaxy orientations and comparing the value of Map from the randomised catalogs with the 
original measurement. Repeating this process Nrand times, the fraction v of randomizations 
where Map is larger than the original meaurement gives the probability to find the measured 
value from a random distribution of galaxies, i.e. in the absence of a massive object. 

2 The detection of our dark clump 

The application of the lvfap statistics to a high-quality wide field V-band image around the cluster 
Abell 1942 showed a significant alignment of galaxy ellipticities around a position � 7' South 
of the cluster. The significance is as high as around Abell 1942 itself. No obvious overdensity 
of bright foreground galaxies is associated with the gravitational lens signature. Unfortunately, 
the centre of our dark matter candidate was close to the border of the data field. On an /-band 
image from the UHSK mosaic camera, observed two years after the V-band data, our candidate 
lies in the centre of one of the chips. The application of the Afap statistics to these data confirmed 
the existence of the dark clump, and the errorlevels v are shown in Fig. 1 .  

3 Properties of the dark clump 

For our dark matter candidate we find the following physical properties: 

• The probability to find the observed alignment of galaxies in a random distribution is 
v � 1 X 10-6 for the V-band and v � 4.2 x 10-4 for the /-band data. 

• The lens signal does not come from a few background galaxies only or from galaxies at a 
particular separation from the clump centre. See Fig. 2.  

• If the signal comes from an object at a well defined redshift, the clump is probably at a 
redshift z :::; 1 . This conclusion originates from the comparison of the magnitude distri-
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Figure 2: Mean tangential image ellipticity in independent bins of width 20" around the dark clump, crosses 
(triangles) show the mean, solid (dashed) error bars the 803 error interval obtained from bootstrapping, using 
the MOCAM (Clllp 3) data. For better display, the points and error bars are slightly shifted in the 0 direction. 
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Figure 3: Estimate of the lensing mass (left panel) ,  an upper bound for the luminosity of the lens (middle panel) ,  
and a lower limit on the mass-to-light ratio (right panel), as a function of assumed lens redshift Zd . All estimates 
are for an aperture size of 100". The solid, short dashed and long dashed curves show the M / L ratio in an EdS 
universe for (z,) = 0.8, (z,) = 0.9 and (z,) = 1.0. The dotted, dot-short dashed and dot-long dashed curves show 
the same in an n = 0.3 , A =  0.7 universe. We have assumed a redshift distribution oc z2 exp[-(z/zoJ''2J for the 

source galaxies; hence (z,) "'=' l.5zo .  A value of ")'(100") = 0.06 was assumed - see Fig.2 

bution of the galaxies we used for the analysis with a magnitude-redshift relation from 
simulated redshift distributions (Lilly et al. 1995 3) .  

• Assuming a singular isothermal sphere for the mass distribution we estimate the -mass of 
our clump to be M :'.::: 1 x 1014 .. M0. Also estimates for the light and hence the ma.5s-to-light 
ratio of the object were obtained . We arrive at !vi/ L 2: 500. More details are given in 
Fig. 3. 

• An archival ROSAT/HRI image of Abell 1942 shows, in addition to the emission of the 
cluster, a 3.2a detection of a source about l' away from the clump centre. It is unclear 
whether this weak X-ray emission is connected with our dark clump or whether it is 
associated with a slight galaxy overdensity and hence a galaxy group seen at the position 
of the X-ray emission. 
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4 Conclusions 

Using weak gravitational lensing techniques, we ha.ve found a strong lens signature /1 South of 
the cluster Abell 1942. The signal is highly significant in two high-quality data. sets that were 
ta.ken in two different yea.rs, with two different instruments and in two different optical bands. 
This makes it highly unlikely that our discovery originates from systematics like uncorrected 
PSF effects. Concerning the nature of our clump, no firm conclusion can be drawn at this 
moment. The lack of strong X-ray emission rules out a normal cluster. Already approved 
infrared observations, and Chandra. X-ray data. that we applied for, may reveal the nature of 
our discovery. But whatever the interpretation at this point, one must bear in mind that weak 
lensing opens up a. new channel for the detection of massive halos in the Universe, so that 
one should perhaps not be surprised to find a. new class of objects, or members of a. class of 
objects with unusual properties. The potential consequences of the existence of such highly 
underluminous objects may be far reaching: if, besides the known optical and X-ray luminous 
clusters, a population of far less luminous dark matter halos exist, the normalization of the 
power spectrum may need to be revised , and the estimate of the mean mass density of the 
Universe from its luminosity density and an average mass-to-light ratio may change. 
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We report on the first measurement of the average mass and mass-to-light ratio of galaxy 
groups by analysing the weak lensing signal induced by t.hese systems. The groups, which 
have velocity dispersions of 50-400 km/s, have been selected from the Canadian Network 
for Observational Cosmology Field Galaxy Redshift Survey (CNOC2). This survey allows 
the identification of a large number of groups with redshifts ranging from z = 0.12 - 0.55. 
For our analysis we use a sample of 50 groups which are selected on the basis of a careful 
dynamical analysis of group candidates. We detect. a signal at the 993 confidence limit. The 
best fit singular isothermal sphere model yields an Einstein radius re = 0'.'72 ± 0'.'29. This 
corresponds to a velocity dispersion of (cr2 ) 1 12 = 274:!:.!: km/s, which is in good agreement 
with the dynamical estimate. Under the assumption that the light traces the mass, we find an 
average mass-to-light ratio of 191 ± 81 hM0/Le0 in the restframe B band. Unlike dynamical 
estimates, this result is insensitive to problems associated with determining group membership. 
We use the observed mass-to-light ratio to estimate the matter density of the universe, for 
which we find Om = 0.19 ± 0.10 (f!A = 0), in good agreement with other recent estimates. 
For a closed universe (Om + f!A = 1) ,  we obtain Om = 0.13 ± 0.07. 

1 Introduction 

Galaxy groups, like the Local Group, are common structures in the universe. Altough they 
are numerous, groups are difficult to identify because the contrast with the smooth background 
of galaxies is quite low, and their galaxy properties are similar to that of the field. To date 
most systems have been studied using the results of large redshift surveys (e-g . ,  Turner & Gott 
1976; Ramella, Geller, & Huchra 1989; Huchra, Geller, & Corwin 199.S) or X-ray observations 
(Mulchaey et al. 1996 ) .  The X-ray emission from groups provides a good diagnostic to examine 
whether the selected groups are bound systems, and not chance projections (e.g. , Zabludoff & 
Mulchaey 1997) . However, selecting groups on the basis on their X-ray emission might lead to 
a selection of more massive, or more evolved systems. 

Measuring the amount of matter locked up in these typical systems is important, but a 
measurement of the average mass-to-light ratio of galaxy groups may be even more important 
(e.g., Gott & Turner 1977) .  This is because it provides a good measure of the mass-to-light 
ratio of the field, i .e . ,  the universe as a whole. Subsequently, this result can be used to obtain 
an estimate for the matter density Om (Oort 19.SS; Gott & Turner 1977) , similar to what has 
been done for rich clusters of galaxies (e.g. , Carlberg et al. 1997; Carlberg et al. 1999 ) .  
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However, measuring the mass or mass-to-light ratio of groups selected from redshift surveys 
is difficult. Nolthenius & \Vhite (1987) showed that the dynamical masses inferred from such 
surveys depend on the survey parameters, the group selection procedure, and the way galaxies 
cluster. Consequently, an independent measure of the group mass is needed. In this letter 
we study ga!a..."'l:y groups by their weak lensing effect on the shapes of the images of the faint 
background sources. 

The amplitude of the weak lensing signal is proportional to the mass of the lens, and as 
a result the expected signal from an individual galaxy group is very low. To circumvent this 
problem we study the properties of the ensemble averaged group by stacking the signals of many 
groups at intermediate redshifts, where the lensing signal is maximal. 

Galaxy groups identified in the Canadian Network for Observational Cosmology Field Galaxy 
Redshift Survey (CNOC2) (Lin et al. 1999; Yee et al. 2000; Carlberg et al. 2000) are ideal for 
a weak lensing study of their mass distribution: the survey provides a large sample of groups at 
intermediate redshifts, which c·an be imaged efficiently by wide field imaging. 

2 Observations and analysis 

The CNOC2 survey targeted four widely separated patches on the sky to study the dynamics of 
galaxy clustering at intermediate redshifts. Redshifts of approximately 6200 galaxies clown to 
Re = 21.5 have been measured, resulting in a large sample of galaxies at intermediate redshifts 
(z = 0.12 - 0.55) . A detailed description of the survey and the catalogues is given in Yee et al. 
(2000) . We have observed the central parts of the two patches 1447+09 and 2148-0.5 using the 
4.2m William Herschel Telescope at La Palma. To cover the central regions of the patches, a 
mosaic of 6 paintings was observed , resulting in a field of view of 31 by 23 arcminutes, with a 
typical total integration time per pointing of 1 hour in R, and seeing ranging form 0'.'6 to l'.'O. 

Our object analysis is based on the procedure developed by Kaiser, Squires, & Broadhurst 
(1995) and Luppino & Kaiser (1997) , with a number of modifications which are described in 
Hoekstra et al. (1998) and Hoekstra et al. (2000) . The weak lensing analysis uses galaxies with 
22 < R < 26 as background sources. This results in a sample of 3161.5 galaxies for the 1447 
field, and 25982 sources for the 2148 field. These catalogs contain some faint group members, 
but we find that the contamination of the lensing signal by these galaxies is negligible. 

3 Galaxy Groups 

Finding galaxy groups in a redshift survey such as CNOC2 is a difficult problem. The crucial 
step is to determine the group membership, which is complicated by velocity space interlopers. 
This makes a reliable dynamical mass estimate difficult. The weak lensing mass estimate is more 
robust against contamination by interlopers, as it relies only on the position of the overclensity. 
Lensing in itself does not provide information as to whether the studied structures are gravita­
tionally bound galaxy groups. For our analysis we use the groups presented by Carlberg et al. 
(2000) . The detailed selection scheme is described in detail by Carlberg et al. (2000) , but here 
we will mention briefly the important steps: 

1 Pick a cosmology for the analysis (Ho = 100 km/s/Mpc, 0,,, = 0.2,  and nA = 0) .  We 
note here that the resulting sample of groups does not change significantly if a different 
cosmology is used. 

2 Set the sample's redshift and absolute luminosity limits (k-correct.ed and evolution-compensated , 
of lli�e = -18 .. 5 mag, no initial redshift limits) . 

3 Pick a maximum projected radius l'p (we use 0.2.51i- 1 :tvfpc) and velocity range (which 
corresponds to .5h-1 Mpc) and use these to define the local density relative to a. smooth 



0 . 0 3  0 

0 . 0 2  

... 0 . 0 1  OD 

0 

- 0 . 0 1 
0.0 1 

>< 0 OD 

-0.01 

0 

r [ " ] 
100 200 300 

(a) 

(b) 

- - - - - - -L - - - - J- - - - - - - - - - - �- - - -

j 
I 

0.2 0.4 0.6 0.6 
r [h-1 Mpc] 

153 

Figure 1 :  (a)  The ensemble averaged tangential distortion as a function of radius around the 50 galaxy groups 
from Carlberg et al. (2000). The amplitude of the signal corresponds to that of the 'average' group at the median 
group redshift z = 0.33. The profile of the best fit singular isothermal sphere model (to the solid points),  which 
has a velocity dispersion of 274�!� km/s, is indicated by the solid line. (b) The signal when the phase of the 

distortion is increased by 7r /2: no signal should be present if the signal in (a) is due to lensing. 

n(z) .  If the search radii initially give less than three neighbors, then multiply the smoothing 
lengths by 1 .5 and repeat it for this galaxy. 

4 Select the highest density ungrouped gala..xy and begin a new group. 

5 Add to the group all galaxies having density greater than the mean field density within 
the fixed maximum projected radius and velocity separation. 

6 Determine the weighted mean x, y, z and a1 . Based on a1 , estimate the corresponding 
1'200, and trim galaxies beyond, or add gala..xies within, 1'p = l..5r200 and l:i.v = 3a1 . Repeat 
step 6 four more times, requiring that the last two iterations have an identical result. 

7 Finally, drop galaxy singles and pairs from the catalogue. 

The resulting sample consists of 50 groups which are within the fields we have observed. 
The average redshift of the groups is z = 0 .33, and they have velocity dispersions ranging from 
50 - 400 km/s. Approximately one quarter of the galaxies are assigned to a group. The redshift 
information is crucial because the contrast of the groups with the field is low: the average group 
corresponds to a l .2a overdensity in number counts. 
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4 Mass and mass-to-light of galaxy groups 

\Ve stack the average distortion as a function of radius of the groups, ta.king into account the 
fa.ct that the various groups are at different redshifts . The azimuthally averaged tangential 
distortion as a function of radius around the .50 groups is presented in Figme la.. The amplitude 
of the signal corresponds to that of the 'average' group at a. redshift of z = 0.33. The signal is 
significant at the 99% confidence level. \Ve tested the robustness of the signal in various ways, 
and conclude that the observed signal is clue to weak lensing by galaxy groups. 

The best fit singular isothermal sphere model (i;;(r) = 7'£/2r) to the ensemble averaged 
distortion from the sample of 50 galaxy groups from Carlberg et al. (2000) yields an Einstein 
radius of 7'£ = 0'!72 ± 0".'29. 

The next step is to relate the Einstein radius to an estimate of the velocity dispersion .  To do 
so we use photometric redshift distributions inferred from the Hubble Deep Fields (Fernandez­
Soto, Lanzetta, & Yahil 1999; Chen et al. 1998) ,  which generally work well as has been demon­
strated by Hoekstra et al. (2000) The strength of the lensing signal as a function of source 
redshift is characterized by /3, which is defined as f3 = ma.x[O, D1./ D.] , where Dis and Ds are the 
angular diameter distances between the lens and the source, and the observer and the source. 
For each group-gala..xy pair we compute the corresponding value of /3 based on the R band 
magnitude of the source and the redshift of the group. 

We find (/3) = 0.39, which results in an ensemble averaged group velocity dispersion of 
(a2)112 = 274:'.:�� km/s (nm = 0.2, and nA = 0) for the sample of groups from Carlberg et a.I. 
(2000) .  For nm = 0.2 and nA = 0.8 it changes to (a2) 112 = 258:'.:�� km/s. These results are 
in good agreement with the average velocity dispersion of 230 km/s from the velocities of the 
group members. 

Under the assumption that the light traces the mass, we derive the expected tangential 
distortion as '" function of radius. To measure the mass-to-light ratio, we scale the resulting 
tangential distortion to match the observed signal. In Figme 2a. the resulting profile (solid line) is 
shown. The ratio of the computed and observed signal is presented in Figure 2b, and is consistent 
with a consta.nt mass-to-light ratio with radius for which we find a value of 191 ± 8 1  hM0/LB0 
in the restfra.me B band. 

This measurement of the mass-to-light ratio has not been corrected for luminosity evolution. 
If the luminosity evolution scales with redshift as Ls ex ( 1  + z) (e.g., Lin et al. 1999) , we 
obtain a value of 254 ± 108 hM0/LB0 , corrected to z = 0.  Carlberg et a.I. ( 1997) measured 
the mass-to-light ratio of a sample of 16 rich clusters, for which they found an average value of 
M/L,. = 237±41M0/L,.0. Their result in the B-band corresponds to 438 ±76 hM0/LB0 (where 
we also corrected for luminosity evolution to z = 0) .  Thus the average group mass-to-light ratio 
in the B band is lower than the value typically found for rich clusters. 

Lensing is sensitive to all matter along the line of sight. To examine the contribution of the 
remaining galaxies we redid the calculation of the light profile, using a.II galaxies with redshifts. 
In this case the average mass-to-light ratio is found to be 183 ± 78 hM,:oi/LB0 , in excellent 
agreement with our measurement from group members only. An important consequence of 
this exercise is that the weak lensing estimate of the mass-to-light ratio is insensitive to the 
determination of group membership, unlike the dynamical estimators. 

5 Estimate of nm 

A well known method to estimate the matter density of the universe was proposed by Oort 
( 19.58) :  nm is the product of the universe's mass-to-light ratio and its luminosity density. Carl­
berg et a.I . ( 1997) used the observed mass-to-light ratios of a. sample of rich clusters to estimate 
nn. , for which they found a value of nm = 0.19 ± 0.06. 
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Figure 2: (a) Plot of the average tangential distortion as a function of radius from the ensemble of 50 galaxy 
groups from the CNOC2 survey. The solid line is the expected tangential distortion (scaled by the mass-to-light 
ratio to fit the observations) derived from the average radial light profile, under the assumption that the mass­
to-light ratio is constant with radius. (b) The ratio of the observed distortion and the derived distortion from the 
light (taking M/ LB = 1 in solar units). The shaded region indicates the one rr region around the average of the 

points. The observations are consistent with a constant mass-to-light ratio of 191 ± 81 hM0/Le0.  

The galaxy properties of rich clusters are quite different from that of the field, and a large 
correction is needed to relate the cluster mass-to-light ratio to the mass-to-light ratio of the 
universe. However, we found a small difference between the average restframe colours of group 
galaxies and the field, which is caused by a small difference in stellar populations. We make a 
small correction for this effect ,  and find that the B band mass-to-light ratio of the field is lower 
by a factor 1 . 15 compared to the value found for the groups. 

We combine our estimate of the mass-to-light ratio with the results from Lin et al. (1999 ) ,  
which are based on the same data. Convolving the redshift distribution of the groups with 
their redshift dependent luminosity density yields j = (3.2 ± 0 .6) x 108hLa.:;iMpc-3 (assuming 
nm = 0.2 and nA = 0 ) .  \!\Te obtain nm = 0.19 ± 0.10 for an nA = O cosmology. Our estimate 
for n,,. decreases to a value of nm = 0.13 ± 0 .05 for ni\ = 0 .87. 

Our results on nm agree well with the result from Carlberg et a.I. ( 1997 ) ,  and combined 
constraints from high redshift supernovae (e.g., Perlmutter et al. 1999) and CMB measurements 
(e .g. ,  Efstathiou et al. 1999, De Bernardis et al. 2000) 

Some caveats should be noted as well. We have assumed that the light traces the mass. If 
the dark matter is more extended than the light our estimate for nm should be interpreted as 
a lower limit. In particular, if a large fraction of the ma.ss is distributed uniformly through the 
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universe, it cannot be detected by our analysis, as the weak lensing analysis is only sensitive to 
mass contrasts. Also the correction for the colour difference between group members and the 
field is so mew ha.t uncertain. 

The results presented here a.re based one quarter of the sample of groups found by Carlberg 
et al. (2000) . Observations of the remaining groups would approximately double the accuracy 
of the measurements, which is important to test main assumption made in our analysis: does 
the light trace the mass? 
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WEAK WEAK LENSING: HOW ACCURATELY CAN SMALL SHEARS BE 
MEASURED? 

K. KUIJI<EN 
Kapteyn lnstituut, PO Box 800, 9700 A V  Groningen, The Netherlands 

Now that weak lensing signals on the order of a percent are actively being searched for (cosmic 
shear, galaxy-galaxy lensing, large radii in clusters . . .  ) it is important to investigate how 
accurately weak shears can be determined. Many systematic effects are present, and need to 
be understood. I show that the Kaiser et al. technique can leave residual systematic errors at 
the percent level (through imperfect PSF anisotropy correction) , and present an alternative 
technique which is able to recover shears a factor of ten weaker. 

1 Introduction 

Weak lensing has evolved in the last ten years into a quantitative tool in cosmology. The goal 
is no longer to demonstrate a convincing detection of the effect ,  but to make real measurements 
of the shear, and turn these into real measurements of the projected mass density in a given 
direction. 

An important aspect of this quantitative work is to control systematic effects. While it 
is now relatively straightforward to demonstrate convincingly a coherent alignment of galaxy 
distortions a.round a massive foreground cluster, for example, it is much harder to quantify 
the a.mount of this shear in the presence of seeing, camera distortions, or uncertain redshift 
distributions of the source galaxies. As an example, Fig 1 shows the weak shear field a.round 
the z � 0 .83 cluster MS1054-03 from a 6-exposure WFPC2 mosa.ic5 . In order to come to this 
shear field, many of the effects to be discussed in the following section had to be quantified and 
corrected for. 

Nevertheless, this is an example of a rather strong lensing effect, shears a.round 10%. The 
field is also evolving in the direction of working with weaker and weaker gravitational shears. 
Ground-based cameras now have wider fields which allow the outskirts of clusters to be observed 
efficiently. For a singular isothermal sphere model the shear falls with radius as 1·- 1 ,  and it is 
now routinely possible to reach the region of clusters where the shear should be a.round 1 %.  
\Vhile formally signal-to-noise is  a very weak function of radius (the shear drops outwards, but 
the number of available background galaxies whose shapes may be averaged to yield a shear 
estimate increases with radius) , systematic effects become a serious concern. Also lower-mass 
clusters and groups, much more representative of the universe than the massive X-ray clusters, 
a.re now within reach (Hoekstra. et al 2000) . 

In clusters there is at least the independent sanity check of ma.king sure that the shear is 
aligned roughly with the observed cluster. Lately, though, a. lot of effort has gone into the search 
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Figure 1: Weak Lensing shear field (top), and mass map (right) of the z = 0.83 cluster MS 1054-03 by Hoekstra 
et al (2000) . 

for cosmic shear, which is the lensing effect caused by large-scale structure14•1 •1 5 •9) . Here the 
measurement is rather similar to the early cosmic background radiation anisotropy experiments, 
and constitutes the search for an excess variance. The effect is also on the level of a percent 
shear or less, but its geometry is a priory unclear. 

Also galaxy-galaxy lensing is now being carried out with enormous numbers of lens-source 
pairs, and formal averaging statistics allow shears of well below a percent to be measured (see 
Fisher, this conference ) .  As in galaxy-galaxy lensing the lens and source are rather close together 
on the sky, any large-scale systematic distortion cancels out to first order, making it a little less 
susceptible to residual systematics. 

2 Systematic errors 

The image of a distant galaxy that we record on a CCD is a 

• charge-transferred, 
• pixella ted, 
• camera-distorted, 
• atmospherically blurred, 
• gravitationally lensed, 
• random-shape, 
• randomly-oriented 

galaxy. vVe ca.n only extract the lensing information if we can control all these other effects, 
either by avoiding them, or by measuring and correcting for their effects. 

Fortunately the sky contains a number of calibrators, stars in the field. These are for our 
purposes point-like, and so measure the smearing effects of atmosphere and optics simultaneously 
with the galaxies. Galaxy orientations on the sky are random as far as we know. CCD effects 
can be calibrated by observing at different orientations with respect to the pixel grid, or by 
using totally different cameras altogether. The distortion of the camera can be calibrated with 
astrometric standard fields, or by comparing offset exposures. 



In principle, therefore, it looks as if the required information exists to disentangle the effects 
of gravitational lensing from the other ones. Assuming for the moment that this has been done, 
this means that for each background galaxy an estimate for the distortion can be obtained . 

The distortions g; , (i = 1, 2) are equivalent to the axis ratio and major axis orientation 
observed when an intrinsically round source is lensed. g is related to the distortion matrix ( 1 - Ii - 'YI 

-r2 

-r2 ) 
1 - Ii +  'YI (1)  

through g; = r;/ ( 1  - n,) . Here r is the gravitational shear, and n, the convergence. The latter is 
a measure of the surface mass density in the lens plane, and is the goal of weak lensing. 

There are several complications in converting the observed distortions into a projected mass 
density. 

• PSF. The Point Spread Function affects galaxy images in various ways. If the PSF is 
anisotropic, it will imprint this anisotropy onto the observed image. On the other hand, 
since it has a finite width it will tend to increase the size of faint images. As the PSF acts 
as a convolution, gala..-.Oes of different size are affected by PSF in different degrees. 

• Camera Shear. The camera maps the sky onto the focal plane, but often does not do this 
without introducing some distortion. It is easy to show that such a distortion produces 
shear, and that this acts as a simple additive effect onto the observed gravitational shear. 

• (1-n,). The measured distortion is a combination of r and n,. To derive the shear it 
is therefore necessary to have an estimate of the convergence. This is a fundamental 
limitation of weak lensing, and is known as the mass-sheet degenera.cy12 • Usually one 
assumes that the mass distribution at the outer edges of the field follows some simple 
model (zero, singular isothermal, . . .  ) ,  or one leaves the uncertain n, zeropoint in the resuh?. 

• Redshift Distribution. The deflection angle in lensing depends on the relative distances 
between observer, source and lens. As the source distances are usually unknow11, or only 
known statistically, the lensing angles, and hence the shears, need to be corrected to infinite 
source redshift. This correction factor is usually referred to as the f3 factor: 

r (observed) = /3r(infinite source distance) ,  (2) 

where f3 is the ratio of lens to source distance. The effect is most important for distant 
cluster work, or for situations where lenses and sources are distributed similarly down the 
line of sight as in cosmic shear measurements. Source galaxies used for lensing are usually 
so faint that they are beyond the reach of spectroscopic redshift surveys, so models or 
photometric redshift studies need to be used. The analysis performed for MS1054 (fig. 1 )  
relied on  the  HDF redshift distributions3•2 • A discrepancy of around 10%,  which may well 
be a form of cosmic variance, exists between the two Deep Fields. 

• f3 spread. Even once the mean redshift of the sources is determined, a second-orde
.
r effect 

exists which depends on the width of the distribution of /3. This is because the distortion 
is not linear in n,, and so the observed distortion is 

( b d) 
r (observed) /3r ,J ,J2 0 ( 2 ) g o serve = = -- = In + /J "'Y + n, 

1 - n(observed) 1 - /]n, (3 )  

which, when averaged over source galaxies with different redshift requires knowledge of 
/32 ,  and hence of the variance of the f3-distributi0115•13 • 
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Most of these effects are important when it comes to properly calibrating the strength of a. 
detected distortion pattern, and turning it into a real mass. 

The correction for PSF effects is technically the most difficult of these steps. The most 
extensively used method is the KSB'l method, which can be considered the current 'industry 
standard . '  Of the many weak lensing results that have been obtained to dat.il 1 , most have 
employed this technique. 

3 Tests of the KSB method 

The KSB method uses a combination of centered second image moments as its shape statistic. 
This is a logical choice: these moments measure the orientation and elongation of an ellipse, 
which is a reasonable first approximation to galaxy images. KSB worked out how these image 
moments, and the shape statistics derived from them, behave under various distorting effects. 
The result is a formalism for deriving 'polarizabilities' ,  matrices which express the response of 
the image polarization 

( ) _ (Ixx - Iyy 2Ixy ) 
e1 , e2 = ' --�­Ixx + Iyy Ixx + Iyy 

(4) 

to gravitational shear, and to PSF smearing. KSB show how these polarizabilities can themselves 
be written as combinations of higher-order image moments. The image moments Iij of the galaxy 
image intentity f(x,  y) are computed with a circular weight function H'(r) , to prevent poisson 
noise from dominating the measurements: 

I;j = j dxdyf(x, y)W(1·) . (5) 

In particular, the effect on (e1 , e2) of a distant galaxy under smearing by an anisotropic PSF 
is given by 

(6) 

where p is the PSF anisotropy, (I.Tx - Iyy' 2Ixy) , this time constructed from unweighted second 
moments. 

This formalism works very well, but not perfectly. An example is shown in figure 2, which 
is the average of two normalized gaussians, of (x, y)-variance (1 . 1 ,  1) and (3.9, 4) respectively. 
The total variances in x and y of this PSF are the same, i.e. its anisotropy p is zero. No matter 
what the polarizability of a source, therefore, the KSB formulae would predict no effect on the 
polarization of a source after convolution with this PSF. However, as figure 2 shows, this is 
not correct, because of the radial weight function used in the computation of the polarizations. 
Errors of the order of a percent in the image polarization can result. 

A set of simulations illustrating such systematic effects is shown in fig. 3. A more extensive 
discussion is given in Kuijken ( 1999J0 • 

The residual systematics are not fundamental: the PSF is known perfectly, so all required 
information is there. It is instead a consequence of a mathematical assumption made by KSB 
(that the PSF can be written as a convolution of a very compact anisotropic kernel with a more 
extended , round function) to enable the polarizabilities to be constructed. 

4 An alternative algorithm: Constant Ellipticity Objects 

Alternative algorithms have been developed , but none are in as wide a use as KSB. One class 
is based on reconvolving the data with a circularizing kernel1 5 •7• This is a rather direct way to 
reduce PSF effects, but creates correlated noise and, unavoidably, somewhat degrades the data. 



0 .04 

0.03 
Q)- 0.02 

0 .01  

0 
- 4 - 2  4 0 2 0 2 4 6 8 1 0  

w 

Figure 2: Left: An example of a PSF which is isotropic in its second moments, but not intrinsically. Right: t.he 
polarization of this PSF when it is measured with different gaussian weight functions ( 1 -o- radius w) .  

An alternative algorithm10 does not rely on modelling the second moments, but instead is a 
direct fit of the sources to a sheared, instrinsica.lly circular source, convolved with the PSF. As 
a sheared circular source has ellipticity which is constant with radius, the algorithm has been 
dubbed Constant Ellipticity Objects (CEO) .  

An exhaustive discussion will not be given here, as the details ma.y be  found in  the original 
paper. The essence of the results a.re as follows:  

• When the sources are instrinsically round, the algorithm recovers the shears from noise­
free images, even for very anisotropic PSF's which the KSB technique does not correct to 
better than a percent. 

• \i\'hen Poisson noise is added to simulated images, the best-fit shears are unbiased , and 
the scatter is very similar to the KSB method. (This shows that the KSB method, even 
though it only uses a. few moments of each image, is close to optimal in the amount of 
information it uses from the images) .  

• When the algorithm is applied to sources which are not intrinsically round, but which 
a.re made to look like disk/bulge systems seen at various orientations and inclinations, the 
ensemble average of the individual shear estimates is within a few tenths of a percent of 
the correct value. I.e. , even though the individual galaxies are fit with a model which is 
not correct (they are not intrinsically round) the errors made average out (see Fig 4) . 

5 Consistency Checks 

However shears are measured, it is important to be able to perform consistency checks on the 
results. Below are listed a set of tests that can be performed. 

• Transform corrected galaxy polarizations e1 --+ e2; e2 --+ - e 1 . Surface mass density should 
now be consistent with zero. 

• There should be no correlations between 'Y and e* , the polarization of the stars used in 
the correction for PSF effects. 

• Results should be independent of wavelength observed in, or instrument. 
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Figure 3: Simulations of the extent to which the KSB (solid lines) and CEO (ashed lines) algorithms CO!Tects 
an input PSF anisotropy. Double-gaussian PSF's of axis ratio b/a were convolved with round double-gaussian 
'galaxies', and analysed with both algorithms. k is the ratio of the dispersions of the two gaussian components: 
k = 2 is roughly exponential, k = 3 is roughly de vaucouleurs. No lensing wa5 simulated here, so the derived 

shears should be zero. Several percent residuals remain for the most non-gaussian PSF's. 
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Figure 4: Various galaxy models, of different elongations and orientations, convolved with anisotropic PSFs and 
then analysed with the CEO and l{SB algorithms. Left column: raw polarizations. Middle column: shear deduced 
from the KSB formalism. Right column: shear deduced from the CEO method. The different rows correspond to 

different radial ellipticity profiles of the PSF. 
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• Shear fields should not rotate with the instrument or detectors. 
• Smear image data. with a. typical PSF, a.nd re-analyse these images. Results may be a. little 

noisier, but should be consistent with original result. [this tests algorithm, not data] 
• Vary the weight function radius in KSB 
• Track the signal as a function of source size. Smaller sources are more sensitive to PSF 

6 Summary 

Weak lensing work is moving into the regime of very weak signals. Lensing by large-sea.le 
structure, the outskirts of clusters, and low-mass galaxy groups and individual galaxies are a.11 
being targetted. Pa.rticula.rly the first results being reported elsewhere at this coufereuce on the 
detection of lensing by large-scale structure a.re very exciting. 

Measuring these very weak distortions is a. tricky business, because many other effects need 
to be characterized and corrected for. I have described a new algorithm,  which performs very 
well on test data, which is able to reduce systematic uncertainties associated with the correction 
for PSF anisotropy considerably. Applications on real data are in progress. 
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We present preliminary results of our cosmic shear survey currently in progress at the Canada­
France-Hawaii Telescope (CFHT). We analysed 1 .7 sq. degTees of high quality data (seeing 
below 1 arcsec), out of which we were able to measw·e a significant correlation of galaxy 
shape-orientation over several arcmin scale. We present measurements of the variance of the 
shear (-/) and of the correlation functions (er(ll)er(O)), (e,(ll)e,(O)), and we show that the 
signal is consistent with gravitational lensing by large scale structures predictions. The level 
of residual systematics after Point Spread Function correction is discussed and shown to be 
small compared to our measured signal. We outline several possible future evolutions of our 
work by using additional data of our lensing survey now extended to 9 sq. degrees. 

1 Introduction 

Since the pioneering works by 3•1 2 • 19•29, gravitational lensing by large scale structure has been 
recognized as a. potential powerful probe of the mass distribution in the Universe a.t scales from 
1 arcmin to several degrees. The effect we a.re looking for consists of a. small stretching of distant 
galaxies by the foreground matter, with a.n amplitude of 1-5 percents of distortion. Since the 
induced distortion is very small com pa.red to the intrinsic ellipticities of the ga.la...xies ("-' 0.3) ,  it 
can be observed only statistically by measuring the a.vera.ged orientation a.nd elongation of several 
ga.la.xies. Unfortunately telescope imaging defects (like optical distortion, tracking errors, etc . . .  ) 
induce also a significant coherent elongation of the ga.la.xies, very similar to the gravita.tiona.l 
lensing effect we wish to measure. Therefore the most challenging pa.rt of the analysis is the 
correction of the intrinsic telescope defects (which makes the Point Spread Function anisotropic) 
down to a. level smaller than the expected lensing signal. This problem prevented the detection 
of the lensing effect in the earlier searches 20•24•28• Recently a. significant mea.5urement of the 
galaxy alignment was found thanks to the improvement of the image quality 2·3 , but the analyzed 
fields were small, and yet it was not clear wha.t sort of mass distribution wa.s responsible for the 
lensing effect. 
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Table 1 :  List. of the fields. IV!ost of the exposures were taken in t.he I band at CFHT. The total area is 1.7 deg2 , 
and the � fields are uncorrelated L . 

Target Name Camera Used area Filter Exp. time Period seeing 
F14Pl Fl CFH12K 764 arcmin� v .5400 sec . May 1999 0.9" 
F14P2 F2 CFH12K 764 a.rcmin2 v .5400 sec. May 1999 0.9" 
F14P3 F3 CFH12K 764 arcmin2 v .5400 sec. May 1999 0.9" 

CFDF-03 F4 UH8K 669 a.rcmin2 I 17000 sec. Dec. 1996 0.7.5" 
SA57 F.5 UH8K 669 a.rcmin2 I 12000 sec. May 1998 0.7.5" 
A1942 F6 UH8K 573 a.rcmin2 I 10800 sec. May 1998 0.75" 
F02Pl F7 CFH12K 1050 arcmin2 I 9360 sec. Nov. 1999 0 .8" 
F02P4 F8 CFH12K 10-50 arcmin 2 I 7200 sec. Nov. 1999 0.9" 

The fundamental importance of a clean PSF correction pushed many groups to design specific 
methods of image analysis 4,13,l4,l5,21 ,21. During the preparation of our cosmic shear program, 
we tested intensively the Kaiser, Squires and Broadhurst (KSB) correction scheme on highly 
realistic simulations 7•  We found that the KSB method can easily reach the 1 % accuracy PSF 
correction even for severely deteriorated PSF's as we obtain in real observations. A 1 % accuracy 
might be not sufficient to measure the gravitational lensing effect at the degree scale, but at 
the arcmin scale the gravitational lensing signal is enhanced by the non-linear evolution of the 
large-scale-structures 9 ,  and the variance of the shear (K2} can be as high as 3 - 5%. We are 
therefore confident that the present day technology is enough to detect the cosmic shear effect, 
even if significant improvements remain to be done to fully exploit the scientific case. 

Four independent groups almost simultaneously reported a significant detection 1 •1 5•26,30 and 
a new detection is coming with VLT data. 17•18. Here, we present our own detection 26, and 
discuss different aspects of the PSF correction and of the statistical measurement. Next we 
compare the measurements with the predictions and discuss their consistency. We show how 
our cosmic shear program will hopefully improve the situation very shortly: we outline the new 
measurements and the new tests of PSF correction we plan to do next. 

2 From the data set to the galaxy catalogues 

Table 1 show the list of the fields used in our cosmic shear detection. Despite the relatively 
large differences in the filter and the exposure time, the mean redshift depth is approximately 
1 according to the deepest spectroscopic surveys done so far 5 ,  with a dispersion probably very 
large (� 1 ) .  It is impossible to give a. more accurate determination of redshifts as we do not 
have enough colors for this. A complete scientific interpretation of our signal would require the 
missing redshift information, but in the early stages of the work we were more interested in a 
detection of the cosmic shear effect rather than its scientific exploitation. As discussed in the 
la.st Section, the scientific analysis requires some crucial issues to be addressed first. 

The total field covers a.bout 6300 a.rcmin2 and has a. number density of galaxies of about 
n9 c::: 30 ga.ljarcmin2 • However, after a. proper weighting of the galaxies their effective number 
density is about half (details a.re in the original paper 26) .  Our procedure of shape measurement 
using IMCAT0 is described in details elsewhere7• 18•26 so it is unnecessary to give it here, therefore 
we assume that we have already a. catalogue of PSF corrected ellipticities for the galaxies. 

0 See Nick I\aiser's home page at http://www.ifa .hawaii .edu/�kaiser/. 
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Figure 1: The thick solid line show the measured (-y2 ),  and the error bars are calculated using randomized 
ellipticity orientations. The dashed lines show the ±lCT levels. From left Lo right: (aJ the thin solid lines are 
(-y2) measured in bins of N galaxies, where the galaxies are chosen with respect to the star ellipticity strength e1 
and e2 . The number of galaxies is then converted into a fictive scale which is used to make the plot.. (b) The N 
galaxies are chosen with respect to the optical distortion amplitude. (c) The N galaxies are chosen with respect 

to the CCD lines and columns. 

3 From t he galaxy catalogues to the cosmological parameters 

3. 1 What is the relevant information? 

The easiest quantities to measure for the detection of the cosmic shear effect are the variance 
of the shear (1'2) and the ellipticity correlation functions. For a simplified cosmological model 
(zero cosmological constant, power law power spectrum with slope n and normalization as, and 
a single redshift plane z. ) , we can show that 9 :  

( 1 )  

where 00 is the density of  the Universe and (} the  measurement scale in  a.rcmin. There are similar 
relations for the correlation functions, but we can define several types of correlation functions. 
Here we are interested in (e1 (8)e1 (0) ) ,  (er (8)e,. (O ) )  and (et (8)e,. (O )) ,  where e1 and e,. are the 
tangential and the radial component of the shear respectively: 

-'")'2 cos(28gai) + 1'1 sin {28ga1) , (2) 

where 'Yi are the Cartesian components of the shear and 89a1 is the position angle of the pair 
of galaxies. The correlation functions mentioned above have a particular interest because of 
the specific signatures induced from weak lensing by large scale structures 19:  from the scalar 
nature of the gravity we can show that (e1 (8)e,. (O))  should vanish ,  that (e1 (8)e1 (0)) is positive 
and (e, (8)e,. (0)) should become negative for a. finite range of scale. 

3.2 Measurements and amplitude of the residual systematics 

We assumed that we already have a catalogue of galaxy ellipticities e corrected from the PSF 
anisotropy. ·we call a, the ellipticity dispersion. From a. set of N galaxies a.t positions Ok with 
ellipticities ea (Ok) we can built an estimate of the variance of the shear a.t the position O; 

{3) 
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Figure 2: Measured ellipticity correlation functions (e,(B)e,(O)} (left) and (e,(B)e,(OJ} (right) . 

whose the ensemble average is (E[1'2( 9;)]) = a;/ N + ('y2) .  The term a;/ N can be removed either 
by measuring it on randomized catalogues, or by choosing and unbiased estimate equal to Eq. (  
3 )  without the diagonal elements. 

An estimate of the correlation function E[e; (O)ej(r)] (where ·i and j a.re either t and/or r) 
is built by summing e; (O)ej(r) for all the possible pairs of galaxies separated by a distance r 

Figure 1 shows the measured variance of the shear in our survey. The signal (thick line) 
exhibits the characteristic power law sea.le dependence as predicted from Eq. ( 1 ) ,  and the am­
plitude of the signal has the correct order of magnitude. However, as we shall see in the next 
Section, the cosmic variance and the error bars a.re tao large to put tight constraints on the 
cosmology. 

'AiTe have shown in our original paper26 that the corrected ellipticity of the galaxies a.re uncor­
related with the ellipticity of the stars, which demonstrates the low level of residual systematics 
present in the ca.talogues b. We have reproduced in Figure 1 (thin solid lines) the variance of the 
shear measured when the galaxies a.re picked up according to the local star ellipticity instead of 
taking the galaxies falling into a. given smoothing window. Each estimate of the shear variance 
is done using Eq. (3 ) ,  where the N galaxies have in common a similar PSF anisotropy amplitude 
on the data. It is then easy to convert N to a. scale B, since the number density of galaxies 
is roughly constant. The resulting shear variance is shown as the thin solid lines on Figure 
1 for three cases of possible source of residual systematics (see caption for details ) .  It shows 
that any residua.I systematic cannot be due to star ellipticity, optical distortion and CCD frame 
alignment. 

A robust test of the gravitational lensing origin of the signal is to measure the correlation 
function as indicated a.hove. Figure 2 shows the two relevant correlation functions (e1 (r )e1(0)) 
and (er (r)e,. (O)) . The third one, not shown here, (e1 (r)e,. (O)) is zero a.s we expect from the scalar 
origin of the gravitational field. This results from the fact that systematics are almost non­
existent in the galaxy catalogue, which is a. strong supports for the cosmic origin of our signal. 
However the survey size is still too small to have a. low noise measurement of these quantities, 
and to extract the useful cosmological information . Instead , we shall see this detection as a 
success showing the feasibility of the cosmic shear searches. 

3.3 Cosmological constraints 

Although it is hard to calculate the cosmic variance of the measured quantities at small scale, 
we can use ray tracing numerical simulations in order to compare our measurement with some 

bHowever we found a constant bias or (e1 ) � -0.01 for all the galaxies which we corrected for. The source or 
the bias is still unclear. 
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realistic scenario. Such numerical simulations are available 10 and provide several realizations 
for a set of cosmological models, thus allowing a first analysis of the cosmic variance. Figure 3 is 
a comparison of our shear variance measurement (thick solid line) with three different models: 
(f!0 , a8) = (1 . ,  l . ) ;  (0.3, 0.8.5 ) ;  (0.3, 0 . 6) from top to bottom (see the caption for details ) .  The error 
bars show the cosmic variance measured out of several realizations for ea.ch model. Although we 
can only marginally reject the two extreme models, this figure shows that the data are already 
in favor of cluster normalized models, as suggested by the simplified analytical estimate Eq. ( 1 ) .  

4 Future prospects 

The aim of the above Section was to present a condensed view of our recent cosmic shear 
detection with the first stream of data obtained at CFHT. All the relevant technical details can 
be found elsewhere 7,26 ;  here we emphasized the control of the systematics to a reasonable level 
and that the signal is consistent with the gravitational lensing predictions, although we are not 
yet in good position to put tight constraints on the cosmology. However, we now have 9 sq. 
degres in I (instead of 2) , ready for scientific analysis, of comparable image quality of the data 
discussed here, and the numerical simulations io,25 indicate that this is enough to make a very 
significant measurement of various lensing statistics. 

It is worthwhile to ask what can be done next. The next step is the confirmation of the 
cosmological nature of the signal over many different aspects. There are two areas with significant 
room for improvement: 

1-Beating the systematics: following the same strategy in our cosmic shear paper, we can 
search for systematics by binning the data in various ways. vVith 9 sq. degrees we can bin the 
data in a much refined way than we did before. VVe can study the alignment of the galaxies 
with the stars in bins of magnitude, size or other parameter. Vve can also split the survey into 
smaller parts and analyze independently the different parts. 

2-Search for specific gravitational lensing signatures: this was done with the correlation func­
tion, but we can do much more with 9 sq. degrees. Of course the signal-to-noise of the correlation 
function will be much better, and we can study its shape as a function of size and magnitude 
of the galaxies. The variance of the shear measured with another filter than top-hat will be 
possible: for instance the 11ap statistic 22,25 is known to have a specific angular dependence if 
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induced by gravitational lensing. Vvith a. 9 sq. degrees survey we can also 11ieasure the skewness 
of the convergence 10•25

, which is a direct probe of the cosmological parameters 2•9• Such mea­
sure would require accurate mass reconstruction in non-trivia.I topologies (non-:otra.ight edges 
and holes in the field) ,  and preliminary studies show that such reconstructions give stable and 
unbiased mass maps. Peak statistics 11 is also accessible with a good signal-to-noise with such a 
survey size. Measurement of the shear power spectrum will be done in order to check that the 
po-wer is distributed over the different scales like what weak lensing theory predicts (and do not 
dominate at one specific scale for instance) .  

I t  has recently been suggested that galaxies might have an intrinsic ellipticity correlation 6•8 • 
Although this could also be tested using specific lensing statistics (yet to be developed) ,  we can 
completely get rid of the effect by measuring the correlation between different source redshift 
planes. Since our full survey will be 16 sq. degrees in four colors, we hope to have the luxury to 
work with many different redshift planes (using photometric redshifts) and to extract without 
ambiguity the cosmic shear information and the intrinsic correlations. 
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DETECTION OF COSMIC SHEAR WITH THE WILLIAM HERSCHEL 
TELESCOPE 

D . . J .  BACON, A. R.  REFREGIER & R.  S. ELLIS 
Institute of Astronomy, 1liadingley Road, Cambridge, CB3 OHA , England 

Gravitational lensing by large-scale structure induces weak coherent alignments in the shapes 
of background galaxies. Here we present evidence for the detection of this 'cosmic shear' 
at the 3.4<T significance level with the William Herschel Telescope. Analysis and removal 
of notable systematic effects, such as shear induced by telescope optics and smearing by 
tracking and seeing, are conducted in order to recover the physical weak shear signal. Positive 
results for shear recovery on realistic simulated data are presented, enhancing confidence in 
the measurement method. The detection of cosmic shear is statistically characterised, and its 
cosmological significance is cliscussed. 

1 Introduction 

Understanding the large-scale distribution of matter in the universe continues to be a major 
issue in modern cosmology. Weak gravitational lensing promises to be a particularly effective 
method for determining properties of large-scale structure, since it provides direct information 
concerning the total mass distribution, independently of its state and nature. 

The images of distant field galaxies obtained at a telescope are slightly coherently distorted, 
clue to weak lensing by large-scale structure. With extensive measurements of this shear on 
various scales, one would obtain a direct measure of the power spectrum of density fluctuations 
along the line of sight. 

However, the first stage in such a programme is the detection of the cosmic shear signal; 
this itself is a challenge, because the rms shear amplitude is small - a few percent on arcminute 
scales. Recently four papers describing the detection of this effect have been released (vVittman 
et al 2000, van Waerbeke et al 2000, Bacon et al 2000, Kaiser et al 2000) , presenting mutually 
consistent results with careful analysis of systematic effects. 

Here we overview the detection of cosmic shear obtained with the 4.2m William Herschel 
Telescope, fully discussed in Bacon, Refregier & Ellis (2000) . The current paper describes 
the survey strategy, and discusses how the data are analysed to overcome convincingly the 
contribution of systematic effects to the shear. Simulations used to check our methodology are 
explained , and the cosmological implications of our results are discussed . 
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Figme 1: Expected (left) and measmed (right) instrumental shear pattern for the WHT Prime Focus. The 
expected pattern was derived from the distortion model given in the WHT Prime Focus manual ( Carter & 

Bridges 1995). The observed pattern was measmed using 3 astrometric frames in one of our fields. 

2 Observations 

The goal of our survey is to obtain a homogeneous sample of deep fields, chosen to be on random 
lines of sight separated by > 5° in order to sample independent structures. The galactic latitude 
of the fields was tuned to afford -::: 200 stars within the field of view, necessary to correct for 
anisotropic PSF systematics. 

\Ve carried out deep R-band imaging on 14 such fields with the Prime Focus camera on the 
WHT. This has an 8 ' x 16' field of view and pixel size 0 .237" . The fields were exposed for one 
hour in R; median seeing was 0.81",  having excluded exposures with seeing > 1 .2" . We reach a 
magnitude depth of Rmedian = 25.2, with Rmedian of 23.4 for our selected sample, Zmedian -::: 0.8 ,  
and a number density N = 14.3 arcmin-2 • 

3 Analysis of Systematic Effects 

The aim of our analysis is to remove carefully systematic effects from the galaxies' measured 
ellipticities, leading to unbiased measures of the small (-:::1%) mean shear components for each 
field. We wish to measure the mean shear in 8 'x8 '  cells, for increased shear signal and to allow 
cross-correlation tests. 

We used the Kaiser, Squires & Broadhurst ( 1995) method (KSB) implemented by Kaiser's 
imcat software for object detection and shape measurement. A detection signal-to-noise 11 > 15 
limit was imposed on our usable galaxy catalogue to remove correction systematics found at low 
signal-to-noise level. 

The shear induced by telescope optics must be dealt with; by calculating the telescope 
distortion using objects' relative positions in several dithers, we show that this is negligible 
(shear due to telescope < 0.003 everywhere; see figure 1 ) .  

Next, the PSF anisotropy from e.g. tracking errors must be removed (see figure 2 ) .  Before 
correction this effect induces an rms stellar ellipticity e = 0.07, but after subtracting a fitted 
2-dimensional cubic to stellar ellipticities, the residual stellar nns is a mere e = 1 .4 x 10-3• We 
correct the galaxy ellipticities following Luppino & Kaiser (1997) , using the stellar fit model and 
responsivities to smear measured for the galaxies. 

Finally, galaxies are corrected for isotropic smear, i.e. the fact that smaller galaxies' shapes 
have been more affected by seeing-induced circularisa.tion. Again we follow Luppino & Kaiser's 
( 1997) method; this results in estimates for the mean shear components in each S ' x S '  cell. 
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Figure 2: Left: Stellar ellipticity distribution before correction for observed field (CIRSI2). Mean value observed 
e• � 0.07. Right: Residual stellar ellipticity after correction. The residual mean ellipticity is e'« � 2.6 x 10-3 . 

4 Shear Measurements on Simulated Data 

In order to check our correction of systematics, and to calibrate !\:SB-measured shear to real 
shear, we constructed simulated WHT fields on which to carry out the above shear analysis 
(Bacon et al 2000, in preparation ) ;  one can apply a chosen shear to a field, and test its recovery 
by our algorithm. By creating a joint probability model of the magnitude - number density -
ellipticity - radius distribution of galaxies in Ebbels' ( 1998) HST Groth Strip survey catalogue, 
we were able to draw out statistically similar simulated catalogues for shearing and analysis. 

The catalogues were visualised with !RAF artdata; telescope-specific pixelisation, through­
put, anisotropic PSF, poisson and readout noise were added . A null set of 20 simulated fields 
without shear were created , together with a further 30 fields with an rms shear of 1. .5%. The 
KSB analysis described above was carried out on each field. 

5 Results 

We shall now compare the detection results for the simulated and real data. The left-hand panel 
of figure 3 shows the mean shear components found for our 1 .5% rms shear simulations (30 cells ) .  
The inner circle represents the variance that would be expected from noise alone; one can see that 
there is an excess variance O"fens ' which turns out to be significant; a�ns = (0 .013)2 ± (0.006) 2, 
to be compared with our input a�ns = (0.015) 2. The fact that the method has detected the 
simulated signal with the correct amplitude is encouraging. 

The middle panel of figure 3 shows the mean shear components for 20 simulations with no 
shear added. Note that here the variance is accounted for by noise alone; as expected, there is 
no excess variance. 

The shear results for our observed fields are shown in the right-hand panel of figure 3. Again 
we see an excess variance; with a thorough statistical analysis we find this to be significant, 
with O"fens = (0.016)2 ± (0.008) 2 ± (0 .005)2 , the errors being due to noise and uncertainty on any 
remaining systematics respectively. This corresponds to a 3 .4a detection of cosmic shear. 

By comparing our a�ns = (0 .016)2 ± (0 .012)2 (error now includes cosmic variance) with that 
expected for popular cosmological models, we find that COBB-normalised SCDM is ruled out 
at 3a level, whereas cluster-normalised r-, A-, and OCDM are highly consistent with the data. 

Our results also afford us a measure of as for a given cosmological model. For instance, 
for ACDM with nm = 0.3, we obtain a8 = 1 .47 ± 0.-51, consistent with cluster abundance 
determinations, a8 = 1 . 13 ± 0 .19  (Viana & Liddle 1996) . 
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Figure 3: Mean ;·1 and ;2 for: (left) 30 simulated cells with rms 1.53 shear; (centre) 20 simuiated null cells; 
(right) 26 observed cells. The dashed circle shows the noise rms, the solid circle shows the total nus. In the null 

case, the total rms is consistent with noise alone; in the other cases the excess shear variance is significant. 

With increased numbers of fields in the future, cosmic shear variance measurements will 
afford very precise estimates of as, while skewness measurements of the distortion field will 
provide an independent estimate of !1m , 

6 Conclusion 

Evidence for the detection of shear arising from large-scale structure has been presented based 
on an analysis of 14 fields obtained at the 'William Herschel Telescope, Particular attention 
has been paid to questions of systematic correction and testing of measurement method by 
simulations, Prospects are now bright for measuring with greater accuracy the amplitude of the 
cosmic shear signaL The key uncertainties to overcome are noise and cosmic variance, i.e. more 
independent lines of sight will lead to a better estimate of the shear amplitude. Future cosmic 
shear surveys will consequently provide powerful constraints on cosmological parameters. 
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We report on the detection of cosmic shear on angular scales of 1.3-6.5 arcmin using 45 
independent empty fields observed with the Very Large Telescope (VLT). This result confirms 
previous measurements obtained with the CFH Telescope at the same angular scales. We 
present the data analysis and the first preliminary results. 

1 Introduction 

The large scale structures of the Universe induce gravitational distortion of the shape of the 
background galaxies which can be observed on CCD images as a correlated ellipticity distribu­
tion of the lensed sources (the cosmic shear). The analysis of cosmic shear permits to extract 
information on the geometry of space (fl and A) as well as on the power spectrum of the (dark) 
matter density perturbations responsible for the distortion . Therefore, it directly compares 
observations with cosmological models, without regards on the light distribution .  

In  contrast to  weak lensing analysis of  clusters of galaxies, measuring cosmic shear i s  still a 
challenge. It has a very small amplitude (� 5 times lower than in clusters) and demands deep 
images of a large portion of the sky obtained with high precision instruments. Up to now, this 
task was beyond the reach of the available technology. Although a first detection in a blank sky 
region was reported two years ago 1 , it is only recently that four different groups have succeeded 
in observing cosmic shear 2 • 3 , 4 , 5 •  

The critical issues regarding the reliability of the cosmic shear measurement are the three 
sources of noise: 

- intrinsic noise 
- systematics 
- cosmic variance 

Minimizing the first one is important to get a significant detection; understanding and controlling 
the second one is important to be sure that the signal is induced by cosmic shear; then minimizing 
the third one is important to compare the signal with cosmological scenarios. 
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Figure 1: Distribution on the sky of the 50 VLT fields. Continuous lines are for galactic latitudes b 
0, ±30, ±40, ±50, ±60, ±70. Contrary to what it can seem to a first look, they are not on a regular grid. 

By using jointly these detections it is possible to rule out some scenarios. However, the 
cosmic variance is still too large to distinguish among the more common models of the Universe. 
A significant improvement implies the observation of many independent fields. The Cambridge 
group 3 used nearly statistical independent areas of the sky, but has only 13 fields. The other 
experiments cover a larger area but sample compact regions with few independent fields. In 
this case the amplitude of the cosmic variance is estimated by running numerical simulations 
for each current cosmological models. In any case, the cosmic variance is greater than in the 
case of observation of completely statistical independent fields. The alternative is to observe 
many independent fields in order to infer the cosmic variance from the fluctuations of the shear 
observed from field-to-field . This is the strategy we developed with the VLT /FORSl survey. In 
the following, we describe the analysis of cosmic shear in 50 FORSl fields. This is a preliminary 
study which does not include an extensive investigation of systematics. Nevertheless, the signal 
is strong and highly significant, so we are confident in the results shown in this proceeding. 

2 Observational strategy analysis of VLT /FORS I data 

All the data were obtained in the I band with the FORSl instrument, a 2048 x2048 pixel CCD 
with a 6.81 field of view, mounted at the Cassegrain focus of the VLT-UTl. 

In figure 1 we plot the sky distribution of the 50 VLT fields. Their main characteristics are: 
- at least 5 degrees of separation, to be statistically independent; 
- absence of bright stars (mB > 14) , to avoid diffraction spikes and light scattering; 
- intermediate galactic latitudes (30° :S b :S 70° ) ,  to have enough stars for the PSF correction; 
- two fields in common with the HST /STIS project a.nd two with the WHT project, to allow 

for cross checking of the results. 
Observations were ma.de between May and September 1999 using the service mode available 

at ESO. This observing strategy is particularly well suited for cosmic shear surveys, ensuring a 
seeing always lower than 0 .8" and taking advantage from the possibility to spread the targets 
over a very large part of the sky. 

Each field was observed for 36 minutes with 6 individual exposures per field distributed over 
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a circle of 10" of radius. The median seeing for all the fields is 0.64" (see figure 2) and the 
limiting magnitude is JAB ,...., 24.5 - 25. 

Each image was overscan corrected, bias subtracted and flatfielded with a superflat computed 
with the exposures of the same night. No fringe correction was necessary. The FORSl images 
get through a four port readout, so we treated separately the image subsets coming from the 
four quadrants of the CCD. Then we normalized the gain of the different subsets to obtain an 
image with an homogeneous background. Finally, we aligned the six individual exposures to 
produce the final coadded image. An example is given in figure 3 .  

At this stage, the images are ready for weak! lensing analysis. The incoming light, crossing 
the atmosphere and getting through the optical system of the telescope, undergoes a smearing 
and a circularization .  If we define the ellipticity of the source as 

e _ (111 - 122 . 2112 ) j 2 -
Tr(I) 

, 
Tr(I) 

with l;j = d 9 1'V(9) 9;9j f(9) , 

the observed ellipticity can be expressed by the KSB formalism 6• 7• 8 ,  

eob• = e•ource + P-y; + p•mp 

(1)  

(2)  

where e•ource is the intrinsic ellipticity of the source, p•m is the smear polarizability tensor 
associated with the effects produced by the anisotropic part of the point spread function (PSF 
from now on) and p is connected to the anisotropic kernel g(9) of the PSF through the two 
equations: 

P = (q11 - q22 ; 2q12) ;  q1m = J d29 919m g (9) . 

The vector p can be computed from the stellar ellipticity e* 

e� 
Pa = psm . 

00 

(3) 

{4) 

The quantity P-y is the preseeing shear polariza.bility tensor, that takes into account both the 
effect of the gravitational shear and the circularization effect of the isotropic part of the PSF. 
It is given by the equation 

psh p-Y = psh _ _  *_psm 
psm * 

(.5) 

where psh is the shear polarizability tensor and the subscript "*" refers to the quantity computed 
for stars. 
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Figure 3: Final coadded image of a VLT field. In this case the seeing is 0.53", the source density is 
35.3 sources/arcmin2 , with a 6.5' x 6.5' field and with 67 not saturated stars. 

Assuming that there is no preferred direction for the intrinsic ellipticity of the sources, the 
cosmic shear at a given angular scale is 

(6) 

where the average is computed over a given angular scale. 
Two main tasks can be identified in shear computation: 

- separation between stars and galaxies and selection of stars to compute the PSF correc­
tion for the galaxies; 

- selection of galaxies for which the ellipticity can be computed with a small error. 
Practically, this is translated in the following steps (for details, see 2 ) . 

a) Masking of images: we remove all the boundaries of the four quadrants of the CCD. this 
includes the external boundaries and the central cross delineating the four quadrants. We 
remove also all sources too close to bright sources that can deform them, satellite traces and in 
general all those sources whose shape is difficult to compute correctly. About 12% of objects 
are removed in this way. 
b) Stars selection: as usual, we use a radius vs magnitude plot to select not saturated stars. A 
low cut in the magnitude or an high cut in the radius would result in selecting small galaxies 
instead of stars therefore producing lower quality PSF corrections. 
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c) Fit of the stellar polarizability tensors: using stars, we compute Pa = ;fm and .;;;. in a.11 the 
image, fitting with a third order polynomial. 

"" * 

d) YI computation: using the stellar fits, we compute Eq. 5 for all the sources. YI is a very 
noisy matrix with huge fluctuations. For a given source, we then compute YI making an average 
among its values for the 30 nearest neighbors (see van Waerbeke et al., 2000) . 
e) Source selection: we select sources with stellar class (given by SExtracto1:) < 0.9,  with radius 
> stellar radius and with separation > 10 pixels. 

In figure 4 we plot the star ellipticities for all VLT fields before and after the PSF correction. 
Five fields had a poor PSF correction and were eliminated. 

At the end we have 45 fields with in average 60 stars/field (a minimum of 20 and a maximum 
of 120) ; we have roughly 58700 sources for 1900 arcmin2 that is � 31 sources/arcmin2 and 1300 
sources/field . 

3 Results and conclusion 

For each final corrected image, we computed the variance of the shear, ('y2) ,  at different angular 
scales, where the angular scale is given by the angular dimension of the top-hat window function. 
Then we made an average of ( 12) over the 4.5 fields. 

In this way we can associate an error to the value of ( 12) at a given scale. It is important 
to stress that with 45 fields this also includes the cosmic variance. 

In figure 5 we plot our results together with those of the other cosmic shear measurement 
projects. Note the remarkable agreement between the VLT and the CFHT results, although 
they were obtained with different observational strategies. This is the best guara.ntee that 
cosmic shear measurement is not associated with any local systematic effect .  

Different theoretical models are also plotted in the figure. This plot rules out COBE­
normalized standard CDM, which show the important potential of cosmic shear for cosmology. 
However, the errors are still too large to give precise predictions on the value of cosmological 
parameters n0 and A and the shape of the power spectrum of primordial density fluctuations. 
Only a larger amount of data together with a complete control of the systematics will allow to 
reach this important goal. 
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STATISTICAL PROPERTIES OF THE CONVERGENCE 

DUE TO WEAK GRAVITATIONAL LENSING BY NON-LINEAR 

STRUCTURES 

P. VALAGEAS 
Service de Physique Theorique, CEA Saclay, 91191 Gif-sur- Yvette, France 

Density fluctuations in the matter distribution lead to distortions of the images of distant 
galaxies through weak gravitational lensing effects. This provides an efficient probe of the 
cosmological parameters and of the density field. In this study, we investigate the statistical 
properties of the convergence due to weak gravitational lensing by non-linear structures (i.e. 
we consider small angular windows 8 � 2'). We present a method to obtain an estimate of the 
fttll p. d.f. of the convergence 1<. We show that our preclictions agree very well with the results 
of N-body simulations for the convergence. Hence this gives a very powerful tool to constrain 
scenarios of structure formation. 

1 Probability distribution of the convergence 

1 . 1  Density field 

In order to obtain the properties of the weak gravitational lensing effects we need a detailed 
description of the density field which gives rise to these distortions. Hence we briefly recall here 
the formalism we use to characterize the density fluctuations. It is convenient to express the 
probability distribution of the density contrast 8 = (p - p)/p at scale R and redshift z (here 
p(z) is the mean universe density) in terms of the many-body correlation functions �p(r1 , . .. , rp)· 
Thus we define the quantities (p 2 2) : 

S -

�P -
(8};.)c p 

- c p-1 - (8 2) p-1 c,, z R 
with ( 1 )  

where 17 = 47r /3R3 i s  the volume of  a spherical sphere of  radius R and (8};.)c are the cumulants 
of the density contrast 8 at scale R. Next we introduce the generating function 

oo (-l)P-1 
cp(y) = 2::.: --, - Sp y l' . 

p=2 p. 
(2) 

Then , one can show 1 that the probability distribution of the density contrast 8 within spheres 
of size R is: 

P(8) = c Y_ e[8y-.p(y)J/� 
j+ioo z -

-ioo 2ri·1.� 
(3) 

where we note �2 as �. The interest of the generating function cp(y) is that in the highly non­
linear regime, where the stable-clustering ansatz 2 provides a good description of the density field, 



�4 

it is independent of time. Then, in order to get the properties of the non-linear density field 
we only need the evolution of the two-point correlation function 6, or of the power-spectrum 
P(k) , which is given by the fits obtained from numerical simulations 3. This scaling property 
has been checked in details against numerical simulations for various power-spectra and it also 
characterizes the mass functions of collapsed objects as well as underdense regions 4 .  

1 . 2  Convergence n, 
The gravitational lensing effects produced by density fluctuations along the trajectory of a 
photon lead to an apparent displacement of the source and to a distortion of the image. In 
particular, one can show 5 that the convergence n, is given for small values of ln, I  by: 

3 1x' n, = ? nm dx w(x, Xs) o(x) 
- 0 

with 
H� V(x)D(x. - x) w(x, xs) = -2 V( .· ) ( 1 + z ) c Xs 

(4) 

where x is the radial comoving coordinate (and Xs corresponds to the redshift z, of the source) 
while V is the angular distance. In order to obtain the p.d.f. P(n,) we simply need to derive 
the cumulants (n,P)c· This will provide the parameters S,_,p, similar to Eq. 1, and the generating 
function cp,_(y) , similar to Eq. 2. From Eq. 4 we can write the cumulants (n,P)c in terms of the 
cumulants (oP)c of the density field and using Eq. 1 we can express these quantities in terms of 
the coefficients SP" Next, the resummation of these cumulants (n,P)c as in Eq. 2 can be written 
in terms of the generating function cp(y) which characterizes the underlying density field. This 
procedure is described in details in Valageas6 . It is convenient to introduce first a "normalized" 
convergence k by: 

n, k = -­
l "'min l 

with and [
X • 

F. (x.) = lo dx w(x, x.) (.5) 

where n,min (z.) is the minimum value of the convergence for a source located at redshift z5 as 
seen from Eq. 4 (since o :::>: -1) .  Then, we obtain the simple expressions: 

P(k) = _Y_ efi<y-.p, (y)]/fa J
+ioo d 

-ioo 2n�;. 
and P(n,) = P(/£) 

ln,minl 
(6) 

for the p.d.f. P(k) and P(n,) of the convergence smoothed over the top-hat angular window of 
radius 0. In Eq. 6 we defined: 

I,_ (z) = rr la°" (�k n_2�k) w2 (VkO) with �2 (k) = 41Tk3P(k) and �" = j dx (;.r I,_ , 

(7) 
where lV (VkO) = v�e Ji (VkO) is the window function which corresponds to an angular top­
hat of radius 0. Thus, Eq. 6 shows that the generating function <Pi< (Y) is directly related to its 
counterpart cp(y) which is relevant for the 3-dimensional density field smoothed within spherical 
cells. In fact, a simple approximation is to use: 

(8) 

This means that to a good approximation the p.d.f. P(n,) is obtained from P(o) through a mere 
rescaling. 

2 Numerical results 

In this section we present the numerical results we obtain from the formalism described above, 
for the cases of a critical density universe, with Ho = .50 km/s/Mpc and crs = 0 .6,  and a low­
density flat universe with nm = 0.3, nA = 0.7, Ho = 70 km/s/Mpc, cr8 = 0.9 and I' =  0.21 .  See 
Valageas 6 for a more detailed description. 
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Figure 1: The p.d.f. P(K) of the convergence " for a source at redshift z, = 1 for the angular window 0 = l ' .  The 
solid lines show our prediction. The dashed lines show the gaussian which has the same variance (><2) .  The dotted 
lines correspond to the Edgeworth approximation obtained from the skewness. The squares show the results of 

numerkal simulations. 

We compare in Fig.1 our predictions for the p.d.f. P(n;) with the results of numerical 
simulations 7• We can see that our predictions (solid lines) agree very well with the numerical 
results (open squares) . This good agreement means that even if our approximation for the 
high-order cumula.nts (n:P)c is not very accurate the p.d .f. we obtain can still be a. very good 
approximation to the actual P(n:) . Note also that Fig.1 shows that the generating function cp(y) 
does not strongly depend on the cosmological para.meters (nm , QA) . 

We also display in Fig.I  the ga.ussia.n (dashed line) which would have the same variance (n:2) 
as our prediction. This shows that P(n:) cannot be approximated by a. gaussia.n . In particular, 
one can clearly see the asymmetry of P(n:) ,  with a. maximum at a. small negative value of n; 
and an extended ta.ii at large positive n:. Of course, this is clue to the features of the p.d .f. 
of the density contrast itself. Indeed, on small non-linear scales most of the volume is made 
up of very low density regions ( "voids" ) which explains why P(n;) pea.ks at a. negative value of 
n; (corresponding to negative density contrasts a.long the line of sight, see ( 4) ) .  On the other 
hand, overdense collapsed matter condensations show an exponential ta.ii at large densities which 
translates into the large-n; ta.ii of P(n:) .  When a p.d.f. shows a small departure from a gaussian 
it is customary to consider the asymptotic Edgeworth expansion 8. We display in Fig . 1  this 
expansion up to the first order in f;;,. (which only involves the skewness) . We see that it captures 
the shift of the maximum of P(n:) towards negative n;. However it fails for large n; where a 
spurious oscillation appears. Thus, even to obtain the shape of P(n;) within a 1-sigma. interval 
one needs the complete set of the coefficients Sp . 

3 Conclusion 

Thus, the method described in this study allows one to express the moments of the convergence 
in terms of the moments of the density field at all orders, working in real-space. Then, one 
can sum up the series of the cumulants and to write the full p.d .f. P(n;) of the convergence in 
terms of the p.d .f. P(oR) of the density contrast on comoving scales x � 0 . 1  Mpc (for angular 
windows 8 :<::: 2') . This provides an explicit link between two properties of the density field: 
the counts-in-cells statistics and the convergence of weak gra.vitationa.l lensing distortions. Our 
results apply to the case of a broad redshift distribution of the sources as well as to the case 
where all sources a.re located at the same redshift. 
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\Ve showed that we obtain a good agreement with the results of nnnwrical simulations. 
Hence, using the relations between the properties of the density field and the gravitational 
lensing effects we have described above, one conic! constrain the cosmological scenario of structure 
formation from observations. Our results can also be extended to other measures of weak 
gravitational lensing, like the shear or the aperture mass 9. 

However, we must note that we did not take into account several effects which might distort 
the p.d .f. P(i-;) we obtained : non-linear coupling between deflecting lenses a.long the line of 
sight, higher-order terms beyond the Born approximation, coupling between the sources and 
the lenses. Although we can expect these effects to be rather small it would be interesting to 
investigate in details these processes. 

References 

1. Balian R. ,  Schaeffer R., A&A 220, 1 ( 1989) . 
2. Peebles P.J.E. in The large scale structure of the universe, Princeton University Press, 

1980. 
3. Pea.cock J .A. ,  Dodds S.J . ,  MNRAS 280, 119 (1996) . 
4. Valageas P., Lacey C. ,  Schaeffer R. ,  MNRAS 311, 234 {2000) .  
5. Berna.rdeau F. ,  van Wa.erbeke L . ,  Mellier Y . ,  A&A 322, 1 ( 1997 ) .  
6 .  Valageas P., A&A 356, 771 (2000) . 
7. Jain B. ,  Seljak U. ,  White S . ,  ApJ 530, 547 (2000 ) .  
8. Bernardeau F . ,  Kofman L . ,  ApJ 443, 479 ( 1995) . 
9. Bernardeau F. ,  Va.lageas P., submitted to A&A, astro-ph 0006270. 
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We study the cosmic shear statistics using the ray-tracing simulation combined with a set 
or very large N-body simulations. In this contribution, we first describe our method. Then 
we show some results, especially, focusing on effects or the deflection of light rays and the 
lens-lens coupling which are neglected in computing the theoretical predictions of the cosmic 
shear statistics. 

1 Introduction 

The cosmic shear statistics have been known as a powerful tool for probing the large-scale 
structure formation as well as the cosmological modef . Recently, four independent groups have 
reported estimations of cosmic shear varianc�·3•4•5• Although the current estimations were done 
with relatively small fields which limit its accuracy, on going wide field cosmic shear surveys will 
provide a precious measurement of the cosmic shear variance as well as higher order statistics 
such like the skewness of the lensing convergence. 

Since the pioneering work by Gun1f ,  there has been a great progress in the theoretical study 
of the cosmic shear statisticS'. The analytical formulae for computing the theoretical prediction 
of the cosmic shear statistics are based on the perturbation theory of the cosmic density field 
combined with the nonlinear clustering ansatz. The accuracy and limitations of the theoretical 
predictions should he tested against numerical simulatiomll•9 . 

In this contribution, we summarize, briefly, the methods and selected results of our research 
project on the numerical study of the cosmic shear, details are presented in10• 1 1 .  The project 
aims ( 1 )  to test the analytical predictions against the numerical simulation (2) to examine the 
higher order statistics of the cosmic shear (3) to simulate the observation to examine the possible 
effects caused by, e.g., the source clustering. 
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Table l: Parameters in Three Cluster normalized CDM Models 
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Figure 1: Tiling configuration of simulation boxes. Dashed lines shows the angular comoving distance of ±2.5 
degrees. 

2 Models and methods 

We consider three cluster normalized cold dark matter (CDM) models, parameters in the models 
are summarized in Table 1. N-body simulations were performed with a vectorized particle-mesh 
code. They use 2.562 x 512 particles and the same number of force mesh in a periodic rectangular 
comoving box and use light-cone output 10•1 2 . In order to generate the density field from z = 0 
to z � 2, we performed 10, 1 1  and 12 independent simulations for SCDM, OCDM and ACDM 
model, respectively. We adopted the tiling configuration of the boxe� , i.e., the box size of each 
realization is chosen so that we have a field of view of 5 x .5 square degrees (see Figure 1 ) .  

Light rays are traced through the simulations adopting the multiple-lens plane algorithnP, 
the lens planes are located at intervals of soh-1 . Rays are initially traced backward from the 
observer point on a 5122 grid. "I/Ve computed positions of rays on each lens plane and the lensing 
magnification matrix, lv"I;j, for each ray. The lensing convergence, shear and net rotation are 
expressed by K = (Mu + M22)/2 ,  / = (M11 - M22)/2 + i(M12+ iVI21 )/2 ,  and w = (M12 - M21 )/2 ,  
respectively. "I/Ve performed 40-set of the ray tracing simulations for each model by randomly 
shifting the simulation boxes using periodic boundary condition. The error bars shown in Figures 
3 and 4 represent the standard deviation among 40 realizations. 

Figure 2 shows the convergence field of the source redshift of :::, = 1 from one of SCDM 
model realizations. The filed is .5-degree on a side and contains .5 122 lines of sight. The angular 
resolution is limited by the spatial resolution of N-body simulation .  vVe found that the effective 
resolution is about 2 arcmin for the source redshift of :::, = 1 and is slightly better (worse) for 
the higher (lower) redshift. 
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Figure 2: The lensing convergence, t<, field of the source redshift of z, = 1 in SCDM model. The filed is 5-degree 
on a side. 

3 Results and discussion 

Figure 3 shows the root-mean-square of the top-hat filtered lensing convergence measured from 
the ray-tracing simulation compared with the nonlinear prediction. The dumping on smaller 
scales simply reflects the resolution of the simulation while that on larger scales reflects the 
finite field effect. One may find the very good agreement between the measurements and the 
nonlinear predictions. 

In order to examine the effects of the deflections of the light rays and the lens-lens coupling14 
which are neglected in computation of the theoretical predictions, we also performed the ray­
tracing simulation without including those two. The results are compared with those of the full 
ray-tracing simulations. It is found that the difference in the variance of the lensing convergence 
(and of shear) between full and approximated ray-tracing is very small, Ill.RM 5/ Rl\1 DI < 0 .01 .  
Therefore the the deflections of the light rays and the lens-lens coupling has no significant effect 
on the variance. 

The skewness parameter 53 defined by 53 = (K3) / (K2 )2 is known as a powerful probe of 
density parameter, !:2m14 ,  though, it is difficult to make a precious prediction of its value. Figure 
4 shows 53 measured from the ray-tracing simulations compared with the prediction based on the 
quasi-linear theory of density perturbation. It is clearly shown in Figure 4 that the nonlinearity of 
the evolu tion of density field is very important even at the scale B � 10 arcmin. The lower panel 
of Figure 4 shows the difference in 53 between measured from full and approximated ray-tracing. 
vVe found that the difference is not significant, lll.53/ 531 < 0.0.5 for three cosmological models. 
The theoretical predictions of the skewness parameter with taking the nonlinear clustering into 
account is made by authors1 1 • 1 5 ,  those predictions a.re compared with our numerical results1° .  
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Abstract 

\Ve explore the stability of the variance and skewness of the cosmic gravitational convergence 
field, using two different approaches: first we simulate a whole MEGACAM survey ( 100 
sq. degrees). The reconstructed mass map, obtained from a shear map recovered by the 
usual method via a maximum likelihood method, shows that the actual state-of-the-art data 
analysis methods can accurately measure weak-lensing statistics at angular scales ranging 
from 2.5' to 25'. We looked also at the influence of a varying signal-to-noise ratio over the 
shear map (due to local variations of source density) on the ma5s reconstruction, by means 
of Monte-Carlo simulation. The detectable effect at small scales can ea5ily be corrected-for 
in most of the relevant cases. These results enhance the confidence in the capability of future 
large surveys to measure accurately cosmologically interesting quantities. 

1 Introduction 

The cosmic shear effect has recently been detected (see Bacon et al. 2000, Wittman et 
al. 2000, Kaiser et al . 2000, van Waerbeke et al . 2000 and these proceedings) and the 
shear variance has been measured in a range of scales from 30" to 10' .  However, theoretical 
investigation of lensing statistics (Bernardeau et al 1 997) show that the mea5urement of the 
third order moment of the convergence Ii is necessary to break the degeneracy bet.ween 11m 
and a8 (for symmetry reasons, the third order moment of the shear is null) .  This implies to 
proceed to a full reconstruction of the convergence map. 
Knowing that the skewness of the convergence field is a statistic much more difficult to 
measure than the variance, this raises a few questions: ( 1 )  do the mea5urement errors preserve 
the correlation between cells? (2) How the measurement errors of the shear propagate into 
the convergence reconstruction? (3) How to correctly estimate the noise due to the intrinsic 
ellipticity of galaxies in an observational context? ( 4) How clustering of the galaxies (leading 
to a spatially varying S /N ratio) affects this reconstruction? 
The points 1) and 2) have been adressed by van Waerbeke et al . ( 1 999), considering only 
the noise coming from intrinsic ellipticity. We tried a different approach: we performed two 
kinds of simulations to partly address all those problems. 

2 The simulated lensing survey 

We performed the simulation of a large ( 100 deg2) compact survey whose characteristics are 
similar to those of the future MEGACAM dedicated survey at CFHT. The simulation is 
generated in 6 steps: 
First we have created the synthetic catalog of the whole survey (in an open CDM Universe), 
using the SkyS'tuff a program. We then modified the relevant galaxy parameters (axis ratio, 
luminosity, etc.) accordingly to 2-dimensional simulations of dark matter with a.n angular 
resolution of 2.5' (see van Waerbeke et al ( 1 999) for details). We generated in this manner 
numerous sub-catalogs (40 x 40) and used the Skyllfaker a software to create the synthetic 
images of the galaxies lensed by this 2D simulation. These images have been analyzed with 
lklCATb, and we used SExtractor to clean the catalogs of spurious detections (and to select 

aSkyStuff and SkyMaker are freely available at ftp://ftp.iap.fr/pu b/from..users/bertin 
bsee http://www.ifa.hawaii.edu /faculty/kaiser/ 
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Table 1 :  Characteristics of the simulated survey: the catalog is obtained from a Schechter function and a PDE 
prescription, and designed to reproduce observations. The images are simulation of CCD frames taken at CFHT. 

Size 100 sq. degrees 
Catalog initial density ;::::: 31 galaxies/arc1nin-

Density of detected objects :::::: 22 galaxies/ arcmin 
Catalog features m""'' E [17, 24.5], L!VIC ext. law 
Image pixel size 0.2" 
Seeing FvVHM O.T' 
PSF anisotropy 0.05" rms/axis (tracking) 

Sky SB, reatl-out noise 20 mag/arcsec' (I Band), 5e /ADU 
Object select.ion FLAG =  o, le 1 ,2 I < 1 

Stars m, E [10, 2 1 .5], 60 usables/image 

the objets with uncorrupted photometry as indicated by the FLAG keyword) .  The measured 
shear was then used to reconstruct the i;; map. 
The characteristics of the survey are listed in table 1. As we have only 2-dimensional dark 
matter simulations for a 10x 10 degrees map, all sources in a given area are affected the 
same way, regardless of their redshift. Considering the wide variety of shear values and 
galaxy parameters, this should not weaken our conclusions. The shear is estimated by the 
quantities � and f;l/J, where the p-1 's are components of the shear susceptibil i ty tensor 
and () means a spatial average. 

To correct for the noise coming from intrinsic ellipticity, we have simply calculated J..:ll_ (P,',2 ) .  
Since the theoretical noise is defined from the complex ellipticity, 

( 1 )  

which i s  not equal to the KSB-defined ellipticity (which i s  itself filtered by Gaussians win­
dows, etc.) it is interesting to get such a simple estimator. Nevertheless, this estimation is in 
very good agreement. wit.h the noise one can measure directly on the power spectrum of hi ,  
indicating that we obtain a white noise. We applied the results of  Bernardeau e t  al ( H. 197) 
to correct for the cosmic variance, using a 'sample size' equal to 6 times our largest scale of 
measure, i.e. 2.5 degree. The variance and skewness of i;; that we obtain as a function of the 
filtering scale are shown in fig 1 .  

Although the simulated images still have a quality superior of those of real data (e.g. no 
strong PSF anisotropy - we still performed the anisotropy correction - ,  no big diffraction 
spikes, no bad columns, no strong gradients) , the accuracy of those measures shows that 
current measurement techniques, applied to high-quality data, are reliable enough to allow 
a good determination of large-scale lensing statistics. 

3 Varying the S/N ratio on the shear map 

In the weak lensing approximation one usually estimates the shear inside a window by the 
mean of the galaxies' ellipticities inside t.he window, i.e. 

So one considers the variance of the estimator 

., ( - 2 )  ( 2) (]"; I < ,N '.::::'. I + -::-11 

(2)  

(3) 
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Figure 1:  Variance and skewness of the convergence field measured from the simulated survey (dash-dotted lines) 
compared to the theoretical values (solid lines). The "error" bars are the minimal errors calculated by van 

Waerbeke et al (1999) .  

where n i s  the mean number of  objects per window and () ,,N means averaging on the elliptic­
ity distribution and the spatial distribution of tracers. It is then clear that the sig11al-to-noise 
ratio of the shear depends on the local density of tracers, leading to local noise variation. 
To investigate this effect , we performed a simulation of a 2.5 deg2 survey, again with 2-
dimensional shear maps; the positions of tracers were drawn either from a random (Poisson) 
distribution, or as the result of a random-walk process, of which third and fourth moment 
are independant of scale, while the angular autocorrelation function of the galaxies has an 
amplitude roughly one order of magnitude higher than that of faint blue galaxies (� 0 . 15  
at  l ' ,  see e.g. Brainerd & Smail ( 1 998) ) .  We used 60 realizations of  the  dark matter maps, 
and for each of them we have distributed intrinsically elliptical tracers (crJ,I � 0.2),  dis­
tributed in the two differents manners, and we studied 3 different densities ( 10, 30 and 200 
objects/arcmin2).  

The results on the variance for n = 30 galaxies/arcmin2 are show in fig. 2. ;  an excess of power 
at small scales is visible in the case of clustering of galaxies. Note however that in this set 
of simulations galaxy positions are uncorrelated with dark matter distribution (Bernardeau 
1 998). Although this is not presented on a plot, we checked that the effect on the skewness 
is only due to the alteration of the variance. To correct for the effect ,  one has to realize the 
simple fact that the noise correction must not be done by means of eq. ( 3) ,  but instead that 

(4) 

where (fr) is filtered at the scale of interest. For st.rongly correlated, low-density samples, 
the (-}J) statistic can significantly differ from t· We can see on fig. 2. that this suffices to 
solve t.he problem. Such a correction is not as accurate in the 11. = l 0 galaxies/arcmin2 case, 
but. this should not constitute a problem in an observational context. as the current surveys 
have galaxies samples with larger density and correlation length. 
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Figure 2: The variance of the convergence field for a 25 sq degrees survey. Top 11anel : the tracers density is 30 

objects/arcmin2 and a the ellipticity noise correction made by �. The solid line is the theoretical value, the 
dotted line is the value obtained for a poisson distribution of tracers, the Ja,hed-li11e is obtained when the tracers 
positions are drawn from a random-walk. Bottom panel : the dashed line is t.he variance of the random-walk 
case, with noise corrected as u; x < f.t >. The dash-dotted line is the same case with a tracer density of 10 

objects/arcmin2 . For clarity only error bars of the 'problematic' cases are shown. 

4 Conclusion 

In the framework of future wide field surveys (e.g. the MEGACAM lensing survey) ,  it is 
essential to verify the stability of the statistics of the density field through the measurement 
process. We checked this stability in two ways: first we performed a detailed simulation of 
a large (100 deg2 ) ,  compact survey and analyzed the obtained images, and we succeeded to 
extract the cosmological signal. Secondly, we investigated the effect of rapidly varying S/N 
ratio on the convergence reconstruction via realizations of a random-walk process; the effect 
introduces spurious variance at small scales but can easily be corrected for in most relevant 
cases. This work therefore enhances our confidence on the capability of future wide surveys 
to accurately measure cosmic shear statistics. 
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FOREGROUND-BACKGROUND GALAXY CORRELATIONS IN THE 
HUBBLE DEEP FIELDS 
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A change in the density of distant galaxies is expected around foreground galaxies due to 
gravitational lensing. The Hubble Deep Field North and the Hubble Deep Field South pro­
vide us with the deepest sample of galaxies up to now available and therefore with a good test 
field for this magnification bias effect. We have used Bayesian Photometric Redshifts (BPZ) 
to separate clearly distinct foregrotmd and background populations in different slices of red­
shift. The BPZ technique minimizes the possibility of contamination bet.ween background and 
foreground populations. We have studied the clistribution of fs1 4 < 27 background galaxies 
around foreground galaxies. For low redshift foreground galaxies (z1 < 0.6) in the HDF-N 
we detect with 993 c.l. a negative correlation consistent with the slope of the background 
number counts and gravitational lensing. The results in the HDF-S are not conclusive due to 
the lower number of spectroscopic redshifts available. Finally, we use the measured correla­
tions together with autocorrelation function models of the foreground galaxies taken from the 
literature to estimate O/b. The number of galaxies we have is too small to constraint. well this 
quantity. 

1 Introduction 

The Hubble Deep Field North (Williams et al. 1996) and the Hubble Deep Field South (Williams 
et al. 1999) provide us with the deepest sample of galaxies up to now available. Here we study the 
magnification bias induced by foreground galaxies in the background sources. As it is known, 
dark matter fluctuations act as gravitational lenses. Galaxy formation takes form preferably 
in overdense regions (under the biasing hypothesis) ,  so galaxies a.re tracers of the underlying 
dark matter fluctuations. Therefore, a correlation appears between foreground and background 
galaxies. In the weak lensing regime, w fb = b( O:b - 1 )C'µJ , where b is the bias factor and C'pJ 
is the correlation between the magnification and the matter fluctuations. The quantity O'b is 
related to the slope of the cumulative number counts of galaxies with magnitude lower than m 
through a:b = 2 . .5 dlog��<m) .  Finally, C110 can be calculated in terms of the power spectrum of 
ma.tter fluctuations and the cosmological parameters (Sanz et al. 1997) and is related to the 
foreground autocorrelation WJ !·  Then it is possible to calculate Wjb in any case, although it can 
be very complicated . Assuming that the foreground and background galaxies a.re concentrated 
at the effective distances AJ and Ab, it can be proven (Benitez & Sanz 1999) that 

(1 )  
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In this equation D.z1 is the width of the p.d .f. of the foreground galaxies (e.g. the F\VHM for a 
Gaussian distribution ) .  Q(zf, zb) is a geometrical factor which depends only on the Cosmology 
and it has some desirable properties: for ZJ < 1 and Zb > 1 ,  it changes very slowly with Zb 
and almost linearly with z I .  Most important, it is approximately independent Oil n. Then the 
dependence in [/, in eq. ( 1 ) is linear and Wjb/W!f can be used to estimate [l,Z,- l ,  

Given a sample of galaxies, if we can clearly separate foreground and background subsam­
ples in such a wa.y that they are not physically connected, the cross-correlation between the 
subsamples will be due to gravitational lensing. If the thin screen approximation is valid, the 
correlation can be used to constrain the value of nb-1 . 

2 Data, Photometric Redshifts and Correlation Estimation 

The data we use are the well known Hubble Deep Field North and South images. Both HDF-N 
and HDF-S are believed to be typical .fields and therefore any conclusion drawn from them should 
lead to constraints applicable to the whole sky. The photometry is taken from the literature 
and includes the optical HDF bands F300W, F4.50W, F606\V and F814W as well as infrared .J ,  
H and K £1ters (Fernandez-Soto et al. 1999) . During the final field selection we excluded the 
region occupied by the Planetary Camera images and divided each of HDF-N and HDF-S fields 
in three square regions of 1800xl800 pixel2 , covering an angular area of 72x72 arcsec2 ea.ch. The 
resulting regions correspond to the inner parts of the Wide Field Camera a.nd contains 291 , 325 
and 349 galaxies inside the HDF-N regions and 330 , 344 and 383 inside the HDF-S ones. 

To separate foreground and background subsamples, we need to know the redshift of each 
galaxy. There are only few dozens of spectroscopic redshifts measmed in the HDF-N galax­
ies, and very few in the HDF-S, so we need the best available photometric redshift technique. 
Bayesian Photometric Redshift (BPZ) technique (Benitez 2000 ) allows the inclusion of all valu­
able information , e.g. the redshift distribution of the galaxy type mix, and therefore prevents 
color/redshift degeneracies. Moreover ,  it provides a useful way of quantifying the accuracy of 
redshift estimation. There is an excellent agreement between the HDF-N spectroscopic red­
shifts and the estimated photometric redshifts, with no significant biases, and the rms error is 
2'.z/ ( 1  + Zspec) = 0.08 up to z < 6.  

There are several estimators of the 2-point correlation function commonly used in Cosmol­
ogy. The most straightforward and extensively used are based in the count of pairs of points 
distributed in bins of angular separation. For a detailed review on the different estimators and 
its properties, see Pons-Borderia et al. { 1999) . Among these estimators, we tested the most 
commonly used and finally chose a symmetrized form of the Landy & Szalay estimator (Landy 
& Szalay 1993) : 

• BF(r) NRR BR(1·) NRR FR(r) NRR 
W =  l + --- X -- - --- X -- - --- X --

RR(1·)  NBF RR(r) NBR RR(r) NFR (2) 

where the notation XY denotes the number pairs composed by a galaxy of a sample X and 
the other galaxy from the sample Y. The samples considered a.re foreground galaxies (F) , 

background ones (B) and synthetic, uniformly distributed random sample (R) .  This random 
sample has to be big enough to cover all the area under study and for this particular case a 
number of 105 random points (in ea.ch square field) is needed. 

To obtain error bars we compute the correlation function estimators for 500 simulated sam­
ples with the same number of galaxies as the original one generated by bootstrap resampling. 
The variance in the estimates gives a. mea.5ure of the uncertainty in w .  The bootstrap technique 
in correlation analysis is well-established and its performance is proven to be optimal. 
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3 Results 

The BPZ technique provides us with a solid method to estimate and control uncertainties. This 
has been used to construct reliable confidence intervals for each galaxy redshift . Let us define 
the intervals in redshift that delimitate the foreground and background subsamples, and let us 
include in those subsamples only the galaxies whose 99% confidence interval do not intersect 
with the redshift limits. Doing this, we can be pretty sure of severely reducing the contamination 
effects. The drawback is that only the galaxies satisfying a certain requirement can be considered: 
we loose a big number of galaxies. This problem can not be a.voided and it is inherent to the 
usage of photometric redshifts. 

In the final election of the intervals we have to bear in mind also several other factors. First, 
Q(zJ , Zb) must be almost constant along the background interval. The width b..z1 has to be 
small. To have a measurable effect ( °'b - 1) must depart form 0. This point is particularly tricky 
in the HDF: (o:b - 1) is always close to 0 and the difference is very small for 1 .0 < Zb < 1 ..5 
(to ensure completeness we only consider background galaxies with magnitude ls14 < 27.0) .  
Finally, there should be enough number of galaxies in each redshift interval to estimate both the 
cross-correlation function and the autocorrelation functions. Using our criteria, is impossible 
to satisfy both requirements at the same time: if we choose a foreground interval big enough 
to calculate w J J with statistical significance, the background interval has few galaxies and the 
number of pairs background-foreground is not enough to estimate w fb properly, and vice versa. 
We choose to make a estimation as good as possible of w fb and take w J J from the literature. 

HDF-N results: The cross-correlation function Wfb is shown in Figure 1 for the intervals 
0 < ZJ < 0.6, Zb > 0.65. For this case, the slope °'b is 0.66 ± 0.06 and therefore we expect a 
negative correlation (the autocorrelation function of the foreground galaxies is positive) .  We fit 
the points to a model ·111 (1·) = A1b1·-"Y - C, where C is a integral constraint which is calculated 
numerically and for this particular geometry its value is a.bout 10-3 times the value of the 
amplitude AJb· The slope / is fixed to a value 0 .8 .  The fit gives Ajb = -0.32 ± 0.18 (at 111 ) .  If 
we don't use the last point of the graphic, which does not fit very well to the model, we obtain a 
similar value of AJb = -0.38±0.18. A simple Spearman's correlation test gives a 99% confidence 
level for the detection. From the literature we obtain the amplitude of the foreground-foreground 
autocorrelation function ,4JJ = 1 .07 ± 0.57 (Arnouts et al 1999) . The foreground distribution 
has a width of !:!..z1 '.::::' 0.3 and the background slope is (o:b - 1) '.::::' -0.34 ± 0.06. Using eq. ( 1 )  
we  obtain � '.::::' 4 .2  ± 3.3. 

Other intervals of redshift are not so favorable for cross-correlation analysis. For example, it 
would be desirable to use the overdensity region 0 .4 < z < 1 .2  as our foreground interval, hoping 
that the stronger WJJ would give a clearer detection of Wfb· Unfortunately, background galaxies 
behind that region have °'b = 0.95 ± 0.07, very close to the critical value of l. No significant 
correlation is expected and none was found. 

HDF-S results: The lack of spectroscopic redshifts in the HDF-S advise against the con­
struction of foreground subsamples using the photometric redshift confidence intervals. Any 
reasonably thin foreground slice will contain only a handful of galaxies, and if we widen the 
redshift interval the thin screen approximation is not valid any more. To illustrate this, let us 
consider the foreground interval 0.0 < ZJ < 0.6 .  In that interval, and considering the confidence 
intervals in photometric redshifts, we find 62 galaxies in the HDF-N, 41 of them having spec­
troscopic redshifts. If we look to the HDF-S, we find 27 galaxies and only one of them has a 
spectroscopic redshift. The difference is even greater if we consider the number of foreground­
background tha.t can be formed in both fields: 23560 in the HDF-N versus 71.5 .5 in the HDF-S. 
This severely limits the significance of HDF-S based results. There was not found any coherent 
correlation signal in the different redshift slices tested by the authors. 
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Figure 1: Foreground-background correlation in the HDF-N for the case 0 < ZJ < 0.6 , 0.65 < z0. The lower 
dashed tine corresponds to the fit discarding the last point of the figure. 

4 Conclusions 

We have detected a cross-correlation due to gravitational lensing effect with a. 99% confidence 
level in the Hubble Deep Field North. In the Hubble Deep Field South we don't have enough 
statistic to reach any conclusion . Using HDF-N data, we constrained ¥ :::::: 4.2 ±3 .3 .  This a quite 
large value, as there is strong evidence of the true values of the parameters is near fl :::::: 0.3 and 
b � 1 .  The result is qualitatively consistent with magnification bias but quantitatively is bigger 
than expected. This kind of result is not new in cross-correlation analysis history. QSO-galaxy 
correlation results tend towards larger effects of lensing than predicted by theory (see Benitez et 
al. 2000 and references therein for a short review on observations and the different hypothesis 
that could explain them) .  In the HDF-S the results are too noisy to extract any meaningful 
conclusion from them. The main reason is the absence of spectroscopic redshifts, so we conclude 
that the presence of spectroscopic redshifts is vital to this kind of study. 
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GRAVITATIONAL LENSING EFFECT ON TWO-POINT 

CORRELATION FUNCTION OF HOTSPOTS IN THE CMB MAPS 
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We investigate the weak gravitational lensing effect on the two-point correlation funcLion of 
local maxima (hotspots) in the cosmic microwave background (GMB) maps, which is caused 
b�· the gravitational field due to the intervening large-scale structure. The lensing signatmes 
to the hotspots correlation function can efficiently probe the mass fluctuations wilh relatively 
large wavelength modes around >. ::::: 50h-1 Mpc. Using the numerical experiments, we quanti­
tatively show that the lensing signatures can provide robust constraints on the normalization 
of matter power spectrum for the flat universe with and without the vacuum energy density, 
provided that we use realistic maps with 553 sky coverage expected from Plemel.: Surveyor-. 

I Introduction 

The recent high precision balloon-borne experiments, BOOMERANd and MAXIMA2, revealed 
that the measured angular power spectrum of the cosmic microwave background (CMB) is in 
good agreement with that predicted by standard inflation paradigm. The inflationary scenarios 
also predict that the primordial temperature fluctuations are Gaussian and ,  in this case, sta­
tistical properties of any primary CMB field can be exa.ctly predicted based on the Gaussian 
random theory 3•4 • It has been recently shown that the two-point correlation function of local 
maxima (hotspots) in the CMB maps, �pk-pk ( f1) , has more oscillatory features than the shape 
of the conventionally used two-point correlation of temperature fluctuations field itself 5• This 
physically means that the pairs of hotspots are distributed with some characteristic angular 
separations on the last scattering surface. We then found that the weak lensing fairly smooths 
out the oscillatory shape of �pk-pk (B) as a result of the redistribution in the observed maps of 
the intrinsic pairs of hotspots separated with those characteristic angles 6 . In particular, the 
lensing signatures to the depression feature of �pk-pk(e) around large angular scales (B � 70') 
are pronounced, and therefore it can be a efficient probe of the mass fluctuations with the large 
wavelength modes such as ).. � .50h- 1 Mpc. 

2 Lensing effects on the two-point correlation function of hotspots 

To derive the lensed two-point correlation function of hotspots, we consider the number density 
fluctuations field of hotspots defined by Jnpk (O) = (npk (O) - iipk )/iipk , where npk (O) and iipk 
are the number density field and the average density of hotspots. Since the CMB photons 
are randomly deflected by the gravitational field due to the intervening large-scale structure 
during their propagations, the lensed number density fluctuation field 011��, (0) observed at a 
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certain angular direction (} is the intrinsic filed onpk (O + oO) emitted from the another direction 
(} + of} on the last scattering surface, where c5(} is the lensing deflection angle field. Since the 
weak lensing effect can be measured only in a statistical sense, we focus our investigations on 
the lensing effects on the two-point correlation function of hotspots. We can ea:;ily derive the 
lensed (observed) two-point correlation function of hotspots 6•7 in the similar way as the method 
developed by Seljak 8; 

where the kernel K(B, B') is given by ( 1/u6dB)) exp[-(82 + B'2 )/ (2u6dB) ) ]Io[OB' /a6dB)] and 
!0(,r) is the modified zeroth-order Bessel function. The important quantity aaL (l:I) is the disper­
sion of lensing deflection angle field, which depends on the projected matter power spectrum 6•7•8 . 
The unlensed .;pk-pk(l:I) can be exactly computed based on the Gaussian random theory once 
the angular power spectrum C1 is given 5• Especially, the equation ( 1 )  shows that the lensing 
signature (o.;pk-pk(B) = .;�kL-pdB) - €pk-pk(B)) at a certain angle (} is a measure of the lens­
ing dispersion aaL (B) at the same scale. However, since the more fundamental quantity is the 
three-dimensional mass fluctuations field o(:c ) ,  we need to carefully investigate the projection 
effect how scale mass fluctuations and how redshift structures produce dominant contributions 
to acL( B) in order to constrain the cosmological parameters from c5€pk-pk( B) . 

3 Dependence of the lensing signatures on the normalization of matter power 
spectrum 

To perform quantitative predictions, we specify the cosmological models. Here we consider two 
background models with flmo = 1 ,  h = 0.5 (SCDM) and flmo = 0 .3 ,  fl,\o = 0.7,  h = 0.7 (LCDM) , 
where flmo and fl>.o are the energy densities of the non-relativistic matter and the va.cuum 
and h is a Hubble parameter in units of Ho = lOOhkm s-1 Mpc- 1 . As for the matter power 
spectrum, we employed BBKS transfer function. The free parameter of our model is only the 
normalization of matter power spectrum, which is conventionally expressed in terms of the rms 
mass fluctuations of a sphere of sh-1 Mpc, i .e. ,  a8 . The dependences of as on the lensing effect 
on €pk-pk (l:I) are demonstrated by sets of us = 0.5 ,  1 .0, 1..5 in SCDM and us = 1 .0,  1 .5 ,  2 .0 in 
LCDM, respectively. 

Furthermore, in order to quantitatively investigate the detectability of the lensing signatures 
to €pk-pk(B) for the future sensitive satellite mission Planck Surveyor, we correctly estimate the 
effect of the cosmic variance on measurements of €pk-pk(B) by using a lot of realizations of 
the numerically simulated CMB maps with and without the lensing effect. Then we also take 
into account the observational errors associated with the beam smearing of a telescope and the 
detector noise. Here we adopted specifications of the 217GHz channel on Planck; the beam size 
is Brwhm = 5.5' and the noise level per FWHM pixel is anoise(= oT110ise/TcMB) = 4.3 x 10-6• 
It is straightforward to include those experimental effects into the theoretical predications of 
.;pk-pk(B) as well as the numerical simulations of the lensed and unlensed CMB maps (see 7 in 
detail) .  

Figure 1 shows an example of the numerical results of the lensed two-point correlation 
function of hotspots of height above the threshold v = l (D.pk = �) in SCDM and LCDM 
expected from Planck, respectively. Here we assumed u8 = 1 .5 in both models. For comparison , 
the solid and dashed curves show the theoretical predictions of the lensed and unlensed .;pk-pk( B) , 
respectively. The error bar in each bin is calculated by scaling the variance of the estimates 
obtained from a lot of realizations of simulated CMB maps by the factor corresponding to 6.5% 
sky coverage 7 •  The figure clearly shows that the weak lensing fairly smooths out the oscillatory 
shape of the intrinsic .;pk-pk ( B) and the theoretical predictions are in good agreement with 
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Figure 1 :  An example of the numerical experiments of the lensed two-point correlat.ion or hotspots or height 
above the threshold v = 1 expected from the Planck in SCDM and LCDM with rra = 1 .5 ,  respectively. The solid 
and dashed curves show the theoretical preclictions of unlensed and lensed Epk-pk (O).  The error in each bin is 
calculated from a lot of realizations of the simulation CMB maps and is caused by the cosmic variance and the 
experimental effects of the beam smearing and the detector noise. The bottom panels show the results around 

the depression scale ( � 70') in each model. 

the numerical results. Especially, we wish to emphasize that the lensing ca.uses the pronounced 
smoothing at large angular scales (� 70') where �pk-pk(B) has the depression feature (see bottom 
panels) . We have confirmed that the direct observable quantity acL(B) at the depression sea.le is 
sensitive to the matter fluctuations with large wavelength modes such as >. =  50h-1 Mpc and the 
structures in the redshift range of 1 < z < 3 7. Therefore, the lensing signatures can efficiently 
provide robust constraints on amplitudes of such large scale mass fluctuations independently of 
those provided by the survey of galaxies clustering and the primary CMB anisotropies alone. 

Since the free parameter of our model is only as, we thus present the sensitivity of the lensing 
signatures O�pk-pk(B) to as for simplicity. In Table 1 we summarize the results obtained for the 
determinations of as with a best fit and the error associated with this determinations. The error 
is calculated from the numerical experiments and represents the variance of the best fit values 
of as among a lot of sets of the numerical experiments. The best fit is then obtained mainly 
from the simulation data around the depression scale. The table shows that the accuracy of as 
determinations is more significant for the larger values of input a8 in each cosmological model. 
Furthermore, if comparing both results of SCDM and LCDM with as = 1..5 ,  it is clear that 
robuster constraints can be obtained in SCDM than in LCD.M, more generally for background 
models with larger 0mo· The lensing effect on �pk-pk (B) can thus provide constraints on as-0mo 
plane in a general case. To break the degeneracy between as and 01110 determinations, we need 
to detect the scale dependence of the lensing signatures O�pk-pk ( B) . For example, we require the 
detection of O�pk-pk (B) at B � 20', but this seems to be difficult because the shape of �pk-pk (B) 
at B < 20' is also sensitive to the effects of the beam smearing and the detector noise 7 . 
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Table 1: Summary of best fit values of us determinations from the lensing signatures to �pk-pk (B )  using t.he 
numerical experiments for the expected Planck survey in SCDM and LCDM models. \Ve h ere assumed 65% sky 
coverage, and the lu error in each det.erminat.ion is t.he variance of the best. fit, values of us among a lot. of sets of 

the numerical expedment.s. 

input values of a8 SCDM (!lmo = 1 ,  h = 0 . . 5) LCDM (!lmo = 0.3, !1,\o = 0.7, h = 0 .7) 
0 0.30 ± 0.31 0.32 ± 0.30 

0.5 0.47 ± 0 .24 -
1 .0 1 .03 ± 0.13 0.93 ± 0.23 
1 .5 1. .52 ± 0.12 1 .49 ± 0 . 17 
2.0 - 1 .97 ± 0 . 16 

4 Conclusion 

We showed that the weak lensing effect on the two-point correlation function of hotspots can 
be a powerful probe of cosmological para.meters associated with the matter power spectrum. In 
particular, the lensing signatures a.re sensitive to the mass fluctuations with large wavelength 
modes (� 50h-1Mpc) . Since such fluctuations are now in the linear regime and their evolution 
history is well understood in the context of the gravitational instability in an expanding universe, 
we therefore expect that the projection effect is not a serious problem and the constraints 
provided from the lensing signatures to �pk-pk (B) will be precise. The weak lensing can be 
a direct probe of mapping the inhomogeneous distribution of dark matter, and indeed it has 
been recently shown that the measurements of cosmic shear 9 can successfully constrain the 
mass fluctuations at angular scales of 21 < B < 101• Therefore, by combining those independent 
methods of using the weak lensing, we hope that the shape of matter power spectrum could be 
observationally reconstructed in near future. 
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Abstract 

We propose two methods to measure weak lensing effects in CMB data. Both rely on the 
fact that the weak lensing effect on a source plane at redshift one is significantly correlated 
with the same effect at redshift 1 100, allowing us to cross correlate CMB data with weak 
lensing surveys. We study the efficiency of the cross correlation, the signal-to-noise of the 
two methods and for the most promising one, its sensitivity to the cosmological parameters. 

1 Introduction 

The study of weak lensing effects on the CMB offers a unique probe of the mass distribution up 
to very high redshifts. However, this effect is only a small correction to the CMB anisotropies 
and the methods previously proposed to extract lens contribution out of the CMB data suffer 
in general from low signal-to-noise ratios 1 • We present here two alternate approaches that use 
external data to enhance the detection of the lens effects. Observing that there is a significant 
correlation between lens effects for source planes at z = 1 and z = 1100, we point out that CMB 
patterns should exhibit significant correlations with weak lensing surveys 2 . The first method we 
propose exploits this idea by comparing the relative orientation of the CMB ellipticities and the 
galaxy field . The second one takes advantage of the geometrical properties of the small scale 
CMB polarization expected to hold in inflation theory. 

2 Weak lensing at z = 1 and z = 1 100 

A photon coming from redshifts 1 100 share one about third' of its line of sight with one emerging 
from z = 1 .  Therefore a significant fraction of the gravitational potentials that can alter the 

0in EdS universe. 
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match. 

light paths acts on both photons.It is thus natural to expect that the gravitational deviations 
applied on both light rays are fairly correlated. An estimation of this correlation is given by r ,  
the cross-correlation coefficient, defined by 

(1 )  

\Ve have introduced here Kcmb the convergence field at z = Zcmb = 1 100 and Kgal the one at 
z = 1 .  In a crude model (EdS, n = -1. .5 power law spectrum for the density fluctuation) this 
ratio can be easily computed and gives a 42% correlation between the two convergence fields. 

In practice, the two K fields that appear in (1 )  will be extracted from different experiments 
so that they will be smoothed with possibly different filtering scales. This effect changes the 
value of the cross-correlation coefficient. Fig.1 presents results for 1· in a CDM b model, taking 
into account the difference in beam sizes and a realistic spread of the galactic source plane. The 
ratio is found to be maximal when both filtering scales match , and can be higher than 50%. 

The high amplitude of r betrays a significant cross-correlations between the lens effect on 
the CMB and on the galaxy surveys. 

3 Relative orientations of background galaxies and CMB ellipticities 

The gravitational lenses deviate the photon paths. This effect distorts the observed images of 
the galaxies as well as the observed CMB temperature anisotropies. As a result, the galaxies 
observed orientations are align toward the shear field. In the same way, the structures of the 
CMB maps will be stretched along the direction of the gravitational lenses. The value of the r 
coefficient computed before predict that the two shear field are significantly aligned. Hence, the 
structures of the CMB temperature anisotropies and the galaxies orientations should be very 
comparable. 

We will use the local ellipticity of the CMB temperature field as a tracer of the local orien­
tation of CMB structures (a'f.or - a�or 28,.vor ) 

e = -"2 £ -"2 r ; a2 £ • <> 2 - • 
u,. ur + Uy UT xUT + u/!T (2) 

Remembering tha.t the gravitational lenses affects CMB by changing the apparent position of the 
structures, we can write 8r (8) = oy(8 + {) , where Jr is the observed (lensed) temperature field 

bnon-linear evolution of Lhe power spectrum is t.aken into account 
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and € the lens induced displacement 3 .  Then, at first order, and neglecting the shear gradients 
(which will not contribute in our analysis) it is straightforward to obtain the ellipticity of the 
lensed CMB temperature field , as a function of the primordial ellipticity a.nd the shear field: 

e '.::::' e + 4(-y . e)e - "Y· (3) 

In the inflation theory, the primordial CMB temperature anisotropies a.re expected to be 
Gaussian . In this framework, the ellipticity distribution is very specific and has been calculated 
in 4 

Se 
p(e)de = p(e1 , e2 )ede = 

2 312 de. 
( 1 + Se )  . 

(4) 

From this point, we can compute the distribution of the lensed ellipticity using our first order 
eq . (3) 

P(el ) � Se (1 - 36 e · 
-Y ) "Y - ( 1  + se2)3/2 ( 1  + Se2) 

· (.5) 

This last equation describes the statistical alignment of the lensed CMB field toward the shear 
field. Vve have now all the tools needed to estimate the properties of the relative orientations 
of the CMB structures and the local shear field. Let define (J9 the angle between the ellipticity 
and the shear field at z = 1; cos(09) =: e · -y9/e/g· If the CMB is not lensed (i.e. its ellipticities 
are not aligned to the shear field) the distribution of (Jg is flat. On the contrary, if the CMB is 
affected by lenses, Og will have prefered values a.round 0 a.nd 2rr: Using eq. (5) and assuming 
that at the smoothing scale of CMB data the lens effects at z = 1 and z = 1 100 can be described 
by a joint Gaussian distribution, we can compute the distribution of the angle (Jg and the mean 
value of cos(Og) 

(6) 

The distribution of (Jg presents a departure from the flat distribution. This modulation is propor­
tional to the ratio (n.n.g)/(n.�)112 which is a measure of the cross-correlation between the lensing 
effect at the redshift of the galaxies and the lensing effect on the CMB. The mean value of cos(Og) 
show the same feature. Instead of being null (unlensed case) it is now proportional to the same 
ratio; its measure will then be a direct detection of the cross-correlation of the weak lensing 
effects at different redshifts. In paper 5 we presents this computation in details as well as an 
estimation of (cos(Og))  and its signal to noise ; at a smoothing scale of 51 we have (cos(09 ) )  = 0.06 
and a signal to noise around 5 for survey sizes of 900 deg2 • Figure 2 summarizes these results. 

4 Lens effects on C MB polarization 

The signal to noise ratio of the measure of the alignment of the CMB temperature anisotropies 
a.long the local shear is large enough for a detection of this effect. However building a survey 
large enough for a precise determination of cos(Og )  is quite demanding. To increase the signal 
to noise of a cross-correlation between CMB and the weak lensing survey, it is natural to extend 
this investigation to the CMB polarization. 

The CMB photons are polarized by Thomson scattering on the quadrupolar anisotropies a.t 
recombinaison . The C:MB polarization field, just like any vectorial field, ca.n be described in 
terms of a sca.la.r field E ( a.lso called the electric polarization) and a. pseudo-sca.la.r one B ( mag­
netic polarization) , which describe the non local geometrical properties of the CMB polarization. 

cnot.e here t.hat due to its definit.ion, Og is twice the physical angle; therefore, Ou = rr when the structures in 
CMB and the shear field are perpendicular to each other. 
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Figure 2: Left figure show the distribution funct.ion of 89. The solid line is the uniform distribution (for the 
unlensed casP) .  The dot-dashed line is for ftu = 0.3, A =  0, a-s. = 1 ,  the triple dot-dashed line for 0111 = 0.3, A = 0.7, Us = 1 and the dashed line for nM = 1 ,  A = 0, Us = 0.5. Right figure is the signal-to-noise ratio of 
(cos(89)) as a function of the convergence smoothing scale 80 . The CMB and the galaxy surveys have both a size 
of 900 deg2 . The cosmological models are standard-CDM (dashed line), open-CDM (doUed line) and A-CDM 
(solid lines). The beam size is always 2.51 except for the thick line (A-CDM, 5' beam) and the double thick line 

(A-CDM , 10' beam).  

Accounting for these properties, the primordial E polarization is induced by scalar and tensorial 
perturbations whereas the primordial B part can only be generated by tensors. Inflation theory 
predict that the tensorial perturbations (namely the gravitational waves) will have a very low 
contribution at small scales which then will be dominated by scalar modes 8• It has been shown 
that the lensing effects redistribute the power between the two components of the polarization 
9. Therefore, the small scale B polarization is expected to be dominated by lensing effects. We 
will take advantage of this effect to build cross-correlations between the CMB polarization and 
galaxy surveys with a high signal-to-noise. 

Just like in previous section , the lensing effect on the loca.! polarization vector reduces to 
a displacement 7 P (B) = P(B + €) . This mechanism alters the geometrical properties of the 
polarization field , that is to say, changes the proportion of the E and B components. In the 
weak lensing regime where distortions are small , we obtain, at leading order: 

(7) 

The fij (the totally antisymmetric tensor) accounts for the geometrical properties of the B field . 
It comes in front of two shear-polarization mixing terms. One which we will call the £:.-term 
couples the shear with second derivative of the polarization field . The other one, hereafter the 
V'-term, mixes gradient of the shear and polarization. 

As a consequence, the B field directly reflects the properties of the shear maps. Fig. 3 shows 
a comparison of relation (7) with the exact lensing effect. The agreement is excellent. 

vVith the help of eq. (7) , one can try to recover lensing information out of B polarization. 
Unfortunately, a direct inversion is not possible since it leads to a huge degeneracy in the 
resulting shear maps6 . Here again, we will try instead to cross-correlate the B polarization with 
quantities built upon weak lensing surveys data. Looking at eq. (7) , the most simple idea. is to 
construct guess B-fields, b.6. and bv, with loca.! shear instead of the CMB one and to correlate 
them with our polarization data, 

(8) 

Then, the amplitude of the cross-correlation between D.B and b.6. can easily be estimated. At 
leading order, we have 
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Figure :3: Numerical simul ation results for 4.4 square degree maps. Right panel is the result of an exact sin1ul ation 
of a B field. l\·1idclle left is the result of the first order approximation . The two right panels are the b,,. and bv 
maps. The convergence fields used here have a cross-correlation coefficient of Q.,_18. The cross-correlation coefficient 

between the guess m aps and one of the real m aps are respectively 0.37 and 0.16. 

Table 1 :  Values of the cosmic variance of ,Y� . The survey size is 100 deg2•  vVe used the results of ray-tracing 
simulation from 1 0 . From this estimations, we can expect a cosmic variance for .Yb of less than 103 for realistic 

scenarii. 

CosVar (Xe. )  CosVar (Xv )  
no = 0.3 no = 1 no = 0 .3 no = 1 B = .5', Bgal = 2.5' 6 .4% 4 .8% 6.0% 4 . r%  B = .5' , Bgal = .5' 6.6% 4.8% .5 .0% 4.2% 

() = 10', Bgal = 5' 8.7% 6 .7% 9 .. 5% 7.6% 

Note that these results remain valid even when filtering effects are included (see 6 for complete 
calculation) .  

Fig. 3 shows a numerical illustration of this cross-correlation. The similarities between 
the left and the right maps are not striking. Yet, under close examination one can recognize 
individual patterns shared between the maps. Moreover, computation of correlation coefficient 
gives significant overlapping up to 40%. 

Using this results, we define two quantities insensitive to the normalization of CMB and O's 
and to filtering effects, which probe the cross-correlation between two lensing planes: 

( �.B bc.. (a) ) 

\ �£2) \"�al) 
1 \v" · Vli'.ga1) 

- 2  \vl\'.�a1) ( 10) 

Previous methods to probe weak lensing in CMB anisotropies 1 ran into low signal-to-noise 
problems. This is not surprising since lens effect which is not dominant ca.n be masked by 
statistical deviations of the primary CMB signal, thus reducing the accuracy of lens detection. 
Since B polarization only emerges in presence of lensing, this la.st effect should be avoided. 
Indeed, we showed in 6 that the noise on the detection of Xe. is dominated by the cosmic 
variance. It can be can be simply estimated in terms of the cosmic variances of the polarization 
field and of the shear field , 

. , 2 (I 2))
2 ( l + r2) . (I 2))

2 Cos11 ar(,1c.. ) = CosVar \�E + 2 r2 Cos11 ar \K . ( 1 1 )  

The same kind of equation holds for Xv . This expression leads to  values for the cosmic variance 
of Xe. of less than 8% for realistic 100 square degree surveys (see table 1 ) .  
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f.\�11re ·I: T" (left. figure) and T., for a CDM model. The filtering heam is 2 arc minut.es for all fields. 

5 Conclusion - Sensitivity to the cosmic parameters 

Cross correlating the CMB data with weak lensing surveys is a prom1smg topic. It allows 
for comparison of the lensing effects on different source redshift, for example by measuring 
the coefficient r. As it is sensitive to different redshifts, It could provide new probes of the 
geometrical properties of the universe. 

We showed here two simple ways of performing correlations between CMB and weak lensing. 
The first method is based on the comparison of the relative orientation of the CMB temperature 
anisotropies and of the shape of galaxies. The second, directly compares the lensing effect in the 
B component of the CMB polarization to the weak lensing surveys. This last method seems very 
promising. Its intrinsic cosmic variance is predicted to be very low. Beside, it would provide 
good unbia.5ed cosmic parameter tracers. Fig. 4 shows the behavior of .l'h in the (rlo, A) plane 
which indeed exhibit a fair sensitivity to the vacuum energy density. 

Acknowledgments 

We thank B . .Jain, U. Seljak and S. White for the use of their ray-tracing simulations. KB and 
FB thank CITA for hospitality and LvW is thankful to SPhT Saclay for hospitality. We are all 
grateful to the TERAPIX data center located at IAP for providing us computing facilities. 

References 

1. F. Bernardeau, A&A 324 ( 1997) 15 ; M. Zaldarriaga, astro-ph/9910498 ; F. Bernardeau, 
A&A 338 ( 1998) 767 ; U. Seljak, M. Zaldarriaga, Phys.Rev.Lett. 82 ( 1999) 2636; M. Zal­
darriaga, U. Seljak, Phys.Rev. D; J. Guzik, U. Seljak & M. Zaldarriaga, astro-ph/9912505; 
M. Takada, E. Komatsu , T. Futamase ApJ 533 (2000) , 183. 

2.  Y. Mellier, ARAA 37 ( 1999) 127. 
3.  A. Blanchard, .J . Schneider A&A 184 (1987) 1 ; U.  Seljak ApJ 463 ( 1996) 1 . 
4. Bond, .J .R. ,  and Efstathiou, G, 1987, MNRAS, 266, 655 
5 .  L. Van Waerbeke, F. Bernardeau & K. Benabed, to appear in ApJ, astro-ph/9910366. 
6. K. Bena bed, F. Bernardeau & L. van Waerbeke, astro-ph/0003038. 
7. V. Faraoni, Astron.Astrophys. 272 (1993) 385. 
8 .  U. Seljak, Ap.J 482 ( 1997) 6 ;  W. Hu & M. White, New Astronomy 2 ( 1997) 323. 
9. M. Zaldarriaga, U. Seljak, Phys.Rev. D58 ( 1998) 023003 ; K. Bena.bed & F. Bernardeau, 

Phys. Rev. D 61 ,  123510 (2000 ) ;  W. Hu, astro-ph/0001303. 
10. B . .Jain, U. Seljak, S. White, Ap.J 530 (2000) .547. 



COSMIC STRINGS LENS PHENOMENOLOGY REVISITED 

Francis BERNARDEAU1 & Jean-Philippe UZAN2 
1 Sel'vice de Physique Thearique, CE de S'aclay 

F-91191 Gif-sur- Yvette Cedex, Fmnce 
2 Laboratoire de Physique Theorique, UMR-8627 dtt CNRS, univel'site Pm·is XI, 

F-91405 Orsay Cedex, France 

We present investigations of lens phenomenological properties of cosmic strings for deep galaxy 
surveys. General results that have obtained for lineic energy distribution are present.eel first. 
We stress that gene1ically the local convergence always vanishes in presence of strings although 
there might be some significant clistortions. We then propose a simplified model of strings, 
we call "Poisson strings", for which exhaustive investigations can be done either numerically 
or analytically. 

1 Motivations 

At a time when the observational data seem to converge towards models of structure formation 
with scalar adiabatic initial fluctuations obeying Gaussian statistics 1 , it is probably worth 
recalling that cosmic strings, and more generally tolopological defects, form under very general 
circumstances. Therefore, although they may not be the main seeds of the large-scale structure 
of the universe or of the CMB anisotropies, relics of such objects clue to early time phase 
transitions may still exist. With the advance of a new generation of telescopes and large field 
CCD cameras we think it is worth to keep in mind what could be their observational effects. 

In this presentation we are thus interested in the observational signature of cosmic strings 
on background galaxies. Future large-scale surveys that are in preparation for weak lensing 
observations and that are going to cover a fair fraction of the sky with unprecedented image 
quality are a natural playground for elaborating detection strategies of such strings. 

2 General lens properties of strings 

2.1  Uniform straight strings 

The case of uniform straight string (with Goto-Nambu equation of state) has been exhaustively 
described in the literature 2 •  In this case the metric is actually flat a.round the string. The only 
effect of the string is to induce a "missing angle" so that space is conical around the string. As 
a result galaxies that a.re behind the string may exhibit double images. The pair separation of 
these images is directly proportional to the lineic energy density of string /!O· For strings that 
formed at the Grand Unification scale, that would corresponds to image separation of a few 
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Figure l :  Schematic view of ' he source term for the lens effect of a string. I t  corresponds t o  the inLersection of 
the loop world-sheet and the past light cone of the observer. 

arcsecs. Optical investigations, for that respect, seem the most appropriate way of detecting 
such strings. 

However, the idea strings induce series of image pairs is however coming from a simplified 
description of the string energy properties. Simple numerical experiments 3 clone with numerical 
simulations of string networks suggest that this is too naive a view and that the lens phenomenol­
ogy of strings is much more complex. 

2.2 General string effects 

In general the displacement field induced by strings is not uniform, and thus significant defor­
mation effects of background galaxies can be induced. One can show that, under very general 
hypothesis (with respect to the string equation of state and geometry) , there exists a. potential 
from which the elements of the deformation matrix clerive 5 .  It can formally be written in terms 
of the angular positions ( .?: , y) , 

. _ , DLs J . ( . . . 2 2) 1/2 

<p(x , y) - 4 G D  <ls /t[Xstr. (s) , Ystr. (s)] log [x - Xstr. (s)] + [y - Ystr. (s)] 
OS 

( 1 )  

where (Xstr. (s) , Ystr. (s)) are the angular string coordinates for the  angular curvilinear position s, 
p(Xstr. (s) , Ystr. (s)) is the "projected energy density" at those positions, G is the Newton constant 
and DLs/ Dos is the ratio of the angular distance between the string and the source-plane to the 
one between the observer and the source plane in the thin lens approximation. The projected 
energy density is located on the intersection between the string world-sheet and the past light 
cone of the observer (e.g. Fig. 1 ) .  Its amplitude is given by a combination of the projected Too, 
Toz and Tzz components of the stress-energy tensor of the string if the line-of-sight is a.long the 
z direction. The displacement field is given by, 

E; = -D;cp(x , y) ,  

and the elements of the deformation matrix can be written as, 

/! (a� - a�) cp(x , y) ,  

2 0.TUy <p(.?: , y) ,  

(2) 

(3) 

(4) 
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the local convergence being zero except on the string itself. This result holds despite the fact 
that not only scalar fluctuations a.re contributing to the lens effects, but also vector and tensor 
modes 5 . 

3 A simplified model: the Poisson strings 

In order to have analytical insights into the string lens phenomelogy, realistic moels for string 
shape and energy should incorpa.te complex features: the string are very far from being straight 
lines with uniform energy distribution. We choose4 to describe the energy fluctuation in a simple 
manner, assuming that the string follows a straight line, but with local energy fluctuations. This 
fluctuations a.re assumed to account for the various changes of shape, density of the strings, to 
possible non-standard equation of states, or to the existence of currents along the string. We 
therefore assume the string to be straight a.long the y direction, and the local projected lineic 
energy density ft(s) to be a random field. To specify our model we still need to explicit the 
statistical properties of the ft field . Its average value obviously does not vanish and is given by 

( fo ft (s) ) = /to = 4-rrG DLs/ Dos ' (5) 

where fo is the typical angular displacement induced by the string (2fo would be the pair 
separation if the string were uniform) . 

With the la.ck of any well understanding of the string microscopic physics, we simply assume 
the coherence length of ft to be much smaller than the other distances intervening in the problem. 
In this case the 2-point correlation function of ft can be written, 

(6) 

An important consequence of this assumption is that, at finite distance from the string, the 
deformation matrix elements are sourced by an infinite amount of independent portions of the 
st.ring. They thus obey Gaussian statistics. The lens properties of the string are thus entirely de­
termined by (6) , independently of what could be the one-point probability distribution function 
of /t. 

Elementary phenomenology of "Poisson string" 

On Fig. 2 we depict an example of numerical implementation of such a cosmic string, show­
ing various features associated with this lens system. The grey levels show the variation of 
amplification given by the determinant of amplification matrix. Along the brightest areas the 
amplification is infinite; these locations form the critical lines. This is where the most dramatic 
lens effects could be detected: giant arcs, merging of images . . .  Note that such lines simply do 
not exist for strings with uniform density! The critical lines a.re ma.de ma.inly of two long lines 
running along the string without crossing it. 

It is worth noting that we a.re here generically in a regime of 3 images in the vicinity of the 
string (except in rare cases where it can be 5) instead of 2 as for a strictly uniform string. The 
dashed lines show the locations of the counter images of the critical lines. It delimits the region, 
in the image plane, within which multiple images can be found. It can be noted however that 
the amplification rapidly decreases in the vicinity of the string, so that central images (i.e. the 
ones situated in between the two infinite critical lines) are expected to be strongly de-amplified, 
except when they are close to one of the critical lines. 
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Figure 2: Numerical experiment showing the amplification map, i.e. det(A) , of a "Poisson string" . The brightest 
pixels correspond to infinite magnification: they form the critical lines. The darkest pixels correspond to a 
magnification close to zero. The solid lines correspond to the caustics, positions of the critical lines in the source 

plane. The external dashed lines are the counter images of the critical lines. 
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3. 1 Statistical properties 

The necessary conciseness of these notes does not allow to present a detailed presentation of 
the statistical properties of such a s�'stem. The simplicity of the model a.llows however the 
computation of a lot of general properties, from the position of the critical lines, to the total 
length of the caustics 4 .  

In Fig. 3 we present for instance the number density of intersection points of the critical lines 
with any horizontal axis. From this one can infer for instance the average number of intersection 
points (on one side of string) : 

r+oo ? 
n = Jo dx ncrit .(x) = ,/J � 1 . 155. (7) 

The number of intersection points being an odd number, it means that the critical line crosses 
one horizontal line more than once in at most 7% of the cases. It supports the fact that we 
are dominated by the two long critical lines located on each side of the string. In rare cases, 
however, inner critical lines can give rise to complex multiple image systems. 

The typical distance of the critical lines to the string can also be computed. It is given by 

d 
It'° dx x ncridx) _ ( 2 ) 113 crit. = +oo _ � 0. 10 So �o 
Io d:i: ncrit. ( X) 

whereas the scatter of this distance is about 

L\dcrit. = 0.31 (so �5 J 1!3. 

(8) 

(9) 

The total length of the critical lines (per unit string length) turns out to be also calculable. 
Remarkably one finds 

Lcrit. = � E G) L � 2.80 L, (10) 

where E is the complete elliptic integral, independently of the parameter of the model. In 
particular it does not depend on the dimensionless ratio s0/fo , nor on the position of the source 
plane! And because this result is finite, it also proves that the closed critical lines have a finite 
total length despite the fact that they a.re in infinite number. 

4 Observational prospects 

In Fig. 4 we present a simulated image of background galaxies deformed by a straight Poisson 
string (the case of a Poisson string loop is depicted on the cover) .  On these images pairs can be 
clearly identified , although distances and orientations fluctuate from pair to pair contrary to the 
standard picture. One can also notice numerous small images that appear a.long the string. The 
presence of these images are due to the fluctuating small scale structures of the string. They 
a.re associated with an infinite number of critical lines (and caustics) near the string. In high 
resolution images, that might be the most effective way of detecting strings. 

This investigation provides a new description of the phenomenological properties of lens 
physics for cosmic strings. The model we present is based on general resnlts which state that 
the lens effects of string a.re those obtained from lineic energy density. The model we propose 
should capture most of the generic properties expected in such a case. Although we have 
obviously not demonstrated the validity of the description we adopted, its resemblance with 
previous nnmerical results obtained with simulated string networks 3 makes us think that this 
model could serve as a. guideline for detection strategies in future large angular surveys. 
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Figure 4 :  Example o f  a deformed image by a Poisson string. The field corresponds t o  an external region o f  cluster 
A22l8 ( taken by the Hubble Space Telescope). If such a field was put at z = 1, then an intercepting string along 
the line-of-sight would produce multiple images as observed on this picture (the typical pair separation is about 

5 arcsec) if resolution can reach 0.1 arcsec. 
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We review the use of photometric redshifts in the particular context of Gravitational Tele­
scopes. We discuss on the possible application of such a technique to the study of both the 
faint population of distant sources and the properties of cluster lenses. Photometric reshifts 
could be used to derive the redshift distribution and properties of a very faint subsample of 
high-z lensed galaxies, otherwise out of reach. Concerning the mass distribution in lensing 
clusters, · photometric reshifts are strongly needed to scale the mass in weak lensing analysis, 
and to characterize the lensing stmcture. 

1 Introduction 

Photometric redshifts (hereafter Zphors) a.re a promising technique in deep universe studies. The 
interest for this technique has recently increased with the development of large field and deep field 
surveys, in particular the HDF. The relatively high number of objects accessible to photometry 
allows to enlarge the spectroscopic sample towards the faintest magnitudes. For this reason, 
Zpho/S a.re also important when using lensing clusters as Gravitational Telescopes (GTs) ,  for the 
study of both the background sources and the lenses. 

One of the most widely used Zphoi. techniques is the SED fitting procedure. The observed 
photometric spectra.I energy distributions (SEDs) a.re compared to those obtained from a set of 
template spectra, using the same photometric system. The method is based on the detection of 
strong spectra.I features, a.nd it has been largely applied on HDF studies 19 17 13 25 12 8 2 1 1 • The 
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examples presented in this pa.per have been produced using our public code called hyperz , which 
adopts a standard SED fitting method, but most results should be completely gc·neral when 
using other Zphot tools. hyperz is presented in a recent paper by Bolzonella et a.I. (2000) '\ and it 
is available on the web at http : I /we bast. ast . obs-mip . fr/hyperz. When applying hyperz to 
the spectroscopic samples available on the HDF, the uncertainties are typically 5z/ ( l + z) � 0 .1 ,  
and this value gives an idea of the expected accuracy of Zp/wtS for the purposes of  this paper. 

2 Photometric redshifts and background sources 

The idea is to take benefit from the amplification factor in GTs to study the properties of the 
distant background population of lensed galaxies. The typical amplification ranges between 
1 to 3 magnitudes in the clnstPr corP. In principle, GTs are useful to build-up and study 
an independent sample of high-z galaxies, which complements the large samples obtained in 
standard field surveys. The advantage is that this sample is less biased in luminosity than the 
field. 

2. 1 Redshift distribution of faint galaxies 

One of the main goals of the GT is to determine the z distribution of a very faint subsample 
of high-z lensed galaxies, invisible otherwise, and this can be achieved using Zp/wtS· In order to 
prevent the biases towards or against a particular type of galaxy or redshift domain, Zp/wt shall 
be computed from broad-band photometry using a large wavelength interval, from B (U when 
possible) to K. This allows also to reduce the errors on Zphot (see Bolzonella et al. 2000 for a 
detailed discussion) .  

We have obtained the (photometric) N (z) distribution of arclets in several well known clusters 
(A2390, A370, Cl2244-02, AC114, . . . ). Figure 1 displays a recent example, the Zp/wt distribution 
for different source samples in MSlOOS-12243, corresponding to different limits in magnitude. 
In this case, ZphotS were computed from VLT BVRI (FORS) and JK' (ISAAC) public data 
obtained during the Science Verification phase. The sample includes 5.59 sources located on the 
central 2.5 a.rcminute field of ISAAC, excluding obvious cluster members. The typical number 
of high-z sources found in the inner 1'  radius region of the cluster is � 30 to 50 at 1 '.::'.: z '.::'.: 7 ,  
for a photometric survey performed with the HST and different 4m class telescopes. Clusters 
with well constrained mass distributions enable to recover precisely the N(z,,1i0t) distribution of 
lensed galaxies, by correcting the relative impact parameter on ea.ch redshift bin .  

2 . 2  Optimization of spectroscopic redshift surveys 

An interesting issue for Zphot when using GTs for the spectroscopic study of faint amplified 
sources is the optimization of the survey, that is selecting the best spectral domain in the visible 
or near-IR bands. This means in practice to produce a criterion based in Zp/wt to discriminate 
between objects showing strong spectra.I features in the optical and in the near-IR. 

An additional benefit of Zphot is that this technique efficiently contributes to the identification 
of objects with ambiguous spectral features, such as single emission lines. An example of this 
is given in a recent pa.per by Campusano et al. (in preparation, see a1:;o Le Borgne et al., this 
conference) .  

2.3 Identification and study of very high-z so1trces 

The signal/noise ratio in spectra of amplified sources and the detection fluxes a.re improved 
beyond the limits of conventional techniques, whatever the wavelength used for this exercise. 
An example is the ultra-deep ivIIR survey of A239a1 , and the SCUBA cluster lens survey245 • 
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Figure 1: Photometric redshift distribution of 559 gravitationally amplified sources in the core of MSlOOS-1224. 
ZphotS were obtained from BVRIJK' photometry. Different limits in magnitude are considered in I {left) and !(' 

(right) bands. 

Number of z � 4 lensed galaxies have been found recently, and these findings strongly encourage 
our approach26, 9, 10 , 22 . Cluster lenses are the natural way to search for primeval galaxies, in 
order to constraint the scenarios of galaxy formation. 

High-z lensed sources could be selected close to the appropriate critical lines, and identified 
using Zphot criteria. ZphotS are computed from broad-band photometry on a large wavelength 
interval, from B (U when possible) to K .  

Whatever the Zphot method used, a crucial test is the comparison between the photometric 
and the spectroscopic redshifts obtained on a restricted subsample of objects. Thanks to the 
magnification factor, cluster lenses could be used to enlarge the training sample towards the 
faintest magnitudes. 

2.4 Combining photometric a.nd lensing redshifts 

Lensing inversion and Zphot techniques produce independent probability distributions for the 
redshift of amplified sources. Therefore, the combination of both methods provides an alterna­
tive way to determine the redshift distribution of the faintest high-z sources. Figure 2 displays 
the results for 4 sources in A2390, with Zphot computed from BgVrRiI.JK' photometry2. When 
comparing the Zphot and lensing redshift (z1ens) values for a subsample of 98 arclets in the core 
of A2390, all selected according to morphological criteria (minimum elongation and right ori­
entation are requested) ,  we find that about 60% of the sample have l zpliot - Z/ens l ::::; 0.2.5 . The 
discrepancy mostly corresponds to sources with Zphot � 2, but it must be noticed that the lens­
ing inversion technique is characterized by a trend against the identification of high-z images, 
whereas Zphot does not show this trend. This behaviour is expected as a result of the relative 
low sensitivity to z of the inversion method for high-z values. Thus, in general, the Zp/wt deter­
mination is more accurate than the Z/ens · Nevertheless, the combination of both distributions is 
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Figure 2: Combined Zphot and lensing inversion probability distributions for the redshift of 4 different sources 
in Ai390, representing the typical cases found in this field. Shaded regions correspond to the final composite 
probability. For most objects, such as #660 and #922, Zphot gives a more accurate redshift value compared to 

z'""' except in the cases with a degenerate Zphot solution (#947 and #619) 

particularly useful when a degenerate solution appears using Zphot , as shown in Figure 2. 

3 Photometric redshifts and cluster lenses 

3. 1 Identification of multiple images 

Cluster lenses are useful only when their mass distribution is highly constrained by multiple 
images, revealed by HST and multicolor photometry. The Zphot technique is useful to identify 
objects with similar SEDs within the errors, thus compatible with a multiple image configuration. 
Zphot.S can be used advantageously when data span a large wavelength range, and particularly 
if near-IR photometry is available, because this allows to obtain accurate Zphot in the sensitive 
region of 0.8 S z '.S: 2.  

3. 2 Scaling the mass in weak lensing analysis 

Zphot S are particularly useful when deriving the mass from weak shear analysis: they are used 
to eliminate cluster and foreground galaxies from the analysis, and to scale the lensing distance 
modulus in order to compute the mass from the gravitational convergence. The average con­
vergence "' = E/E�,. , which corresponds to the ratio between the surface mass density and the 
critical value for lensing, may be obtained as a function of the radial distance 0 using different 
methods (see Mellier 199!l18 for a review) .  The mass within an aperture 0 is given by 

2 2 c2 ( Dis )-I 
M(< £1) = 1-.·. ( <  £!) Ee,. · 11 (OD0i) = "' (< 0) 0 ·· G --

D
-4 Dos o/ 

( 1 )  
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where D;j are the angular size distances between the cluster ( I ) ,  the observer (o) and the source 
(s ) ,  and n: (< B) is the averaged convergence within the radius B. Using the N(zplwt ) computed 
through a suitable filter set, the mean value of ( D�'!J01 ) can be computed, thus lea.cling to a fair 
estimate of the mass. This method has been recently applied to the lensing clusters MSlOOS-12243 
and A22lgt (see also Abdel Salam and Gray, this conference) . Because of the small projected 
surface a.cross the redshift space, the effective surface which is "seen" through a cluster lens is 
relatively small, thus producing a s,trong variance from field to field. Obtaining the N(zphot) 
distribution for each cluster could help to improve the mass determination. Nevertheless, the 
distortion on the N(zplwt ) distribution itself depends on the mass distribution (sect. 2 . 1 ) . An 
iterative process is needed to reduce the error bar on the mass, which is � 30% without this 
second order correction3 .  

3. 3 Identification and Characterization of lensing structures 

ZphotS are useful to improve the detection of clusters in wide-field surveys, and to identify the 
visible counterpart of complex lenses. It has been shown that including such a. Zp/wt technique 
in an automated identification algorithm allows to improve significantly the detection levels for 
cluster&21 ,  whatever the algorithm used16 20 14 .  In general , the S/N is improved by a factor of 3 
to 6 up to z � 1 ,  depending on the redshift and magnitude limits. The detection efficiency in the 
0.8 � z � 2 .2  region is improved only when using a Zphot selection based on optical and near-IR 
filters. These comments also apply to multiple, complex and/or dark lenses, where ZphotS allow 
to identify the main lensing structures. Examples of composite lenses recently identified by 
Zphot are MSlOOS-12243, where a secondary lens exists at z � 0.9 ,  and the multiple-quasar fields 
Q234.5+00i3 and the Cloverleai15.  

Cluster members could be also selected using Zphot criteria. The present version of hyperz is 
also able to display the probability of each object to be at a fixed redshift. This is useful when 
looking for clusters of galaxies at a. given (or guessed) redshift. In this way, the number density 
and luminosity density distributions of cluster galaxies can be computed, and M/ L ratios could 
be estimated. 

4 Conclusions and Perspectives 

Concerning the lensing clusters, ZphotS appear as an essential tool for mass calibration in weak 
shear studies (see the recent papers on MS1008 3 and A2219 4 ) . ZphotS allow to improve the 
identification of the "visible" counterpart of lensing structures, to determine their redshifts and 
to measure NI/ L ratios of clusters , groups, etc. 

ZphotS allow to optimize the spectroscopic surveys of faint lensed sources (visible versus near­
IR domains) , and to identify ambiguous spectral features (emission lines) . Before the recent 
VLT survey on AC114 (Le Borgne et al. this conference) , all spectroscopically confirmed lensed 
sources were "bright" (J\,fB ;S - 21 ) .  Because a redshift accuracy of oz � 0 . 1 { 1  + z) is enough 
for most applications, ZphotS allow to go further in magnitude when deriving the statistical 
properties of faint sources. Besides, combining Zphot and lensing inversion techniques provides 
with an alternative way to determine the redshift distribution of sources. A future development 
should be the study of the systematics and biases introduced by GTs when they are used to 
access the distant population of fa.int sources. The typical uncertainty in the amplification factor 
is 2..m � 0.3 magnitudes, a value which is similar to model uncertainties when deriving intrinsic 
luminosities and SFRs of background sources with relatively well constrained SED (� 30% 
accuracy) .  Only well known lenses are actually useful as GTs. 

Conversely, lensing clusters could be considered as a tool to calibrate z,,1i01s beyond the reach 
of standard spectroscopy, up to the faintest limits in magnitude, thus allowing to extend the 
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training set for Zphot.S. The sample of lensing clusters available has to be enlarged , in order to 
obtain a weakely biased image of the averaged properties of sources along different lines-of-sight. 
In order to sample a statistically significant field at ::: :::O: 2 in the strong amplification domain 
(close to the corresponding caustic lines) , we need to study about 10 different and well-known 
cluster lenses. The Ultra-Deep Photometric Survey of cluster lenses and the subsequent spectro­
scopic follow up of sources constitute a well defined program for lOm ground-based telescopes 
and the future NGST. 
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STUDY O F  THE DEPLETION EFFECT IN THE CLUSTER MS1008-1224 
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Observatoire Midi-Pyrenees, Laboratoire d 'A strophysique, UMR 5572, 14 A venue E. Belin, 31.100 

Toulouse, France 

We present a detailed study of the depletion effect. (the radial manifestation of the magnifi­
cation bias) in the cluster MS1008-1224. Following our results concerning the simulations of 
depletion curves (see Mayen and Soucail, 2000 7 for a complete description of the code), we 
propose to constrain the mass profile of the cluster and the main characteristics of its poten­
tial (orient.at.ion and ellipticity). This application is based solely on deep photometry of the 
field and does not require the measurement of the shape parameters of the faint background 
galaxies. 

1 Introduction 

When the logarithmic slope of the galaxy counts is lower than 0.4 (this is the case in all filters at 
large magnitude) , the magnification bias due to a gravitational lens makes the number density 
of objects decrease, and consequently, the radial distribution shows a typical depletion curve. 
This effect results from the competition between the gravitational magnification that increases 
the detection of individual objects and the deviation of light beam that spatially magnifies the 
observed area and thus decreases the apparent number density of sources. Since a few years, 
several tentative analysis have been proposed to determine cluster mass distribution (Broadhurst 
et al., 199.5 2; Taylor et al., 1998 9 ) ,  the redshift distribution of sources and to bring constraints 
on cosmological parameters (Fort et al., 1997 4 ) . 

. 

Here, we propose to use depletion curves in order to constrain the mass profile of MS1008-
1224 and some characteristics of its potential (orientation and ellipticity) by combining results 
of simulations of depletion curves obtained with different lens models (Mayen and Soucail, 2000 
7 ) and high quality multicolor images of MS1008-1224 obtained with FORS and ISAAC during 
the science verification phase of the VLT-ANTU (UTl)  at Cerro Paranal. It is a very rich galaxy 
cluster, located at z = 0.3062 (Lewis et al., 1999 6 ) , slightly extended in X-rays, with a galaxy 
distribution quite circular, surrounding a North-South elongated core. There is a second clump 
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of galaxies to the North. Some gravitationally lensed arcs to the North and the East of the 
field have been reported by Le Fevre et al . ,  1994 5 as well as b:v Athreya et al., 2000 1 who also 
detected a high redshift cluster lensed by MS1008-1224 in the South-vVest part of the field using 
photometric redshifts. 

In practice, we used only the FORS data which extend to a larger distance and are more 
suited for our study. Background sources were selected by remo,·ing the elliptical galaxies 
sequence in a color-magnitude diagram (R - I vs R) ,  essentially Yalicl at relatively bright mag­
nitudes. This statistical correction is not fully reliable as it does not eliminate bluer cluster 
members or foreground sources. 

Our counts may also present an overdensity of objects in the inner pa.rt of the cluster 
(r < 2011) due to the non-correction of the surface of cluster elliptical galaxies we have removed. 
This effect is more sensitive in the inner part of the cluster where these galaxies are dominant. 
But as it is not in the most interesting region of the depletion area, we did not try to improve 
the measures there. 

In addition, due to the presence of two 1 1  magnitude stars in the northern part of the FORS 
field, two occulting masks were put to avoid excessive bleeding and scattered light. We took into 
account this partial occultation of the observed surface for the radial counts above a distance of 
130" . This may possibly induce some additional errors in the last two points of the curves, which 
are probably underestimated, because of the difficulty to estimate the surface of the masks and 
some edge effects at the limit of the field. 

2 Depletion curves and mass density profile 

The first step would be to locate the cluster center. Its position is rather difficult to estimate 
directly from the distribution of the number density of background sources, although in principle 
one should be able to identify it as the barycenter of the points with the lower density around 
the cluster. We did not attempt to fit it and preferred to fix it 15" North of the cD, following 
both the X-ray center position (Lewis et al. ,  1999 6) or the weak lensing center (Athreya et al., 
2000) 1 . 

The radial counts were performed in a range of 3 magnitudes up to the completeness mag­
nitude in the B ,  V, R and I bands and up to a radial distance of 210" from the center, which 
covers the entire FORS field. The depletion was clearly detected in the four bands (see Mayen 
and Soucail, 2000 7 and Figure 1 ) .  The count step was fixed to 30 pixels (6" ) in the innermost 
80" and for the rest of the field we adopted a count step of 60 pixels ( 12" ) in order to reduce 
the statistical error bars. These values are a good balance between statistical errors in ea.ch bin 
which increase for small steps and a reasonable spatial resolution in the ra.clial curve, limited by 
the bin size. 

We fitted the observed depletion curve in the I band with three mass models (Figure 1 ) ,  
namely a singular isothermal sphere (SIS) , a power-law density and a Navarro, Frenk & White 
8 (NFvV) profiles. For each model, a x2 minimization was introduced to derive the best fit 
and their related parameters (Table 1 ) .  The absolute normalization of the mass profiles results 
from the count model in empty field we have used (which fix the redshift distribution of the 
background sources before magnification by the gravita.tional lens) . The curve was fitted after 
removing some clear deviant points : the last two points probably poorly corrected from edge 
effects, and those associated to the overdensity seen at r '.:::'. 8011• This bump is easily identifiable 
in the V, R and I curves, and can be partly explained by the presence of a background cluster 
lensed by MS1008-1224 and identified by Athreya et al., 2000 1 • Nevertheless, even if we remove 
from our data all the lower right quadrant of the field where this structure is located , the bump 
is still there although significantly reduced. This suggests tha.t it may be more extended behind 
the cluster center than initiaily suspected. 
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Figure 1: Depletion curve measured in MS 1008- 1224 in the I band. The best fit by the three models described 
in text are given. Error bars correspond to Poisson statistical noise. In the shaded area, the signal cannot be 

constrained observationally (decrease in the observed area, obscuration by the brightest cluster galaxies . . .  ) .  

Table 1 :  Results of the fit of the model parameters. The errors are given at  the 99.9 3 confidence level. 

Model Parameter reduced x2 

SIS CT = 1200±?�g km s-1 0.49 
PLP PE = 2.4 ±/,:� X 1015 M0/Mpc3 0.62 
PLP a: = 1 .88±8:�� 0.65 
NFW r200 = 3.2±8:� Mpc 0 .44 
NFW c = 8 .9±�:l 0.45 

• The velocity dispersion derived from the SIS model (CT fit = 1200±?�g km s-1 ) is in good 
agreement with the value measured by Carlberg et a.I . ,  1996 3 (aobs = 10.54 ± 107 km s-1 ) 
but is more discordant with the value of 900 km s-1 inferred from the shear analysis of 
Athreya et al. ,  2000 1 . 

• The slope of the potential fit with a power-law density profile is close to an isothermal one 
(a: = 1 .88±8:m , although slightly shallower. 

• For a NFW profile, we find a viria.l radius (r200 = 3.2h5� Mpc) and a concentration 
para.meter (c = 8.9) quite in good agreement with those of Athreya. et a.I . ,  2000 1 derived 
from weak lensing measures. 

• The comparison between the 3 fits favors a NFW profile as the best fit of our depletion 
curve (Table 1 ) ,  also in agreement with the shear results for this cluster. 

It is important to note that the mass profiles inferred from the depletion analysis are in good 
agreement with the shear masses (Figure 2 ) .  Thus, the masses found by using two independent 
lensing mass estimates are consistent whatever the radial distance from the cluster center. The 
discrepancy with X-ray mass still remains, although it is slightly reduced at large distance from 
the center. This encouraging result allows to consider the use of the depletion as a secure 
alternative solution against the other lensing mass estimates when the quality of the data is not 
sufficient to allow the use of the usual ones. 

The study of the shape of the depletion area, which can be easily related to the ellipticity 
and the orientation of the mass distribution, has also allowed us to constrain these para.meters 
with a. good accuracy for MS1008-1224 (see Mayen and Souca.il, 2000 7) .  
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Figure 2: Mass profiles of MSlOOS- 1224 inferred from the depletion analysis. X-ray and shear masses are also 
shown. The agreement between the two lensing mass estimates is very good. 

3 Conclusion and outlook 

The study of the depletion effect in the cluster MSlOOS-1224 with very deep and high quality 
VLT images has allowed us to constrain the mass profile up to a reasonable distance from the 
center and to constrain the ellipticity and the orientation of the mass distribution with a good 
accuracy. The results found are consistent with those inferred from other lensing techniques. 
Thus, the depletion reveals itself as a secure technique. The next step to explore is the influence 
of the clustering of background sources and the interest of wide field imaging : The normalization 
of the field number counts for the magnification bias can also be estimated outside the cluster, 
in exactly the same observing conditions (filter, magnitude limit, seeing, . . .  ) , giving an absolute 
calibration of the depletion effect. A more prospective point which still requires to be studied in 
details is the reconstruction of two-dimensional mass maps of clusters from the depletion signal 
only. 

Acknowledgments 

We wish to thank the European TMR Programme Gravitational Lensing : New Constmints on 
Cosmology and The Distribution of Dark Matter for its financial support. 

References 

1. Athreya, R., Mellier, Y., Van \Vaerbeke, L . ,  Fort, B. ,  Pell6, R., Dantel-Fort, M., 2000, 
submitted to A&A, astro-ph/9909518 

2 .  Broadhurst, T. J., Taylor, A. N . ,  Peacock, J. A. ,  199.5 ,  ApJ , 438, 49 
3.  Carlberg, R.  G. ,  Yee, H.  K. C. ,  Ellingson, E. ,  Abraham,  R., Gravel , P., Morris, S . ,  

Pritchet, C. J . ,  1996, ApJ , 462, 32  
4 .  Fort, B. ,  Mellier, Y . ,  Dantel-Fort, M.,  1997, A&A, 321 ,  3 .53 
5. Le Fevre, 0 . ,  Hammer, F., Angonin, M. C. ,  Gioia, I. M. ,  Luppino, G. A. ,  1994, Ap.J , 

422, L5 
6. Lewis, A. D. ,  Ellingson, E. ,  Morris, S. L . ,  Carlberg, R. G. ,  1999, Ap.J , 517, .537 
7. Mayen, C., Soucail, G., 2000, submitted to A&A, astro-ph/0003332 
8. Navarro, .J. F., Frenk, C. S . ,  White, S.  D. M., 1996, Ap.J , 462, 563 
9.  Taylor, A.  N., Dye, S., Broadhurst, T. J., Benitez, N., Van Kampen, E. , 1998, Ap.J , 501,  

539 
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We present here the first results on the VLT /FORS-1 spectroscopic survey of amplified sources 
and multiple images in the lensing clusters AC114 and CI0054. Background sources were 
selected in the cluster core, close to the critical lines, using photometric redshifts combined 
with lensing inversion criteria. Spectroscopic results are given, together with a brief summary 
of the properties of some of these high-z galaxies. 

1 Introduction 

To study distant galaxies properties, we can either observe blank fields or use clusters of galaxies 
as natural telescopes. Cluster lenses allow to study in greater details the same population seen in 
blank field surveys and to probe intrinsically fainter galaxies that can- otherwise not be studied. 
Of particular interest is to define a new sample of high-z galaxies in the cluster cores where the 
amplification is the highest (typically 1 to 3 magnitudes) . For these galaxies, the signal to noise 
ratio in the spectra and the detection fluxes are improved beyond the limits of conventional 
techniques. 

Such lensing techniques have been succesfully applied in various wavebands from UV to 
Submm. To get rid of the cluster galaxies, the selection criteria of the distant galaxy candidates 
are based on a combination of photometric redshits and lensing inversion methods (Kneib et 
al. 1996; Ebbels et al. 1998, Pell6 et al 1999a,b) . In our study, photometric redshifts are 
computed from broad-band photometry on a large wavelength interval. This allows to reduce 
errors on the redshift determination, and reduces the biases towards or against. a particular 
type of object or redshift domain. Furthermore, it helps to optimize the instrument choice for 
the spectroscopic follow-up (visible vs. near-IR) . Photometric redshifts were computed through 
a standard minimization procedure, using the public code hyperz (Bolzonella et al. 2000 ) .  
This procedure . uses a template library of spectra derived from the new Bruzual & Charlot 
evolutionary code (GISSEL98, Bruzual & Charlot 1993) .  

\i\Te report here the results obtained using the VLT /FORS instrument in  the cluster-lenses 
AC1 14 (z=0.312) . More details will be given in a forthcoming paper (Campusano et al. ,  2000) 
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Figure 1 :  HST /WFPC2 image ( F702W) of AC1 14 cluster core with the identified high redshift galaxies and 
multiple images. The thin contour lines represent the total mass distribution as modelled by Natarajan et al. 

( 1998). The critical line (dotted unes) and the caustic unes (dashed unes) are shown for z = 3.35. 

2 Observations and data reduction 

The spectra were obtained with the multi-ob jet spectroscopy mode of FORSl at the UTl of VLT 
on 1999 October 5 .  The grism used was G300V, with a wavelength coverage between .-v4000A 
and .-v8600A, and a wavelength resolution of R = .500 for the 1" slit width used. 3 masks were 
cut for AC114, with total exposure times of 2h15, lh30 and lhlO respectively. Spectra of the 
spectrophotometric standard star Feige 110 were obtained for spectrophotometric calibration. 
The data reduction was done with standard I RAF packages. From the 3 masks, 61 spectra of 
objects were extracted and calibrated, some of them being on several masks. Among these 61 
objects, 30 are cluster galaxies, 20 are background galaxies and 1 1  are foreground objects. 

3 Redshifts of amplified sources 

The photometric selection in the cluster core was done using the available data set, which 
includes deep F702W /WFPC2 HST image, .J and K images obtained with SOFI at NTT and 
older U (ESO-NTT) and V (Danish l. .5m telescope at ESO ) .  In the present case, the la.ck of 
deep B images prevents a. selection in terms of pure photometric redshift criteria., in such a. way 
that the weight of the lens inversion method has been used advantageously in the selection . The 
size of the CCD images being different from one to another, the photometric selection could 
only be clone effectively on the central HST field of "' 80" x 80" . This field is also idea.I for lens 
inversion thanks to the high resolution of HST images (Kneib et al. 1996) . As a consequence, 
all the objects selected for spectroscopic follow up in the HST field, using both photometry and 
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Figure 3: Spectrum of object S2 which 
confirm the identification of Smail et 
al 199.S. Note the blue excess in that 
galaxy. 
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lens inversion, are high-z candidates, and they were found to have redshifts between � 1 and 
3 . . 5. Our selection method was therefore 100% efficient to identify high redshift galaxies in the 
cluster core. Figure 1 displays the HST image of the central region of AC114 in F702W, together 
with the identification of the background sources. Table 1 summarizes the information about 
the redshifts and photometry for these objects. Magnitudes are computed within arbitrary 
apertures, adapted to the shape of each object, and fixed for all the filters. The idea is to keep 
the same physical region in the different filters when computing colors. Even though photometric 
redshifts are highly uncertain in this case, because of the lack of deep B photometry, we give the 
values found for comparison, with the corresponding lu error bars. In all cases the photometric 
estimate is fully compatible with the spectroscopic redshift within the errors. 

We have computed the absolute MB magnitudes for these amplified sources through a direct 
scaling of the observed SED, taking into account the spectroscopic z, and using the best-fit 
templates from the Bruzual & Charlot code (Bruzual & Charlot 1993) to derive the k-corrections. 
The values, corrected for amplification , given in Table 1, are computed using an estimated value 
of the amplification obtained through the Natarayan et al. ( 1998) model. These results, ranging 
from MB � -18 to -20, show that these objects are substantially fainter than the corresponding 
ones in the present conventional studies. 

3. 1 The multiple image S at z=l .867 

The previous determination of the redshift by Smail et al. ( 199.s) is confirmed by the present 
results. Figure 3 displays the high S/N spectrum as well as the line identification. This line 
identification is not complete, more work has to be done. 

3.2 The multiple image system E at z=3.347 

The spectrum of this compact source shows a strong Ly0 in emission, in good agreement with 
the photometric estimate. From the morphologic point of view, it is compact on the WFPC 
images with a faint extension towards the NW direction. Because of its location in the cluster 
core, it is found to be a multiple-image showing a clear .S image lensing configuration .  The other 
4 images are also identified on Figure l. Given its morphology and the width of the emission 
line, this galaxy might be a seyfert 2 .  

References 
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Table 1: Characteristics of some backgrow1d sources st.udied in t.he core of A C 1 1 4 .  When available, the identifi­
cations are given according to Natarayan et al. 1998. MB ba\'e been corrected for magnification. Error bars in 

photometric redshifts correspond to 10'. 

Id. - z b.z R Ms Ms 
(spectra) (photometric) (corrected) 

Al-A2 1.605 1 .00/1.69 0.68-1 .91 23 .. 51 -21.89 �-20. 
B2-B3 1.66: 1 .58 1.20-1.92 24.01 -22.74 �-20. 
C3 2.84: 2.56 2.44-2.84 22.50: -22 .. 50 -20.0 
El 3 .34695 3.1.5 2.46-3.43 24.18 -21 .79 -20.4 
S2 1 .86710 2.2.5 1 .66-2.57 21 .90 -22 .. 57 -20.5 
V2 1 .2 143 1 .. 53 1 .19-1 .75 23.22 -20.80 -20.2 
V3 2.08 2.29 0.95-2.74 24.36 -22.36 -21.7 
V4 2.90 2.71 2. 18-2.80 23.1.5 -22.93 -22.3 
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SHEDDING LIGHT ON THE DARK SIDE OF GALAXY FORMATION: 
SUBMILLIMETRE SURVEYS THROUGH LENSING CLUSTERS 
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Most new sub-mm/mm surveys, both deep and shallow, are being targeted at rich duster fields. 
I explain why, comparing surveys that have exploited weak lensing by massive foreground 
dusters with those done in blank fields. 

1 Historical perspective 

Sub-mm/mm surveys have revolutionised our understanding of star formation in the early Uni­
verse10 through the discovery of a vast population of very luminous galaxies�9•3•28• 19•6 clarifying 
the relative importance of obscured and unobscured emission. Many are extremely red17•41 •31 (a 
factor 2:100 in flux between 1 and 2 pm) and most are optically invisible, BVRI > 26, even to 
the Hubble Space Telescope28•40 (HST). 

The impact of  sub-mm/mm surveys has been due to the commissioning of  revolutionary 
bolometer cameras such as SCUBA26 on the .James Clerk Maxwell Telescope and MAMB033 
at the Institut de Radioastronomie Millimetrique and the sensitivity of those devices to heavily 
extinguished galaxies8 - to 'the optically dark side of galaxy formation'.25 SCUBA, in particular, 
has made a huge impact in cosmology through its ability to measure the bolometric output 
of 1 < z < .5 dust-enshrouded galaxies (albeit with a resolution of only 14") whose energy 
distributions peak in the sub-rnm band. 

The foundations of sub-mm/mm cosmology are already in place, only a few years after the 
commissioning of SCUBA, and the community is moving rapidly to build on them, developing 
new telescopes and instrumentation (e.g. the Atacama Large Millimeter Array in Chile, the Large 
Millimeter Telescope in Mexico, and the next-generation of ground-based bolometer cameras, 
SCUBA-2 and BOLOCA�,1I) . 

"This work is being undertaken with Andrew Blain, James Dunlop, Thomas Greve, .Jean-Paul Kneib, Kirsten 
l\nudsen, .John Peacock, Ian Smail and Paul van der Werf. 
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Table l: Published and. ongoing sub-mm/mm surveys and their claimed arec1.s and rms sensitivities. 

Survey name \Vavelength d / Area. 
FWHM of bea.m /a.rcmin2 

Completed: 
SCUBA lens survey39 8.SOf!m/1411b 36b 
Hawaii survey fields4 850f!m/14" 104e 
HDF28 (UK sub-mm survey consortium) 850f!m/14" 5.6 
Hawaii HFF radio-selected survey5 8.SOµm/1411 3 1  
Cana.da.-UK deep sub-mm survey19 (CUDSS) 8.501i111/2011a 92 
Dutch lens survey43 8-50f!m/14"b .sob 
Canada HFF survey13 850f!m/17" 121 
Canada. lens survey16 8.SOpm/14"b 42b 
MAMBO survey7 12-50/tm/10" 4.soc 
Ongoing: 
8111.Jy survey (UK sub-mm survey consortium) 850f!111/1411 240 
High-z signpost survey31 8.SOitm/14" 78 
UK shallow lens survey 850f!m/14"b 4,sb 
A370/ A2218 SCUBA lens surveys 850pm/l 4"b l lb 

A2218 MAMBO lens survey 12-50f!m/10"b 2ob 

a Effective F W H M  is 20" after convolving with beam to achieve depth of 1 .2  mJy beam- I  rms. 
b Divide values by "'2.5 to calculate the effective source-plane area/depth/resolution. 
c Equivalent to ....... t .2 mJy beam-1 rms at 850µm for z "'  2.5. 
d Note that 450-µm source counts have also been reported12 .  
e Sub-area of  7.7 arcmin2 to  0.S mJy beam-1 rms. 
1 Two/two/four fields to 1 .5/2/3mJy beam-1 rms. 

2 Sub-mm/mm surveys and the nature of sub-mm galaxies 

Depth (nns) 
/rn.Jy bea.m-1 

Li' 
2 .7e 

o . .s 
2 

1 .2 
rv2b,f 

�3 
rv2b 
o . . sc 

2.7 
1 

2 . .5b 

o . .  sb 
0 .3b 

The first generation of sub-mm/mm surveys, completed a.nd ongoing, are listed in Table 1 .  
I t  is apparent that conventional blank fields have soaked up most of the  time spent on  cosmol­

ogy surveys. Areas and rms depths range from the UKSSC 8-m.Jy survey's 200 arcmin2 /2.7 m.Jy 
beam-1 to the UKSSC HDF28 survey's .5 .6 a.rcmin2/0 . . 5 m.Jy bea.m-1 , and MAMBO has now 
completed its first deep 12.50-jlm survey7 (4.50 a.rcmin2/0 . . 5 m.Jy bea.m-

1 , FWHM 1011) . 
These blank-field surveys have been tremendously successful ,  determining the 8.S0-1tm source 

counts above 2 m.Jy and thereby resolving directly up to a.bout half of the COBE background a.t 
850 f!m. The deepest ma.p, of the HDF2s, has also yielded a statistical detection of the sub-mm 
emission from Lyman-break gala.xies37. 

After initial uncertainty, there is now a. growing consensus amongst the sub-mm/m111 com­
munity that the sources uncovered by SCUBA (and now MAMBO) are massive, intensely sta.r­
forming galaxies at z � 3 (possibly slightly closer35 ) ,  resembling ultra.luminous IRAS gala.xi es in 
some respects, usually with only a. tiny fraction ( <l %) of their luminosity released in the rest­
fra.me UV38 (c.f. 1 •34) so tha.t many qualify as 'extremely red objects' 17•4 1 •3 1 (EROs, R - K ::G 6) . 

The road to this consensus has been paved by painstaking efforts to determine the nature 
of individual galaxies, largely through a. process of trial and error, slowly determining the most 
efficient techniques for identifying near-IR or optical counterparts, investigating basic properties 
a.ncl , in pitifully few cases, measuring reclshifts29•30 . 
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To date, deep imaging in the ra.dio and near-IR ba.nds41 ,42 have been far and a.way the 
most effective techniques, pinpointing counterparts (see Figures 1 and 2 and their captions) and 
facilitating spectroscopic follow up. This has culminated in severa.l CO detections that suggest 
molecular gas masses consistent with the formation of elliptical galaxies?1 ,22 ,32 

Radio flux measurements or limits at 1.4 GHz have also provided a plausible redshift distri­
bution42 based on new photometric techniques14, 15 . Other techniques - mm interferometry, for 
exa.mple18,6,24 - have been less successful at elucidating what we know of the SCUBA galaxy 
population, but clearly hold promise for the future23, particularly for very bright sources (:<:8 m.Jy 
at 850 µm) found in the field, through cluster lenses or near luminous radio ga.laxies31 . There 
a.re hopes that broad-band spectra.I devices may be able to determine spectroscopic redshifts 
using CO transitions, regardless of the availability of plausible optical/IR counterparts, though 
the technical challenges are immense. 

The current samples of sub-mm/mm galaxies contain a small but significant fraction of active 
galactic nuclei (AGN) , though deep, hard-X-ray imaging20,27,36 has so far failed to uncover the 
large, heavily obscured AGN population that some had suspected from the earliest follow-up 
work29 and from theoretical arguments2. 

3 The problem of confusion - lifting and separating with a lens 

Had the galaxies discovered in sub-mm surveys been only fractionally fainter or less numerous, 
a second, more sensitive generation of bolometer cameras would have been required to discover 
them. Early surveys39,3,2s,i9 would collectively have uncovered only a couple of sources - the 
first, an obvious AGN29 (SMM .102399-0136) and the second;8 a. puzzle with no optical or near­
IR counterpart (HDF850 . l ) .  V\Tho can say what conclusions might have been reached and how 
future surveys, e.g. with FIRST, may have suffered? 

\Ve have been fortunate, then, that first-generation bolometer arrays were sufficiently sen­
sitive to enable rapid progress in sub-mm cosmology. We have been less fortunate regarding 
source confusion: few would have predicted that SCUBA would reach its effective confusion 
limit9 within a. few months of being commissioned. The deepest direct counts28 a.re already at 
the confusion limit, suggesting that further progress in constraining the intensity of the sub-mm 
background and the nature of the faint sub-mm population requires an innovative approach. 

To probe below the confusion limit using the existing sub-mm/mm cameras requires the use 
of the natural magnifying glasses that provide the raison d 'etre for this conference: gravitational 
lenses. Massive clusters provide a magnified (although distorted) image of a small region of the 
background sky; thus both the effective resolution and sensitivity of the survey are increased , 
as measured on the background sky. This enables surveys to probe faint flux densities without 
suffering confusion, albeit at the price of a distorted view. 

VVith an accurate cluster mass model, the distortion can be corrected . The first lens sur­
vey39, 10 illustrated the advantages of this approach for the counts.1 1 About 100% of the COBE 
8.50-pm background was resolved down to 0.5 mJy. Follow-up observations,2 1 ,29,22 ,41 ,23,30,42 also 
benefitted from achromatic gravitational amplification : not only was the effective depth of the 
sub-mm maps increased, but the counterparts at all other wavelengths were similarly amplified. 
This allows useful follow-up observations to be obtained in several hours or tens of hours using 
the current generation of telescopes and instrumentation: it is no coincidence that of the "'100 
known sub-mm galaxies, only a handful have reliable spectroscopic redshifts and all of these 
were discovered through cluster lenses. 

Another advantage of using clusters is that extraordinarily deep images - X-ray, optical, IR 
and radio - exist or are scheduled for these fields. The HDF is the only blank field that is equally 
blessed. Abell 8.51 ,  1835 and 2218 (and many other cluster fields) have superb HST images and 
near-IR data.; Abell 370, 8.51 and 212.5 have 1 .4-GHz maps with <10-p.Jy beam- 1 noise levels. 
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Figure 1: An illustration of the detection !'Ind further investigation of sub-mm galaxies in the Abell 1835 cluster 
field30 . Top left: 850-pm map (field diameter � 150"); top right: 450-pm map. Sources are labelled on the 850-pm 
image. Below these are a true-colour UBI image (lower left) and a 1 .4-GHz map from the VLA (lower rig/it) , 
hoth � 370" across. The sub-mm sources are easily detected in the very deep radio map (red circles) , with far 
better positional accuracy than afforded by SCUBA. Twenty other radio sources seen in the VLA image can be 
used to co-align the raclio/optical (or radio/near-IR) coordinate frames, yielding counterpart positions accurate 
to 0 . 1" .  Note that the radio image shown here represents only 63 of the VLA 's primary beam area at 1.4 GHz. 
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Figure 2: K-band images of regions around the z = 3.8 radio galaxy, 4C 41 . 17, where there is an order-of­
magnitude over-density of sub-mm sources3 1 • 850-J.<m data are shown as contours. Red circles (solid lines) denote 
EROs (R - /( ;<: 6). Two EROs are probably associated with the blended sub-mm galaxy, HzRG850.2 .  For the 
other sub-mm galaxies (HzRG850. l ,  4C41 . 17), gTeen circles (dashed lines) denote the likeliest counterparts (faint 
and red, in the case of HzRG850. l, though a bona fide ERO could also be responsible for the sub-mm emission). 

4 Future plans and concluding remarks 

Following on from the success of the earliest sub-mm cluster survey39•10, groups in the UK, 
Holland and Hawaii are currently undertaking more surveys with SCUBA and MAMBO that 
exploit cluster lenses. The latest of these will combine a long integration (equal to that obtained 
on the HDF) with amplification by the cores of amongst the most massive, well-constrained 
cluster lenses known, A 370 and A 2218. 

At modest amplifications (A � 2-.5 ) ,  it should be possible to detect the optically-identified 
arclet population; probing fainter, it is likely that a new, largely unexplored class of lensed 
feature may appear: multiply-imaged pairs, recognised in the first HST cluster images. 

These appear in the optical/ near-IR as symmetric images with typical separations of 5-10" 
(i.e. within a single SCUBA or MAMBO beam) and can be simply and successfully modelled as 
highly magnified images (,4 � 10-100) of very faint, compact sources which lie close to a critical 
line. In a well-constrained lens such as A 2218, their location in the cluster, combined with the 
positions and separation of any radio/IR/optical counterparts, can give the source redshift and 
amplification to high precision . The area of the source plane in which pairs are formed can 
also be estimated from the lens models, allowing their rate of occurence to be converted into 
an estimate of the surface density of extremely faint (tens of p.Jy) sub-mm/mm background 
sources, with the bonus of crude redshift information. 

Using the superb recent HST imaging of A 2218 , at least 4 highly magnified pairs have been 
identified (from a source population with a comparable surface density to that expected for 
the very faint sub-m111/111m population, �10 arcmin-2) suggesting that the cluster amplification 
cross-section is high and that the chance of finding such systems is good. Failure to detect any 
of these highly magnified sources using SCUBA and MAMBO would indicate convergence of 
the source counts and can be used to impose strong limits on the surface density of very faint 
sources and the total intensity in resolved sources in the sub-mm background. 
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PROSPECTS FOR THE LENSING OF SUPERNOVAE 
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Observations of high redshift type la supernovae (SNe ) will enable us to probe the structure 
of galaxy halos and the composition of dark matter. The future prospects for this field are 
briefly discussed here. First the ability of SN observations to differentiate between dark 
matter made of macroscopic compact objects and dark matter made of microscopic particles 
is reviewed. Then a new method for probing the structure of galaxy halos and galaxy cluster 
halos is described. This method utilizes the correlations between foregroun d  galaxy light and 
supernova brightnesses to subst;,ntially decrease possible systematic errors. This technique 
may be particularly useful for measuring the size of dark matter halos, a measurement to 
which the galaxy-galaxy lensing is not well suited, and the level of substructure in galaxy 
halos, a problematic prediction of the cold dark matter model. The required observations 
of hundreds of SNe at z � 1 are already being proposed for the purposes of cosmological 
parameter esti1nation. 

1 Introduction 

There are still many outstanding problems in the fields of structure formation and dark matter 
which gravitational lensing has not yet been able to address. Outside of the visible extent 
of galaxies not a great deal is known about the distribution of dark matter (DM) on scales 
smaller than galaxy clusters. Galaxy-galaxy lensing has put some constraints on the mass of 
galaxy halos, but their size scale and the degree to which they are smooth mass distributions or 
collections of subclumps are not well determined.1 •2•3•4·5 Even the concept of galaxy halos, with a 
single galaxy within each of them and well defined sizes, may not be correct. Nor is it clear how 
the observable properties of galaxies relate to the DM distribution around them. Recently dark 
matt.er sinrnla..tions have revealed several problems with the cold dark matter ( CDIVI) model. 
One of these is that CDlVI predicts a large amount of small scale structure within halos which 
is unaccounted for in the observed distribution of light'.3 In addition, the composition of DM 
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Figure 1 :  These are the magillfication probability distributions for point sources i n  several models. The three 
distributions peaking on the left are for DM composed entirely of macroscopic compact objects. The background 
cosmologies are listed. The more centrally concentrated distributions on the right are for microscopic DM con­
cent.rated into galaxy halos. These distributions are functions of both the background cosmology and the halo 
model. Changing the halo model makes relatively little difference if the fraction of mass in halos is kept fixed. 

is still a. mystery: it could be la.rge compact objects like bla.ck holes or it could be microscopic 
particles like WIMPS. Even with primordial nucleosynthesis bounds roughly ha.If the baryons 
are in some form tha.t has yet to be directly detected - conceivably in condensed objects. I will 
describe here how the gra.vita.tiona.l lensing of type Ia. SNe can help to answer some of these 
questions. La.ck of spa.ce dictates tha.t this only be a.n outline a.nd tha.t the reader be referred to 
more detailed papers. 

High redshift type Ia. SNe ha.ve recently been used by two colla.bora.tions to measure cosmo­
logical pa.ra.meters.7•8 These measurements a.nd the proposed a.pplica.tion of Ia.'s to gra.vita.tiona.l 
lensing a.re ma.de possible by the discovery of a. tight correlation between the light curve shapes 
and pea.k luminosities of these SNe?• 10 The measured standard deviation of corrected peak lu­
minosities in loca.l SNe is now :S 0.12 ma.g. The successes of these colla.bora.tions ha.ve inspired 
pla.ns for more aggressive, larger searches for high redshift SNe in the nea.r future. The volume 
a.nd quality of data is likely to increase drama.tica.lly. Besides constraining Om a.nd rl11 these 
data, amongst other things, would be ideal for gra.vita.tional lensing studies. 

In the next section I will discuss how SNe ca.n be used to determine if da.rk matter is composed 
of macroscopic com pa.ct objects. In section 3 the case of DM composed of microscopic particles 
is ta.ken up. 

2 Lensing by macroscopic compact objects 

Some magnification probability distributions for a. point source a.t z = 1 a.re plotted in fig­
ure 1. The means of a.II these distributions a.re zero which corresponds to the usua.l Friedma.n­
Robertson-Wa.lker (FRW) luminosity distance. When DM is ma.de entirely of macroscopic com­
pact objects the distribution peaks well below the mea.n making most SNe under-luminous. The 
peak of the distribution is just slightly brighter than the solution corresponding to the empty 
beam or Dyer-Roeder luminosity distance 1 1 . This is the formal solution of Sachs optical scalar 
equations12 for a beam that passes through only empty space (no Ricci focusing) and has no 
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Figure 2: The cumulative distributions of Mp for different models and different numbers of observed SNe. The 
dotted curves are for 21 observed SNe, the dashed for 5 1  and the solid for 101. The pairs of like curves represent 
the cases of macroscopic and microscopic DM. The distributions for the cases of macroscopic DM rise to the right 
while if DM is microscopic Mp is expected to be smaller. The overlap of these distributions is small signifying 
that DM candidates could be distinguished using this statistic. For a flat cosmological model the constraints are 

stronger than for the A =  0 model with the same flm. The variance in SN luminosities is G',,, = 0.16 mag. 

shear on it. The long, high magnification tail to these distributions correspond to rare cases 
where a DM object is very close to the line of sight. At z < 2 it is unlikely that multiple 
lens lie so close to the line of sight that their lensing effects become nonlinearly coupled which 
significantly simplifies calculations. 

The distributions for microscopic DM shown in figure 1 assume that the DM is clustered into 
halos surrounding galaxies. The exact form of the clustering is not important for this section. 
These distributions a.re significantly more centrally concentrated a.bout the FRW solution. With 
macroscopic DM the magnification is clomina.tecl by Ricci focusing - the isotropic expansion or 
contraction of the image ca.used by matter within the beam - while in the macroscopic case 
(with true point sources) it is entirely clue to shear ca.used by matter outside of the beam. This 
is the essential difference between the two cases and why they can be clifferentia.tecl using SNe 
observations. 

To differentiate between DM ca.nclicla.tes we construct the statistic 

M = _1_ 1n 
[P ( {8µ} !  macro mvl,no

_
ise)]

. P Nsn P ({il"ft} I  micro DM,nmse) 
(1 )  

where the P's a.re the probability of getting the Nsn observed SN magnifications given that DM 
is of the specified type and given the expected noise. ;\l(P is close to normally distributed for a. 
modest number of SNe. Some distributions a.re plotted in figure 2. If DM is microscopic, Mp is 
expected to be small while if DM is macroscopic it will be large. Figure 2 shows that with 100 
SNe a.t z � 1 one is unlikely to confuse the two cases. 

This technique works for DM objects with masses � 10-3 M8 . For smaller masses it is 
probable that the expanding SN photosphere will make the magnification time dependent which 
is an interesting subject in itself. For more details on differentiating DM candidates see Metcalf 
& Silk.13 



�42 

/\ ::I.. 

0. 1 000 

;: 0.0100 
'O v 

0.00 1 0  

0.0001 
0.01 0. 1 0  

U51t• 0.1 60000 NSH"" 250 z511: 1 
a.= 156 km/s •.=0.01 hJ 1 = 1 . l ,  2 

mz23 hz0.7 
/j .. 0.23 a•0.5 
0...,•0.3 o,, .. o. 7 

1 .00 
Radius (Mpc) 

1 0.00 

Figi.rre 3: The expected correlation between foreground light and SN luminosity. There are two contributions 
plotted separately here. The first contribution is from galactic lwlos which are presumed to surround every galaxy 
and have properties which are related to the observed properties of their resident galaxy. In addition there is 
a contribution from extragalactic halos or galaxy clusters which contain multiple galactic halos and additional 
matter wit.run them . The total correlation is the sum of the two components. The galactic halo curves are the 
steeper ones starting in the upper left corner. Two different models which differ in the logarithmic slope of the 
surface density at large galactic radii are shown. At small galactic radii the galactic halos approach the form 
of singular isothermal spheres. For each model two inner cutoffs are considered - Rmin = 10, 20 kpc. To avoid 
obscuration all SNe within Rmin of any galaxy are excluded. The two curves that flat.ten out on the left are the 
cont.ribut.ions from extragalactic halos in the CDM model. These halos have Navarro, Frenk and White profiles. 
The one marked f9(z) = 1 represents the case where only SNe behind A1 > 1011  Mo clusters are selected. The 
crisscrossed region represents the noise contributed by uncertainties in SN peak luminosities (a,,, = 0.16 mag) 
and shot noise in the foreground alax counts for the case of 250 observed SNe. The signal to noise ratio at 

R = 200 kpc is '.'.>' 4 Nrn/250. The limiting magnitude of foreground galaxies is m = 23. 

3 Correlations between light and magnification 

When the DM is made of microscopic particles it can be treated as a transparent, massive 
fluid clumped into structures that are much larger than the beam size. Because of lensing 
the variance of SN brightnesses will increase with redshift14 which introduces noise into the 
cosmological parameter estimates. The increases in variance is not the best way of detecting 
the lensing however. Using the correlation between foreground light and SN brightness reduces 
possible systematic errors associated with the evolution of the SN population and makes the 
measurement more directly sensitive to the mass and size scale of dark matter halos. 

Lets define the weighted foreground flux for ea.ch SN a.s 

:F = L w(z;,  z,) f; (2) 
y;<R 

where f; the observed flux from the ith galaxy and Yi is its distance (angular or proper) from the 
line of sight to the SN. The weight function depends on the galaxy and SN redshifts. Figure 3 
shows the expected correlation of :F with SN brightness, (1):F!.ib) , for a. SN a.t Zs = 1. This 
quantity is proportional to the average surface density within distance R of a galaxy. 

By measuring this correlation the size sea.le of galactic halos could be constrained significantly 
better than with galaxy-galaxy lensing using a. much larger data. set. This is a. result of the 
rna.gnifica.tion being a. steeper function of galactic radius than shear when the density profile is 
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steeper than isothermal. In addition, by selecting or searching for SNc behind galaxy clusters 
the structure of clusters and the smaller halos within them can be probed. The tidal truncation 
of galactic halos could be investigated. Higher order correlations can a.Isa be used to look for 
substructure in galaxy halos. This subject is treated more thoroughly in a complete pa.per by 
the au thor.1 5 

4 Discussion 

The number of high redshift SNe required for the studies proposed here a.re well within the 
projected numbers for future SN searches - the VISTA telescope is expected to find hundreds 
at ::: ii?:, 1 ?  and t he proposed SNAPSAT satellite could find thousands up to ::: -::= 1 .7? The 
errors assumed in this paper are quite conservative compared t.o those expected for satellite 
observations. The future looks bright for this new field in gravitational lensing. 
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A GRAVITATIONAL LENS SURVEY WITH THE PLANCK SURVEYOR 

Andrew W. Blain 
Institute of Astronomy, Madingley Road, Cambridge, CB3 OHA , UK 

The Planck Surveyor cosmic microwave background (CMB) imaging mission will make very 
sensitive maps of the whole sky at microwave, millimetre (mm) and sub-mm wavelengths. The 
steep source counts expected in the highest frequency Planck bands are likely to be associated 
with a strong magnification bias, and so the fraction of galaxies magnified by a factor of two 
or more could be greater than 103. In this paper, previous predictions of the significance 
of the Planck survey for studies of lensing statistics are updated, to reflect our expanded 
knowledge of the properties of high-redshift dusty galaxies, obtained from far-infrared and 
sub-mm surveys. A catalogue of probably about 104 galaxies, but. perhaps as many as 105 or 
as few as 103 , is expected to be generated from the final Plonck all-sky maps. Of order 1000 
galaxies, a better determined number, might reasonably be expected to be strongly lensed. Co­
ordinated sub-mm and far-infrared follow-up observations made using the SPIRE and PACS 
instruments aboard the ESA cornerstone mission FIRST- Planck's travelling companion to its 
L2 orbit - and the grotmd-based ALMA interferometer array will provide accurate positions 
and very valuable information about the spectral energy distributions (SEDs), redshifts and 
astrophysical properties of the galaxies in the Planck catalogue. ALMA and radio images 
will also reveal their morphology, and the characteristic arc and multiple image structures 
produced by gravitational lensing. Studies of these bright sub-mm-selected galaxies will allow 
new insight into the process of galaxy formation and evolution. 

1 Introduction 

The Planck Surveyor CMB imaging satellite1 will provide a nun/sub-mm-wave map of the whole 
sky with a resolution of about 5 arcmin down to a detection limit of order 100 m.Jy at wavelengths 
of 350, .550 and 8.50 ftm. These wavelengths are expected to be close to the peak of the red-­
shifted thermal dust emission spectrum of distant galaxies. The effect of redshifting the dust 
spectrum peak into these observing bands is to provide access to the distant Universe, with 
little contamination from bright low-redshift galaxies. This remarkable, helpful K-correction 
is confirmed observationally to be effective in the sub-nun waveband ,  and is an almost unique 
feature of the waveband, although a similar effect may be at work in the hard X-ra.y surveys 
now being carried out. A priori, the counts of sub-mm galaxies at the faintest depths probed 
by Planck a.re expected to be very steep, an expectation which seems to be confirmed by the 
results of recent ground-based sub-mm-wave surveys:5 

Very steep sub-mm counts generate a strong positive magnification bias,2•:3 and thus boost 
the fraction of lensed galaxies in a. flux-limited sample. This enhancement to the surface density 
of lensed galaxies will hopefully be exploited in the Planck survey to allow a very large catalogue 
of ma.inly unknown strongly lensed galaxies to be compiled. 
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2 Sensitivity and confusion noise in a Planck survey 

The expected sensitivities of the Planck-HF! instrument. in its three highest frequency channels, 
in which the largest number of distant dusty galaxies and lenses will be detected� are listed in 
Table 1, along with the predicted levels of source confusion noise. 

It is important to understand the significance of source confusion noise introduced into the 
Planck images due to the varying number and flux densities of unresolved dusty galaxies in 
the observing beam. At .5 arcmin across, the Planck beam is very much larger than the mean 
separa.tion of L* galaxies , and also about 4 times greater in area than the .5-arcmin2 field of 
view of the SCUBA camera. at the JCMT, from which most observa.tiona.l information about the 
sub-nun source population has thus far been derived . 

In Fig. 1 the results of many independent simulations of sampling a. random unciustered 
distribution of sources on the sky with the observing beam in the relevant Pland.�HFI channels 
are compared with the estimates of instrumental noise. Confusion noise due to Galactic cir­
rus predicted by IRAS-based studies,1 1 and of simple estimates based on the surface density of 
galaxies�·4 are compared in Table 1. All these calculations of the confusion signal due to extra­
galactic sources are made assuming a model for the underlying surface density of sources on the 
sky that is at the top end of the range of possible values, the predictions are therefore likely to be 
conservatively high, and thus pessimistic for making reliable detections. Extragalactic confusion 
noise is expected to dominate both the instrumental and Galactic noise in these bands. 

In Fig. 1, the results of the simulations are enveloped by solid curves, which represent log­
normal distributions providing good representations of the results. The value of a in the log­
normal distribution (exp - [lnx - x]2 /2a2) at all three frequencies is close to 0.2.  

Unfortunately, the actual level of confusion noise that will be contributed to the Planck image 
depends on the uncertain surface density of galaxies that are brighter than those selected in 
existing sub-mm surveys (several tens of mJy at 850 pm/350 GHz) . The results of future wider­
field ground-based sub-nun surveys, and experience gained from the results of long-duration 
balloon-borne mm- and sub-mm-wave CMB experiments, including the existing BOOMERanG 
data and forthcoming data from TOPHAT will be useful in this respect. Recent simulations of 
extraction algorithms,14 in which the surface density of galaxies is assumed to be a factor of 2-3 
times lower than that assumed here;24 suggest that 350-GHz point sources with flux densities 
greater than of order 7.5 mJy could be extracted from the Planck all-sky map. 

3 Expected source density and numbers of detections 

The two very different counts of unlensed gala.xies shown in Fig. 2 should provide an envelope to 
the maximum range of possible values of the sub-mm counts at flux densities at which galaxies 
will be detected using Planck. The two underlying model58•9 predict very different. bright sub­
mm counts, but are both consistent with the observed far-infrared and sub-mm-wave counts 
and background radiation intensity, and with what little is currently known a.bout the redshift 
distribution of sub-mm-selected galaxies. Our knowledge of the population will continue to 
improve until the launch of Planck. Some of the facilities that will contribute to this knowledge 
a.re listed elsewhere.4 

Current observational limits to the population of sub-mm galaxies are reasonably well de­
termined at flux densities less than about 10 mJy at 3.50 GHz from the results of several in­
dependent surveys: the surface density of ga.la.xies brighter than 4 m.Jy at 850 fim/350 GHz is 
a.bout 2000 deg-2 . These surveys have mainly been carried out using the SCUBA camera. at 
the JCMT, but results are a.Isa now coming in from the MAMBO 1 .2.5-mm bolometer a.rra.y 
camera. at the !RAM 30-m telescope.10 These are flux densities considerably fainter than Planck 
will probe, and so far, these instruments have mapped only very small regions of sky (several 
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Table 1 :  

Some approximate parameters describing the likely properties of a Planck all-sky survey that 
are relevant to the detection and study of dusty galaxies. The estimated final sensitivity of 
the Planck survey O"sen5 1  and three estimates of confusion values are listed: that expected from 
Galactic cirrus1 1 in regions with a 100-/tm surface brightness Bo = 1 M.Jy sr-1 , O"cirrus, a simple 
estimate of the value expected clue to external galaxies - the flux density at which the surface 
density of galaxies exceeds 1 beam-1 ,6•4 - O"beam ,  and the width of the distributions shown in 
Fig. 1, between which 65% of the results of the simulations lie, O"sim · Note that the confusion 
noise predicted by the simulations is log-normal and not Gaussian. 

v/GHz O"sens/mJy O"beam/m.Jy (T cirrus/ mJ y O"sim/m.Jy 
353 16 1 0  1 .3 40 
54.5 19  30 9 60 
8.57 26 63 .5.5 170 

hundred square arcminutes) . The counts of objects brighter than about lO mJy has been only 
weakly constrained. 

Information is also available about the counts at the very brightest flux densities, based 
on the results of a targeted SCUBA survey of low-redshift galaxies selected from the IRAS 
catalogue.1 2  This survey was used to define a luminosity function of local IRAS galaxies in the 
sub-nun, which can be used to impose a lower limit to the bright counts at flux densities brighter 
than the detection limit in the all-sky Planck survey: this lower limit is about 10 sources on the 
sky brighter than l Jy at 8-50 pm/350 GHz. 

The probability of lensing by foreground galaxies out to the high redshifts, at which a 
significant fraction of the sources detected in the Planck survey are expected to lie, is reasonably 
well-known, certainly to within a factor of a few. Specific predictions of this probability, tailored 
to observations in the sub-mm waveband, are discussed elsewhere:3•7 The predicted density of 
lenses on the sky should also be quite well determined at the flux densities that will be probed 
by Planck. This is because the intrinsic flux densities of these objects, after correcting for the 
effect of lensing, are likely to be of order 10 mJy. At this flux density the surface density of 
galaxies is reasonably well constrained by SCUBA observationsf Predicted numbers of lensed 
objects' are shown by the dot-dashed lines in Fig. 2 .  

A significant potential uncertainty remains in these results, however, because the maximum 
magnification that can be produced by a lens is limitted by the size of the source, being smaller 
for larger sources. In these calculations, we have assumed that background high-redshift sources 
are less than about 10 kpc in size, so that a maximum magnification of several tens can be 
produced. This assumption is supported by high-resolution interferometric observations of the 
size of the continuum emitting region in low-redshift ultraluminous galaxies, which is found to 
be much smaller - several 100 pc across.22 However, there are indications that at least some 
very luminous dusty high-redshift galaxies display CO and dust emission on scales greater than 
10 kpc.19 •13 Unfortunately, sub-arcsecond resolution images are required in order to measure 
the sizes of high-redshift dust�, galaxies smaller than 10 kpc, and the necessary interferometric 
observations are difficult and time-consuming. Hence, as we do not yet know the size distribution 
of these distant ultraluminous galaxies, we cannot be certain that their sizes are typically small 
enough for large lensing magnifications to be possible. Despite this caveat, individual examples 
of high-redshift sub-mm objects lensed by foreground galaxies with magnifications of several 
tens are known,20• 17• 16 and so it is likely that Planck will be able to detect a significant number. 

Based on an extrapolation of the log-normal distribution of pixel values predicted by the 
conservative simulations of confusion noise shown in Fig. 1, it is possible to predict the number 
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Results of simulations of confusion noise expected in the 5-arcmin beam of the Pland:-HFI instru­
ment at frequencies of 3.53 GHz (left ) ,  54.5 GHz (middle) and 857 GHz (right) . The histograms 
show the results of 3000 different simulation realisations of the predicted galaxy distributiort'l 
sampled in in the Planck beam, with Gaussian instrumental noise added. The solid curves show 
analytical log-normal distributions that adequately describe the envelopes of the simulation re­
sults. The dashed curves show the expected Gaussian instrumental noise in the Planck 14-month 
survey (16, 19 and 26 mJy beam-1 respectively) .  At frequencies lower than 3.53 GHz instrumen­
tal noise is expected to dominate confusion noise, a trend which can be seen developing from 
frequency to frequency above. The flux scale has been shifted to give a zero net background . 
At 353 GHz Galactic foreground confusion noise is not included, as this source of noise is not 
expected to be more significant than the instrumental noise in regions of low Galactic emission . 

of pixels that are likely to exceed a certain flux density clue to the effects of confusion over the 
all-sky Planck survey. This expected count of spurious detections, which is shown by the clotted 
lines in Fig. 2,  can then be compared with the expected count of lensed and unlensecl galaxies. 
Reliable detections should be possible if these counts lie safely above the clotted lines at any flux 
density. Hence, it is likely that lensed galaxies brighter than about 250, 500 and 1.500 mJy at 
353, 545 and 8.57 GHz respectively could be detected using Planck, even in this pessimistic model 
of the confusion noise. At these limits, of order 100 lensed sources are expected over the whole 
sky. If the counts of bright unlensed sources are less than assumed here,14 then the confusion 
noise will be reduced, and a greater number will be detected. The counts shown in Fig. 2 allow 
these different scenarios to be investigated directly. It is important to note that much better 
estimates of confusion noise will be available well in advance of the launch of Planck. 

The emission from both lensed and unlensed distant galaxies will pass unattenuated through 
the Galactic plane in the Planck bands; however, the ability to distinguish them against a bright 
and structure.cl Galactic foreground is likely to be limited. The level of Galactic confusion (see 
Table 1) depends on the Galactic background intensity B0 as BJ·5 .1 1  The results suggest that 
the sensitivity of the Planck survey can only be exploited fully to find extragalactic sources in 
regions of the sky where the 100-1im surf��e brightness from the Milky Way is less than about 
5 MJy sr-1 ,  a condition which is satisfied �ver most of the sky.21 

4 Follow-up observations 

From the Planck all-sky images alone, point sources will be detectable, but no information will be 
available about their morphology, including whether or not they displ;iy a.re a.ncl multiple image 
geometries characteristic of lensing. For this diagnosis, sub-a.rcseconcl nun/sub-nun images using 
the high-resolution extremely-sensitive interferometer array AL!VIA;5 or very deep radio images 
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Examples of counts of gala..xies that will be probed in the Planck survey. The solid line shows 
the count of galaxies expected in a model of hierarchical merging galaxies? The dashed line 
shows the count of galaxies expected in a model of luminosity evolution based on the IRAS 
luminosity function� The dot-dashed line shows the expected count of lensed galaxies, derived 
in the second model! The dotted line shows the surface density of pixels expected to exceed 
ea.ch flux density due to the effects of source confusion, derived by extrapolating the --:onfusion 
noise distributions shown by the solid curves in Fig. 1. These correspond to the seco:- d source 
population, and are thus likely to be a conservative, pessimistic estimate of the true nnfusion 
noise. To obtain reliable, unconfused detections, the counts of sources being sought nust lie 
above the dotted curves in each figure. 

using the VLA will be required . Accurate positions for Planck sources will first be required: these 
could be obtained using either ALMA or the 3.5-m ESA cornerstone FIRST telescope� Note 
that it is very unlikely for the foreground lens galaxy to be bright in the sub-mm waveband;3 as 
this would require the foreground lens itself to be a very luminous infra.red galaxy, and the space 
density of such sources is rather low. Hence, only the lensed images will be detected at bright 
flux levels in an ALMA continuum image, free from the blending and masking effects of emission 
from the foreground lens. Since the first discussion of a Planck lens survey( the specifications of 
ALMA have. been significantly refined.26 At sub-mm flux densities of order 100 mJy, ALMA will 
be able to detect galaxies in integrations lasting much less than a second , and to make high­
quality images in only several minutes. ALMA will make it easy to confirm lensing features and 
obtaining good quality images of the galaxies detected in a Planck survey. 

The form of the mid-infrared SED of the galaxies detected using Planck can be determined 
using the SPIF.l<'. :.,.,d PACS instruments aboard FIRST, allowing the redshift/dust temperature 
of the detectec. galax'es to be determined. Direct spectroscopic redshifts for the lensed galaxies 
should come quite easily from molecular emission line data ta.ken using ALMA or from observa­
tions of features in the redshifted mid-infra.red spectrum taken using FIRST-PACS.1 8 Redshifts 
for the lensing gc:axies should be readily obtained from the frequencies of CO absorption lines 
;"1posed on the -Y.·ight dust continuum emission of the magnified background galaxies clue to the 
interstellar mecl' ·.im in the foreground lens, a technique which has already been developed and 
demonstrated us'·1g existing mm-wave interferometers.25 

Other relevart information can be provided by the FIRST radio survey at the VLA, which 
covers over 5000 cleg2 to a depth of about l mJy at l.4 GHz. The high-resolution radio images 
from FIRST should detect a significant fraction of the Planck detected galaxies with sub-mm flux 
densities of several hundred m.Jy, based on our current knowledge of the SEDs of confirmed high­
redshift SCUBA galaxies. For example, the 2.5-m.Jy 8� .i-/<m sub-nun source SMM J02399-0136 
has a 1 .4-GHz flux of .520 ii.Jy.1 5 The brighter cousins of these objects in the Planck survey might 
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typica1ly appear at the faintest levels in the FIRST /VLA survey. The 2.5-m.J y 60-ilm all-sky 
image from the IRIS/ ASTRO-F satellite13 will also be useful for detecting Planck sources. 

5 Summary 

The Planck Surveyor CMB imaging mission should detect many thousands of high redshift dusty 
galaxies, a significant fraction of which are expected to be gravitationally lensed. In order to 
make more detailed predictions it will be necessary to better quantify the a.bundance of sub­
mm-selected gala.xies with flux densities of order 100 m.Jy. By combining the Planck results with 
observations made using FIRST and ALMA a large catalogue of lenses should be identified , 
providing a unique sample of objects for further study. The properties of the individual galaxies 
in the catalogue will be useful for obtaining information about both the geometry of the Universe 
and the evolution of distant dusty galaxies. 
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GALAXY-GALAXY LENSING PREDICTIONS FROM THE SEMI-ANALYTIC 
GALAXY FORMATION MODELS 
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We use semi-analytic galaxy formation models in combination with the high resolution N-body 
simulations to make preclictions for galaxy-galaxy and magnification bias measurements. We 
show that the amplitude of the lensing signal depends strongly on the luminosity of the 
sample (luminosity bias) and on the color of the sample. Dark matter halo paramet.ers cannot 
be directly inferred from the galaxy-galaxy lensing because halos of different mass dominate at 
different scales of the correlation. A more detailed modelling is needed to interpret the results 
of the Sloan Digital Sky Survey and other observations. We also compute the correlation 
coefficient between galaxies and dark matter and show it approaches unity on scales above 
1 h-1 Mpc. This means that galaxy-galaxy lensing or magrufication bias in combination with 
galaxy correlations can be used to extract bias and dark matter power spectrum on large 
scales. 

1 Introduction 

Understanding the dark matter distribution in the Universe over the whole range of spatial scale, 
from galactic (a few kpc) to large scale structure (hundreds of Mpc) is one of the fundamental 
goals of current cosmological investigations. One serious obstacle to this comes from the fact that 
one can directly observe only luminous content of the Universe. The dark matter distribution 
can only be studied indirectly, for example via its gravitational influence on nearby structures 
(dynamical effects) or propagation of light (gravitational lensing) . The latter method, through 
the galaxy-galaxy lensing effect, seems to be a promising tool for measuring galaxy-dark matter 
correlations on scales from several kpc up to a Mpc. In our work we assume a cosmological model 
and galaxy formation model to make predictions for galaxy-galaxy lensing in the observationally 
interesting range. Vve restrict ourselves to the flat, cosmological constant dominated model with 
f2771 = 0.3, nA = 0.7 and Ho = 70 km s-1Mpc-1 . 

2 Galaxy-galaxy lensing 

We use N-body simulations performed by GIF collaboration in a 141 h-1Mpc box to trace the 
dark matter distribution and the semi-analytic galaxy formation models to identify galaxies in 
the dark matter haloes 1 •  Carrying out the spectral analysis of the dark matter and galaxy 
distributions allows us to obtain the power spectra and correlation functions for the dark mat­
ter, galaxies and their cross-correlation 2• \Ve are especially interested in the cross-correlation 
function which measures the average dark matter distribution a.round the galaxies. 
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Figure 1 :  Mean tangential shear as a function of angular distance from the lens galaxy. 

Applying the cross-correlation analysis to the galaxy-galaxy lensing studies allows us to 
perform a comparison with the present measurements of the effect 3 and make predictions for 
achievable galaxy-galaxy lensing signal from future observations. In ga.laxy-galaxy lensing one 
measures the tangential deformations of images of distant galaxies relative to the lens galaxy. 
The relation between the mean projected matter density expressed in terms of the mean con­
vergence R(O) inside a given circular aperture of radius 0 a.nd the mean tangential shear along 
the aperture boundary (11 (0)) is given by the expression 4 :  2 (/t (O)) = -d R(O)/d ln O .  The mean 
convergence associated with a given galaxy type is expressed by the respective cross-correlation 
function. For simplicity we model lens a.nd source galaxies as being at fixed redshifts z1 = 0.16 
and z5 = 0.32, which corresponds to the mean values of galaxy redshift distributions measured 
by the SDSS team 3, but we also performed the analysis including galaxy redshift distribution 2 • 
In Fig.l we show the mean tangential shear as a function of angular distance from the lens 
galaxy of a given type. For cosmological model considered here the angular separation of 100 
arcsec corresponds to the physical distance a.bout 0.22 h-1 Mpc in the lens plane. 

As shown in the upper panel of the Fig.1 the shear depends strongly on the galaxy luminosity, 
reflecting the fact that more luminous galaxies reside in more massive haloes. These results a.re 
consistent with the predictions of the Tully-Fisher relation. The slope of the shear steepens 
with increasing luminosity and depends on the scale considered. The shear profile is not well 
fitted by power-law halo profiles p ex r-0 • Our results are in rough agreement with the SDSS 
measurements 3 , as galaxies with luminosities L > L* (L* � -20.3) which a.re brighter than 
ma � 19 for assumed lens redshift corresponding to the SDSS sample of lens galaxies. We note 
however that the predictions are very sensitive to detailed galaxy formation modelling, so we 
expect galaxy-galaxy lensing to be one of the most powerful cliscrimina tors of such models. 

In the lower panel of the Fig.l we present the shear for reel , blue and all galaxies with the 
luminosity cut Ma < - 18 imposed. The reel galaxies sample ("ellipticals" ) seems to be more 
promising in galaxy-galaxy lensing detection as they give a few times stronger signal than the 
blue sample ("spirals" ) for the whole range of angular scales. Large value of the shear in the case 
of reel sample for scales of order several hundred kpc does not mea.n that haloes of particular 
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galaxies extend to such large distances. Instead it argues that the red galaxies are more likely to 
be found in groups and clusters. The galaxy-galaxy lensing studies could be helpful in searches 
for galaxy groups and proving physical connections between the galaxies involved in apparent 
groups. On the other hand blue galaxies are more suitable for investigations of dark matter halo 
properties because they are mostly placed in the field and their shear profile reflects more the 
real profile of the dark matter haloes. 

3 Cross-correlation coefficient 

The cross-correlation analysis may be applied in studying the biasing between luminous and dark 
matter distributions. Not to confine to the simplest, linear bias relation we may account for the 
cross-correlation coefficient defined as r

2
(k) = Pi,dm (k)/(Pg,g(k)Pdm,dm(k) ) ,  where Pdm,dm(k) , 

Pg,g (k) and Pg,dm (k) are power spectra for dark matter, galaxies and the cross-power spectrum 
respectively. The linear bias gives r (k) = 1. In Fig.2 we show the correlation coefficient as 
a function of scale for a few galaxy samples. In the upper panel we show 1· (k) without shot 
noise correction in which case r (k) < 1 as expected. With the shot noise subtraction r (k) is 
shown in the lower panel of Fig.2 .  This can be larger than unity on small sea.Jes because of shot 
noise subtraction. For large scales r (k) � 1 which allows one to extract the bias and the dark 
matter power spectrum from the galaxy and cross-power spectra. Thus galaxy-galaxy lensing 
which allows us to measure the galaxy-dark matter correlations should become a useful tool in 
determining the bias. The correlation coefficient is dependent on the abundance of galaxies in 
haloes, which is seen when one considers red and blue samples, especially on small scales of 
order hundreds of kpc. Blue galaxies, which are often the only galaxy in the ha.lo, show stronger 
sea.le dependence of 1· (k) than red ones, which are usually members of groups and clusters a.nd 
roughly trace the dark matter distribution in the haloes. Large values of 1· (k) for small scales 
occur because in the haloes with only one galaxy the cross-correlation is strongly enhanced with 
respect to the dark matter correlation. These results a.re supported by analytical treatment 5 • 
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4 Summary 

\Ve have performed cross-correlation analysis of dark matter and galaxy distributions using 
N-body simulations coupled with the semi-analytic galaxy formation models. Vile have shown 
its importance in interpreting the observations of the galaxy-galaxy lensing effect .  The cross­
correlation function contains information not only on galaxy halo profiles but also on the ha.lo 
mass function and galaxy abundance in haloes. Because of contributions from different mass 
haloes and clustering of galaxies the galaxy-galaxy lensing signal cannot be interpreted simply 
as a measure of the mean galaxy halo profile. The prospects can be improved if one selects 
galaxies by colour or clusters by richness. Moreover, cross-correlations together with the galaxy 
correlations can become a useful method to extract the bias parameter and the dark matter 
power spectrum on large scales, where the cross-correlation coefficient is approximately unity 
independently of the galaxy sample taken into considerations. The upcoming surveys such as 
SDSS or 2dF should be able to extract information on the dark matter-galaxy correlations via 
the galaxy-galaxy lensing with high precision, making them an important tool in galaxy haloes 
investigations. 
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We present a spectroscopic survey for strong galaxy-galaxy lenses. Exploiting optimal sight.­
lines to massive, bulge-dominated galaxies at redshifts z � 0.4 with wide-field, multifibre 
spectroscopy, we anticipate the detection of 10-20 lensed Lyman-<> emitting galaxies at red­
shifts z 2:; 3 from a sample of 2000 deflectors. Initial spectroscopic observations are described 
and the prospects for constraining the emission-line luminosity function of the Lyman-a 
emitting population are outlined. 

1 Introduction 

Despite considerable advances over the past two decades in the study of individual gravitational 
lens systems, the assembly of large, uniformly-selected samples of systems multiply imaged by 
individual galaxies has proved extremely hard. Searches for individual examples of strong lens­
ing have relied on the examination of a sample of objects, such as quasars or fiat-spectrum 
radio-sources, where a large fraction of the sample lie at high redshift. Thus, towards each 
object there is a significant path-length over which an intervening deflector may interpose itself 
close to the line-of-sight. The lens search proceeds through the identification of sources whose 
morphology, multiple images or extended arcs for example, is consistent with the effects of lens­
ing. Further imaging, at different wavelengths, and spectroscopy is then necessary to establish 
the source as a bona-fide lens and to obtain redshifts for the source ai1d the deflecting galaxy. 
In practice, obtaining the redshifts is very difficult, particularly for radio-selected objects, and 
in the compilation of Kochanek et al ( 1999: http://cfa-www. harvard. edu/castles) only 19 of the 
45 lensed systems possess both deflector and source redshifts. 

An alternative search strategy is to examine optimal lines-of-sight by identifying a popu­
lation of very effective deflectors, where it is known that any source lying behind the deflector 
will be significantly lensed, and then to examine the spectra of the deflectors for evidence of 
lensed background sources. Miralda-Escude and Lehar 1 pointed out that provided the surface 
density of faint, small , galaxies at high redshift is large, significant numbers of galaxy-galaxy 
lenses should exist. Subsequent observational developments have shown that the surface density 
of high-redshift, star-forming objects is indeed large2•3• Provided a suitable sample of deflectors 
can be identified the optimal line-of-sight search strategy offers significant advantages, including 
i) high efficiency, the probability a lens will be seen along a line-of-sight is significant, ii) the 
deflector and source redshifts may be readily acquired, allowing the full lensing geometry to be 
defined, iii) the small, but extended, star-forming objects lead to resolved gravitational lenses, 
not unlike the radio-rings arising from morphologically extendecl raclio emission, which provide 
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much greater constraints on the deflector masses than the more familiar two- or four-image 
lenses of unresolved quasars. 

Using APM measures of United Kingdom Schmidt Telescope B1RI plates it is possible 
to identify the ideal population of deflectors - massive , bulge-dominated , gala.xies a.t redshift 
z � 0.4, essentially half-way between ourselves and any high redshift source. Specifically, locating 
the population of relatively bright, mR :S 20, red, B1 - R :::: 2.2,  galaxies with redshifts 0.25 :::; 
z :::; 0 .6 is straightforward 4 •  The galaxy population has a surface density of � .50 deg-2 and 
associated with each galaxy there is an area of sky, � 1 arcsec2 , in which any distant source will 
be multiply imaged , with an associated increase in brightness of a factor ;GlO.  These early-type 
galaxies represent essentially optimal lines-of-sight to search for examples of strong lensing. 

The presence of a lens is revealed by the detection of an anon1alous en1ission line in the 
spectrum of one of the target distant early-type galaxies, so obtaining spectra of a large sample of 
the deflector galaxies represents the first stage in the lens survey. Examination of intermediate­
resolution optical spectra of an initial sample of 160 colour-selected early-type galaxies revealed 
the presence of an emission line at 5589A in a galaxy with redshift z = 0.485. Follow-up 
spectroscopy 5 and imaging 6 have confirmed the B004 7-2808 system as an optical Einstein ring 
with the source, a star-forming galaxy at z = 3.595, the first confirmed example of a normal 
galaxy lensing another normal galaxy and a demonstration of the viability of the optimal line­
of-sight survey strategy. 

2 Spectroscopic observations and candidate selection 

With an efficient method for acquiring spectra along many optimal lines-of-sight there is the 
prospect of obtaining a large sample, � 20 objects, of spatially resolved gravitationally lensed 
systems. The ]ow-surface density of the galaxies on the sky means the Anglo-Australian Tele­
scope's 2dF multifibre instrument, with a 3 deg2 field, is ideally suited to the initial spectroscopy. 
In September 1998 we obtained spectra of � 500 early-type galaxies over two nights using the 
2dF facility. Total exposure times of � 8000 s produce galaxy spectra for which the completeness 
of redshift measurement is 95% and in which anomalous emission lines of fluxes � 5 x 10- 1 1 erg 
s- 1 cm-2 may be reliably detected i.e. fluxes comparable to those seen in high-redshift galaxy 
samples 3 can be reached. The unlensed fluxes are a factor � 10 fainter. Example spectra of 
galaxies from 2dF are shown in Figure 1 .  

Candidate gravitational lenses are identified by applying an automated emission-line detec­
tion algorithm to the early-type galaxy spectra. The identification software matches a tem­
plate early-type galaxy SED (derived from the mean of the sample) to each early-type galaxy 
spectrum via a wavelength-dependent transformation. The transformation is derived from the 
median smoothed ratio of the two spectra. Subtraction of the transformed template from the 
individual galaxy spectra removes large scale (>. ;c, lOOA ) continuum variations while retaining 
small-scale differences such as narrow (A < .soA) emission lines. Such emission features may 
then be identified using standard matched filter techniques 7• The effectiveness of the emission­
line detection routine is demonstrated by the identification of (OII)3727 emission in 20% of the 
early-type galaxy sample ( 104/48.5 galaxies) . Four anomalous emission lines, consistent with 
gravitationally-lensed Lyman-a emission , have also been identified utilising this technique. Can­
didate lenses must be confirmed via a second observation of the emission-line prior to follow-up 
observations to obtain the source redshift, via observation of a second emission feature 5 ,  and 
the morphology of the lensed emission 6 .  
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Figure 1: Observed-frame spectra of 485 distant early-type galaxies, redshifts 0.3 :S:: z :S:: 0.6, arranged by 
increasing redshift. A number of prominent night-sky features are visible as vertical lines while features present 

in the galaxies, such as Calcium H+I< and the G-band move to longer wavelength with increasing redshift. 

3 Constraining the luminosity function of high-redshift Lyman-a emitting galaxies 
using gravitational lensing 

A spectroscopic survey for gravitational lenses, employing a quantitative detection algorithm and 
a well-defined sample of deflectors, permits a unique experiment to probe the luminosity function 
of high-redshift Lyman-Cl' emitting galaxies - to fainter flux limits than currently achievable. 

The line-of-sight to each deflector may be considered as magnifying a region of the distant 
source plane. The total source plane magnification as a function of deflector-source impact 
parameter is calculated for the deflector sample using a ray-tracing algorithm, incorporating 
variations in deflector (e.g. central velocity dispersion and redshift) and source (e.g. surface 
brightness morphology and redshift) properties. To reproduce the effects of atmospheric seeing, 
lensed images are convolved with a Gaussian kernel of FWHM = 1%, while to reproduce the 
2dF observations, the lens model considers the total flux received from a 111 radius optical fibre 
centred on each deflector. 

The sample of deflectors presents a magnified view of the distant source population, charac­
terised by a Lyman-a emission-line luminosity function. The probability of detecting a lensed 
emission line of given observed frame properties (i.e. flux, wavelength and FWHM) drawn from 
this population is calculated via a 'monte-carlo' procedure whereby a grid of simulated emission 
lines of specified properties are superimposed onto observed early-type spectra, to be processed 
using the automated line detection algorithm. 

Combining the magnification profiles generated by the deflector sample with an assumed 
Lyman-a: emission-line luminosity function describing the source population, produces the num­
ber distribution of detected lenses as a function of Lyman-a luminosity (Figure 2) . The number­
luminosity diagram of identified lenses generated by a spectroscopic sample of 2000 early-type 
galaxies, considering two competing luminosity function models, clearly demonstrates the po­
tential of the survey technique to probe the characteristics of the faint Lyman-o emitting galaxy 
population. 
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Figure 2: Cumulative number distribution of gravitational lenses versus intrinsic Lyman-a emission luminosity 
identified within a projected sample of 2000 early-type galaxy spectra. Two model luminosity functions are 
oonsidered; a Schechter function described by the parameters L • = 1 x 1043 h2 ergs s-1 , a = - 1 .6, </) = 1 x 10-3 

li3 Mpc-3 (log L)-1 (solid line) and a Gaussian function of equal L' and ¢' with a width parameter u = 0.25 log L 
(clashed line). The model was realised using a cosmological model specified by the parameters 0 = 0.3, A =  0.7. 

4 Conclusions 

We have presented the strategy and initial observations for a spectroscopic survey for strong 
galaxy-galaxy lenses. The optimal line-of-sight strategy offers a powerful probe of the faint, 
Lymau-a- emitting, galaxy population and of the dark matter profiles of massive early-type 
galaxies at cosmological distances. Application of the deflector-ba.5ed survey strategy to other 
galaxy samples is underway 8 and we hope to compile a much larger sample of systems using 
a.dditional 2dF observations. 
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I give a brief overview of the current status of some aspects of the Cosmic Lens All-Sky Survey, 
CLASS. 

1 Who and What? 

CLASS, the Cosmic Lens All-Sky Survey, is a collaboration between groups at the Jodrell Bank 
Observatory (UK),  ASTRON (NL ) ,  the Kapteyn Astronomical Institute at the University of 
Groningen (NL) ,  Caltech (USA) , the University of Pennsylvania. (USA) and NRAO (USA) . It 

. is a survey for flat-spectrum radio sources (a 2: -0 . . 5 for SJ � f" between L-band (Condon et 
al.1 (NVSS)) and C-bancl (Gregory et al.2 (GB6 ) ) )  with the selection criteria 0 :::; 8 :::; 75° (due 
to the area covered by GB6) , lb l  > 10° and Sc-band > 30 mJy: 1 1685 objects. The objects 
thus selected were then observed with the VLA in A-configuration at X-bancl. CLASS has 
many goals, many of which are lens-related (measuring >.0 and Q0 with lensing statistics and 
Ho with time delays, studying the properties of lensing galaxies) . (The definition of CLASS has 
evolved, ma.inly clue to improvements in the input catalogues used. The above definition is the 
current, final one. However, objects were observed which are not part of the currently definiecl 
'statistically complete CLASS' and, if they happened to be lens systems, were of course followed 
up.) 

2 Why and How? 

Radio surveys can be particularly good gravitational-lens surveys, for a number of reasons: 

• Using interferometry, the beam size is much smaller than the image separation . 

• Flat-spectrum objects are compact (i.e. (almost) point sources) , allowing typical lensing 
morphologies to be recognised easily. 



• Somewhat rela.tecl to the previous point, the lensing probability depends on the cross 
section determined by the lens population; for extended sources, the source geometry 
partially determines what is recognised as a lens system. 

• Most sources a.re quasars at high redshift, which lea.els to a high lensing rate. 

• Since flat-spectrum objects are compact, they can be variable on relatively short timescales, 
which a.ids in determining time delays. 

• There is no bias from lens galaxies clue to extinction by the lens or comparable brightness 
of source and lens, as can be the case with optical surveys. 

• High-resolution followup is possible with interferometers such as MERLIN the VLBA, 
VLBI. . . .  

But there is one disadvantage: 

• Additional work is required to get redshifts. 

From our own CLASS VLA observations (i.e. A-configuration at X-bancl ) ,  objects with 
multiple compact ( < 170 mas) are marked as lens candidates if the separation is between 300 mas 
and 6 arcsec, the flux ratio <10:1 and the total flux at X-band in the compact components 
is >20 mJy. These constraints are chosen so that sufficient followup is possible for a.II such 
candidates. Candidates a.re then observed at progressively higher resolution, first at C-ba.ncl with 
MERLIN (50 mas resolution) and then, if necessary, the VLBA (3 mas resolution) and finally if 
needed with VLBI, at a.clditiona.l frequencies if needed . About 80% of the candidates a.re rejected 
after the MERLIN 'filter' due to different surface brightnesses in the components (gravitational 
lensing, of course, conserves surface brightness) . Other reasons for rejection include obvious 
non-lens structure (such as a core-jet morphology) and different spectra.I indices or polarisation. 
It is interesting to note that, with one possible exception , every candidate which has passed these 
tests and thus been deemed to be a lens system on the basis of radio data alone has yielded a 
lens galaxy when observed optically (usually with HST) .  Since the source and lens redshifts are 
needed for various purposes, these a.re also checked to be consistent with lensing (z1 < z5 , the 
same z5 for all components of the source) , though in practice no candidates which have passed 
the above-mentioned tests have been ruled out on this basis. 

Table 1 shows the current CLASS and JVAS lens systems. It should be noted that missing 
redshifts a.re mostly from relatively new systems (though in the case of B1938+666, a redshift 
might could have been measured if UKIRT were able look this far north) .  It thus appears to 
be a realistic goal to have the survey complete with respect to both source and lens redshifts 
within the next several months. Note also the relatively narrow range of image separations, 
which is definitively not due to any sort of bias or incompleteness but reflects a real fact about 
the universe (more precisely, the mass spectrum of lens galaxies) . 

3 Ao and rlo from Lensing Statistics 

vVe have done an analysis of .JVAS (essentially the brightest 2308 sources in CLASS) . Lensing 
statistics, at least in the interesting pa.rt of parameter space, essentially measures Ao - rlo. As 
discussed in Helbig3 , we obtain 

-2.69 < Ao - rlo < +0.68 ( 1 )  

a t  95% confidence; for a flat universe, this corresponds to 

-0.8.5 < Ao - 110 < +0.84 (2) 
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Table 1: The JVAS and CLASS gravitational lenses 
Survey Name # images fi(J" ZJ Zs lens ga.la.xy 

confirmed lenses 
CLASS 80128+437 4 o . . 542 ? ? ? 
JVAS 80218+3.57 2 + ring 0.334 0.6847 0.96 spiral 
JVAS MG0414+0.54 4 2.09 0.9584 2 .639 elliptical 
CLASS 80712+472 4 1 .27 0.406 1 .34 spiral 
CLASS 80739+366 2 o .. 540 ? ? ? 
JVAS 81030+074 2 1 .56 o .. 599 1 ..53.5 spiral 
CLASS 81127+38.5 2 0.701 ? ? ? 
CLASS 81152+119 2 1 ..56 0.439 1 .019 ? 
CLASS 8 1359+154 4 1 .65 ? 3.212 ? 
JVAS 8 1422+231 4 1 .28 0.337 3.62 ? 
CLASS 81555+375 4 0.43 ? ? ? 
CLASS 81600+434 2 1 .39 0.414 1. .589 spiral 
CLASS B 1608+656 4 2.08 0.63 1 .39 spiral 
CLASS 8 1933+507 4 + 4 + 2  1 . 17 0.75.5 2.62 ? 
JVAS 81938+666 4 + 2  0.93 0.878 ? ? 
CLASS 8204.5+26.5 4 1 .86 0.867 1 .28 ? 
CLASS 82319+051 2 1 .365 0.624 ? ? 

puzzling probable lenses 
JVAS 821 14+022 2 or 4 2 . .57 0.32 & 0.59 ? ? 

It should be noted that the probability distribution in the Ao-Do plane is not Gaussian ; in 
particular, the above numbers were obtained from 'real contours' (cf. Helbig1 and references 
therein) and not by plotting contours at some fraction of the peak likelihood , and of course they 
depend on the region of parameter space examined as long as there is a non-negligible likelihood 
outside of it. These caveats should be kept in mind when comparing these constraints to others 
in the literature. 

Of course, not only an analysis of CLASS but a better analysis of CLASS is in the works. 
However, first the survey and lens followup have to be finished and the S-z plane of the parent 
population (i.e. non-lenses in the survey and objects 'amplified in' to the survey by lensing) must 
be determined. This information is needed in two quite distinct contexts, even though they are 
really two sides of the same coin: 

• The number-flux-density relation at the redshifts of the sources in the lens systems is 
needed for the calculation of the amplification bias. 

• The flux-density-dependent redshift distribution is needed as a proxy for the redshifts of 
the non-lenses in the survey. 

Even without this information, however, there is the interesting possibility of using CLASS for 
the lens-redshift test; see Helbig; for discussion . 

4 Ho from Time Delays 

Since all observables in a gravitational lens system are dimensionless except for the time delay 
between the images, this can be used to scale the model of the system a.nd thus, if the redshifts 
are known, measure Ho (with a higher-order dependency on Ao and Do ) .  A radio survey offers 
the advantages that microlensing is less of a worry a.nd tha.t the sources are 'pre-selected ' to 
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be variable (due to their flat-spectrum nature, as mentioned above) .  The angular separation 
probed by CLASS corresponds to galaxy-mass lenses and thus time delays of weeks, which is 
convenient. To date, there are 6 measured gravitational-lens time delays, 3 from CLASS, of 
which .5 agree quite well (see, e.g. , Koopmans & Fassnacht? for discussion) .  In principle, a.5 first 
pointed out by Refsdaf , one can use time delays from several systems to measure Ao and n0. 
Although it is too early to make a definitive statement, it is interesting to note that the derived 
values for H0 agree better if currently favoured values for Ao and n0 are a.<;sumed. To quote a 
number for posterity, Ho = 68. More CLASS systems are being monitored, so statistics should 
improve in the future. 

5 Dark Lenses? 

As mentioned above, there is only one possible lens system which has passed all the radio tests 
but in which no lens galaxy has been detected, and could thus be a 'dark lens' (cf. Jackson et 
al� and references therein) .  However, statistical arguments favour the alternative explanation of 
this system, B0827+52.5, being the first binary radio-loud QSO. On the other hand, the case is 
not clear-cut. If the latter explanation is true, it will have the smallest separation of all known 
QSO pairs. On the other hand, if it is a lens system, it will have the largest separation of a.II 
CLASS lenses. See Koopmans et al� for further discussion .  

6 Wide-Separation Lenses 

Although CLASS originally examined the range between 300 mas and 6 a.rcsec, this has been 
extended up to an arc-minute in two new surveys. First, CLASS ha.5 been extended to search 
up to 1 .5 arcsec in a manner identical to the original survey, made possible by the increase in 
computing power since CLASS began. Second, a new survey, the Arc-Minute Radio Cluster­
Lens Search (ARCS) , has looked for lensing of extended sources on the 1 .5 to 60 arcsec scale 
(due to the longer time delays, many of the arguments used to rule out candidates at smaller 
separation will not work at larger separation and the number of chance coincidences on the sky 
of course increases with the separation , so a different strategy is called for) . To date, no lens 
systems have been found in this range of angular separation, though one candidate remains. 
More details can be found in Phillips et al.10 • 
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TIME DELAYS 

T. WIKLIND 
Onsala Space Observatory, SE-4399'2 Onsala, Sweden 

The present status of measured time delays in gravitational lens systems and the analysis 
methods are presented. The use of molecular absorption lines to derive the time delay in 
PKS1830-21 l is cliscussed. Finally, an assesment is made of how accurate the Hubble param­
eter Ho can derived and where the major uncertainties remains. 

1 Background 

Until just a few years ago, there was only one gravitational lens where observers had attempted 
to derive the differential time delay. Today this situation is rapidly changing, with time delays 
for 7 lenses published and with several in the process of being observed . 

The idea of using the differential time delay between two or more images of a lensed back­
ground source to determine the value of the Hubble parameter, Ha,  was around for more than 
1.5 years before the first gravitational lens, Q09.57+561 ,  was discovered (Refsdal 1964; Walsh et 
al. 1979 ) .  Q0957+561 turned out to be variable and the first attempts to measure the time de­
lay started almost immediately. Several different methods were used, from radio interferometry 
(including VLBI) to optical photometry (for list of early attempts, see Haarsma et al. 1997) . 
The results quickly divided themselves into a 'high-value' and a 'low-value' group, where the 
high value corresponded to L::,.t � 540 ± 10 days and the low value to L::,.t � 410 ± 20 days. These 
discrepant results emerged because the two lens components do not vary in the same way. This 
is most likely due to microlensing in the intervening galaxy, but also because derivation of the 
time delay is intrinsically difficult. In principle, it is a classical problem, the correlation of two 
unevenly sampled time series, but with the added complexity that the two time series are not 
sampled simultaneously. 

In order to use the differential time delay for cosmography, it is necessary to have a well 
determined gravitational potential of the lensing galaxy, as well as the redshifts of both the 
lens and the background source. With these ingredients, the time delay effectively measures the 
distance between the two points for which the arrival time difference has been determined. With 
the known angular separation on the sky, one obtains the angular size distance, independent 
on any other cosmological distance measurement. This is of course a function of the Hubble 
parameter H0 , but also 00 and fit. , the density parameters for matter and a. cosmological 
constant. Hence, a time delay measurement, with a well constrained potential, defines a surface 
in a multi parameter space (Ho, 00 , fit. ) .  Measurement of differential time delays from several 
gravitational lenses, at different redshift combinations of the lens and the source, can in principle 
be used to solve simultaneously for all the parameters. This is presently not feasible due to 
uncertainties in the lens potentials. 
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Table 1: Time delay measurements as of March 2000 
Name Zd z, Ll.t Ut;t /Ll.t Method Ref. 

days 

BD2 1 8+357 0.68 0.96 J0.5�g ! 43 Radio {polarimetry) Biggs et al. 1 999 

Q0957+561 0.36 1 .41 409+23 -23 6% Radio Pelt. et. al. 1 994 
423+6 -6 1% Optical Pelt. et al. 1996 
4 17�! 1% Optical Kundic et al. 1997 
425��� 4% Optical Pijpers 1 997 
397+20 5% Radio Haarsma et. al. J 997 -20 
409+aO -30 7% Radio Haarsma et. al. 1999 

HE! 104- 1805 0.7? 2.32 267; Spectrophotometry VV isotzki ct al. 1998 

PG1 1 1s+oso 0.31 1 .72 CH 23.7:;:: 14% Optical Schechter et al. 1 997 
AIA2 9.4; 
CB 25.o�U 14% Optical Barkana 1997 

B1600+434 0.42 1 .59 47+12  - 9  23% Radio Koopmans et al. 2000 

B1608+656 0.63 1 .39 BA 26�� 19% Radio Fassnacht et al. 1999 
BC 34+5 -5 

1 5% 
BD 73+5 -5 7% 

PKSJ830-21 1 0.89 2 .51 44+9 -9 20% Radio \'an Ommen et al. 1995 
26+4 -5 17% Radio  Lovell el. a l .  1998 
28+• -· 14% Millimetric Wikl ind eL al. 2000 

2 Present status 

At the time of writing, time delays have been derived for 7 gravitational lenses, summarized in 
Table 1. Da.ta for one additional lens (B1422+231) is discussed in these proceedings (Nara.shima) . 
Some of the values are still rather uncertain ,  as can be seen from the a c,.t/ fJ.t values in Table 1 .  
The best ones correspond to  fractional errors of only a few percent, while some values do  not 
even have estimates of the uncertainties. Typical uncertainties, at the �90% confidence limit, is 
10-20%. The lens with the best estimated time delay is Q0957+561,  where time series extending 
over more than 20 years exist. 

Of the seven lenses listed in Table 1, four have been observed at radio wavelengths (including 
the millimeter band) , two in optical bands and one (Q09.57+.561 )  at both radio and optical 
wavelengths. This dominance of radio observations is clue to large gravitational lens surveys like 
CLASS, which have been more successful than optical surveys in finding new lenses. Moreover, 
the CLASS survey is biased towards flat spectrum radio sources, likely to be beamed towards 
us and therefore more variable than less beamed sources. 

The redshift for the lens in HE1104-1805 remains undetermined and this source can not be 
used for cosmographic purposes - yet. It also has one of the most uncertain time delays. The 
remaining six sources have all been used to get estimates of Ho (see below) .  

Interestingly, three of the six sources were reasonably good time delay measurements exists, 
are late type galaxies. This is seen either through morphology (B1600+434) or through detection 
of molecular gas (B0218+3-57 and PKS1830-211) . It remains to be seen whether this implies 
that the potentials used for the lens modelling should be modified. 

There are still a number of gravitational lens systems detected in the CLASS survey which 
can be used to derive differential time delays, but for which data. do not exist a.t the moment: 
Bl933+.503 , where Biggs et al. (2000) found little variability during a monitoring campaign in 
1998, and Bl030+074, which is presently being monitored (Xanthopoulos et a.I . 2000) . 



The gravitational lens PK5183().211 and the z=<l.89 absorption line system 
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Figure I :  Left : A 5 GHz image of PKS1830-211  (courtesy A. Patnaik) . The cores, which are the only parts 
contributing to the continuum at millimeter wavelengths are marked. Right: The HCO+ (2-1 )  spectra at z = 0.89 

observed with the SEST. The line is saturated and only covers the SW component. 

3 Methods 

The controversy regarding the time delay for Q0957+-561 underlined the difficulties associated 
with deriving a D.t value from an unevenly sampled time series. It also motivated several groups 
to design analysis methods appropriate for this type of data. 

Apart from correlating unevenly sampled time series, gravitational lenses provide the extra 
complication that the series are effectively sampled at different times. There are three ways 
to attack this type of problem: ( 1 )  interpolate unobserved data points and use conventional 
correlation techniques, (2) bin observations to get uniformely spaced data (using uneven window 
funtions) and use conventional correlation techniques, or (3)  use what you have and try to 
correlate as best as possible. The last method has been developed by Pelt et al. { 1994; 1996) with 
the special goal of analysing the time delay for Q0957+561. It is a nonparametric method which 
is essentially a cross-correlation, but where the correlation is done with the nearest neighbouring 
data point (in time) . This method has become known as the 'Pelt Dispersion Method '. An 
elaborate method for optimizing the interpolation between data points has been developed by 
Press et a.I. ( 1992a,b) ,  again with the goal of deriving the time delay of Q09.57+.561 .  Edelson & 
Kralik ( 1988) developed a discret cross-correlation method, aimed for analysis of reverberation 
mapping of AGNs, which can be used for gravitational lens time delays. The method optimizes 
the binning (rather than the interpolation) and requires a fairly well sampled data set to retain 
sufficiently good temporal resolution. In the literature one can find several other techniques that 
has been developed for gravitational lenses {cf. Pijpers 1998; Barkana 1997, 1999). 

Since almost all of these methods have been developed with analysis of the time delay of 
Q0957+.561 in mind, it is fortunate that the controversy arised for this particular source. 

4 Using molecular absorption lines: PKS1830-211 

A new method for monitoring the fluxes from gravitational lens systems has originated with the 
detection of molecular line absorption in intervening galaxies (cf. Wiklind & Combes 1995, 1996) . 
The centralized distribution of molecular gas implies that whenever absorption is detected, the 
background continuum source has an impact parameter of a few kpc or less. This is an ideal 
situation for strong lensing. 

A total of four molecular absorption line systems has been detected , with redshifts in the 
range z =0.25-0.89. Two of these occur in lensing galaxies: B0218+3.S7 (zd = 0.68) and 
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Figure 2: Monitoring of PKS1830-211. a) The top panel shows the data obtained over 4 years. The bottom 
panel shows the flux ratio of the NE and SW components. A clear signature of the time delay between the NE 
and SW images can be seen during the peak of the outburst in 1998. b) The fluxes from the NE (gray) and 
SW (blue/black) components. The SW component has been shifted by t:.t = -28 days. In the upper panel the 
components are shown for a constant magnification ratio (µ = 1.3), while the lower panel shows the result when a 
third order polynomial ha5 been fitted to the magnification ratio when solving for 6.t. The latter case represents 

a much better solution. 

PKS1830-211 (zd = 0.89). In both cases, the absorbing molecular gas obscures one of two im­
ages. Several different molecular transitions have been observed and some of them are strongly 
saturated. This is seen through the detection of isotopic species, for instance HCO+ and the iso­
topic variants H13CO+ and HC180+. While the continuum flux at frequencies off an absorption 
line gives the sum of the fluxes from the images, the depth of a saturated absorption line gives 
the flux from the obscured image. This can be used to monitor the individual fluxes without 
actually resolving them. For instance, in PKS1830-211 the separation between the images (see 
Fig. 1) is � 111, but the fluxes of the individual images can be obtained with a telescope with 
an angular resolution of� 50". 

Fig. 1 shows PKS1830-211 at radio wavelengths (courtesy A. Patnaik), showing two images 
with a core+jet morphology. The jet has a steep spectral index and at millimeter wavelengths 
only the inner cores contribute to the observed continuum. The strong absorption occurs towards 
the SW component (Wiklind & Combes 1998). Due to heavy Galactic extinction the system can 
only be detected at wavelengths longer than a few microns. The saturated HCO+ (2-1) transition 
occuring at z = 0.89 towards PKS1830-211, also shown in Fig. 1, has been monitored with the 
SEST 1.Sm telescope at La Silla since April 1996 (Wiklind & Combes 2000) . During this time 
the total flux has varied by a factor �2.5 (Fig. 2a). During an outburst in 1998, we detected 
a clear signal of time delay, which can be seen in the flux ratio of the NE and SW components 
in Fig. 2a. Analysis of the complete dataset using several different methods, gives a time delay 
Lit= 28�� days, with the NE component leading. The results of Lovell et al. (1998) , based on 
low frequency interferometric techniques and model subtraction of the jet components, gives a 
time delay of Lit = 24�� days. These two measurements have completely different sets of possible 
systematic errors and the good agreement gives additional confidence to the results. Using the 
lens model of Nair et al. (1993), our time delay corresponds to Ho= .59�i 1 km s-1 Mpc-1. 

The best fit for the molecular data is given by Lit= 28 days. However, solving for a constant 
magnification ratio, gives a time dependent offset between the rectified fluxes from the NE and 
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Figure 3: Derived values of Ho using time delays. The values are taken from the literature and various types of!ens 
potentials have been used in the modelling, from parametrized models to nonparametric ones. Green/gray points 
represent results based on radio data, blue/black point optical data and light blue/grey Q09-57+561 (combined 
radio and optical). Although the dispersion is large, �803 of the values are within the uncertainty quoted in the 
HST Key Project on the Extragalactic Distance Scale, as marked by dot-dashed lines. The two black points to 

the right. represent Ho values derived from NGC4258; one using water masers and the other using cepheids. 

SW components (Fig. 2b). This suggests that a long term variation of the magnification ratio is 
taking place. A better fit can be achieved by letting the flux ratio vary as a third order polynomia 
(Fig. 2b). The time scale for this variation is 1-2 years. The size of the background source at 
millimeter wavelengths is unknown, but likely to be of the order 1017-1018 cm. Although this is 
large for microlensing events, this remains a possible explanation for the long term variation. A 
further complication here is that the background source could exhibit superluminal motion and 
it is not only the foreground screen that has a transverse velocity. We hope to follow this source 
in order to follow up on the behaviour of the magnification ratio. 

5 Prospects for deriving Ho 

Various estimates of the Hubble parameter using time delays, taken from the literature, are 
shown in Fig. 3. The dispersion of values is quite large. Differential time delay measures the 
angular size distance, with Ho, no and QA as parameters. The strongest dependence, however, is 
on the Hubble parameter and it is common to set Q0 = 1 and QA = 0 and quote a value for Ho. 
This has been clone for the values shown in Fig. 3 and some of the dispersion could be caused 
by parameter having intrinsic values different from the assumed ones. However, the strongest 
cause for the dispersion comes from the different types of lens models used. The number of Ho 
values presented in Fig. 3 is almost three times the number of lenses with known time delay. 
Some values of H0, derived for the same lens system with the same 1:!,.t, gives results which 
are inconsistent with each other. This shows that the main uncertainty remains in the lens 
modelling. Nevertheless, in this 'pessimistic' view, 80% of the Ho values are consistent within 
the uncertainty quoted in The HST Key Project on the Extragalactic Distance Scale (Mould 
et al. 2000). A much smaller dispersion of Ho values, based on time delay measurements, can 
be achieved by using the same type of lens models for all sources (cf. Koopmans & Fassnacht 
1999). However, possible systematic errors could be introduced in this manner. 
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TIME DELAY IN GRAVITATIONAL LENS SYSTEMS AND HUBBLE 
CONSTANT 

D. NARASIMHA 
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Homi Bhabha Road, Mumbai 400 005, India 

The time delay between the multiple images in gravitational lens systems is affecled by large 
scale mass distribution in the lens, even though it might not have observable effects on t.he 
macro images. Inhomogeneity at very small scale will not directly affect the lime delay but 
will influence the models of mass clistribution in the lens galaxy. How I.his degeneracy can 
be eliminated is described. A method to determine time delay based on smoothed cubic 
splines is explained. The value of the Hubble Constant, inferred from the time delay in 5 
well-constrained lens systems is 58 ± 8 km s-1 Mpc-1 for a Friedmann Universe at. closure 
density and 67 ± 9  km s- • Mpc-1 for a Flat Universe with cosmological constant contributing 
0. 7 of the closure density. 

1 Introduction 

Gravitational lensing is caused when the beam of photons from a background source is bent and 
distorted due to the gravitational pull of an intervenous massive object like a galaxy or galaxy­
cluster. In the strong lens systems, multiple images of the background source can appear, the 
maximum separation between them being an indication of the mass of the lens and the effective 
distance to the system, 

D 
DiensDsource 

eff = DLs 
( 1 )  

where the distances in the right side are respectively angular diameter distances from the lens 
and source to the observer and from the source to the lens. Intrinsic variability in the source will 
appear in the images at different times. This time interval is called the time delay. It is caused 
by the different path length of photons forming the multiple images as well as the difference 
in the gravitational potential a.long the path. The time delay is proportional to the Effective 
Distance to the lens system as well as the image configmation. Hence, if the geometry of the 
lens configuration is determined from the observed image featmes or the Lens characteristics, 
Def I can be determined from the time delay. 

1 . 1  Problems in getting the Distance Estimate from Time-delay: 

Time delay depends on the gravitational potential integrated along the photon path, while 
separation between the images on its gradient and magnification, on the second derivatives 
of the potential. Our failure to determine the gradients of the potential everywhere results 
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in degeneracies in the estimation of the potential. Specifically, multiple components of the 
lens affect the image separation and time delay differently. A small sea.le inhomogeneity like 
a. micro lens does not change the time delay directly, but the magnification of the images is 
modified, affecting the lens models. Also, the microlens light curve <icts as a noise to the 
intrinsic variability of the source, lea.ding to faulty va.lues of the time delay. 

A large scale mass distribution in the lens increases the image separation though the relative 
magnifications are not noticea.bly altered. Consequently, a. nearly constant mass sheet having 
surface mass density KX the critical density for strong lens reduces time delay to a. fraction . 1 - K. 

The effects of the multiple lens components can, in principle, be modeled with extra obser­
vations. For instance, 
Asymmetry of microlens light curve is directly dependent on the shear of the macrolenSl·13 2;;­
_L\ccurate inonitor of the i1nages can be used to have a.n independent esti1nate of the shear. 
The rotation curve of a spiral lens galaxy like PKS1830-211 or B0218+357 was used to directly 
estimate the mass distribution in the inner parts of the len&2•6 . To some extent, this could 
eliminate the mass degeneracy ca.used by observations restricted to a. single plane. 

Equally important is accurate measurement of the time delay. Experience has shown that 
the time delay estimated from the observations is invariably susceptible to noises. Here we 
outline a. method to alleviate the problem to a good extent, if the intrinsic variability of the 
source is restricted to a narrow band. 

2 Estimation of Time delay using Smoothed Cubic Splines 

Conventional methods to cross correlate the fluxes from the images to determine the time delay 
has not been very successful when the noise at the time period of expected time delay is non­
negligible, even though the overall signal to noise ratio of the data could be very good. This 
was apparent in the case of 0957 + 561 where time delay was around 417 clays while some of 
the microlens events had similar duration. This problem is severe for 1422 + 231 clue to the low 
amplitude of variability in radio. 

Our method is based on identifying single component of the intrinsic variability and using 
this component to cross correlate between the images. The smoothed cubic spline is used for 
the identification of the feature. We do not use any specific form for the variability, but in view 
of its application for many similar systems we shall illustrate and explain the genera.I method 
through an ideal example where the term phase difference is easily understood. 

Let the smooth component of flux obtained from the observed sample is represented by a 
function of the form, 

f,, (t) = f0 + Asin [w (t - t') + ¢] (2) 

Here f0 is the steady flux, w is the frequency of intrinsic variability of the signal of interest and 
the crucial term required for computation of the time delay is the observed phase factor tf> for 
the different images. 

If the external noises were absent and the sampling were sufficiently good, let the flux be 

F,,(t) = F0 + /\sin [w0 (t - t') + <Po] (3) 

\Ve assume that /\,  w0 and ¢0 are close to the observed sample values A, w and </> respectively. 
Then, a Taylor expnasion for the sample values about the population mean is valid. carrying a 
\square minimisation we can obtain four linear relations for the four unknowns. If the observa­
tions span one cycle of variability or duration much larger than the time scale of variability, the 
mean values for terms like sin(wt + ¢) , cos(wt + ¢) summed over the observed epochs will tend 
to zero. Consequently, we can select a value of t' close to the mean epoch of the observation 
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such that the computed sample values of A, w, f,, and ¢ will be stochastically independent. The 
variance of ¢ can, then, be approximated by 

(4) 

The time delay between the images can be estimated from the cross-correlation between the 
variable part of the flux obtained from the smoothed cubic spline. The cross correlation will 
have the form 

� = cos (wr + 1>1 - ¢2) ,  ( -5) 
where r is the assumed time delay between the images. The phase factors ¢>1 and ¢2 refer to the 
variable component of the smoothed cubic spline fit to the observed flux in the images 1 and 2. 
If the smoothed flux has exactly same form in the images, the correlation will have a peak value 
of unity, but in practice it will be less when the smoothing is done independently. In view of 
the form of the expression for �. the error in the computed time delay is the time interval over 
which the correlation ,  R, drops by half the estimated variance of the phase ¢> of the smoothed 
fit to the flux. 

\Vhen is this method superior to direct estimation of the time delay? If the smoothed cubic 
spline can isolate a single component of the intrinsic flux variability apart from the constant flux 
from the images, and any contribution due to microlens is filtered from the smooth function, 
then the signal in the correlation will improve compared to the noise by a factor of (n-4) , where 
n is the number of epochs of observation and the number 4 is based on the minimum number of 
data points required for the computations of the smoothed spline. 

This method was applied to the lens B1422+231 ,  using the data kindly given by A.R. 
Patnaik, taken at 15 GHz using VLA in 1994. The intrinsic variability of the source at .5% at 
a time scale of 216 days could be extracted from the data and the time delay was estimated to 
be 7.6 ± 2.5 days between A and C ,  8.2 ± 2 days between B and C and 1. .5  ± 1.4 days between 
A and B .  The high error is because the interval between observations varied between 2 and 11  
days. 

3 Estimation of Hubble Constant 

We have constructed models of mass distribution in the lens for five well-constrained systems 
having time delay meausrements as well as considerable amount of multiwavelength data. The 
estimation of the effective distance for these systems based on time-dela.y5 is given in Table 1 .  
Unfortunately each system has one o r  other problem and hence the values cannot be  ta.ken as 
robust. Hopefully, better monitoring for more accurate time delay and observations like the one 
carried by Chengalur et al.2 would constrain the value of Hubble constant. 

For Q0957+561 ,  VLA and VLBI observations a.re available for the two images only and hence 
the partition of mass distribution between the lens galaxy and the cluster remains uncertain. 
However, we used the position and magnitude of 40 galaxies in the lens cluster around the 
images1°.  For PG1115+080,  the magnification ratio between the images, determined from the 
available HST archival data indicate that the source is very close to a cusp caustic. This, 
along with the separation between the merging-like images and their Ly" flux ratios provide 
some constraints on the lens mass distribution. However, if the cluster associated with the lens 
were stronger, our estimation of the effective distance could be a lower bound. But the major 
problem with the system is the observed ratio between the time delays: The reported value 
for rc- A /TA -C of O.s11 rules out any conventional models. For the system PKS1830-211 ,  the 
multiband VLA and VLBI structures associated with the ring-like feature was used to determine 
the mass distribution4 . The core radius as well as orientation of its minor axis estimated from 
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Table 1: Est.imat.es of Hubble constant (Ho) from t.ime delay in some of the well-constrained gravitational lenses 
for two combinations of the parameters I! and A (given in brackets). 

System Redshift Time delay Def! H0 for two Cosmologies Reference 
(zs ,zL) (days) (Mpc) (0 .2 ,  0) (0 .3 ,  0 .7) Model 

0957+.561 ( 1 .4, 0.36) 423±3 1 " 1870 -57±10 66±11 J u  

111.s+o80 ( 1 .72, 0 .31) 25�U u 1550 .56±? 64±? 7 

1830-211  (0 .89, 2 .5) 28 14 3550 62±9 74± 1 1  4 

0218+3.57 (0.68, 0.95) 1 1 .7±0.9 1 9900 45±9 53±10 9 

1422+231 (0.33, 3.62) 7.6±2.4 860 70±30 77±33 8 

the models match very well with the rotation curve derived from the radio spectroscopy2 . But 
the value of the time delay between the images continues to be uncertain. For B0218+357, 
extraction of the multiple images of blobs from the observed ring continues to be uncertain due 
to the smallness of the scale of the ring and the faintness of the ring. There is no good test to 
determine the relative importance of the bulge to disk of the lens galaxy. Since the lens is nearly 
face 01i6 , the rotation curve is of not much help either. For B1422+231 ,  the time delay between 
the weak image D and the other images is still not available and hence the effective distance 
cannot be reliably estimated. 

4 Summary 

Time delay in gravitational lens systems has still not provided firm results on the cosmological 
parameters, because of error in the observed time delay as well as insufficient constraints on 
the large and small scale mass distribution associated with the lens galaxy. However, the five 
well-constrained lens systems do provide consistent value for the cosmological distance scale. 
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A new technique to spatial deconvolve spectra is applied to near-IR NTT/SOFI (0.95-2.50µ) 
spectra of the lensed, radio-quite quasar HE 1 104-1805 to obtain the spectra of the lens and the 
two lensed images of the quasar. Although we were unsuccessful at determining the redshift of 
the lens, we did obtain a high quality spectrum of the quasar. The spectra show no evidence of 
differential reddening at the redshift of the lens nor at the redshift of the source. Adclitionally, 
the difference between the spectrum of the brightest component and that of a scaled version of 
the faintest component is a featureless continuum. Broad and nanow emission lines, inducting 
the Fe! I features, are subtracted perfectly. Finally, the slope of the continuum in the brightest 
image is steeper than the continuum in the faintest image and supports the fincling by Wisotzki et t1l. 10 that the continuum emitting region of the brightest image is microlensed. 

1 Introduction 

HE 1104-180.5 consists of 2 lensed images (separated by "'3.1.5 arc-seconds) of a radio-quiet 
quasar (RQQ) at z=2.32 (Wisotzki et al. 10) .  From spectrophotometric monitoring, Wisotzki et 
al. 1 1  derive a time-delay of fit = 0.73 years. HE 1 104-1805 can therefore be used to constrain 
the Hubble constant, provided a redshift can be measure for the lensing galaxy. We describe here 
an unsuccessful attempt to measure the redshift from near-IR spectroscopy. As a by product 
of the observations, a high quality near-IR spectrum of a RQQ at relatively high redshift was 
obtained. 

2 Observations and Reductions 

The data were taken with the reel and blue grisms of SOFI, a 1 to 2.5 /t imaging spectrograph 
on the ESQ NTT. With the 1 arc-second slit, the spectral resolution is around 600 for both 
grisms. The slit was aligned with the two images of the quasar, and, as is standard practice in 
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Figure I: Two cLimensional 1.5-2.5 11 spectra of HE 1 104-1805. From top to bottom, the 2-D combined near­
IR spectrum (seeing � 0.6 arcseconds, pixel size � 0.14 arcseconds) , its deconvolved version (resolution of 0.14 

arcseconds, pixel size � 0.07 arcseconds) ,  the deconvolved spectrum of the lens alone, and the residual map. 

the near-IR, the object was observed at two positions along the slit. The night sky emission 
features are effectively removed by subtracting the resulting spectra from eachother. 

In order to extract separately the spectrum of the lensing galaxy and the spectra of the two 
quasar images, we deconvolved the 2-D spectra with the method outlined by Courbin et al. 3 •  
The quality of  the deconvolution is checked by examining the residual map, which should be  fiat 
with a mean value of 1. The different products of the deconvolution are shown in figure 1 .  

All extracted 1-D spectra were then divided by that of a bright star and then multiplied by 
a blackbody curve with a temperature that is appropriate for the spectral type of the star. 

3 The lens spectrum 

The spectrum of the lens does not lead to a redshift measurement. However, the broadband 
colours suggest a significant break in the spectrum between the R, I and J bands. We have used 
the photometric redshift code "hyperz'' (Bolzonella et al. 2 ) to estimate a photometric redshift 
for the lens. The best fitting redshift is z = 1 with a 1-sigma range of 0 .8  < z < 1 .2 .  This is 
slightly higher than the redshifts estimated from the position of the lens on the fundamental 
plane (z = 0.77 ± 0.07; Kochanek et al. 5) and the time delay (z=0.79; Wisotzki et al. 1 1 ) .  

4 The source spectrum 

Following vVisotzki et al. 10 , we subtracted a scaled version of the fainter component from the 
brighter one, that is h (A.) - A * f>. (B) . The scale is set so that the Balmer lines vanish. We 
find that we require A =  2.9 ± 0.1 for the red spectrum and A = 3 .0 ± 0.1 for the blue spectrum. 
vVisotzki et al. 10 ,  and Smette et al. 7 used A=2.8, which may reflect systematic differences in 
the way the object was observed or the data reduced rather than anything real. 

The difference spectrum and the spectrum of the brighter component are plotted in figure 
2. Here we plot the difference spectrum as the thin clotted line, and a smoothed version of 
this as the thick continuous line. Regions of high atmospheric absorption are set to zero. The 
Balmer lines: H-a.lpha, H-beta., and H-gamma, the [0111] doublet and several broad Fell features 
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Figure 2: Difference spectrum of the two quasar images for the blue grism (left) and red grism (right) .  

(Francis e t  al. 4) a.re visible i n  the spectrum of  the brighter quasar. The difference spectrum is 
featureless. Not only a.re the broad Hydrogen features removed from the spectra, but the broad 
Fe features and the (OIII) doublet a.re removed as well. The residua.I near the strong H-a.lpha. 
line is less than 1 %. As noted by Wisotzki et al. 10 there appears to be excess continuum in the 
brighter component. 

The Balmer decrement is a.round 4 for both components, and this is well within the range 
expected for unreddened quasars (Baker et al. 1 ) .  Thus, there is no evidence for absolute red­
dening. However, the limits we can set on this a.re weak as the range of values for the Balmer 
decrement in quasars is rather broad. 

The limits for differential reddening a.re considerably stronger. The ratio of the emission lines 
in the brighter and fainter components is 2.9 ± 0 .1 .  The error brackets the measured variation 
of this ratio over time (six years of observation) and over wavelength.  This ratio is remarkably 
constant over a large wavelength range, from CIV at 1.549 .4. to H 0<, and we can used it to place 
an upper bound on the amount of differential extinction between the two components. If we 
assume that the lens is at z = 1 and if we use the standard galactic extinction law, then the 
differential extinction between the two components is .6.E(B - V) < 0.01 magnitudes. 

5 Is microlensing detected in HE 1104-1805? 

The continuum is thought to be produced by an accretion disk and is of the order of 1014 to 
3 x 1015 ems. The Einstein ring is � 3 .0 x 1 0 16 ems for Ho = 60 and a one solar mass object. 
Tims, given that there is a suitable alignment, microlensing of the continuum is possible. 

The likelihood of microlensing then depends on the density of micro-lenses. If we model the 
mass distribution of the lensing galaxy as an Single Isothennal Sphere (SIS ) ,  one can show that 
the optical depth, n,, is of order 0 . .5 for both components. If the mass consists of compact objects 
(stars, etc.)  then microlensing of either component is likely. 

The typical timescale between two consecutive microlensing events depends on the transverse 
velocity of the source and the velocity dispersion of the microlenses. The velocity dispersion for 
the lensing galaxy is very high (using a SIS, one derives a �  400kms/s) and it is probably larger 



78  

than the transverse velocity. Dividing this velocity directly the into diameter of the Einstein 
ring, one derives a. time sea.le of 3 yea.rs. This is quite long; however, it has been shown that 
stellar proper motions produce a. higher microlensing rate than the one produced by a bulk 
velocity of the same magnitude (VVa.mbsganss and Kurdic 9 , Wyithe et al. 12 ) .  Furthermore, the 
typical duration of a microlensing event is the time for the continuum emitting region ( 1015cm) 
to cross a Caustic with velocity a ::::: 400kms/s. This is of the order of a few months and much 
shorter that the time between consecutive microlensing events. 

Thus microlensing is a natural explanation for the relative hardness between the two com­
ponents. 

Conversely, the BLR does not appear to be affected by microlensing. From 1993 to 1999, the 
ratio of the broad lines between the two components, 2 .9±0.l  (Wisotzki et al. 1 1 and this paper) , 
has varied little. The lines of the BLR in the IR spectra presented here subtract very cleanly, 
better than 13 of the original line flux. Naively, one may then expect that any substructure in 
the BLR needs to be considerably larger than the Einstein ring (3 X 1016 ems) .  However, a more 
secure estimate requires some modeling of how microlensing in this particular lens can affect the 
profile of lines from the BLR (e.g . ,  Schneider and Wambsganss 6) .  

6 Summary 

We have obtained 1 - 2 .. 5p spectra of the gravitational lens HE 1 104-180.5. Although we were 
not successful in measuring a precise redshift for the lens, the lens is probably an early type 
galaxy with a. plausible redshift of 0.8 < z < 1 .2 .  

We find that the continuum in the A component is harder than the continuum in the B 
component. The most probable explanation is that the A component is microlensed by compact 
objects in the lens galaxy. 

VVe find that the ratio of the emission lines between the two components is 2.9 ± 0 . 1 .  The 
constancy of this ratio over a large wavelength range limits the differential extinction between 
the two components to t:.E(B - V) < 0.01 magnitudes. 

We find that broad emission lines can be removed very well by subtracting a scaled version 
of the spectrum of component B from that of component A. It may be possible to use this near 
perfect subtraction to limit models of the BLR. This possibility should be investigated further. 
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THE LENS-REDSHIFT TEST REVISITED 
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Kochanek' suggested that the redshifts of gravitational lens galaxies rule out a large cosmolog­
ical constant. This result was questioned by Helbig & Kayse1 . who pointed out that selection 
effects related to the brightness of the lens can bias the results of this test against a high >.o 
value; however, we did not claim that the observations favoured a high >.o value, merely that 
current observational data were not sufficient to say either way, using the test as proposed 
by Kochanek' but corrected for selection effects. Kochanek' pointed out that an additional 
observable, namely, the fraction of measured lens redshifts, provides additional information 
which restores the sensitivity of the test to the cosmological model, at least somewhat. Here, 
I consider three aspects. First, I discuss the appropriateness of the correction to the test 
proposed by Kochanek {1996a). Second, I briefly mention the slightly different statistical 
methods which have been used in connection with this test. Third, I discuss what results can 
be obtained today now that more and better-defined observations are available. 

1 Introduction 

The optical depth for gravitational lensing depends on the cosmological model, the Faber­
.Jackson and Tully-Fisher relations, lens-galaxy type (or the morphological mix) ,  the luminosity 
function of lens galaxies and the 5-z relation of the source population (e.g. Kochanek1 , Helbig 
& Kayse12 ) .  There is an obvious problem with simply measuring the integrated optical depth , 
i.e. the number of lens systems (according to some useful definition) :  There is a degeneracy 
between various parameters such that quite different combinations can result in the same num­
ber of lenses. While it is possible to break this degeneracy somewhat, this requires a careful 
survey and cannot be done with a sample of lenses 'from the literature ' .  Kochanek1 pointed out 
that one could use the shape of the optical-depth function dr /cl.:: as a probe of the cosmological 
model. The advantage of this approach is that it does not depend on the overall normalisation, 
as counting the number of lenses obviously does. Also, it is quite sensitive to the cosmological 
model, with the dependence on the cosmological model of a) the combination of angular size 
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distances and b) the volume element, both of which appear in dT/dz, reinforcing one another. 
In other words, the redshifts of lens galaxies can be used as a probe of the cosmological model 
which is relatively little affected by our ignorance of other factors which determine the total 
optical depth. 

2 History 

Kochanekl used a sample of 4 gravitational lens systems from the literature (estimating the lens 
redshift from absorption lines if unknown) and found that the Einstein-de Sitter model was .5-10 
times more likely than a flat model dominated by a cosmological constant. Helbig & Kaysei2 
pointed out that this is potentially subject to a strong bias: It could be that most known !ens 
redshifts are low not because we live in a universe in which this is more probable, but since 
we could not have measured them if they were higher. To correct for this effect, we suggested 
comparing the shape of dT /dz not over the whole range [O,z5] (in practice, the value of this 
function is negligible before z5 is reached) ,  but rather only out to that redshift where a lens 
redshift could have been measured, assuming some realistic limiting magnitude (at this redshift, 
dT /dz usually still has a non-negligible value) and found that no interesting constraints could 
be obtained from then-current data (using 6 systems, all with measured, not estimated, lens 
redshifts) ,  even if many more such systems were found, and that this conclusion did not depend 
on the precise value assumed for the limiting magnitude. 

Kochanek3 then pointed out that one can use an additional observable to restore cosmological 
sensitivity to the lens-redshift test: the fraction of lens systems with measured redshifts. If a 
strong bias were present such that only low lens redshifts could be measured , then there should 
be many lens systems with unmeasured redshifts. \'\Thile true, this misses the point of Helbig & 
Kayse12 :  Our cla.im was not that the observations supported a large value of the cosmological 
constant (nor the opposite) , but rather that the conclusion of Kochanek1 did not follow from 
the sample used (or our sample) since the lens-brightness bias had not been taken into account. 
Also, the correction proposed in Kochanek1 assumes that unknown lens redshifts are unknown 
only because they are faint; in practice, there can be many other reasons why some lens redshifts 
have not yet been mea.5ured (e.g. the maximum declination accessible from UKIRT) . 

Various different statistical measures have been used to compare the observed and pre­
dicted lens-redshift distributions. Here, I only consider the maximum-likelihood method (e.g. 
Kochanek3) ,  which I consider to be most appropriate. However, results from using the binning 
method of Helbig & Kaysei2 or a Kolmogorov-Smirnov test (Helbig, unpublished) give qualita­
tively similar results. 

3 Using CLASS 

The whole issue of unknown lens redshifts and their possible causes can be avoided if one has 
a sample which is complete with respect to lens redshifts. CLASS (e.g. Helbig4 )  is close to this 
goal, and the .JVAS subset of CLASS (more exactly, the .JVAS lens systems in CLASS which are 
also part of the statistically complete lens-survey sample; see Helbig' for more details) is actually 
complete. ·while only consisting of four systems, this is the same number used in Kochanek1 , so 
the time is ripe to revisit this topic. (The last .JVAS lens redshift wa.5 obtained by Kochanek & 
Tonry". )  

Figure 1 shows the likelihood as a function of .\ o  and Do for the sample from Kochanek1 while 
Fig. 2 shows the same for the .JVAS lens systems B0218+3.57, MG0414+0.54, B1030+074 and 
B1422+231 .  It is obvious that the Kochanek1 sample indicates that the Einstein-de Sitter model 
is more likely than a flat model dominated by a cosmological constant. The .JVAS sample tells 
a different story. Probably, part of the difference, in particular, the low probability of models 
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Figure I :  Likelihood as a function of .\0 and !10 using the Kochanek sample; darker means higher likelihood. 
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near the white area. to the lower right (which corresponds to no-big-bang models and is excluded 
a priori ) can be explained by the bias noted in Helbig & Kayse12 ,  while part can be explained 
by sma.11-uumber statistics. This will be explored in more detail in Helbig & Rusin6 . (It should 
be noted that the results for the Kochanek' sample presented here do not correspond exactly to I 
those in Kochanek1 since there (as in Helbig & Ka.yse12 ) ,  the now-known-to-be-erroneous (3/2) 2 
factor for elliptical galaxies was used. Including this factor increases the relative likelihood of 
the Einstein-de Sitter model for the Kochanek' sample while its effect on the JVAS sample is 
less pronounced .) 

4 Conclusions and Future Prospects 

It is obvious that the conclusion of Kochanek' was premature: using a better-defined and in par­
ticular bias-free (since complete) sample, the lens-redshift test does not disfavour cosmological­
constant dominated models, although the significance of this is not yet clear. Since the publica­
tion of Kochanek1 , of course, the cosmological constant has become popular again and, although 
more detailed lens-statistics analyses are not incompatible with this (e.g. Helbig7) ,  it is not yet 
clear whether systematic effects, such as our lack of sufficient information about the S-z plane of 
the source population (e.g. Kochanei{l) ,  make current estimates of >.0 from the analysis of lens 
surveys umeliable. It is at least interesting that the lens-redshift test does not seem to favour 
an Einstein-de Sitter miiverse over a model (flat or not) dominated by a cosmological constant. 
When the much larger CLASS sample is complete with respect to lens redshifts, the time will 
be ripe to revisit this topic once again. 
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THE STATISTICS OF WIDE-SEPARATION LENSES 

D.J. MORTLOCK1•2•3 

1 Astrophysics G'roup, Cavendish Laboratory, l\fodingley Road, Cambridge CB.'J OHE, U.J(. 
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The probability that high-redshift sources are gravitationally-lensed with large image sep­
arations ( i.e . ,  greater than can be produced by galactic deflectors) is determined by the 
cosmological population of group- and cluster-sized halos. Thus the observed frequency of 
wide-separation lensed quasars can be used to constrain not only the halo distribution, but 
also a number of cosmological parameters. A calculation of the optical depth due to collapsed, 
isothermal halos is a useful guide to the lens statistics, and illustrates that the number of wide­
separation lenses is a sensitive probe of the mean density of the universe and the present day 
density variance whilst being nearly independent of the cosmological constant. 

1 Introduction 

Gravitational lensing is a direct probe of the geometry of the universe, and so observations 
of lensing place constraints on both the distribution of mass and the underlying cosmological 
model. A large variety of lensing experiments are possible: weak shear surveys; searches for 
microlensing by compact objects; observations of giant arcs in clusters; measurement of Shapiro 
delay in binary pulsars; surveys for multiply-imaged qusasrs; and so on. The focus here is on 
the statistics of wide-separation lensed quasars (which are produced by group- and cluster-mass 
objects) . Using a simple model of the ha.lo population (Section 2) , the optical depth to multiple 
imaging and the expected distribution of image separations can be calculated (Section 3) . The 
results obtained are independent of the source population, which then implies that a more 
sophisticated analysis is required to constrain model parameters from the observed frequency 
wide-separation lenses 1 • 2 .  
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Figure l: The evolution of the halo population in Press-Schechter theory. A standard COM model (with !1m0 = l 
and f!Ao = 0) is assumed, with Li.a = 0.5 in (a) and Li.a = 1.0 in (b). For each model the five solid lines show the 
population at redshifts of O, 1, 2, 3 and 4; the number of high-mass halos decreases with redshift (or, equivalently, 
increases with time). The dashed lines show the local galaxy population, assuming standard magnitude-velocity 

dispersion relationships. 

2 Deflector population 

The population of cluster-sized halos is well approximated by the Press-Schechter3 ma5s function, 
which depends on the cosmological model a and the matter power spectrum .  An approximate 
cold dark matter (CDM) power spectrum 4 with a spectral slope of n = 1 is assumed, and only 
the normalisation is allowed to vary. The scale of the density fluctuations a.re normalised to 
match .6.8, the present day variance in spheres of 8 Mpc radius, and so is linked to a. (co-moving) 
sea.le, rather than a. mass. The clusters themselves a.re modelled as singular isothermal spheres, 
which are characterised by their line-of-sight velocity dispersion, CT, rather tha.n their mass, M. 
Genera.I arguments imply tha.t JM ex CT3, but this conversion is somewhat ambiguous, and is a.n 
important source of systematic error in the calculation of lensing cross-sections. The resultant 
halo population (Fig. 1) is most stronly dependent on .6.8, a.nd ca.n be ma.de consistent with 
galaxy counts if the Press-Schecter form is assumed only for CT > 200 km s- 1 • 

3 Lensing optical depth 

Given the population of deflectors a.nd a lens model, it is reasonably straightforward to ca.lculate 
the optical depth, r (z5 ) , to multiple ima.ging 5 ' 1 . Whilst T is too crude a.n estimate of the lensing 
probability to meaningfully constrain model parameters, it is useful in an illustrative sense, 
particularly if the source-dependent aspects of the full probability ( e.g., the magnification bias) 
can be factored out of the integral over the deflector population. This is the ca5e for the 
isothermal sphere, and, in addition, the image separation, .6.B, is completely determined by ZrJ , 
Zs and CT, and so image separation cut-offs {i.e., .6.Bmin a.nd .6.Bmax) can be included in T. Thus 
the optical depth can be thought of as the fraction of the sphere at redshift Zs inside the Einstein 
radius (BE) of any cluster for which .6.Bmin ::; 2BE ::; .6.Bmax· Choosing .6.0min '.::::'. 3 arcsec removes 
the galactic lenses from the calculation (their population being poorly approximated by the 
naive Press-Schechter form) ;  the value .6.0max is determined by the breadth of the companion 
search. 

0This is specified by t.he present day normalised matter density, Om0, the similarly normalised cosmological 
constant., l1A0, and Hubble's constant. (although its value is unimport ant. in this calculat.ion ) .  
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Figure 2: The gravitational lensing optical depth due to a cosmological population of isothermal halos as a 
funct.ion of somce redshift. Results are shown for several cosmological models: !1m0 = 1 and !1A0 = 0 (solid lines); 
!1m0 = 0.3 and !1A0 = 0 (dashed lines); and !1m0 = 0.3 and !1A0 = 0.7 (dot-dashed lines), with .6.s = 0.5 in {a) 
and .6.s = 1 .0 in (b). The effects of i mage separation cut-offs are also illustrated: in each case the lower lines are 
for .6.llmin = 3 arcsec and .6.llmax = 10 arcsec and the upper lines are for .6.llmin = 3 arcsec and and .6.llmax = oo. 

The optical depth is shown as a function of source redshift in Fig. 2.  The standard increase 
of T with z5 is apparent, and comparing Fig. 2 (a) and (b) shows the expected dependence on 
L'.).8· More interesting is the variation with cosmological model and L'.).8max · The optical depth 
to lensing by galaxies is primarily dependent on the cosmological constant as the differential 
volume element is so much larger in high-rlAo models. This effect is present here, but it is not 
dominant, for two reasons. Firstly, clusters form earlier in low-density cosmologies - most large­
scale structure formed before z '.::::'. n;;;� - 1 (if nAo = O} or, more recently, before z '.::::'. n;;;�/3 - 1 
(in fiat models) 6 . Thus the lensing probability is greater if nmo is sma.11 , there being more high­
redshift collapsed deflectors along a given line-of-sight. For a fixed rlmo , however, increasing the 
cosmological constant reduces the number of halos with n;;;�/3 - 1 < zd < n;;-1� - 1, somewhat 
offsetting the usual increase of T with nAo . Secondly, the mass of a cluster that has collapsed from 
a given co-moving scale (e.g. , 8 Mpc) is proportional to rlmo · For the isothermal sphere model 
the lensing cross-section scales as a4 ex: M413 ex: n:.(03• It is because of this strong dependence 
that standard CDM models with rlmo = 1 are so inconsistent with the low number of wide 
separation lenses 2 • 1 • 7 . 

The expected distribution of image separations can be estimated by computing dT jdL).8, 
which is illustrated in Fig. 3.  As shown, these distributions are normalised to unity, but the 
vertical scaling can be estimated from the known wide-separation pairs 7 . The immediate im­
plication of this is that the fall-off with increasing L).8 is far too shallow to be consistent with 
the complete absence of any (confirmed) lenses with L).8 > 10 arcsec 1 .  One inference that could 
be drawn is that the mass profiles of clusters are shallower than isothermal 8 , but it is difficult 
to reconcile such models (including the Navarro, Frenk & White 9 profile) with observations of 
a.res and arclets 1 0 .  

4 Conclusions 

The statistics of wide-separation lenses a.re a. useful cosmological probe. The lensing probability 
is sensitive to the geometry of the universe, and the population of collapsed halos at interme­
diate redshifts whilst being independent of the complexities of galaxy formation. As large-sea.le 
structure is dependent on the linear growth of perturbations (and also because the mass in a. co-
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Figure 3: The normalised distribution of  image separations produced by  a cosmological population of  isothermal 
halos, for a source at Zq = 3. Results are shown for several cosmological models: flrn0 = 1 and flAo = 0 (solid 
lines) ; flm0 = 0.3 and flAo = 0 (dashed lines); and flmo = 0.3 and flAo = 0.7 (dot-dashed lines ) ,  with �. = 0.5 in 

(a) and �. = 1 .0 in (b) .  

moving sphere of a given size is proportional to the density parameter) the likelihood of lensing is 
most sensitive to r2m0 and .6.8. The Large Bright Quasar Survey 1 1  is devoid of wide-separation 
lenses 12 • 13 which implies that nmo < 0.3 (assuming .6.s > 0.4) or that .6.s < 0.6 (assuming 
nmo < 0.1)  with 99 per cent confidence 2 . In the future such analyses could be extended to the 
2 degree Field quasar survey 14 (with � 3 x 104 quasars) and the Sloan Digital Sky Survey 15 

(which will contain � 105 sources ) .  These samples will be large enough to constrain nmo and 
.6.s to within several per cent from the number of wide-separation lenses alone. 
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WEAK LENSING AND COSMOLOGY 

JVI. Lombardi & G. Bertin 
Scuola No1'male Superiore, P.zza dei Cavalieri 7, l-50126 Pisa, Il.aly 

A method is described to constrain the geometry of the universe from weak lensing obser­
vations, provided that the redshifts of the source galaxies are measured. The quantitative 
limits and merits of the method are discussed by means of a set of simulaLions in relation to 
interval estimation for hon1ogeneous Friedmann-Lemaitre models. The constraints turn out 
to be significant when thousands of source galaxies are used. 

1 Introduction 

It has long been recognized (see Tyson et al. 1984) that the gravitational field of a cluster acts 
on the images of distant galaxies by changing their orientation so that their major axes tend to 
become perpendicular to the direction of the center of the cluster. In turn (see Kaiser & Squires 
1993) the mean ellipticity of the galaxy images can be used to measure the shear of the lens, a 
quantity related to the two-dimensional mass distribution. 

In the lens reconstrnction process, information on the ratio of the distances from the observer 
to the source galaxies and from the lens to the galaxies is used. For intermediate redshift clusters, 
one has to take into account the different redshifts of the background galaxies. The result of the 
gravitational lensing depends on the geometry of the universe. Seitz & Schneider ( 1997) have 
shown that it is possible to reconstruct the mass distribution of the lens provided that both the 
probability distribution of galaxy redshifts and the geometry of the universe are known (i.e. , the 
values of !1 and !1/\ in the standard Friedmann-Lemaitre cosmology) . 

In recent years the technique to obtain photometric redshifts (Baum 1962) has been greatly 
improved and tested (Lanzetta et al. 1996) . This suggests that in a not far future we might use 
photometric redshift information for galaxies lensed by a cluster. 

Here we show how we can determine both the lens mass distribution and the geometry of 
the universe if the redshifts of the source galaxies a.re known. At this stage the study proposed 
here may be seen as a "thought experiment" because of the very high number of redshifts that 
are found to be required in order to constrain the geometry significantly. We will show below 
that the ga..laxies that one should observe can hardly be found behind a single cluster at the 
magnitudes currently attainable. However, it is possible to combine data from different clusters. 
Combining the study of 5-10 clusters would lead to statistically meaningful constraints. With 
such a device, the application of the present method might even become feasible in a not too 
far future. 

2 Method 

In this section , for simplicity, we describe the method in the weak lensing approximation (the 
general case is considered in Lombardi & Bertin 1999 ) .  

A lens at redshift .:c1 ,acts with different strength o n  sources at different redshifts. In the 
weak lensing limit, using a suitable definition f6r the ellipticity of galaxies, we have (see Seitz & 
Schneider 1997) 

f5 = f - 'Y(BJw(z) , ( 1 )  
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Figure 1: Left. : The weight function for a lens at Zd = 0.8 in four different universes. From the top to the bottom: 
fl = 0.3, fl,\ = 0 (dashed) ;  fl = 0.3, flA = 0.7 (clotted);  fl = 1, flA = 0 (solid); fl = 1, [IA = 1 (long da,hed). 
Right:  The expected mean and error on the weight function for an Einstein-de Sitter universe. The solid line 
shows (w) ( z ) ,  the dashed lines the expected errors and the dotted line the true wo ( z ) .  The errors are calculated 
for N = 10 000 galaxies; errors for different values of N can be obtained by recalling that the error scales as ../Fl. 

where Es and E are, respectively, the source (unlensed) and the observed ellipticities of a. galaxy 
at redshift z observed at the angular position B, 1(0) is the lens shear, and w (z) is the cosmo­
logical weight function. As shown in Fig. 1, the cosmological weight function depends on the 
cosmological model used. 

The method we have developed allows us to jointly determine the shear 1 (0) of a. lens 
(and thus its mass distribution) , and the cosmological weight function w (z ) . Then, given this 
function, constraints on the cosmological parameters n and nA can be obtained. The method 
is based on the assumption that source galaxies have random orientation (isotropy hypothesis) ,  
so that the mean source ellipticity vanishes (Es) = 0 .  Then , ta.king suitable averages of Eq. ( 1 ) ,  
we can obtain 1 (0l and w (z) independently. Note that we can obtain I and w only up to  a 
multiplicative constant ( "global sea.ling invariance,'' described in Lombardi & Bertin 1999) , and 
thus the cosmological parameters must be obtained from the sole shape of w (z) . The method 
can be summarized in the following points: 

1. A guess on the cosmological model is made initially, and the associated cosmological weight 
function w (z) is evaluated (see Lombardi & Bertin 1999) . 

2. The lens shear is then obtained from the equation 

. B - _L�=I w(i, e<nl ) w(z(n) ) E(n) 
I( ) - L�=I w(B, e<nJ) [w (z(nl ) ] 2  

(2) 

In this equation, l¥(B, B') is the "spatial weight ," a. function that is used to average the 
ellipticities of (angularly) close galaxies. The particular form of Eq. (2) ensures an optima.I 
shear determination . Note that we need to know both the ellipticities { E(n) } and the 
redshifts { z(" J } of the source galaxies. 

3. Using the lens shear '} (B) ,  the cosmological weight function is re-evaluated as 

. L�=I Wz (z, z("l )R [-'1 (ffenl ) E(nJ•] 
w

(z) = - L�=I l¥z (z, z(n)) li (B(n) ) J 2 
(3) 

Here lVz ( z, z1) is the "redshift weight," a .  function that plays a role similar to Hi ( B, B') for 
the redshift space. 
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Figure 2: The original (left) and reconstruct.ed (right) dimensionless mass density. The number of galaxies used 
is N = 20 000; the assumed cosmological model is Einstein-de Sitter. The cluster occupies a square with side of 

5', which corresponds approximately to 1 .23 h-1 Mpc. 
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Figure 3: The reconstructed weight function in an Einstein-de Sitter universe (r! = 1, r!A = 0). The clotted line 
represent the true weight function wo ( z) ;  the clashed line is the expected mean value ( w) ( z) ;  the solid line is 
the measured iv(z) .  The three figures have been obtained with N = 20 000 (left) and N = 50 000 (right) source 

galaxies. 

4. Equations (2) and (3) are iterated until a stable solution { i (B) , 1v(z) } is found . 

.5. Finally, the cosmological parameters n and nA are obtained from a fit of w( z) . If we wish, 
the shear map i' can also be used to evaluate the mass map of the lens. 

3 Simulations 

Simulations have been carried out using a single cluster at redshift zc1 = 0 .8  with mass distribu­
tion shown in Fig. 2. The cluster has been modeled as a non-singular isothermal sphere with some 
substructure; in an Einstein-de Sitter universe with Hubble constant Ho = .50 km s-1 Mpc-1 , 
the cluster mass within a 1 Mpc aperture would be approximately 2 x 1015 Mr,:>- Two examples 
of reconstructed weight functions are shown in Fig. 3: note that the large number of galaxies 
used allows for a good determination of w(z ) ,  especially at intermediate redshifts, where the 
density of source galaxies is large. Finally, Fig. 4 shows three typical examples of confidence 
level regions obtained using the method described here. It should be noted that the constraints 
obtained are significant only if a rather large number of source galaxies is used. In particular, 
simulations show that about 10 000-20 000 galaxies are necessary in a field of .5' X .5', correspond­
ing to a density of 400-800 galaxies arcmin-2 . This number is beyond the density that can be 
currently obtained. For example, recent deep HST observations of the cluster MSl0.54 (which 
has redshift and mass similar to the cluster considered here) are characterized by a density of 
nearly 200 galaxies arcmin-2 (Hoekstra et al. 2000 ) ,  while VLT observations of MS1008 reach 
about 100 galaxies arcmin-2 (Lombardi et al. 2000) . Estimates for NGST suggest that this 
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Figure •I: The confidence regions corresponding to CL = 683, CL = 803, CL = 903 and CL = 953. The true 
values of t.he cosmological parameters, n = 0.3 and nA = o. 7, are shown as a white cross. The galaxies used are 

N = IO 000 ( left ) ,  N = 20 000 (middle), and N = 50 000 (right ) .  

telescope should reach a density of more than 1 000 galaxies arcmin-2 . We thus conclude that 
the method outlined in this paper should be of interest in the NGST era. It is also likely that, 
with some refinements, the method can already be applied in the near future, when the ACS 
will be available. In particular, data from several clusters should be combined in order to set 
stronger cosmological constraints. 

4 Conclusions 

vVe have described a method, based on weak lensing and redshift observations, to reconstruct 
the lens mass distribution and to obtain, at the same time, information on the geometry of the 
universe. Simulations have shown that the method is viable when the number density of source 
galaxies is sufficiently high, but not yet available. With some refinements we expect that this 
method will be applicable to ACS data. 
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CONSTRAINING (nm, n,\) FROM STRONG LENSING 
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The knowledge of the redshift of multiple images in cluster-lenses allows to determine precisely 
the total projected mass within the Einstein radius. The observation of various multiple im­
ages in a same cluster is opening new possibilities to constrain the curvature of the universe. 
Indeed, although the influence of Om and O, on the images formation is of the second order, 
observations of many multiple images at different redshifts formed by a regular cluster-lens 
should allow to constrain very accurately the mass distribution of the cluster and to start to be 
sensitive to the cosmological parameters entering the diameter ang·ular distances. We present, 
analytical expressions and numerical simulations that allow us to compute the expected error 
bars on the cosmological parameters provided an HST /WFPC2 resolution image and spectro­
scopic redshifts for the multiple images. Numerical tests on simulated dat.a confirm the rather 
small uncertainties we could obtain this way for the two popular cosmological world models: 0,,. = 0.3±0.24, O, = 0.7±0.5 or Om = 1 .±0.33, O, = 0.± 1.2 .  

1 Introduction 

Recent works on constraining the cosmological parameters using the CMB and the high redshift 
supernovae seem to converge to a "standard cosmological model" favouring a f!a.t universe with 
nm � 0.3 and n,\ � 0.7 :  White 7 •  However these results are still uncertain and depend on some 
physical assumptions, so the flat nm = 1 model is still possible (Le Dour et al. 3) . It is therefore 
import.ant. to explore other independent techniques to constrain these cosmological para.meters. 

In cluster gravitational lensing, the existence of multiple images - with known redshifts -
given by the same source allows to calibrate in an absolute way the total cluster mass deduced 
from the lens model. The great improvement in the mass modeling of cluster-lenses that includes 
the cluster galaxies halos (Kneib et al. 2, Natarajan & Kneib 6) leads to the hope that clusters 
can also be used to constrain the geometry of the Universe, through the ratio of angular size 
distances, which only depends on the redshifts of the lens and the sources, and on the cosmolog­
ical parameters. The observations of cluster-lenses containing large number of multiple images 
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lead Link & Pierce 4 (hereafter LP98) to investigate this expectation. They considered a simple 
cluster potential and on-axis sources, so that images appear as Einstein rings. The ratio of such 
rings is then independent of the cluster potential and depends only on nm and n,\, assuming 
known redshifts for the sources. According to them, this would allow marginal discrimination 
between extreme cosmological cases. But real gravitational lens systems are more complex con­
cerning not only the potential but also off-axis positions of sources. They conclude that this 
method is ill-suited for application to real systems. 

We have re-analyzed this problem building up on the modeling technique developed by us. 
As demonstrated below, we reach a rather different conclusion showing that it is possible to 
constrain nm and n>. using the positions of multiple images at different redshifts and some 
physically motivated lens models. 

2 Influence of nm and n,\ on the images formation 

2. 1 Angular size distances ratio term 

In the lens equation : Os = 01 - DLs 'Vcp'Jf (Oi ) ,' the dependence on nm and n,\ is solely con-
Dos 

tained in the term F = DoLDLs/ Dos - For a given lens plane, F(z,) increases rapidly up to 
a certain redshift and then stalls, with significant differences for various values of the cosmo­
logical parameters (see Fig. 1 ) .  Thus in order to constrain the actual shape of F(z, )  several 
families of multiple images are needed, ideally with their redshifts regularly distributed in F(z,)  
to maximize the range in the F variation. 
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Figure 1: Left. F(z,) for z1 = 0.3 and various cosmological models. Right.. F(z,2)/F(z,1 ) as a function of flm 
and f!A for z1 = 0.3, z.i = 0. 7 and z,2 = 2. 

If we consider fixed redshifts for both the lens and the sources, at least 2 multiple images are 
needed to derive cosmological constraints. In that case F has only an influence on the modulus 
of Or - Os . So taking the ratio of two different F terms provides the intrinsic dependence 
on cosmological scenarios, independently of Ho. A typical configuration leads to the Fig. 1 
plot. The discrepancy between the different cosmological parameters is not very large, less than 
3% between an EdS model and a flat low matter density one. The figure also illustrates the 
expected degeneracy of the method, also confirmed by weak lensing analyzes, with a continuous 
distribution of background sources ( e.q .  Lombardi & Bertin 5 ) .  
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2.2 Relative influence of the different parameters 
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\Ve now look at the relative influence of the different parameters, including the lens parameters, 
to derive expected error bars on 0111 and n". To model the potential we choose the mass density 
distribution proposed by Hjorth & Kneib 1 , characterized by a core radius, a, and a cut-off radius 
s � a. vVe can then get the expression of the deviation angle modulus Do1 =I I B1 - Bs I I ·  

For 2 families of multiple images, the relevant quantity becomes the ratio of 2 deviation 
angles for 2 images ell and 012 belonging to 2 different families at redshifts Zsl and Zs2 · Let's 

define Rell .BJ, = Dell . With several families, the problem is highly constrained because a single 
De12 . dRe e potential must reproduce the whole set of images. In practice we calculate /I , 12 versus the Ro/I ,012 

different parameters it depends on. For a typical configuration: z1 = 0.3,  z81 = 0.7, z82 = 2 ,  
B12 e. -0 = 2 ,  -0 = 10 (Ba = a/DoL,Bs = s/DoL) and we assume nm = 0.3 and nA = 0 .7. We then 
ll a 

obtain the following orders of magnitudes for the different contributions : 

dRell h2 = 0_57
dz1 +o.74 dz.1 +O.l7 dz.2 +0.4 (dell _ dB12) -o.l dBa _0_06dB. _0_015 dnm +o .o2 

dn>. 
Ren .8!2 z1 Zsl z.2 Bn Bn Ba e. Om n.>. 

( 1 )  
As  expected, even with 2 families of  multiple images the influence of  the c'asmological param­

eters is of the second order. The precise value of the redshifts is quite fundamental, therefore 
a spectroscopic determination (dz = 0 .001) is essential. The position of the {flux-weighted) 
centers of the images are also important. With HST observations we assume dB1 = 0.1" . 

So even if the problem is less dependent on the core and cut-off radii, they will represent 
the main sources of error. Taking dBa/Ba = d08/Bs = 20 %, we then derive the errors dn111 and 
dn,\ from the above relation in these two cosmological scenarios : 

nm = 0.3 ± 0.24 n.>. = 0. 7 ± 0 .5 or nm = 1 ± 0 .33 n,\ = 0 ± 1 .2  
As confirmed by the Fig. 1 degeneracy plot, the  method is  more sensitive to matter density 

than to the cosmological constant. 

3 Constraint on (Om , n.>.) from strong lensing 

3. 1 Method and algorithm for numerical simulations 

\Ve consider basically the potential introduced in section 2.2.  After considering the lens equation, 
fixing arbitrary values (n�, ,n�) and a cluster lens redshift z1 , our code can determine the images 
of a source galaxy at a redshift z8 • Then taking as single observables these sets of images as 
well as the different redshifts, we can recover some parameters (the more important ones being 
a0, Ba or B.) of the potential we left free for each point of a grid (nm ,n.>.) . The likelihood of the 
result is obtained via a x2-minimization, where the x2 is computed in the source plane. 

3. 2 Numerical simulations in a typical configuration 

To recover the parameters of the potential ( ie a0, Ba , 08 and adjusted lens parameters) ,  we 
generated 3 families of images with regularly distributed source redshifts. 

For starting values (n�, , Q�) = (0 .3 ,  0 .7) we obtained the Fig. 2 confidence levels. The 
method puts forward a good constraint, better on nm than on n,\, and the degeneracy is the 
expected one (Fig. 1 ) .  Concerning the free parameters, we also recovered in a rather good way 
the potential, the variations being b.ao � 1.50 km/s, b.00 � 3" and b,.()5 � 20" . 

This is an "ideal" case, of course, because we tried to recover the same type of potential we 
used to generate the images, the morphology of the cluster being quite regular and the redshift 
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Figure 2: Left. Generation of images by a z1 = 0.3 cluster with uo = 1400 km/s, Ba = 13.54" and IJ, = 145.8" . 
Close to their respective critic lines, we see 3 families of images at z,1 = 0.6, z,2 = 1 and z,a = 2. Right. Solid lines 
: x2 (11m, fh) confidence levels obtained for this configuration. Generating arbitrary values: (11�, 11�) = (0.3, 0.7). 

Dashed lines: ;x2(11m, 11;) confidence levels obtained r:onsidering 10 clusters in this same configuration. 

range of the sources being wide enough to check each part of the F curve. Such simple approach 
can be applied to regular clusters like MS2137-23, which shows at least 3 families of multiple 
images including a radial one. But the spectroscopic redshifts are still missing for the moment. 

4 Conclusions & prospects 

Following the work of LP98, we discussed a method to obtain informations on the cosmological 
parameters nm and !1A while reconstructing the lens gravitational potential of clusters with 
multiple image systems at different redshifts. 

This technique gives degenerate constraints, nm and nA being negatively correlated , with a 
better constraint of the matter density. With a single cluster in a typical lensing configuration 
we can expect the following error bars : nm = 0.3±0.24, nA = 0.7±0.5. To perform that, several 
general conditions must be fulfilled: a cluster with a rather regular morphology, "numerous" 
systems of multiple images, a good spatial resolution (HST) and spectroscopic precision for the 
different redshifts that should be also regularly distributed , from z1 to high values - this requires 
deep spectroscopy on 8-lOm class telescopes due to the faintness of the multiple images. 

Combining the study of about 10 different clusters would tighten the error bars and lead 
to meaningful constraints. The dashed line confidence levels in the Fig. 2 are the result of a 
numerical simulation made with 10 identical clusters. We are encouraged by more and more 
known observations including systems with multiple sources and we plan to apply in a first time 
this technique to clusters like MS2137-23, MS0440+02, A370, AC114 and A1689. 
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