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Colloques Internationaux C.N.R.S.
N° 248 — Les méthodes mathématiques de la théorie quantique des champs

Quasi Invariant Measures,
Symmetric Diffusion Processes

and Quantum Fields *

by

Sergio Albeverio and Raphael H¢egh—Krohn

Institute of Mathematics
University of Oslo

Blindern, Oslo (Norway)

RESUME

0n dérive plusieurs propriétés des mesures de probabilité quasi—invariantes,
en particulier on étudie Ies propriétés de fermabilité, ergodicité, et des
perturbations des systémes associés. Ces résultats sont appliqués aux champs
quantiques at on montre que pour les interactions polynomes a deux dimensions,
le vide physique restreint aux champ initial est une mesure de la classe
supérieure.

ABSTRACT

We show that for a large class of quasi invariant probability measures
on a separable Hilbert space with a nuclear rigging the Dirichlet form

V?Ivg dy in L2(dp) is closable and its closure defines a positive
self-adjoint operator H in L (d;0, with zero as an eigenvalue to the
eigenfunction 1 . The connectiog with the hamiltonian formalism and
canonical commutation relations is also studied. We show moreover that
H is the infinitesimal generator of a symmetric time homogeneous Markov
process on the rigged Hilbert space, with invariant measure [A . For
strictly positive )1 this process is ergodic if and only if [A is
ergodic, which is the case if and only if zero is a simple eigenvalue
of H .
Moreover we study perturbations of H and )4 as well as weak limits
of quasi invariant measures and their associates Markov processes.
Finally we apply our results to quantum fiels. In particular we show that
for polynomial interactions in two space-time dimensions the physical
vacuum restricted to the 6 -algebra generated by the time zero fields
is a measure )A in the above class of quasi invariant measures and the
physical Hamiltonian coincides on a dense domain of L (H) with the
generator of the Markov process given by the Dirichlet form determined
by )4 .

’ Work supported by the Norwegian Research Council for
Science and the Humanities.
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1. Introduction

Within the general theory of Markov stochastic processes
with continuous time parameter and finite dimensional state
space the class of diffusion processes is of special importance
due to its connection with second order partial differential
equations. Since moreover every such Markov process is the
solution of a stochastic differential equation, one has a
beautiful interplay of the theory of partial differential equa—
tions, diffusion processes and stochastic differential equations.
For this we refer to [1], [21, [3]. This paper introduces our
study of the extension of these subjects, and in particular of
the theory of Markov diffusion processes, to the infinite dimen—
sional case. For a more detailed account and further results
see [4].

We first mention shortly some previous work. A whole direc—
tion of early studies, mainly connected with the names Friedrichs,
Gelfand and Segal, arose in connection with problems of quantum
fields and in particular of the representations of canonical
commutation relations, see e.g. [5]. A related stimulating
influence came from Feynman's path integral formulation of quan—
tum dynamics, see the references in [6]. Some studies dealing
with differential and stochastic differential equations in in-
finite dimensional spaces are in [71—[11] and references therein.
Results from constructive field theory which are most related
to our subject will be mentioned below. Let us now summarize
the content of our paper.

In section 2 we start by assembling some facts about Gelfand's
representation of Weyl's canonical commutation relations by means
of probability measures on N' , quasi invariant with respect to
translations by elements in N , where NcKcN'. is a real separ-
able Hilbert space with a nuclear rigging. References to previous
work on this representation are [5] and [12]. We then isolate a
class of quasi invariant measures, which we call measures with
first order regular derivatives and which in the finite dimensi—
onal case correspond to the density functions having L2 deri-
vatives. This class is suitable for the construction of the self-

_12_



adjoint positive operator H associated with the Dirichlet
form Ivf-vg do and acting in the representation space L2(du)
for the canonical commutation relations.

The relation of Dirichlet forms * with the canonical forma-
lism has been discussed, modulo some domain questions, by Araki,
in his algebraic approach to the Hamiltonian fOrmalism and canoni-
cal commutation relations [13]. Some of our results in this sec—
tion can be looked upon as providing analytic versions of alge—
braic derivations of Araki.

The self-adjoint operator H mentioned above is the Friedrichs
operator given by the closure of the Dirichlet form, first defined
on a dense set F2 of finitely based 02 functions. H is non
negative and has the eigenvalue zero with the eigenfunction
identically equal to 1 in L2(du). e-tH is a Markov semigroup
so that H is the infinitesimal generator of a time homogeneous
Markov process on N' with invariant measure u . Accordingly
we call H the diffusion operator associated with u . A
(possibly strict) self adjoint extension of H is the Operator
fi = v*v with domain equal to the domain of the closed gradient
operator v in L2(du) . We have H = M on F2 . e-tH
also a Markov semigroup and in this case we have both time
ergodic and N—ergodic decompositions of u, L2(du), fl and the
representation of canonical commutation relations,which coincide

is

for a class of measures u containing the so called strictly
positive measures. For such measures zero is a simple eigen—
value of fi if and only if u is ergodic, which in turn is
equivalent with the representation of the canonical commutation
relations given by u being irreducible.

In section 3 we study perturbations of quasi invariant
measures a with regular first order derivatives and of the
associated diffusion operators. we also find sufficient con—

ditions for the stability under weak limits of the correspondence
between quasi invariant measures with regular first order deri—

*Dirichlet forms have also been considered in related contexts

in [31] and [32].
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vatives and the associated diffusion processes.

In section 4 we apply the general results of the preceding
sectionsto the case of quantum fields. Stochastic methods in
constructive quantum field theory are of course not new. It
suffices to recall the intervention of Doob's processes in
Nelson's early work and the development of Euclidean field
theory. For general references to constructive quantum field
theory see [14] as well as other contributions to this Colloquium.
Particular results with direct probabilistic implications are in
[15], [16] and [17]. Recently connections between problems of
quantum fields and the theory of stochastic processes have been
emphasized particularly by Klauder [18]. Coming now to our present
applications of the methods of sections 2 and 3 to the quantum
fields, we first remark that the diffusion operator associated
by the procedure of section 2 with the Dirichlet form given by
the Gaussian measure “0 of the unit process on
S(Rd)::I?(Rd)c:S'(Rd) coincides with the infinitesimal generator
of the Markov process of the free Markov time zero field.

Finally we consider the interacting fields in two space—time
dimensions, where the interaction is given by a polynomial of
even degree with sufficiently small coefficients. We first
show that the measure u , given by the physical vacuum, re-
stricted to the o—algebra generated by the time zero fields
has regular first order derivatives hence belongs to the class
of quasi invariant measures discussed in Section 2. By means
of the perturbation theory given in Section 3 and direct estimates,
we then show that the corresponding diffusion operator coincides
on a dense domain with the physical Hamiltonian.

ACKNOWLEDGEMENTS
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and R. Stora for the friendly invitation. The first named author
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University of Oslo, for the standing hospitality and to the
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2. Syggetric diffusion processes.

2.1 The finite dimensional case.

Let us first consider the Schrodinger operator in Rn

-A+V, (201)

where V is the operation of multiplication by the potential

energy V(x) and A is the Laplacian in a“ . Under some well

known mild regularity conditions on V (see for instance [19])

the operator (2.1) is a self-adjoint operator H on L2(Rn,dx) .

The corresponding unitary group e‘itH gives then the solution

of the initial value problem for Schrodinger's equation in L2(Rn,dx).

Since we are interested in the infinite dimensional case, where Rn

is replaced by a real separable Hilbert space K and L2(Rn,dx)

has no obvious counterpart, it is better to look for‘a realization

of the operator (2.1) in a more suitable space. This is possible

if we assume that H has at least one eigenfunction in L2(Rn,dx)

and that H is, as a self-adjoint operator in L2(Rn,dx) , bounded

from below. Again under some quite general regularity conditions

on V , the bottom of the spectrum of H will then be an eigen—

value E , so that H 2 E, and the corresponding eigenfunction

n(x) will be positive almost everywhere. This follows from the

ergodicity of the Markov semigroup generated by the Laplacian and

for details about these known results we refer to [20]. We can

always normalize the eigenfunction n so that
O

(0.0) = I n(x)2dx = 1 . (2.2)
Rn

Setting p(x) = n(x)2 we then have that p(x) is the density of

the probability measure du(x) = p(x)dx on Rn .
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Since 0 is in the domain of H it must (again under slight regu,

larity conditions on V) have locally integrable derivatives up to

second order. Now if f(x) is a smooth function of compact support

an easy computation, using A0 = (V-E)n , shows that

F? vi du = (mm-mm) . (2.3)

where V is the gradient in Rn . Hence the correspondence

f <—> f0 , Which is a unitary equivalence between L2(Rn,dx) and

L2(Rn,du) , takes the quadratic form (f,(H-E)f) into the qua—

dratic form (fn,(H—E)fn) = fi‘f-vf du . Thus we see that the
operator H—E , looked upon as an operator in L2(Rn,du), is ac—

tually the unique self-adjoint operator associated with the closure

of the Dirichlet form

f3?-vg du (2.4)

defined by the probability measure u . We recall that the rela—

tion between the operator H—E and the measure du = 9 dx is

given by

H_E = _ A + (V-E) , (2.5)

where V is related to p through

iAv—E = —% . (2.6)
9

Note also that H—E is non negative and that 1 is the eigen-

function of H-E in L2(Rn,du) to the eigenvalue zero. Under

smoothness assumptions on p , e.g. such that each component of

3(x) = 13% (2.7)
is in L2(Rn,du) , it is possible to write H-E as a differential

operator in L2(Rn,du) . namely as

—16—



- A - B(x)-V . (2.8)

If we define for x,a e Rn

V x+a _ d x+a“(Mn ‘ £31271 - w (2'9)
e(::) = Va“(x'a)'a=o . (2.10)

we have that

Moreover

V(x)-E = %B(x)'s(x)+ %vx-a(x)= Aau%(x’a)la=o . (2.11)

Viceversa, let us now suppose we are given an arbitrary

probability measure u on Rn , quasi invariant with respect

to translations. Then, as well known, u is equivalent to

Lebesgue measure, hence du(x) = p(x)dx with p(x) > 0 almost

everywhere and (2.9) holds again.

Consider now the Dirichlet form associated with u ,

JV—f Vg du , (2.12)

defined first on smooth f and g over Rn . If this form turns

out to be closable, then its closure is the form of a unique self-

adjoint positive operator Hu , so that, with (,) being the

inner product in L2(Rn,du),

(f,Huf) = Jvf-vf du . (2.13)

We have thus defined a self-adjoint positive operator Hu starting

from the quasi-invariant probability measure u . Hu is an

operator in L2(Rn,du) and has zero as an eigenvalue to the

eigenfunction 1 . Let us remark that from Hu , by the unitary

equivalence of L2(Rn,dx) and L2(Rn,du) , we get also in

L2(Rn,dx) a self—adjoint operator. However only in the case

that p is smooth enough we have that this operator is of the
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form - A + Vu(x) , with a measurable function Vu (given by

p-%Ap% or, equivalently, by the right hand sides of (2.11».

Thus, whereas Hu in L2(Rn,du) is always defined as a positive

self adjoint operator, whenever the Dirichlet form associated with

p is closable, the expressions (2.7), (2.8), (2.10), (2.11) and

in particular the potential Vu may or may not make sense as

measurable functions.

Exam 1e

Let n = 3 and take du to be the probability measure in R3

given by

e-2m|x|
du(x) = %V dx .

We may verify that the form (2.4) is closable in L2(du) , so that

flu is well defined. In this case

a%(x.a) = T§§éT e-m|x+a|.em|x| .

For x % 0 we see that Aaa%(x,0) = m2 . In fact we may easely
prove that HR is a self adjoint operator such that, when re—

stricted to smooth functions f which are zero at zero, then

wm )f . However, 3 -m when represented in L?(dx) ,

m m m :3 m w
I‘ll

; co '1 H, n D O ,5 1: ,4 d :1 I1
. igenvalue -m , so

arametric .amily 3;JE -m form a -ne( 'E}

self adjoint extensions of the restriction of -A to functions

f E D(A) such that f(0) = O .

One can now ask the question when is the operator H“

the infinitesimal generator of a Markov semigroup i.e. when

does e'tHu have a positive kernel. In this finite dimensional

case a very weak regularity condition on u is actually suffi—
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cientI see Section 2.6.A well known simple situation is the one

in which Hu can be given in L2(Rn,dx) in the form —A + Vu(x)

with a smooth function Vu(x) . The stationary symmetric Markov

process §(t) in Rn , given by the Markov semigroup e—tHu and

its invariant measure du , is then the unique solution of the

stochastic differential equation

d§(t) = a(§(t))dt + dw(t) (2.14)

where w(t) is the standard Wiener process in Rn and the

drift 5(5) is given by

B(§) = V ln p(§) (2.15)
where

du(x) = p(x)dx . [2.163

a(§) is actually the osmotic velocity of Nelson's stochastic

mechanics and (2.14) is a case of the equation of Nelson's sto-

chastic mechanics, equivalent with the Schrodinger equation.

For more details on this we refer to Ref. [21] and the references

contained therein. It follows from the methods in Ref. [21] that

the stochastic process §(t) is always a solution of (2.14),

although one can prove that this solution is unique only under

some conditions (e.g. boundedness or Lipschitz continuity and at

most linear growth at infinity) on the osmotic velocity, see [2].

We would like now to extend these results to the infinite dimen-

sional case of a real separable Hilbert space K instead of the

finite dimensional Euclidean space Rn . From our arguments

above it is visible that it is convenient to start from a quasi

invariant measure u and then construct the associated Dirichlet

forms and in this way get a self adjoint operator Hu on the

relevant space L2(du) .

_19_



2:2_-132gellieajtegsleiieejsifiggguasi invariant measures on
rigged Hilbert spaces and canonical commutation relations.

The setting which we shall always use in the rest of this section

is given by a nuclear rigging, in the sense of [5],

N c K c N' ,

where N is a real nuclear space densely contained in K and

N' is the dual of N . Moreover the inner product (x,y) in K

when restricted to N coincides with the dualization between N

and N' .

Definition 2.1

We shall say that a probability measure u on N' is quasi

invariant if it is quasi invariant under translations by elements

in N , i.e. for any x e N the Radon-Nikodym derivative

a(§.X) = 9%é%§§l

exists. Then we have a(;,x) > O for u—almost every g e N'

and

fa(g,x)du(g) = 1
a(§,X+y) = e(g+X.y)a(§,X) -

We recall in a Theorem the following well known results:

Theorem 2.1 Let K be a real separable Hilbert space and

NcKcN' be a nuclear rigging of K . Then:

1) Any quasi invariant probability measure u on N‘ defines two

strongly continuous unitary representations U(x) and W(x)
of the additive group N in the separable Hilbert space

é£é= L2(du) . by

_20_



2)

(U(x)f)(g) = ei<x’§> r(:>
(V(X)f)(g) a*(g,x)r(g+x) .

U(x), V(x) satisfy the Weyl commutation relations

V(x)U(y) = em”) U(y)V(x)
fOr any x and y in N .

The function n(§) I 1 in L2(du) is a cyclic element for
the representation U(x) .

Conversely suppose we are given two representations U(x) and
V(x) of N by unitary operators on a separable Hilbert

space J6 such that x - U(x) is weakly continuous from N

into the set of all bounded operators on J6 and such that

there exists a cyclic element 0 for the representation U(x).

Suppose moreover that U and V satisfy the Weyl commutation

relations

V(x>u(y) = ei(x'y) U(y)V(x) .
Then there exists a probability measure u on N' such that

u is quasi invariant, one has

(n.U(x)n) = j ei<x’§> du(§) .
N'

and the map U(x)n <-> ei(x,§) gives an isomorphism of ag

with L2(du) . By this isomorphism U(x),V(x) are unitary

equivalent hence identified with the operators (U(x)f)(g) =

ei<x,g) f(§) and (V(x)f)(g) = z(g,x)a%(g,x)f(g+x) , where
z(g,x) is a measurable function on N‘ such that, for almost

every g , |z(;,x)| = 1 and

_21_



z(§,x+y) = z(g+x,y)z(g,x)

and z(;,0) = 1 .

In particular U(x), V(x) are strongly continuous.

Proof: Except for the strong continuity of V(x) this theorem

is first proven in [5]. The strong continuity of V(x) was

proven in Ref. [12],3), Theorem 3.3. [1

We shall now use the following:

Definition 2.2 We say that a unitary representation (U,V) of

the Weyl canonical commutation relations is irreducible iff the

only bounded operators that commute with all U(x), V(x) , for

all x e N , are the constants.

Remark: U has a cyclic element e.g. if (U,V) is irreducible.

See e.g.Theorem 6.2.6 and its Corollary in Ref. [12],2).

Definition 2.3 We shall call a quasi invariant probability

measure u on N' ergodic if the only functions in L°°(du)

which are invariant under all translations by elements of H

are the constant functions.

The following results are well known:

Theorem 2.2 The following propositions are equivalent:

1) The quasi invariant measure u is ergodic

2) all N-invariant measurable subsets of N' have either

u-measure zero or one

3) the representation (U,V) of the Weyl canonical commutation

relations determined by u as in Theorem 2.1, 1) is irre—

ducible. E]

_22_



Remark: Any quasi-invariant measure u , not necessarily ergodic,

has an ergodic decomposition, in the sense that there exists a

standard Borel space Z , a finite measure dz on Z and for

each 2 an ergodic measure uz(.) on N' such that

u(.) = juzmaz.
Moreover, with J6 = L2(du) , n = L2(duz) . one has the integral
decompositions

fi =I£zdz

(u,v)H = jam)u dz ,
z Z

where (U,V)u and (U,V)u are the unitary representations of
z

Weyl's canonical commutation relations given by u resp. “z ,

according to Theorem 2.1,1).

For more details see [12],3).

§:§_-§-§BEEEP}§_§EPE}§§§_93-22%Ei-EEY§§i§§E_m§§§BE§§-

Let us start with an arbitrary quasi invariant probability

measure u on N' .

From Theorem 2.1,1) we have in particular that, for each real t ,

V(tx) is, for fixed x e N , a strongly continuous one parameter

unitary group acting in L2(du) . Let iPx be its infinitesimal

generator, so that

iPx = s-lim t_1[V(tx)- 1] , (2.17)
tao

where the limes is the strong limes in L2(du) .

For each x e N , Px is thus a densely defined self-adjoint

operator in L2(du) .

_23_



Definition 2.4 A quasi invariant probability measure u on N'

is said to have regular first order derivatives if the function

0(5) 3 1 is in the domain of PX for all x in N . Equiva—

lently, u has regular first order derivatives iff the strong

L2(du) limit of t-1[a%(g,tx)- 1] as t t 0 exists for all x

in N . We denote by 01(N') the set of all such measures u .

Remark: For u to have regular first order derivatives it is

sufficient that the weak L2(du)-limit of t'1[a(§,tx)- 1] as

t ‘L 0 exists.

From now on we shall always consider probability measures u on

N' with regular first order derivatives.

Proposition 2.3 For each u in the domain D(Px) of Px ,

the map x 4 q is a linear continuous map from N into

L2(du) .

Corollarx Let |x|p , p = 1,2,... be the countable set of

norms that defines the topology of N . Then there is a p

such that x - q is continuous in the norm |xlp , i.e. as a

map fom K into L2(du) , where Kp is the Hilbert space withP
norm | lp and N = n Kp .

P
Proof: Setting n(x) = ”(V(x)- 1)uu we get that n is sublinear
i.e. fl(x+y) 5 n(x) + n(y) . Since u e D(Px) , we have

lim % n(tx) = p(x) = ||Px-u” . (2.18)the
By the linearity of PX in x , p(x) is a seminorm on N .
By the sublinearity of n we get n(2x) 5 2n(x) hence

2n+1n(2'n'1X) 2 2nn(2‘nx) , so that

p(x) = sup 2“ nc2‘nx) . (2.19)
11
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Now n is continuous on N , so that p(x) is lower semicon-

tinuous and, being a seminorm, it is then bounded in some neigh-

borhood of 0 ([5], Ch.I,Sect.1, Th.1). This implies that

x - Px11 is continuous from N into J6 . This proves the

Proposition. The corollary folIOWs from the proposition and

theorem 5 of Oh I, section 3.5 of ref. [51. E]

It is now useful to exhibit the relation between the infinitesi-

mal generator iPx of translations in the direction x and

a quantity a(x) which, in the finite dimensional case K = Rn ,

reduces, as we shall see below, to the osmotic velocity or drift

coefficient of the stochastic equation (2.14). In order to do

this we introduce the following

Definition 2.5 A quasi invariant probability measure u on N'

is said to be strongly L1 differentiable if the strong L1(du)

limit of t-1[a(§,tx)- 1] as t¢() exists, for any given x 5N

We call then 3(§)x this limit, i.e.

5(5)): = s-L1— lim t'1[o.(g,tx)- 1] .
tto

We have

Proposition 2.4 Let u be any quasi invariant probability

measure on N' . If u has regular first order derivatives,

then it is strongly L1 differentiable and one has that the

function fl(§) ' 1 is in the domain of Px , that a(§)x

exists and
21 Pxn(§-) = 5(5)::

for all x e N .

Remark: This implies in particular that x - 3(§)x is a linear

map from N into L2(du) . It is natural to denote this map

_25__



itself by 3(5) -

Proof: That H has regular first order derivatives is obviously

equivalent with the condition that %(o%(§,tx)— 1) converges in

L2(du) as t r O . Now we have that

lt(a(§,tx)— 1) = %(u%(g,tx)— 1)(a%(g,tx)+ 1) (2.20)
and, by an easy consequence of the strong continuity of V(tx) ,

u$(§,tx) converges to 1 in L2(du) as t¢ O . This then

gives that the right hand side converges in L1 . We observe

from (2.20) that i(efl(§) = %a(§)x , and this proves the pro-

position. E]

Another observation on the quantity 3(§)x is the following

Proposition 2.5 If u is a probability measure on N' with

regular first order derivatives, then, for any fixed g e N' ,

the map x - e(§)x is a linear continuous functional on N

hence there exists an element 3(5) in N' such that

<§(§).X> = e(:)x

for all x in N . §(g) is thus a measurable map of N' into N'.

Remark: Since by the Remark following Proposition 2.4 the map

x - a(§)x is a linear map from N into L2(du) , it is natural

to identify 5(5) and §(;) , and we shall do so in the following.

Proof: By the Corollary to Prop. 2.3 and by Prep. 2.4, x-3(;)x

is continuous from Kp into L2(du) . Use then the Abstract

Kernel Theorem (Theor.3, Ch.I, Sect.3 of ref. [5]). E]

Remark: In the finite dimensional case K = Rn we have
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n
a(§)x = 2 a.(§)x. , where x. , i = 1,...,n are the components3:1 J J a
of x and aj(§) is defined as B(§) but with the translation
tx in u(§,tx) replaced by the translation te. , where ej is

the unit vector in the direction of the j—th axis. B(§) is

thus in this finite dimensional case, for fixed g , a vector

with components $j(§) , namely the vector lg§§g , where p(g)

is the density of the quasi invariant measure u , i.e. du(§) =
p(§)d§ . Since in the finite dimensional case 9(5) is, as
remarked above, the osmotic velocity of the process of equation

(2.14), we shall call 5(5) the osmotic velocity also in the

infinite dimensional case. Also in this case our aim is to study

the stochastic differential equation

d;(t) = a(:(t))dt + dw(t) . (2.21)

where €(t) is a stochastic process with values in N' . In

this case w(t) is understood as the Wiener process on N'

given by the nuclear rigging cKc N' . By this we mean that

w(t) is the time homogeneous Markov process with state space N'

and with transition probability function Pt(§,dn) determined

by prescribing that the Fourier transform

I ei<x'") Pt(0,dn)

be equal to e §(X,X), for all x e N . That this defines indeed

a Markov process is easily verified, since the Chapman-Kolmogorov

equations for Pt(g,dn) are satisfied. Note that w(t) is in

fact the well known Wiener process studied by Gross, but for

the fact that Gross prefers to study it relative to a Banach

rigging BcKcB' . This is possible since w(t) actually takes

values in a dual Banach space B' such that KcB' cN' . For
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the work of Gross see the reference [9].

We shall now examine the possibility of constructing the process

€(t) of equation (2.21).

2-4 DiriChletEQEIEEEEEEEEEEE‘EA’Z311-22%}-iEYEEiEELEEEEEEE§-
We shall consider subspaces of the Banach space C(N') of

continuous bounded functions on N' . Let E be an orthogonal

projection from K onto a finite dimensional subspace EK of

N and let e1,e2n..,e be an orthonormal base in EK , wherem

m is the dimension of EK . Then for any u e K we have

m
Eu = i21(ei,u)ei . (2.22)

Since ei e N we have from (2.22) that E extends by conti-
nuity to a continuous projection N' ~ N given by g ‘i§1<ei,§)ei.

We shall denote this projection again by E . We see thus that

any orthogonal projection on K with finite dimensional range

in N extends continuously to a projection from N' into N .

We shall say that a complex valued measurable function f defined
on N' is finitely based (on EN') if there exists a finite
dimensional subspace of N such that f(g) = f(Eg) for all
g 5 Nfl , where E is the projection from N’ onto the finite
dimensional subspace. Let Fn(N') be the set for all functions
on N' which are finitely based and n-times continuously differ-
entiable on their base. For f e F1 we define the gradient vf
in the obvious way, i.e. if E is such that f(§) = f(E§) and
EN‘ is finite dimensional in N , then (vf)(§) is a continuous
map from N' into (EK)* and, since EK is self dual, we may

consider vf as a map from N' into EK . For f and g

in F1 there is a common projection E of finite dimensional
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range in N such that f and g are both based on EN' , and

we then denote by (v?-vg)(§) the inner product of vf(E) and
vg(§) in the natural complexification of EK . For any f e F2

with base E , Af is defined in the natural way, so that
m 2 ~

(Af)(§) = 121 —§—§ f(x) , where f is the restriction of f to
= axi

the m-dimensional space EN', [ei] is a base in EN' c N , and

x = {xi}, xi = <g,ei>, i = 1,...,m . Finally if 5(g) is the
osmotic velocity to u e JH(N') , then for any f e F1 with

m ~
base EN', a(g)-vf(§) = i§1si(;) §§7(x) . We thus see that the

J
operator HF2 given by

(HFgf)(§) = -Af(§)- a(§)-vf(§) (2.23)

is well defined for all f e F2 . We have the following

Theorem 2.6 Let u e 91(N') , then the Dirichlet form

Du(f'g) = {VF-vg du is defined for all f,g in F1 as a

sesquilinear,non.negative and closable form. The closure of

the Dirichlet form is the form of a well defined self-adjoint

nonnegative operator H in L2(du) , which coincides with

H on F2 and has the eigenvalue zero as the infimum of its2F
spectrum, with eigenfunction 0(5) ' 1 . H is the Friedrichs

extension of HF2 , thus the domain of Hg is the domain of

in , where 5“ is the closure of the form Du'

Proof: By the observations preceding the theorem we know that

2 are well defined.1Du(f,g) for f,g e F and HFZg for g e F

Since fyg are finitely based there exists a projection E

with finite dimensional EK c N , such that f,g are based

on it. Let {91} be an orthonormal base in ER and set

-29_



Xi = (5,81) for all g 6 N', i = 1,...,m . We have

.. “1.1— ,ai vf.Vg du = ii1jiifl ¥(rm tei)-r(g)) 3§i(§)du ,
which by dominated convergence and the quasi invariance of u

is equal to
m2 l‘m j?<:) §<§§—<:-tei)--§§7<g))a (:,-tei)du +

i=1 tvo ' ' i l

m B 1+ 151 ti? f?(§)s§;(!> ¥<a(:,-tei)- 1)du .

As tt 0 , the first term converges to —I?-Ag du , by dominated

convergence, and %(a(§,tei)- 1) converges to 3(g)oei strongly

in L1 , by Prop. 2.4, hence the second term converges to

-Ifa-vg du . We have thus proven that Du(f,g) = (f,HF2g) for

all r 6 F1, g e F2 , which shows in particular that the form
Du is closable. The rest follows easily. E]

Theorem 2.6 permits to associate to any quasi invariant

probability measure on N' , only restricted to have regular first

order derivatives, a self—adjoint contraction semigroup e‘17H ,

where H is the unique self-adjoint operator associated with

the closure of the Dirichlet form Du given by u . In the

next subsection we shall see that e—tH is a Markov semigroup

i.e. e'tHfZ o for all f; o , r e L2(du), i.e. e"‘H is.
positivity preserving.

2.5. The_g§rggv_gemigrgup§_g§ngrated by the_§irichlet forms.

Theorem 2.7 Any quasi invariant probability measure on N'

with regular first order derivatives gives rise to a Markov

semigroup e'tH , where H is the self—adjoint operator

associated with the Dirichlet form of Theorem 2.6. H is the

infinitesimal generator for a symmetric Markov process, with
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invariant measure u . We call H the diffusion operator

given by u .

Proof: Let M be a finite dimensional subspace of N , with

orthonormal base e1,...,e and let E be the orthogonalm
projection from K onto M . Define for any f E F2 based on M

HMf =-AMf-a-v , (2.24)

where VM = Evf and “M = VM-VM . Then for any f,g e F2

m
(f,HMg) = _21Iei-vf ei-vg du . (2.25)

1:

The positive form on the right hand side is thus given by a

symmetric operator, hence it is closable and its closure is the

Friedrichs extension of HM , which we denote again by H .

Obviously 0 5 HMIII as forms. Using then the theorem on

convergence from below of symmetric semibounded forms (Theorem

3.13, Ch. VIII, Ref. [19],1)) we get strong resolvent conver—

gence of HM to H , hence by the semigroup convergence theorem

(Theorem 2.16, Ch. IX, Ref. [19],1)) we have strong convergence

of e_tHM to e-tH , uniformly on finite t intervals, when

M ¢N through the net of finite dimensional subspaces. Thus to

prove that e_tH is positivity preserving it suffices to prove

that e-tHM is positivity preserving. We have the direct

decomposition N' = Mc-IDM'L , where M1 is the annihilator of M

in N' . By the continuity of E , the map (x,n) -° xen ,

x e M , n e Ml is one-to-one and bicontinuous, hence we may

consider do as a measure du(x,n) on the product measure

space M x Ml . The quasi invariance of u and the finite

dimensionality of M yield du(g) = p(x|n)dx dv(n) , where
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p(x|n) is, for almost every n , the quasi invariant measure

on M obtained by conditioning u with respect to M1 , and

v is the measure induced on M1 by u . The correspondence

m) <-> min)? f(x,n) (2.2s)
gives a unitary correspondence between L2(du) and L2(dxx dv)

so that, in the sense of direct integrals of Hilbert spaces,

J€= DE“ dv(n) . (2.27)
Ml.

where H% = L2(Rn,p(x|n dx).The correspondence (2.26) takes the

form (f,HMg) into a direct integrals of Dirichlet forms

Du(-lfl)(f’g) , where du(x|n) = p(x]n)dx . Hence

HM = I Hndvm) .
ML

where HT] is the self-adjoint operator associated with the

closure of the form Du(-In)(f’g) . So we see that HM gene-

rates a Markov semigroup if Hn does so, where H operatesn
on L2(du(-In)) , which is a L2 space over the finite dimen-
sional space Rn . We can now use results of Fukushima [22]

to prove that e- n is indeed a Markov semigroup. By Theorem

3.2 of [22], p. 56 (points a),c)) it is sufficient to prove

that fiu(-lfl) is a Markov symmetric form and by Theorem 3.3
of [22], p. 58, this is so whenever Du(-|n) is a Markov symme-

tric form on 01(M) . The latter is however easily verified.*

* For any f e 01(M), 6 > 0 choose a pa 5 C1(R), with
|np6(t)| 5 t, -a _<_ ¢5(t)51+5 and [% ¢6(t)] 51 for all
t e R 'and (96(t) = t for all t 6 [0,1]. Then o6.rec1(R)
and Dn(_ln)(¢5(f)y¢6(f)) 5 Du(_‘n)(f9f) .
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Hence we have that En generates a Markov semigroup. Since

(N',u) is a regular probability space, an adaptation of

Kolmogorov construction associates to the Markov semigroup e—tH

an homogeneous Markov process with state space N' and invariant

measure u having H as the infinitesimal generator of its

transition probabilities. U

Remark: In [4] we show that the Markov process §(t) given

by the Markov semigroup e'tH of Theorem 2.7 solves the

ficchastic differential equation

d§(t) = s(§(t))dt + Mt) .
in the sense of weak processes on N' , where w(t) is the

standard weak Wiener process on K .

2.6 Some remarks on ergodicity.

Definition 2e7 A homogeneous Markov process fl(t) with state

space some measure space (X,v) is called ergodic if for any

measurable sets A,B with v(A) > 0 , v(B) > 0 there exists

some t 2 0 such that Pr{n(0)e A and n(t)e B} > O .

Theorem 2.8 Let n(t) be a homogeneous Markov process with

state space (X,v) and invariant measure V and suppose n(t)

is symmetric (i.e. such that the adjoint process n(—t) is

equivalent to it). Let H be the self-adjoint infinitesimal

generator of the Markov semigroup e'tH, t 2 0 , in L2(X,v)

giving the transition probabilities of the process. Then the

following statements are equivalent
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1. n is ergodic.

2. e'tH has ergodic kernel (i.e. for any f,g z 0 , f,g fl 0 in

L2(X,dv), we have (f,e'tHg) > 0 for some t z 0) .

3. e‘tH is positivity improving (i.e. e'tfif > 0 for any

f 2 0, f e L2(X,dv) and some t 2 0) .

4. there do not exist any bounded multiplication operators

commuting with e'tfi .

5. Zero is a single eigenvalue at the infimum of the spectrum

of H , and the corresponding eigenfunction may be taken

to be identically equal to 1.

Proof: 2 — 1 is evident. We prove 1 - 2 ad absurdum.

Suppose for some f,g 2 0 , f,g fl 0 we have (f,e'tHg) = 0
for all t Z 0 . Since e'tH is Markov, this implies

(XA ,e_tHxB ) = 0 for all positive integers n,m and all t z 0,
n m

where xA ’XB are the characteristic functions of the sets
n m

An I rxeX|f(x) 2%} , Bm I [xeX|g(x) _>_ %1 . But since
v(An) > 0 and v(Bm) > 0 for some n,m, the vanishing of the
scalar product contradicts 1 , which then shows 1 - 2 . The

equivalence of 2 with 3 is proven in [23]. For the equi-

valence of 4 and 5 see e.g.[19]2% Theorem 10.3 and for the one
of 2 and 4 see e.g. [24]. E]

The Theorem applies in particular to the case where n

and H are the Markov process and its infinitesimal generator

associated with a measure u 6091(N') and given by Theorems2.6,
1 12,7. Note also that ‘ rim c J80 , rm

1 which are invariant under translations by

denoting the set of

functions in F

elements of N and gfio is the eigenspace to the eigenvalue

zero of H.
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Remark: Stronger results hold for a related operator E which

coincides with H on the dense subset F2 of L2(du).* We

shall here briefly mention some of these and for more details

we refer to [4]. Let 01(N') be the subset of all measurable

functions on N' which are such that for any g e N' and any

x eiN one has fC§+ tx) in C1 as a function of t . For

f e 01(N') we define the gradient in the x direction,

(x-Vf)(-) , by (x-vf)(§) 5 ad; f(§+ tx)|t=o . Let u e 031(N') ,
then the adjoint of x-V is -xv-a-x , whose domain contains
01(N') , since a-x is also defined on C1(N') , as one sees

from - Qia(;)-xf(g) = (P-xf)(§) + ix-Vf(§) . Thus (x-v) is

closable and we let now x-v denote its closure. Let {ei} ,

i = 1,2,..., be an orthonormal base in K with e1 6 N .

Define (131’) -,%°||e..vr“2 and if (13:) <ocU i=1 1 2 U
denote by vf the element in K a L2(du) such that IVE-vf do =

(f,f)u . We easily see that the adjoint v‘ of v is densely

defined, hence V is closable and its closure, denoted by the

same symbol, is a map from L2(du) into K a L2(du) with

domain w; I [feL2(du)|(f,f)u <ce} .

Theorem 2,9 Let u E 0H(N') . Then fi = V‘V is the unique

self-adjoint operator associated with the closed form (f,f)u =
2Ivf-vf do and for any f'e F we have Hf==Hf = -Af- e-vf

where H is the operator of Theorems 2.6, 2.7. H is non

negative and the infimum of its spectrum is the eigenvalue zero

with eigenfunction 1 . e-tH, t 3 O is a Markov semigroup giving

rise to a Markov process g on N' with invariant measure u .

6

* At the moment of writing it is an open question whether H
coincides on its domain as a self-adjoint operator with H,i.e.
Whether F2 is a core for H and H , for all u e 6G(N').
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Proof: fif = Hf for f e F2 follows from (f,fif)= (f,f)u.The Markov

property of e'tH is proven in the same way as for e-tH in

Theorem 2.7. D

Clearly Theorem 2.8 applies to the case wmae the process

is E and the infinitesimal generator is fi . In addition we

have here easily the following

Theorem 2.10 Let u. E 0101‘) . Then Lgnndu) cgo , where

Lgnvmu) : [reL2(du)|f(g+ x) = fig) for all x6 N} and 320
is the eigensubspace of JEI L2(du) to the eigenvalue zero of h .

In particular if zero is a simple eigenvalue of fi , then u is

ergodic and the representation of the weyl commutation relations

(U,v) given by u (Theor. 2.1, 2.2) is irreducible. The

N-ergodic decomposition of the Remark following Theor. 2.2 gives

also the direct decomposition fi = Ifiz dz , where fiz is the
Z

self—adjoint operator associated with the closed form (f,f)u .
2

Moreover one has the time-ergodic decompositions

L2(du) = ;L2(du('lv))dv
fi = éfiv dv ,

where V is the Gelfand spectrum of the commutative 0* algebra

of multiplication operators on L2(du) which commute with all

e'tH , dv the measure induced on V by u . The measure u(-|v)

is u conditioned with respect to the o-algebra generated by

L°°(V) and fiv is the self—adjoint operator associated with

the closed form (f'f)u(-Iv) . Zero is a simple eigenvalue of

Ev , the corresponding eigenfunction is positive almost every-
A

where. d; is the closure in L2(du) of L°°(V) .
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The proof is given in [4]. Moreover it is shown in [4] that
the time ergodic decomposition is in general strictly finer than

the N-ergodic one. An important case however where both decom—

positions are equivalent is the one where u e 01(N') is
strictly positive in the sense that the densities p(xln)

appearing in the proof of Theorem 2.7 are,for v almost all n ,

bounded away from zero whenever x is in any compact of one dimen-
sional subspaces M . A simple condition for this is given in

the following

Theorem 2.11 Let u be in 0H(N') and be strictly positive.
Then the N-ergodic and time ergodic decompositions of Theorem 2.10

coincide. In particular the Markov process of Theorem 2.9 is

ergodic if and only if the measure u is ergodic in the sense

of Definitions 2.7 resp. 2.3. A sufficient condition for u

to be strictly positive is that 1 be an analytic vector for P-x
for all x e N .

Proof: See [41- [3

Remark: In [4] other sufficient conditions for u to be strictly
positive are given. Note that from Theorem 2.11 and Theorems 2.8

and 2.2 we have e.g. E ergodic <-> u ergodic <-> unique ground

state for a <—> (U,V) irreducible.
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Let N c K c N' be a real nuclear rigging of the real

separable Hilbert space K and let u E JH(N') in the notation

of Definition 2.4. Let H be the infinitesimal generator in

L2(du) for the corresponding diffusion process, given by

Theorems 2.6, 2.7. Let V(§) be a real measurable function

on N' such that

H1 = H+v (3.1)

is essentially self adjoint and bounded below. Consider now

for k < l
k 1 k 1H1’ = H+'V ’ (3.2)

where
k if V(§) < k

vl’nim = 71:) if k5 V(g) _<_ 1 (3.3)
\ 1 if v(§) > 1 .

Using well known theorems on monotone convergence of symmetric

semibounded forms (Theor. 3.13, 3.11, ch. VIII, Ref. [19],1))

we get
-tH]1"l -1:H1

s—lim s—lim e = e . (3.4)
k" -ao 1"+ co

But e"tH is positivity preserving and by Trotter's product

formula —tH]f'1 [ - in
e = st lim e n e

near

_ 17151 n
n 1 (3.5)

—tH$'1
we get that e is also positivity preserving. Hence,

by (3.4) and (3.5). e_tH1 is positivity preserving. We have
thus the following theorem.
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Theorem 3.1

Let H be the diffusion operator given by u according

to Theorem 2.7 and let V be a measurable real function on N',

where N c K c N' is the nuclear rigging. If

H1 = H+ V

-tH
is essentially self adjoint and bounded from below, then e 1

is positivity preserving. E]

Note that H1 is assumed to be bounded below. but contrary

to H it need not have any eigenvectors.

Remark 3.1 Theorem 3.1«holds in the same way for the case where

H is replaced by fi , fi being the self—adjoint operator given

by the form (f,f)u in Theorem 2.9 and the assumption being

that fi1 = fi-+V is essentially self-adjoint and bounded from

below. Under the N-ergodic decomposition of Theorem 2.10

V decomposes directly as V = IVzdz and we have then

fi1 = jfi1z dz with E12 = fiz+ vz essentially self—adjoint.
Moreover if u is strictly positive, then by Theorem 2.11 we

have that the N—ergodic decomposition coincides with the time-

ergodic decomposition induced by E . In particular the eigen-

value zero of a has multiplicity equal to the number of irre—

ducible components in the representation of the canonical commu-

tation relations given by u and this multiplicity is also the

same as the one of the infimum of the spectrum of £1 , if this

is an eigenvalue.

Theorem 3.2 Let H, H1, V be as in Theorem 3.1. Assume that

zero is a simple eigenvalue of H . If there is an eigenvalue

E1 of H1 such that H1 2 E1 and H1 — V is essentially
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self-adjoint, then E1 is a simple eigenvalue of H1 . More-

over we may take the correspondent eigenfunction to be positive

almost everywhere.

-t(H1-E1)
Proof: By Theorem 3.1 e is a Markov semigroup.

By Theorem 2.8, points 1 and 5, we have that if, ad absurdum,

zero were not a simple eigenvalue of H1-E1 , then the Markov

process generated by H1-E1 would not be ergodic, hence
-t(H1-E1) .(XA' e XB) = 0 for all t 3 O and the characteristic

functions X of some sets A,B with 0 < u(A) < 1, 0<u(B)<1 .

-t<H1-E1> . .Since e is Markov, XA’XB are proaections 1n L2(du)

onto orthogonal subspaces which reduce H1-E1 . In particular
_ itH1

XA commutes w1th e

commutes with eitH , hence xA is an eigenfunction to the

so by Trotter's product formula XA

eigenvalue zero of H and since XA f 1 this contradicts the

assumption that zero is a single eigenvalue of H . Hence the

ad absurdum assumption is untenable, which proves the Theorem.

CI
Remark 3.2 The same Theorems holds for the case where H, H1

are replaced by M, E1 . Moreover if u is strictly positive,

we have from the preceding Remark 3.1 that the general case where

zero is not a simple eigenvalue of a can be reduced to the

case where it is a simple eigenvalue by using the ergodic

decomposition.

Consider now the operator H of Theorem 2.6. We have for

any f e F2

(Hf)(;) = —(Af)(§)-B(§)'Vf(§) (3.6)
Assume again that zero is a simple eigenvalue of H and that

H1 = H4—V has an eigenvalue E1 such that H1 2 E1 , then the



corresponding eigenfunction w of H1 satisfies the equation

(qa.(V-E1)f) = (ap.Af+e-vf) (3.7)
for all f e F2 , where B is the osmotic velocity for H .

Let us normalize m such that o > 0 and Ipzdu = 1 . Since ¢

is positive a1m0st everywhere we also have that

v_E1 = g; + a- l (3.8)v¢ .

which gives the relation in the weak sense between the function

V-E1 and the eigenfunction o . Since V is a multiplication

by a measureable function in L2(du.) we have F20 CD(H) n D(V)<:D(H1)
and for any F E F2 ,

[H1,f] = [H,f] = -2vf-v—Af (3.9)

on the domain F20 . Let us now assume that H1 = H+V is

essentially self adjoint and that 01 = $0 is in D(H) as well

as in D(V) , and that the measure du1 = du has regular first

order derivatives with corresponding osmotic velocity B1 .

Let f e F2 then £01 is in D(V) since f01 eD(V) is equi—

valent with m e L2(du) . Now f is u-essentially bounded

and by assumption Vo e L2(du) so that £01 6 D(V) . Moreover

by (3.9) we have

{£1,m = -Affl1-2Vf-VQ1 . (3.10)
That is

[H,f]n1 = -Affl1-fl1-Vf01 (3.11)

and -Af-e1-vf e L2(du1) , since the components of 31 are in

L2(du1) by assumption. Hence, since 01 e D(H) so that a1

is well defined, we have that £01 5 D(H) . Because of

D(H1) 3 D(H) n D(V) we have therefore that :01 e D(H1) . But
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then again by (3.9) and (3.11) we have

31m1 = [H1,rJn1+ E11111 (3.12)

H1fn1 = (—Af+ E1f)n1 - a1-vfn1 . (3.13)

Hence H1-E1 coincides on F201 with the unique diffusion

operator given by u1 . We have therefore the following

Theorem 2.4

Let u e 001(N') and let H have zero as a simple eigen-

value. Let V be measurable and in L2(du) such that H1 = H+V

is essentially self adjoint with an eigenvalue E1 such that

H1 2 E1 . Then the corresponding eigenfunction o is positive

u - a.e. and du1 = wzdu is quasi invariant. If moreover u1

is in 4’1(N') and 01 = (pf) is in D(H) n D(V) , then
F201 c D(H) n D(V) and on F201 we have that H1-E1 coincides

with the diffusion operator given by u1 . E]

Remark 2.3 The same Theorem holds also for the case where the

operator H is replaced by fi , as given by Theorem 2.9, so

that accordingly H1 is replaced by H1 = H+ V . In this case

by "the diffusion operator given by u1” we have to understand

the self—adjoint operator H1-E1 given by the form (f,f)
. 1—t(H1-E1)

according to Theorem 2.9. We recall that then e is

also a Markov semigroup.

We have also the following

Theorem 2.5 Let the assumptions be as in the previous theorem.

If in addition H1 = H+-V is self-adjoint i.e. D(H1)= D(H)n\D(V),

then H1-E1 is the diffusion operator given by u1 .
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2322;: By the previous theorem we have that if H' is the

diffusion operator generated by u1 , then H' coincides with

H1-E1 on F201 . Hence H' = H+ V- E1 on F201 , so by defini—

tion H' is the Friedrichs extension of H+-¥-E1 on F201 .

Hence the domain of H'% is exactly the elements for which the

form (ffl1,(H+V-E1)fn1) makes sense as continued from F201 .

From this it follows that

1101145) 3 13(3) n D(V) . (3.14)
Now if H1 = H+-V is self adjoint we have that

D(H1) D(H) n DUI) . (3.15)
Therefore

Dan) E D(H'i) . (3.16)
Now by a well known theorem ([19],1), Ch.VI.Th.2.11) we have

that among all lower bounded self adjoint extensions of the

operator H1-E1 restricted to F201 only the Friedrichs exten-

sion has domain contained in the domain of the form i.e. in

D(H'%) . Hence by (3.16) H1 is the Friedrichs extension.

This proves the theorem. El

Remark 3.4 The above Theorems and Remarks lead us to consider

another type of perturbation of symmetric diffusion processes.

Let u e $N(N')and let p(;) > 0 be a measurable function that

is positive u-—almost everywhere such that dp' = pdp is a

probability measure. Then p' is obviously quasi invariant,

and let us now further assume that u' is in 0H(N'). We get

then that the osmotic velocity 3' for u' is given in terms

of the osmotic velocity 3 of u by

B'(§)X= x-vlnp+e(§)-x . (3.17)

and the assumption u' e ¢D1(N') means then e'(g)x 6 L2(du') .



We see this is the case if for instance vpi as well as p%e(§)-x

are both in L2(du) . For such perturbations we have the follow-

ing theorem.

Theorem 3.6

Let u and u' be two equivalent quasi invariant measures

in :¢1(N') which are strictly positive. Let fl and fi' be

the corresponding self-adjoint operators given by Theozem 2.9,

then zero is an eigenvector of the same multiplicity for both

operators. In fact there is a natural one-to—one isomorphism

of the respective eigenspaces corresponding to the eigenvalue

zero.

Egggf: By Theorem 2.11 we have that the eigenspace for the

eigenvalue zero is in one-to—one correspondence with the set

of functions in L2(du) which are invariant under translations

by elements in N 2 Since by assumption u and u' are equi-

valent, there is a natural one—to-one isomorphism between L2(du)

and L2(du') , which takes N-invariant functions of L2(du)

into N-invariant functions of L2(du') . This isomorphism
then induces a one-to-one isomorphism of the eigenspaces of a

and H' to the eigenvalue zero. This proves the theorem. C]

Let now u, “n , n = 1,2,..., be arbitrary quasi invariant

measures in 001(N') and let Hu’ H be the corresponding
un

diffusion operators , and §u(t) , §u (t) the corresponding
n

diffusion processes, as given by Theorems 2.6, 2.7. If the

on E 601(N') converge weakly to some measure u , then Hu -‘H
n

in the sense that for any f and g e F2 we have that

u

(fQD,Hu gfln) - (fn,HugO) . We do not know however whether, n
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the 5' (t) converge weakly to §u(t) , but we shall see that

if the gun(t) converge weakly to some Markov process, then

under slight regularity conditions the infinitesimal generator

of this Markov process coincides on a dense domain with the

infinitesimal generator Hu . In fact we have the following

theorem.

Theorem §.7 Let ”n e (P1(N') and suppose that, as n -cc,

u converges weakly to a measure u E 3’1(N') . Then for all fn
and g in F2 we have that

(fQunQHun-gnun) " (fnu’flugnu) t

If moreover the osmotic velocities en(§) of “n have compo-

nents uniformly bounded in L2 , i.e. for any x e N there is

a cx > 0 independent of n such that

j|9n(;)-x|2aun(;) 5 c:

then, for any f and g in F2 , the expectation

E(f(§um(0))g(§u (t))) has a uniformly bounded second derivative
n

with respect to t . If moreover the process gu (t) converges
n

weakly to some process n(t) , in the sense that the joint

distribution measure of [gu (t1)....,;u (tk)] converges weakly to
n nthat

/of {n(t1),...,n(tk)] for any k and any t15...5 tk , then
E[(f(n(0))g(n(t))] is a twice differentiable function of t and

-%Eummnymwygo=u%mfi%)
for any f and g in F2(N‘) . In particular if n(t) is a
Markov process, then Hn = Hu on F2 , where H is the infinite-n

simal generator of n .
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Proof. Since

(m H so )= V'f-vsd €3.18)un' un un i. “n

the first convergence is obvious. Now, for f e F2 we have

that fan is in D(Hu ) and
n

H m = (-Af- a vr)n . €3.19)un un n un

By the assumption on f there is a orthogonal projection PE

of finite dimensional range E c N such that f(§) = f(PE§) .
We then have

"Hunfnun" s llfllg+§ ciurn1 €3.20)
where ci = ce are constants and e1....,ek is an orthonormal

1
base of E in K and "f"2 and "f"1 are the EZ and P1
norms of f respectively, the norm in Fn being the natural one

induced by the Cn norm on the bases. We recall that Fn has
been defined in Subsect. in 2.4. We see that the estimate (3.20)
is independent of n , so that

-tHun(mun'e gnun) = Etruunmngu (tm (3.21)”‘n
is continuously twice differentiable with uniformly baunded
second derivative

-tHu
(H m e ”H 30 ). (3.22)un ”n. un un

If {u (t) converges weakly, we have in particular that (3.21)n
converges and the limit is E[f(n(0))g(n(t))] . Since the

second derivatives are uniformly bounded the first derivatives
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-tH
- (Eunfnhn’e “n gflhn) (3.23)

converge uniformly to the first derivative of the limit. This
gives us then that

- fixtflnmngmum/M = (”Mum“) . (3.24)
Now assume that n(t) is a Markov process. Then by the con-

vergence of the processes : -'n and their invariant measures
“11 -' u we see that n(t) is homogeneous with invariant

measure 11 , and since the gun are symmetric under time reflec-

tion so is n . Hence the infinitesimal generator Hn of n

is a positive s'elf-adjoint operator in L2(du) with n(-) = 1

as an eigenfunction of eigenvalue zero for an . Thus

-tEE(f(n(0))g(n(t)) =(rn,e " so) . (3.25)
From (3.24) we then get that H.r1 = an on 1'2 . E]
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4. gh§_§uglid§§n.Markov fields as diffusion processes

The free Euclidean Markov field in d4—1 dimensions is the

generalized random field g(x) on Rd+1

1:

such that

EEeiI§(X)V(X)dx 'e-e(w.t)_1
(4.1)

where

(~.¢)_1 = j (p2+m2)"|$<p)|2ap (4.2)
Rd+1

_ d+1 .
3(p) =(2n) TI e'1px V(X)dx . (4.3)

and

and m z 0 is a constant called the mass of the free Euclidean

Markov field. If d = 0 or 1 we have to take m > 0 in order

for (4.2) to be well defined. The right hand side of (4.1) is

obviously a continuous positive definite function on the real

nuclear Schwartz space S(Bd+1) so that (4.1) defines a measure

on its dual S'(Rd+1) , i.e. the space of tempered distributions

on Rd+1 . Hence the generalized random field 5(x) is a random

field of tempered distributions. It is well known that §(x)

is a Markov field, but we shall not need thnaproperty here.

Let cp e S(Rd) , then (so 61,)('x',t) = qo('i)-o(t-T) is in the
Sobolev space Jb_1 , in fact

(we 51,a 6,)_1 = %(w.w)_% . (4.4)
where

(w.¢)_§ = Jd(32+m2)‘* lé<3)|2 a3 (4.5)
with R_ d -i6(3) = (2n) Eje'ipx m(i)d§ .
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From (4.1) we get that
. _. .. -o 1EEe1I§(X,t)@(x)dx] = e 1(‘P’w-‘k _ (4.6)

Hence since the right hand side of (4.6) is a positive definite
continuous function on the real nuclear space S(Rd) we have

that the conditional expectation of the measure with respect to

the u—algebra generated by functions of the form (5&8 6T)
exists and defines a measure on S'(Rd) . The corresponding

random variable with values in S'(Rd) we have already denoted

by §(§,t). Hence t ~ 5(2,t) is a stochastic process with
values in S'(Rd) . Let now “0 be the probability measure
on S'(Rd) whose Fourier transform is given by (4.6) , i.e. ,

1<:, > -l< , )je q” duo(§) = e 4 “° q” 4% (4.7)
where (gap) is the dualization between s'md) and S(Rd) .

d)u is then a Gaussian measure on S'(Ro and we see easely that

it is quasi invariant with respect to translations from S(Rd) ,

in fact if

du°(:+¢)
a(§.¢) .3E3TET— (4.8)

then

' 9 "2< 9
My») e W Mg e up D (4.9)

where

63(3) = (32+m2fi «3(3) (4.10)

(twat; = <¢.um> -

From (4.9) it easely follows that ”0 has regular first order
derivatives and that the osmotic velocity 3(g) is given by

a(§)-¢ = 2<me.g> . (4.11)
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which is obviously in L2(du) .

It is well known that t a §(x,t) is a Markov process in

S'(Rd) : We shall see now that this process is the diffusion

process given by the nuclear rigging

S(Rd) c L2(Rd) c S'(Rd) (4.12)

and the quasi invariant measure “0 with regular first order

derivatives in the sense of theorem 2.7. We formulate this in

the following theorem

Theorem 4.0

Consider the nuclear rigging

S(Rd) c L2(Rd) c 3'02“)

and the measure uo on S'(Rd) given by

. 11G») - -(cp.q>)je. duo(§)=e 4 '1’.

Then “0 is quasi invariant with regular first order derivatives

and the diffusion process given by “0 and the nuclear rigging

by theorem 2.7 is the free Euclidean Markov field in d+1

dimensions.

m:
Since the free Euclidean Markov field induces a Markov process

t - §(i,t) on S'(Rd) , we have only to show that this process

has as infinitesimal generator the diffusion operator given

by theorem 2.6. By (4.1) we have that
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,-> -1I§(E,o)ep1(i)di+1jg('x’.t)q>2(i’)ai]
ELe (4.13)
= e‘iEO'P-I9¢1)_%+(¢2,¢2)_i_]-e%(¢1’e‘twwz)‘%

where
—t

“Moe
w e—tm : a A

- ~e2)_% = I-;- ¢1(p)¢2(p)dp (4.14)

and m(B) = 432+m2 . Taking the derivative of (4.13) with
respect to t at t = O we get

a I6- i(§(o),cp1)e 1<§(t),¢2)
- at du(§) l t = o

(4.15)
n -1(§(0),€P1> i (§(0),¢92>

e= <¢1v¢2>J e du(§) -

From this it follows that for f and g in F1(S'(Rd)) we have

that

— fifmwnigcunmo =j—vf(g<o))-vg(s(o))au(:), (4.16)
which proves that the infinitesimal generators coincide on F2 .

tHNoreeVer let e' 0 be the semigroup generated by the free Euclidean

Markov field, then we have the following well known formula

. -t
e-tI-b: e1<§g¢>: = :e i<g’e m¢>: (4.17)

where : ei<§,¢>: = 6%(¢’¢)-% ei<§.¢> . (4.18)

Hence the linear span of ei(g’¢> for ¢ 6 S(Rd) is invariant

under the semigroup e-tflb and it is obviously dense in L2(du) ,

therefore it is a core for the infinitesimal generator Ho.

Now this core is.obviously contained in F2 which proves the

theorem. [3
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We shall now consider the case of one space dimension, i.e. d: 1,

where the perturbations of the free Euclidean Markov field by

local interactions of different types have been intensively studied.

For simplicity we shall here restrict our attention to the poly-

nomial interactions. So let p(s) be a real polynomial for one

real variable a such that p(s) is bounded from below. We recall

(see e.g. [25]) that the Nick power : g”: (h): I: §(x)n: h(x)dx ,
R

with h e L2(R), is defined as the unique element in P(n) such

that for all ei e s(R) .
n n(:5 :(h), <¢1,;>...<¢n;>) = n: ju.j,n1G<yi-x)¢i(yi)h<x)dyidx ’1:

where (4.19)
2G(x) = 4]; J‘(p +1112)'J5e1px dp (4.20)

R

and Fun = P(5n)eP(5n_1),P(5k) being the closed subspace of

L2(dp°) generated by polynomials of degree at most k on S'(R) .

Now if
, 21‘ kpas} = E aks (4.21)

k=o

we define as usual

2n
:p:(h) = E ak:§k:(h) . (4.22)

k=o

Since the sum is an orthogonal one, we easily compute

. “,2 2112 kI:p:th)L2 = z ak k! jja<x-y) h(x)h<y)axdy . (4.23)
k=o

Let now Ho be the diffusion operator generated by “0 and

the real rigging S(R) c L2(R) c S'(R) . We have seen that H0

is the infinitesimal generator of the Markov process given by

the free Euclidean Markov field. Let V1(§) be the real func-

tion in L2(duo) given by
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V1 = :p:(xl), (4.24)

where x1 is the characteristic function for [—1.1]. It is well

known, See for instance ref. r14]3),that

H1 = HO+V1 (4.25)

is essentially self adjoint and bounded below and has an isolated

simple eigenvalue E1 such that H1 2 E1 . The corresponding

eigenfunction g1(§) may be chosen positive "0 — almost every-

where. The measure

aul = gi duo (4.26)
is therefore equivalent with ”o , hence quasi invariant with re-

spect to translation in S . Now let 01 : glno, where no(.) a 1

in L2(du°) .
Lemma 4.1

Let 9 e S(R) and Pm the infinitesimal generator for the

one parameter unitary group of translations by t¢ in L2(dpo) .

Then i[P¢,H1] is a densely defined operator whose closure is

given by

TEETH?! = =p':(x1-¢) +(§,(-A+nr2)tp) ,
where p' is the derivative of p and x1 the characteristic

function for [—1,1] .

Proof: The proof follows immediately from the fact that

i[Pep,H1] is the derivative at t = o of eitP‘PHlé'itP‘P = H? ,
where

H? = Ho+ <§,(-A+m2)q>) +i-(Q,(-A+m2)qa) + ”V (x1) (4.2?)

Zn 1 k
:p¢:(x1) = Zak I :(Ew) (I):dx . (4.28)

k=1 _1

with

1 1'1 1'1 . .

[ :(§+¢)n(X): dz = j§1(j)=;3:(¢n'3x1) . CI (4.29)
—1 _53__



Theorem 4.1

“1 is a quasi invariant measure on S'(R) which has regular

first order derivatives. Moreover the components of the corre—

sponding osmotic velocity 31 have L2(du1) norms which are

bounded uniformly in 1 if the coefficients of p are small enough.

Proof: Let ¢ 6 S(R) , then el-p is equal to twice the deriva—

tive of eitP¢ttL at t = o , if it exists, so that 31 e is in
L2(dul) iff “1 e D(P¢) and

31}? = Zinl . (4.30)
Now _1

al = -(Hl—El) [P¢,Hl—E1]nl (4.31)
so that

Hl-E1+C _1
-—EE:IEf(Hl—El+c) EP¢,H1]nl . (4.32)Peal

But (HI-El+C)-1[P¢,Hl-El]nl is in the range of Hl-El , hence
orthogonal to 01 . Now, for fixed 0 > 0, (I-Il-E]_+C)(Hl-El)'1

is bounded in norm on the complement of 01 by a constant that

depends only on the distance 1111 from E1 to the rest of the

spectrum of H1 . This distance 1111 is called the mass gap for

H1 and it is well known (see [26]) that if all the coefficients

of p are small enough this distance is bounded from below by

a positive constant. Hence in that case (H]_—E1+C)(H1-El)_1 is

bounded in norm uniformly in l . Therefore

”Peal” s C1H(H1-El+0)“[P¢,H11(H1-El+c)"nln, (4.33)
where C1 is a constant that depends only on p and C . By

lemma 4.1 it is therefore enough to prove that, if :p1:(h) =

:p':(h) + (§,(—A+m2)¢) , then

(Hl—E1+C)_1 :p1:(xl¢)(Hl-El+c)" (4.34)
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is norm bounded uniformly in l . But this follows from

i =p1=(xl¢) IA 02(H1—E1tc) , (4.35)

where C2 is independent of l . This is proved by resolution

of the identity from Ref. [27]. We also remark that recently
Glimm and Jaffe have proved similar inequalities for the polyno-

mially interacting fields with Dirichlet boundary conditions [28].
From (4.34) we have that

(Hl-E1+C)-%:p1:(Xl¢)(Hl—El+c)'% (4.36)
is a bounded operator with norm independent of l . Hence

(4.33) is bounded with norm independent of 1 . This proves
the theorem . C]

Now it follows from ref. [26] that if the coefficients of
p are small enough, then the process {1(t) converges weakly

to a process §(t) , however it is not known whether €(t) is
a Markov process. Consider now for f and g in F2(S')

-t(H1-El)
(f01.e gnl) = EET(:1(0))g(;1(t))J (4.37)

which by the results of Ref. [26] converge to

(rme‘tflgm = Emuonguun] , (4.38)
where H is the physical Hamiltonian.

By theorem 4.1 and theorem 3.7 we have that (4.37) is twice

differentiable with respect to t and the first derivative

converges uniformly to the first derivative of (4.38). Hence

we have in particular that ”1 converges weakly to a measure u

which is actually the physical vacuum 0 restricted to the time

zero fields i.e.
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IeiGflP) du(§) = (Q'ei<m’;(o)>fl) . (4.39)

Now from (4.34) it follows by standard methods [29], [14],3)

i :p1:(¢) 5 02(H+C) (4.40)

and from lemma 4.1 that

i[Pcp,H] = :p1:(cp-) . (4.41)

Hence in the same way as for “l we get that H has regular

first order derivatives in particular that u is quasi invariant.

Therefore we have the following theorem.

Theorem 4.2

Let u be the physical vacuum restricted to the g-algebra

generated by the time zero fields as defined by (4.39). Then u

is a quasi invariant measure with regular first order derivatives.

Moreover the physical Hamiltonian H restricted to F20 coin—

cides with the diffusion operator generated by u , by theorem 2.7.

Proof: This follows by what is said above and theorem 3.6.

Remark: Bounds of the form (4.35) and (4.40) have been recently

proved also for the Dirichlet boundary conditions on the fields

by Glimm and Jaffe [24]. Hence theorem 4.1 and theorem 4.2 will

also hold for the Dirichlet boundary conditions and their infinite

volume limits, which also exist, by the method of Nelson [30],
e.g. for arbitrary even polynomial p . In this case there is

no smallness condition on the coefficients of p .
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ABSTRACT

The properties of relative entropy are elaborated for a
general Von Neumann algebra. This concept is applied to

establish that large class of 1 - dimensional quantum
spin systems has a unique KMS state.

RESUME

Les propriétés de l'entropie relative sont élaborées pour
une algébre de Von Neumann générale. Ce concept est utilisé
pour établir l'unicité de l'état KMS pour une grande classe
de systéme quantique de spin dans une dimension.
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Relative Entropy and Its Applications
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Research Institute for Mathematical Sciences
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51. Relative entropy

The purpose of this review is to show usefulness of

relative entropy by two examples of its applications to

satistical mechanics.

For finite matrices, the relative entropy of non-negative

matrices o and p with unit trace (i.e. density matrices)

is defined by

S(0/p) = tr(plogp) - tr(plogo) (1.1)

which takes either non-negative real value or +m. It has the

following nice properties:

(1) Positivity: s(a/p) ; o.

S(o/p) = 0 if and only if p = o.

(2) ggggggigx: S(Aol+(l-A)02/A91+(1-A)92)

é As(ol/pl) + (1-A)S(02/92)-

(3) Lower Semicontinuity: If limllpn-p” = limlon-ofl= 0,

lim S(an/pn) : 8(0/0).
(4) Monotonicity: 3(EN(°)/EN(°)) ; S(o/p).

Here EN is a conditional expectation to a subalgebra N with

respect to the trace. (If the original matrices belongs to the

tensor product NQDN', then EN is the partial trace trN,.)

For application, it is necessary to generalize this
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definition to a von Neumann algebra M, Which does not

necessarily have a trace. Let ‘f and w be faithful normal

states, Q and T be their cyclic vector representatives.

Then the relative entropy is defined by

wag/w) = -(w, {log A1, 1,11!) (1.2)
3

in mans of the relative modular operator A ——— a positive0,?
self—adjoint operator given as the absolute square

A = (S ) S§,W (1.3)@,V -¢,w

of an antilinear operator S0 V , defined on MQ by
3

S@,Y xi = x*¢ . (1.”)

The definition (1.2) does not depend on the choice of

representative vectors of states.

The relative entropy so generalized enjoys the nice

properties (1) N (h), where E is now simply the restrictionN
of the state to a von Neumann subalgebra N of M. The

monotonicity (H) is at the moment proved mfly for a certain

class of sub-algebras N, which include any finite dimensional

subalgebra for arbitrary M. This will be sufficient for our

applications.

The connection of the generalized definition (1.2) with

the original definition (1.1) is simple: For finite matrix

algebra M, a state {f is expressible through a density

matrix p? by ‘f(x) = tr pl, x, xeM. Then s(9"/w) of

(1.2) is the same as S(pf /pw) given by (1.1). (The relevant

Hilbert space is M itself with the inner product (x,y) =
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tr(x*y), ¢ and V are, for example, vectors (by )1/2

1/2
and

(ow) , and A? T is the left multiplication of or times
’

the right multiplication of (pw)'1.)

52. KMS condition

Our applications are centered on KMS condition, which

characterizes equilibrium states in statistical mechanics

and at the same time plays an important role in purely

mathematical Tomita—Takesaki theory in theory of von Neumann

algebras. This link enables us to apply the relative entropy

defined above in the language of Tomita-Takesaki theory to

statistical mechanics.

For a *-algebra M of finite matrices, the time‘

translation for a given Hamiltonian H is the following

one-parameter group of (inner) automorphisms:

1te-1tHut(x) = e (2-1)

The corresponding equilibrium state proposed by Gibbs is

saga) = tr(e'3Hx)/tr(e'BH) (2.2)



where B is a real parameter (the inverse temperature). It

is easy to verify that a state 4? is the Gibbs state 5? 2

if and only if it satisfies the following KMS condition at

B with respect to at: For each x and y in M, there
exists a function F(z) on the strip 0 ; Im z ; B

(0 3 Im z ; B if B < 0), which is holomorphic inside the
strip” continuous and bounded an the atria and satisfies

F(t) =9(xut(y)), F(t+1s) =$”(at(y)x). (2.3)

One of main ingredients of Tomita—Takesaki theory is that

the modular operator Ag = A¢ ¢ has the property that
5

03(x) E e xe , H0 = log A? (2.”)

is in M if xeM. Hence 61:9 is a continuous one—parameter

group of automorphisms of M, called the modular automorphism.

(It is independent of the choice of the vector representative

of the state ‘f .)
It is the crucial link between Tomita—Takesaki theory

and statistical mechanics that 9° satisfies the KMS condition

at B = —l with respect to 0?, and this property characterizes

the uniformly bounded mapping t + oZ(x)6.M. This implies, in

particular, that for an equilibrium state 9’ at inverse

temperature 8 for a time—translation at, the mathematical

modular automorphism 0g coincides with a-Bt:

ogm, (Q)) = w (a_8t(Q)) (2.5)
where n? is the cyclic representation associated with fi’
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§3. Perturbation of states

The perturbation in physics is an addition of some operator

h to the Hamiltonian H. The resulting perturbation in the

Gibbs state is what we want to formulate. For finite matrices,

‘f (x) = tr(_eHx) is perturbed to

L1) hm = tr<eH+hx) (3.i)
where we have set 3 = -1 and omitted normalization factor

for computational simplicity. If necessity arises, we

consider

1:» = 9911'“ , c = los‘t) (3.2)

which is automatically normalized.

For normal faithful positive linear functional SP

of a von Neumann\a1gebra M, the perturbed functional §Ph

for h = h*6 M is defined by

9%) (@(h), mm), mm, (3.3)

¢(h) exp{(log AQ+h)/2}¢ . (3-4)

Here D is always in the domain of the operator preceding

it in (3.”). This definition reduces to (3.1) for finite

matrices and inherits properties obvious for (3.1):

(a) 9h = 9k‘ if and only if h = k.
(b) (9h)k = 9h+k ’ 5P= (915-11 _

(0) log A¢(h),¢ = log A6 + h .

Because of AQ¢ = Q, the property (c) implies

S(5Ph/<,o) = - 5am) . (3.5)
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This formula yields an important estimate. Let 9’ be a

normal faithful state of M and h = hi6 M. Let I]: be

defined by (3.2) in terms of 5011. Then (3.5) implies

SW9) = - 9m) + 10:; vhu). (3.6)
By the property (f = (¢h§-h and (3.5), we also have

3(9P/w) = Ib(h) — log 9%). (3.7)

Hence

SW?) + s<$0/w) = w(h)- 93(11):. 21Ihll. (3.8)

Since both S(¢/9) and SGW/w) are non-negative, each is

bounded by 2|lh|| .
The infinitesimal generator of the modular automorphism

a: is something like Hamiltonian and should be changed by

ih under perturbation of the positive linear functional

This is actually the case in the following sense:

In general

)1t -1t(D9: Dwt 5 (ANY A.y (3.9)

is a unitary element of M and intertwines the modular

automorphisms for 9’ and q; :

(D9: Dwtahmw: Duo? = af<x> . (3.10)
In terms of relative modular operator, this is the same as

(A0,?)1tx(A¢’V)-it = 0:01) . (3.11)
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By (c) we obtain

(d/dtnafhm - a$<xnt=o = 1[h,x], (3.12)

(d/dt)(D qhmwt = 1m 9hzncp)to§°(h). (3.13)

The equation (3.13) at t = 0 actually characterizes 9h.

5h. Quasi-eguivalence

Let HI and «2

(71,. The quasi-equivalence of «1 and 1r2 is one criterion

be two representations of a Ci-algebra

of how close they are and is defined by the following condi—

tions: the kernels (elements represented by O) of n1 and

1T2 are the same and the '-isomorphism 111(Q) -> n2(Q), Q6“ ,

extends to a *—isomorphism of weak closures «1(a,)" and

«2(0l)". It turns out that this is the same as unitary

equivalence up to multiplicity. (For commutative 0!, it

coincides with the notion of equivalence of measures.)

If a representation n has an invariant subspace 5b

(i.e. «(6L) fivt: 50), then the restriction of the representa—

tion to the invariant subspace is called a subrepresentation

of n. If «2 is quasi-equivalent to a subrepresentation

of n1, then "1 is said to Quasi-contain n2. If “1 and

n2 quasi—contain each other, then they are quasi-equivalent.

A representation n which is minimal under the ordering

of quasi-containment (i.e. which quasi-contains only

representations quasi-equivalent to itself) is called primary.

A representation n is primary if and only if “(OI)" is a
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factor (i.e. has a trivial center).

The relative entropy can be used under certain

circumstances as a computational tool for Judging quasi-

containment of representations through the following Lemma.

m E 00 be a C*-algebra with an increasing

sequence of finite dimensional *—subalgebras an m

union is dense in a. For two states 9’ M 11: g CL,

the cyclic representation n9 associated with 9 3%—

contains the cyclic representation 1r associated with w'J’
g S( Son/q’n) is uniformly bounded for restrictions gpn

and Wm g y and w to an for all n.

Corollarx E swn/cyn) + s($0n/wn) is uniformly
bounded, then 119, and 17¢ are quasi-equivalent.

We note that SWn/ 9n) and S( Son/wn) are monotonously

increasing.

One can define relative entropy S( 9/110 of two states

? and ‘II of a ci—algebra a in Theorem 1 by

Sal/w) = sup S(EN(<P)/EN(w)) (14.1)
N

where N runs over all finite dimensional *-subalgebras of

a. and EN(§P) and ENW) are restrictions of 9’ and

w to N.



§5 Gibbs condition

By using the concept of perturbed functionals, we can

derive a useful property of KMS states (i.e. states satisfying

the KMS condition) under the following circumstances: Let

00 be a C*-algebra generated by an increasing sequence of

finite dimensional *—suba1gebras at n and at be a one—

parameter group of *—automorph1sms of at such that there
*

exists hn = hn e C”; for each n satisfying in norm topology

(d/dt)ut(Q)It=o = iEhn,Q] (5-1)

for all Qemn and decomposing as

h = un + w (5.2)

_ i atwith un — une n‘

The Gibbs condition at B for a state 5? of 05/ is

as follows:

(i) The normal extention of 3’ to the weak closure



fly (0D)" is faithful.

(ii) The perturbation by Bwn yields a product functional

relative to the tensor product decomposition at = 0L11C3(6¥{]9('),n .

Bw5° “ = 50:,e®9°' , (5.3)
-Bu —8uism) a tr<e “en/tre n , acorn. (5.1:)

The second condition (restricted to a maximal abelian

subalgebra of 0t) coincides with the condition given by

Dobrwshin and Lanford and Ruelle for equilibrium states of

classical spin lattice systems (after an appropriate

identification). The condition (1) is needed to define

9 wn’ which is, precisely speaking, the restriction to
~ B'flr (W )

n! (at) of the perturbed state ‘f n which is obtained

from the normal extension a; of ff to the weak closure

"9 (01)"-

Theorem 1 For a state Lf got , the KMS condition at

8 implies the Gibbs condition at B

It is well-known that the condition (1) follows from

the EMS condition. The proof of condition (11) is based on

iBtu -iBtu
(d/dt)ogn{n7 (e n Qe n)} = o (5.5)

Sun
for QGOLn and f n = a? , which can be verified for

t = 0 from (2.5) implied by the KMS condition, (5.1) and

(3.12) and extended to general t by the group property
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and by

iBtu -1Btuaflq) 2e nae “emu (aemn). (5.6)

The equation (5.5) implies oznn? = n? aén) , which easily

leads to the condition (ii). Q.E.D.

While we need only the direction of Theorem 2 in our

application, the converse also holds under some additional

assumptions on hn. Let D be a subset of 01. consisting

of x = lim xm Where {xm} is such that each xm belongs

to 01 n(m) for some n(m) and [h ,Xm] is convergentn(m)
in 0L . (It is the domain of the closure of the derivation,

say 6 , defined on \Jogl by (5.1).)
n

Theorem 2 l: D contains_ ut(0Ln) for all n and
[t] < e for some a > 0 independent of n, then the Gibbs

condition at 8 implies the KMS condition at B .

By a computation similar to the above proof of Theorem 1,

it follows from the Gibbs condition that

(d/dt){og ["9 (“st(Q))]}t=o = 0 (5.7)

for cue: an. If we have this for all Q in ut(01,n) for
9 =ItI < e and every n, then we have at (n? (Q)) n? (a_8t(Q))

for QQLJULn and [t] < e, which suffices to show 0:1,:n
17c_8t and hence the KMS condition for 3’ at B with respect

to at.

For the passage from (5.7) for QGUMn to (5.7) for
n

Q60t(01_n), we use the assumption that QED if Qeat(0(n),
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namely there exists %m661n(m) such that lim Qm = Q and

lim 1 [hn(m)’Qn] E @601 . Since (5.7) is equivalent to

(d/dt){o{ («7 (Q)) — n, (u_8t(Q))}t=0 = o . (5.8)

we obtain (5.7) for Q Eat(6nn) by the following computation

(a/dt)og (u, (Q))t=0 = i:m{(a/dt)oz (n? (Qm))t=0}

11m{(d/dt)flf (“—Bt(Qm))t=o}

(mm, (u_8t(Q))t=0

where the limit exists (and is Q) by the choice of Qm, the

second equality is (5.8) for Qme U an and the two exchanges

of the limit and differentiation is Justified by the convergence

of the derivative uniform in t because automorphisms are

isometric. (It is the closability of generators of automorphisms.)

Q.E.D.

The condition of Theorem 3 is satisfied in the case of

quantum lattice system for which at has been shown to exist

(interaction exponentially decreasing at higher-body interaction,

which includes general finite—body interactions). The verifica—

tion can be done by a direct computation or by the analyticity

of ut(Q), Q60’Ln, in t.

56 First application ——— Uniqueness of KMS states

We consider the same situation as section 5, where 6!,

Otn’ at, hn’ un and wn are introduced.
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Theorem 3 if "wn" is uniformly bounded, then KMS

state at any 8 is unigue if it exists.

Remark The assumption of the Theorem is satisfied in

one dimensional spin lattice system when the total interaction

across a point is finite. Since Wn is a surface energy

essentially proportional to surface area, it is not uniformly

bounded in higher dimensional case.

3329: consists of several steps, first aiming at the

quasi—equivalence of all KMS states.

Step 1 Let ‘f be any KMS state at 8 and (f 0 be

a weak accumulation point of the sequence of states

xn = fi,B®T

where T is the tracial state on 0'- /\ “I: (any fixed state for «cl-«-

will do). By definition, there exists a subsequence n(m)

for each p such that

lim “(xn(m) - 990)|DZJ| = o .

Hence

. G
Ga {s<Ep<‘rn(m),e WEN”) + S<Ep<s°>/Ep<7n<m,s>>}

= li_m {S(Ep(xn(m))/Ep(‘f)) + S<Ep<‘f)/Ep(xn(m)”}

Iv S(Ep(tf0)/Ep('f)) + s(Ep(50)/Ep(¢fo))

where Ep denotes the restriction of states toCfl-p.
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Step 2 By the Gibbs condition for ff , the monotonicity

and the estimate (3.8), we obtain for n g p the following

bound, which is uniform in n by the assumption:

Gs<Ep(§0,n,B)/Ep(sv)) + S(Ep($°)/Ep(¥’:,8))

S(Ep(Vn)/Ep(<f)) + s(Ep(tf)/Ep(¥’n))

“A SWn/Y) + saf/wn) _<, 2| 8",,“

8" BW
where din = {-‘f n(IN-1% n given by (3.2) with h = Bwn.

Step 3 By Steps 1 and 2, the condition for Corollary

in Section 5 is satisfied. Hence the cyclic representation

associated with any KMS state at B is quasi—equivalent to

the fixed cyclic representation associated with e? O and

thus mutually quasi-equivalent.

Step h The set of KMS states formsa compact convex

set. A KMS state ff is extremal in this convex set if

and-only if the associated representation is primary. Since

a compact convex set has an extremal point, all KMS state

30 must be extremal. Since a convex set consisting solely

of extremal points is either empty or one-point set, we have

the uniqueness of KMS state. Q.E.D.

§7 Second application ——— Variational principle.

The Gibbs state (2.2) can be characterized also by the

following variational principle: Let p? be the density

matrix of a state ef on a finite dimensional algebra M.

_75_



Define

3(9) —tr(ps, log p? ) (entropy), (7-1)

EU?) ‘f(H) (energy). (7.2)

Then (70 g of (2.2) is the unique state 99 maximizing

S(’-f )-8E((f ), the maximum value being given by

PB(H)E log tr e_BH (7.3)

In other word, the variational inequality

PB(H) ; 3(4)“) - eEUf) (7.1;)

holds for all states 9’ and the equality is satisfied if
_ Gand only if ‘f -‘fB .

In terms of relative entropy, this variational principle

is nothing but the positivity:

8(‘fg/lf) _>, o (7.5)

where the equality holds if and only if (f = 60: .

For infinitely extended lattice systems, (7.1) and (7.2)

can not be defined. However the corresponding density can

be defined:

say)
e(‘f)

lim swap/V“ , (7.6)

lim E(’fn)/Vn , (7.7)
_Bu

lim (tr e n)/vn = (7.8)Pa
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where 4f n is the restriction of 9P to 0th, E(‘fn) =

(’9(un), V1,1 is proportional to log (dimmn) (the volume)

and the limit is known to exists for any translationally

invariant state (f for an appropriate sequence at n' The

variational principle is formulated as

p,3 ; s(</’) — eeUf) (7.9)

where a state ? eq is a solution of the variational principle

if the equality holds in (7.9) for g = yeq‘

For translationally invariant states, it has been known

for some time that any solution of the variational principle

satisfies the KMS condition at B- The converse holds:

Theorem 9 A translationally invariant KMS state 99

at B is a soluflon of the variational principle.

Proof By computation (same as the equivalence of (7.1!)

and (7.5)), we have

pB - s(<f) + se(Lf) = lim 3(7’i’B/50nVVn (7.10)

where (f: B is given by (5.1!). By Gibbs condition for
’

50am (3.8),

”Wis/em gnawnn ‘ (7.11)

It can be shown that

limllwnII/Vn = o (7.12)
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essentially because "wn" is proportional to surface area
and the ratio of surface area to volume tends to zero in any

dimension as the volume grows in a nice manner. This then

implies

lim s(£f':’B/¥’n)/Vn = o (7.13)

and hence the variational equality for (f . Q.E.D.

It is to be noted that the translational invariance of

y is not mfifled up to (7.13). The fixation (7.13) can be

interpreted as the vanishing of the relative entropy density.
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I. Introduction

In this seminar I will talk about joint work with J.Yngvason [1, 2, 3] which

wi]l appear in the Communications of Mathematical Physics.

Starting from a Wightman functional it is possible to get by analytic con-

tinuation to the Schwinger—points, i. e. the points with real space- and pure

imaginary time-coordinals, and where no two points coincide. On these

Schwinger points the Wightman functions are analytic and symmetric under per—

mutation of the coordinates.

K. Symanzik [4] has introduced the idea of viewing these functions as ex-

pectation values of a commutative field, the so—called Schwinger field. In recent

years these ideas have become standard tool in constructive field theory, so

that it is interesting to ask whether this concept can be derived from Wightman’ s

axioms.

Having a set of Wightman functions which is a positive linear functional over

some test-function algebra, for example f , we can compute the Wightman

function on the Schwinger points by analytic continuation. Because of symmetry

we might look at this set of functions as a linear functional defined on a linear

subspace of the symmetric tensor algebra over 50(Pd) which I will denote

by Sh? ). That this functional is only given on a linear subspace is due to the

fact that these functions are only defined for non-coinciding points. Therefore

an extension of this functional is needed in order to get a functional on the whole

abelian algebra s (if ).
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A simple inspection of the properties of the Wightman functions on the

Schwinger—points shows that there is enough continuity to guarantee such an

extension by the Hahn—Banach theorem. But, at this point the problem enters,

namely, if we ask for extensions of a linear functional then we should look for

nice extensions. This leads us to the following question:

What are nice functionals on the algebra 5(5’ )?

On an abelian algebra the nicest linear functional are characters i. e. a

linear functional X with the property

X(xy) = no my)

Where x, y are elements of the algebra in question. Characters are very special

and give rise only to a one-dimensional representation of the algebra. If a func—

tional shall contain more information, than what one can expect from a character,

one gets a nice family of linear functionals by integrating over characters, i. e.

by investigating expressions of the form

T(x) = XX“) 4/41)
A

where (A,’u ) is some measure-space.

Looking at the case of abelian C‘ -algebras then one knows that here every

linear functional is of this form. But, in the case of general abelian * -algebras

this is no longer true. The new feature which enters are pathologies which are

associated with commuting unbotmded operators. If we restrict ourselves to those

functionals which are decomposable into characters, this is nothing else than

looking- for functionals which are free of such pathologies.
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Originally Symanzik was thinking of Schwinger fields, this means, besides

being decomposable into characters he wanted the functional to be positive and

decomposable into sums of characters with positive coefficients. But we will

not ask for this property for two reasons. First, from the positivity in Minkowski-

space one gets only the so-called Wightman-positivity (see [5]) and the positivity

for the Schwinger field cannot be derived from it. The Schwinger—positivity is an

additional hypothesis which we cannot expect to be shared by all field theories.

If we believe in the existance of non time-reversal invariant theories then we have

to get acquainted with the idea that the measure in I XI 4/; (A ) can be a com-

plex measure because reality of [(4 guarantees already time reversal invariance.

The second reason is purely technical. As we will see in the next section functionals

which are decomposable into characters with a positive measure fulfill some addi-

tional requirement which cannot be characterized purely algebraically and topo—

logically. Therefore the extension—problem requires additional tools which are

beyond the Hahn—Banach theorem. At least to me it seems completely hopeless

to deal with this problem in the near future.

What I will explain here can also be carried through for other test-function

algebras like for instance I) or the Jaffe space 9 . Important is only the

nuclearity of the space.

This presentation will not contain any proofs, but, I hope I succeed in ex-

plaining some of the underlying ideas of the subject and the difficulties we had

to overcome.
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II. Review of previous results

In this section I will give a short report on the papers [1, 2] which are the

basis of the following investigations (see also the lectures in Strasbourg [6] ).

The part which is relevant for our purpose is dealing with the following question:

Let A be an abelian 4! —algebra containing the identity and a) be a state on A,

this means to is a positive normalized linear functional on A, what are the con-

ditions on (0 such that it can be represented as an integral over characters with

respect to a positive measure. Looking into this problem one finds out that this

question has two different aspects which are not related to eachother and which

can be solved with different level of generality.

The first problem is the following: Given the state a) then we associated to

it, by the G.N. S. construction, a representation (ITO of the algebra A defined

on some common domain 330 which is dense in the representation Hilbert-space

. If x is a symmetric element of A then the operator T (x) is generally

only a densely defined symmetric operator. Therefore one would like to find a

common extension 7?: (x) of all the operators firm) in such a way that

OC) all the operators filth) are defined on the same extended domain 5

/3) If x is a symmetric element of A then {7“(x) should be essentially self-
A

adjoint on .D

X) If /5 holds then we can construct the spectral projections of every 97"(x)

and we would like to have that all these spectral projections commute with

each other.

This problem can be solved in full generality without using any topological re—

quirement. This is due to the fact that one understands the obstacle. This ob-
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struction is known from the finite dimensional moment-problem. Our result

says there is no other difficulty in the case of an arbitrary number of operators

than those which are known from the case of finitely many Operators. The obstacle

which appears is the following fact discovered by Hilbert [7]: In two or more

dimensions there exist real polynomials P(x1. . .xn) ) 0 without being the sum

over squares of other polynomials, i. e.

o < P(x1...xn)=l= ZlQi(x1...xn)l 2

where Qi are also polynomials. Since characters are associated to points of

the spectrum, a character has to be positive also on such elements. The result

dealing with this situation is the following

II. 1 . Theorem

Let A be an abelian x -algebra with identity and let a: be a state on A,

then the following two statements are equivalent.

1) The representation T0 of A defined by the G. N. S. construction has

’\ A
an extension ‘1' on a common domain I) such that

A A

a) All T (x) are essentially self—adjoint on D for x = X‘G A

b) If x = x‘ and y = y" then their spectral projections commute with each other.

2) no is positive on every positve polynomial, this means that if P( 11 . . . 1h ) ) o

for X‘s]? andx =x*1 1,...xn=x;€Athen

(P(x xn) ) 9 o.1,

The second problem is a measure-theoretical one. Assume the conditins of

Theorem II. 1. are fulfilled then the von Neumann algebra M generated by the
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spectral projections of all the T (x) will be a maximal abelian von Neumalm

algebra having the vector 9 as cyclic and separating vector. The operators $01)

are then linear operators affiliated to this von Neumann algebra. Assume that

the Hilbert space abtained by applying v“ to Q is separable then one can repre-

sent w on a“ by a measure on the spectrum S of A this means A is identified

with $078,,“ ). But you would also like to identify the algebra A with some

algebra of functions on S. For every single operator (I: (x) it can be done, but

in general one can not do it simultaneously for all of A wothout some additional

continuity requirement on A. One technique which gives nice results is the so—

called nuclear spectral theorem [8, 9] . Since nuclearity is fulfilled in all examples

of interest we restricted ourselves to this situation. Before giving the result I

have to make some

II. 2. Remarks

a) The algebra in question Will be the symlnetric tensor algebra over y , D

or any other nuclear test—function space. For simplicity I will restrict

my attention on S( y ).

b) On this algebra there exists a natural topology ‘2' defined by the topology

of the base space 5" . It is convenient to assume that the algebra S( ‘9’ ) is

complete in this topology. The reason for this is that every positive linear

functional is automatically continuous if the algebra is complete [10, 11] .

c) If we have a character I on S( y) then under the hypothesis of b) it is

automatically continuous. Since y is a linear subspace of S(.‘f’) we can

restrict X to f. Therefore it defines an element a) 6 .5” and it turns

I

out that the characters are in one to one correspondence to elements of J”

—87—



Via the formula

X0 (P09, x“) = 7300“,), ... (009))
where P is apolynomial and xi 5 y

d) If one wants to represent states subject to theorem II. 1. by means of integrals

over characters then there are two possibilities, one method is using the

spectrum of the maximal abelian algebra V“ I talked about earlier, the se-

cond is the space ‘5” by means of the correspondence mentioned under

In this case one generally gets cylindric measures on y) or the corresponding

dual spaces in question.

e) The assumption of nuclearity has some other advantage, namely the continuous

image of any nuclear space into a Banach space is automatically separable,

so that we don’t have to worry about the separability of the representation

space.

Inder these assumptions we get the following result:

11. 3. Theorem: Let T be a linear functional on 5(3’) then the following

statements are equivalent

1) 1" is positive and fulfills the conditions of Theorem II. 1. This means T

is positive on all positive polynomials.

2) T has a weak integral decomposition

To” = IX (X) 01/4 (/1)
11

A
where

a) (IL/u) is a standard measure space, [I 2 o and /u (A) = 1

b) X11 are characters on Sh?) [(1 - a - e

c) there exists a function L (A) > O II

COL) 6 £2 LAW“ ) and continuous seminorms Pu on f
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such that for x e .5”

4:.
IXAMKC‘M [ohm , n=1, 2,...

l
3) There exists a cylinder-measure ya on ‘5: such that

T(‘P(¥1’ u-txn‘) = Ip(w(x1’l.'- ”(xn’) 4v“)y; "with the property,that for every continuous polynomially bounded function f on‘R

the integral

jf(w(nh-oew(ng)dfio

exist and is jointly continuous in x1. .111 6 ‘50

Who is interested in more details about abelian algebras can find them in refe-

rence [2] and the papers of R. Powers [12, 13] .

’ 4
III. The algebra of flmctions on f (R ) and definition of a topology

Remember that we want to characterize functionals which have an integral

decomposition into characters. If such an integral exists then in view of theorem

II. 3. it is also defined for a wider class of functions defined on 5” . So we are

looking for an algebra of flmctions ‘3’- on f, such that the following is ful-

filled

HI. 1. Conditions on ?

a) °§ shall be a If -algebra.

b) °:F shall be a lattice in the natural order, so that we can decompose linear

functionals into positive ones.
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c) If possible a: should be such that positive functionals are automatically con

tinuous .
I

d) Every functional on ? should be representable by a measure on (50 Via the

formular discussed in theorem II. 3.

I
e) ‘37 shall be generated by 8&7) and bounded functions on .5? .

Looking at all these conditions there seems to be one natural choice of

namely:

III. 2 . Definition

Weput ?={Ff
)

(5i g e ; there exists a continuous function '9 (/1 - A )
h

on 72 which is polynomially bounded and x

flu) = 3 (X009); LAWN}
By fi'+ we denote the functions such that f (u) 2 0.

1"‘Xn 6 SM”) suchthat

In order to see that the other conditions are fulfilled we need some topology

on%.

Since the functions f(w) are polynomially bounded one cannot use supremum

norms or seminorms. Natural candidates for norms or seminorms are objects

of the form

for a suitable family of functions F (0.: ). This family of functions shold also

reflect the original topologr T defined on the abelian algebra 3(59).

Our choice is the following: If p is a seminorm on S(P) we put

F(0) = sup {2: (Xw); x 6 SM”) and p(x) 4 I}
P

A
The topology defined by these two formulas we denote by ‘L— . With these

notations we get _'



/\

111.3. Emma: If we restrict the topology ‘2" to SLV) then every 7- continuous

seminorm is also 7 continuous.

A
III. 4. Theorem: For a linear functional T on c? the following statements are

equivalent
A A

1) T is T -continuous
I

2) There exists a unique complex measure on ‘52; such that TU) = fflw) d

This theorem te]ls us that we have fulfilled exactly all requirements listed

under III. 1. (To see that 111. 1. 0. holds one has to use theorem III. 3. and remark

II. 2.b). Therefore we have the following

111. 5. Conclusion:

Let £6 be alinear subspace of so?) and t alinear functional on x .

Then t has an extension T to all of SW) such that T is representable by a
I A

measure on ($0 if and only if t is continuous with respect to the topology T/ 56

IV. Restriction of this topology to the tensor algebra

Since we did know what we were aiming at it was not very hard to find the

algebra (FF and the topology it on it. But the real problem starts by trying to

characterize its restriction to SUV). Remember that SLV) is the symmetric

tensor algebra over Y which is a graded algebra equipped with a topology well

adapted to the grading. But in the algebra ? the grading has completely dis—

appeared and essentially also the same is true for the topology ‘2; . Now we have

to restrict ‘Z— to S (5’) and we can hope that we can handle problems only if there
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exists an equivalent formulation of ‘E r S (V ) which uses the terminology of the

original topology ‘Z' , in particular the graded structure of 8(59).

The first result in this direction is the following

IV.1. Lemma: Let x = {1:0, 2: x. 0,0 "F SW) and let? be the: re-1"' 1!

striction of f to SL7 ) then the family of the seminorms
d

x —~> 2 llxzi
i=0 F

form a basis of this topology.

If we want to investigate this topology any further then we have to say how

the functions F (a: ) look like.

The algebra SU’) consists of sequences {1; , x1. . . I. where x. E f( 31d)
Quid o 1 '

and ii p are seminorms on f _ then ‘9 are seminorms on - 5% 81d).

From this one reads of:

IV. 2. Lemma: Functions of either one of the two forms define a basis for the

topology ‘3 :

oo o v
1) F(w) = Z (pv (an)

V=O

2) PM) = if (1+P3W')
V=4

where { ‘0‘, l is a sequence of continuous seminorms on f( Rd) with 19v 4 '3’“
Oand pvtwl =sup{I(J(¥)l 3 vié’t ; xef},

In the following we will take the second form for the functions F( 0). Then

we get for the n th component:
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IV. 3. Lemma: There exists 8“ > 0 independent of the seminorms { Py}

such that for a homogenious element xn we get

)( (0) IX (ml .
514? {Tn—J 4 “Porn—’7‘“ = film:- -4 0w 1 Pia.» w I (4+2m‘3w’) mam)

v.4 y=4

Remarks: 1) Since xn is a homogenious element of degree n we also might

write the left hand side as
H.M (w :9 )w.

a) V-1 Pvt”)

2) In order to give an even nicer characterization of this topology we have to de—

fine the algebra S (.7) carefully. Since we are looking for symmetric functionals

we can define it also on the usual tensor algebra f where it anihilates the ideal 3

generated by all commutators. Therefore we put

’ Ys (5”) = /J
also as topological space.

3) Since 3 is of a very special structure it is easy to see that graded structure

survives the passage to the quotient, this means
09SW) - get) s‘nts’) w-‘Eh

Q (3sum = 5’ “/70 f '3
4) If p1...pu are seminorms on y then we define seminorms on Snap)

by

(RQFH-GDTPW) 04.! = L! A (H®---®pn)(xn+yn)
37mm Unejnyé)“

With this notation we get :
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A
IV.4. Theorem: The 7: topology on Sh?) is given by the collection of the

following seminorms:
@

pom = Z (R®w"°®wfl)£7mwf*n) (’H
VL=O

where {RI} is a sequence of continuous seminorms on 5’ .

Remark: As I will indicate in the next section the topology defined by the seminorms

(5|?) of the last theorem is constructed in such a way that the product in Sh?) be-

comes a continuous operation. The topologr defined by these seminorms and the

topoloy are in the same relation as the original norm and the enveloping C“ -norm

for Banach t -algebras. Therefore the result of this theorem is not true for arbi-

trary graded algebras. The nuclearity was an essential ingredient for the proof

of the theorem.

From this theorem one gets:

IV. 5. Corollag: Let T = (T0‘ T1, . . .) be a sequence of tempered distributions
‘ clnThey“? ) w1th T;(XA®)(1...@X“')s11(¥fi1®xfzuo®xfn)

d
for any permutation T and x; 5 JP ( i? I then the following conditions are

equivalent

1) There are continuous seminorms pv on 5a Rd) such that

[Tn(x4®...®xn)l 4 no“) u. plum)

) d2) There exists a complex measure )7“, on (5% R )h. such that

T = Sw®w®m0w Ava,n

n - factors

exist as a weak integral .
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V. Other interpretations of this topology

Before going to the application I will list for completeness sake other charac—

terizations of this topology ‘2' .

V. 1. Theorem: On the algebra 8(57) the following topologies coincide
A

1) The topology ‘2" .

2) The strongest topology Tm. which is weaker than T such that the multipli-

cation is jointly continuous.

3) The strongest topology such that 3(5’) n ?* is a normal cone ,
fl

4) The strongest topology such that S+(Y) = closure of {.2 X.- Y.‘ ) X.’ 6 If?”

is a normal cone.

Further properties are:

V. 2. Lemma:

S( i) is a complete nuclear vector space but it is neither barnolo-

gical nor barrelled.

Remarks: 1) For an arbitrary locally convex topological algebra it is possible

to construct the finest topology coarser than the given one such that the product

becomes jointly continuous. It is also possible to characterize the neighbourhood

of this topology in terms of the original ones. If the algebra is abelian, then the

formulas: become simple and they are those which we used in theorem IV. 4.

2) The equivalence of the two topologies described by 3) and 4) of the last theorem

came as a surprise to us. From the treatment of the "infinite dimensional" moment

problem we did know that not every positive linear functional can be represented

by an integral over characters with a positive measure. But, since any positive

linear functional fulfills the condition of theorem IV. 4. automatically (iterated use
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of Schwarz’ inequality) it follows that it is an integral over characters but with

a si gled measure.

3) In the case of non-commutative algebras the multiplicative and the normal

topolog (2 and 4 of the last theorem are generally not identical (see e. g. J. Yng-

vason [14] )

VI. Continuity requirements for Wightmaz-ftmctions on Schwinger points

Now it is easy to translate the conditions of corollary IV. 5. into the language

of Wightman functions. In the following y will denote points of the Euclidean space

Rd and Sn (yl. . .yn) the analytic continuation of the n-th Vightman-function to

the Schwinger points. Note that these functions are only defined for non-coinciding

points and that they are real analytic functions on these points. Therefore the

necessary estimates are only concerned with the coinciding points and the points

at mfmity. The result is the following

VI. 1. Theorem: Let Sn (y1,. . .yn) , n = o, 1, . . . be the Wightman functions on

Schwinger points of a given quantum field theory, then the following are equivalent
)

1) There exists a (complex) measure 7w on .‘fl Rd)h such that

A! SK(I‘1"..uI) {‘84,"’Zn) 4“ a

n
I (wow-u®w) alv“,
I<91.

for all test functions with an infinite zero at coinciding points.

?

2) There exist constants Cn > o , kn 3 o , Ln > 0 such that
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Ishtx’...7n)l é Ch.

Zn 2 { d(7iz'°'>’z.)—kv+ ”EMMA!V=1 i. zit-"<1",

where
max

izfj lyi'yjld(y1. ...yn)

and
min

”yr yn) ifj lyi "VJ-l

I want to conclude my lecture with some final

VI. 2. Remarks:

1) What the estimate says is the following: If k points are coming together,

then the singularity they produce shall be independent of the number of the other

11 - k points as long as they stay apart.

2) If we forget for a moment the behaviour at infinity then these estimates are

fulfilled if there exists a Wilson-Zimmermann expansion [15] for operator pro-

ducts. On the other hand if this estimates are fulfilled it seems to me very likely

that one can derive from it the Wilson-Zimmermann expansion.

3) Very important is the fact the coefficients Cn in front of these estimates

are allowed to grow arbitrarily fast. In deed this freedom is necessary since

one can construct trivial Wightman fields where the coefficients increase as fast

as you want and which are representable by measures.

4) Looking at the behaviour of k points, it follows from Schwarz inequality that

the conditions for these points are fulfilled as long as they appear at one end of



the Schwinger n—point function. Therefore it is tempting to try a general proof

for these estimates. The difficulty consists in proving some kind of crossing

symmetry for estimates.

5) The converse problem namely going back from the Schwinger points to the

Minkowski-space ist still an open one. There exist some sufficient conditions

due to Osterwalder and Schrader [16]. But since there a strong restriction on

the coefficients Cn is needed, I believe that this problem is not well understood

up to now.
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This talk will deal with some recent developments in the construc-

tion of Rep: models. These models are superrenormalizable. However,

in addition to the Wick ordering renormalizations which are sufficient

for the P(cp)z models, the Euclidean action requires

1) a linearly divergent, second order counterterm (corresponding

partly to a vacuum energy renormalization and partly to a

wave function renormalization)

Z) a logarithmically divergent third order scalar counterterm

3) a logarithmically divergent mass counterterm

Hence the cutoff Euclidean Green's functions are given by

n = '1 -v_
SK.A(£1' ’fn) ZK’Anl) §(fn)e K A)mo

N I -V_ It. A
. K! A (e )1)!"

where

3 4 3V = X d : :-K, A I x gnu) ufd X§K(X) + vc
A A

_ . 3 4 ‘ z 1 3 4 3 A2 2 3 2VC - %((xj|d x:§K(x;:) )mo - ‘6“d x:§K(x):) )mo + 75111 j‘d x:§x(x): .
A A A

The expectation ( . )m is taken with respect to the Gaussian measure
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on Jh(R3) with mean 0 and covariance -A + m3. In other words,

formally

Z-%Iv§(x) +m3§2(X)(.3 — normalization const.I-e II déix) .mo XER3

As for P(¢p)2 models we introduce boundary conditions into the {51'1“ A}

by replacing -A with the Laplacian -AaA having some boundary conditions

(e. g. periodic, zero Dirichlet data) on 8A. In this event we always keep

the Wick ordering matched to the covariance but we hold the coefficient omz

of the mass counterterm fixed. (Say, for example, we always use the

émz appropriate to free boundary conditions.)

There are four different circumstances under which we have exis-

tence theorems.

Coupling Restrictions Boundary Conditions

W1 x 2 0 sufficiently small free, periodic, Dirichlet
mo > 0 sufficiently large

W2 x 2 0 periodic
mo>0

lp.‘ sufficiently large

51 k 2 0 Dirichlet
mo > 0

“=0

52 X 2 O Dirichlet
me > 0

##o
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Theorem I. [case W1 - MS, FeO 1; cases W2, 51, $2 -Fe0 Z]

The no-cutoff limit

sn (r ---fn) = 1m 1ims‘1 (r ...f
K.A 1 A‘R3 “a LA 1 ,1)

exists in all the above cases. The {Sn} satisfy the axioms for Euclidean Green's

functions of [OS 1, 2] (with the possible exception, in case 81, of clustering).

Hence they are the Euclidean Green's functions of a. uniquely determined

Wightman theory. (Again, in case S], the vacuum need not be unique.)

They are also the moments of a unique probability measure on Jfimfi.

Theorem II. [W1 - MS, FeO 1; W2, 52, FeO Z]

This Wightman theory has a non—zero mass gap in cases W1, W2,

and 52.

Theorem III. [W1 —MS, FeO 1; W2, FeO 2]

The {Sn} are C“ in x and analytic in [-1. Perturbation theory pro-

vides an asymptotic expansion for the Euclidean Green's functions.

Three tools are used in the proofs of Theorems I, II, and III:

the cluster expansion, correlation inequalities, and the phase space cell

expansion.

The Cluster Expansion [GJS], [S] is a weak coupling (high tempera-

ture) expansion used to control the infinite volume limit in the weak
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coupling cases W1 and W2. It is based on the observation that if there

were no coupling between different unit cubes in a partition of space-

ti'me, the infinite volume limit would be trivial. In particular, suppose

we partition space-time into disjoint unit cubes and use boundary condi-

tions having zero Dirichlet data on all surfaces of these unit cubes.

Then if supt {f1,---fn} (2 A1 where A1 is a union of unit cubes

n _ . n O u ns (flu-in) — [13:3 sl\(£l in)

— I -1 CO. -v- 111113 zA (ml) §(fn)e A)
In.

A—oR °

formally (since V a does not exist)
A)“:

-1 -1 'VA "VA~A1= lim 2 z (w rum )e 1) (e )
AHR3 A1 A~A1 1 n ma

AICA

formally

n- 5A1“! win)

Of course we do not have this complete decoupling in practice, but in

the weak coupling cases W1 and W2 different cubes are exponentially

decoupled, i. e. the coupling between x1 and x2 is roughly e-molxl-l

with 1110 large and this sufiices.

In case W2, while mo need not, a priori, be large, the Goldstone

picture, in which the mass is the curvature at the minimum of the

—105—



classical potential V(x) = Xx4 + imzxz - |.I.x, suggests that the mass

grows with 51.. By translating the field § -» i + f and scaling we can

transform our original action having a large external field into an action

having zero external field, large bare mass and small bare coupling

constant. (These transformations are most conveniently executed when

we use periodic boundary conditions.) We can then apply the old cluster

expansion to the transformed theory to contro1 the infinite volume limit.

Correlation Inegualities [N], [GRS] are used to give the infinite

volume limit in the strong coupling cases 51 and $2. Firstly, when we

have zero Dirichlet data on 3A, Nelson's monotonicity says

n n

SA(f1"'fn)Dirich1et S SA'uln fn)Dirichlet

if AC A', fi 2 0, and p. 2 0. It is important that, since we have 3. ¢4

theory, this inequality is true for full Dirichlet boundary conditions.

(We need to keep the Wick ordering matched to the covariance to do the

renormalization properly.) We now only need to get an upper bound.

This follows in three steps:

11l) SA(f1- - 'fn) n

Dirichlet S SAW" 'f )n periodic

if fi 2 0, p 2 0,

n2) SA“: t) s qlu-r)n periodic, p. n periodic, p.‘

utizo, Ospsu‘,
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I s <n=)%I£II--- mn
3) ‘SAHI fn’periodic, p.‘

by the cluster expansion in case W2 provided
we choose p.‘ large enough.

All three correlation inequalities used above follow from the second Griffiths

inequality and the observation that the system on the right hand side of

the inequality is more ferromagnetic than that on the left.

'The Phase Space Cell Expansion [GJ] is used to control the ultra-

violet limit. The extensive use of complicated boundary conditions in

the cluster expansion suggests that we use an ultraviolet cutoff based on

the representation

2 —1 ° -mzt t(-A + mo) (x, y) = Idte 0 jpxymwmm)
o

P: y_(dm) = conditional Wiener measure, ,

3(0)) determines boundary conditions of the bare two point function. Fur-

thermore in the PSCE it is obligatory that we be able to introduce dif-

ferent momentutn cutoffs in different regions of (Euclidean) space. To

this end we define an auxilliary Gaussian field

unx) t e (0,») x e R3

whose two point function is given by
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_ Z(m.x)¢(s.y)) = 6(t - s)e mot P;_y(dw)B(w)

Then our familiar field fix) is given by

ax) = junxm
0

and an ultraviolet cutoff field §K(x) is given by

§K(X) : fdtwtni) -
K'2

The latter statement is justified by the calculation

<§K(x)§K(y)> s I dte_m0te 4‘ (41rtf3/z
-2K

c . 2 z= J- dt Id3p eIP-(x-y)e-t(p +1110)
“-2

-Z Z 2
_ 3 ip-(x-y) e'Ic ‘9 “‘10)- dPe —2—-2—I p +1110

(Euclidean) momenta obeying p2 > K2 is suppressed. Notice that even

in the presence of these cutoffs and with non-free boundary conditions,

1) the bare propagator decays exponentially with mass mo

2) the action is local.
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We use these cutoffs in the PSCE to derive ultraviolet uniform estimates

which can, in turn, be plugged into the cluster expansion to yield esti-

mates that are independent of both the ultraviolet and volume cutoffs.

For details see [FeO l, 2.].

Outlook. The mathematical techniques developed so far seem to be suffi-

cient to allow us to carry over to ((1)4)3 models all the detailed analysis

of the P(q;)z models. But ($4)3 models also allow us to study some

aspects of quantum: field theory not present in P(cp)2 models, e. g. the

problem of ultraviolet divergences or the presence of Goldstone bosons

in (ES 2): models.
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ABSTRACT

Various aspects of the construction and analysis of new Bose
Quantun field models are described. Aspects of convergence, long
range order, super-selection rules, and the quantum soliton
are emphasized.

RESUME

Pl usiseurs aspects de la construction et de 'l 'analyse des nouveaux
modéles des champs quantiques sont décrits. 0n insiste sur les aspects
de convergence, l'ordre a longue portée, les régles de super sélection
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Poetic Phenomena in (Two Dimensional) Quantum Field Theory:

Non-Uniqueness of the Vacuum, the Solitons and All That

Jfirg Frohlich *

Department of Mathematics

Princeton University

Princeton, N.J. OSSHO

I. Introduction: The programm and the framework

I. 1 Outline of too big a programm:

My contribution to these proceedings is centered around the

construction and analysis of new Bose quantum field models

which are interesting from the following points of view:

1) For these models the construction of a vacuum sector theory

in the sense of Wightman requires some new methods which may

be of more general interest for quantum field theory and statis-

tical mechanics.

2) They are a fascinating laboratory for testing old and new

field theoretic concepts and programms such as:

a) Ultraviolet renormalizations.

b) Accuracy (e.g. convergence or Borel summability) of pertur-
bation theory; [El, Fl, 2].

c) Long range forces and non-uniqueness of the vacuum;[t1, Ffl

d) Long range order and spontaneous symmetry breaking; E1]
e) Non-translation invariant vacuum states; [Pq

f) Super-selection rules: The quantum soliton:

[D1, 2;Pl+, 5;Gz;cz]
g) Goldstone bosons ; [(3, E2,Lfl_

Each circle of problems mentioned here may be considerably

clarified and sharpened by a concentrated effort of what one

calls mathematical physicists. Hopfully it will result in a

* supported by the US National Science Foundation
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disproof of "T ....'s Theorem : One can never learn anything
from the axiomatists".

Here I can of course at best formulate some of these problems in
precise terms and report results which may be relevant steps

towards their solution. Nevertheless I hope my contribution is

adventurous enough to deserve being part of these proceedings.

Even if I restrict my analysis to (l) and (2)(b), (d), (f)
the problems involved have a degree of complexity which makes

it impossible to present detailed arguments or proofs at this

place. I shall however strictly follow the convention that

whatever I state as a result (e.g.a theorem or lemma) has a
written proof which has been discussed with at least three

different mathematical physicists who have found no mistakes.

In the following I mostly study quantunlfieldtheories in two

space-time dimensions. Therefore, as statistics is a matter of

convention in two dimensions, I may consider only Bose field

theories. Some of the models can however be regarded, more na-

turally, as Fermi field theories, km],

1.2 Notations:

The number of space-time dimensions is denoted by d ;

g a 056 ) is a point in R‘ , We will be concerned

with the construction and analysis of models of a self
interacting, relativistic Bose quantum field

10) = (+,z;),...., +.. (5)) N
over 1! , with real, scalar components i¢¢ (§)}¢.1 .

We set $ = (06’ g).

In general N = 1,2 or 3 and d = 2. Occasionally we will menti-

on results for d=3.
J

The Schwartz space over Rd is denoted by JFK )) /

(t: [4’(fid)]x” ,/ is the real part of It: ’ .9"
and,” are the corresponding spaces of N-component, tempered
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distributions. Finally! is the tensor algebra over %

in the sense of Borchers; [31,01].

A relativistic model for g is a state ong (a sequence of

Wightman distributions) a.) _ i if“ (,1; ___.’ f”) ”I.

satisfying the Wightman axioms with the possible exaeption of

the cluster property (uniqueness of the vacuum) “0* is then
called a Wightman state. It uniqualy determines a sequence

5:? = is.” (711""1 7")}n
”=0

of Euclidean Green's functions (EGF) which are the restrictions

of the Wightman functions to the Euclidean region. Osterwalder
and Schrader have found, sufficient conditions (Axioms (E0)-
(EH) of [01] ) for §¢ to be the EGF's of a unique Wightman
state a)

I.3 Euclidean field theory :

A field theory (a Wightman state) is called Symanzik-Nelson

(S-N) positive if and only if

(1) the EGF's 5". (fif'f‘zifou) are locally integrable
functions 0 7&4", for alln;

(2) £3 is a M on .1 , i.e. the EGF's are the
vacuum expectation values (v.e.v.)_,of commutative, Euclidean
covariant fields (also denoted by¢ ), whence the name: Eucli-
dean field theory.

ASSU.‘llng ((l) and) (2) Borchers et al. have isolated necessary
and sufficient conditions for the EGF's to be the moments of

. . . . . " l’a Euclidean invariant probability measure 4” (¢) on 0’
[B2] . It is called a physical measure; see also [Nl, F6] .

Euclidean field theory establishes a famous connection bet-
ween q-f.t. and classical statistical mechanics, [43].

Theorem 1 : (Decomposition into pure phases)

Let at? be a physical measure. Then "almost all" components
of J“? ergodic under the time-translation group are physical

.measures associated with a unique Wightman state satisfying
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all axioms includixg the cluster property; (i.e. Poincare cova-
riance and S-N positivity are stable under the decomposition
into pure phases).

A detailed version of this theorem including "stability of
estimates" results have been proved in [F6] , where we also de-
rived sufficient conditions for the spontaneous breaking of

an internal symmetry assuming long range order (of relevance
for Section IV) and for dvto be a physical measure.

I.” The simplest S-N positive theory: The free field.

The free field; is described by a Gaussian physical measure
49° with mean 0 and covariance (-4 +m1)-1. Here A

is the Laplacian and on the bare mass. Let 11 be a rectangle

in. ”[1. For the construction of interacting fields we must con-

sider "freefields" with periodic, Dirichlet and Neumann bounda-

ry conditions (b c) at 9A; E Q3, 0.2.]. The space of
reaIINI-component periodic Coo functions and the space 0:00,“

are also denoted by 4’ , their topological dual by

4! ' (without danger of confusion).

The "free field" with periodic,---- b c at 3A is described

by the Gaussian measurelonl' with mean 0 and covariance

(-44 + ”39—! where AA is the Laplacian with periodic, O—Diri—

chletmu be at 9A.

1.5 Interacting fields

Let {1. (X) be a formal interaction Lagrangian with-

out derivat_i$ve coupling. For the construction of a relativis-
tic field ¢ with interaction [1 Nelson has developped the me-
thod of multiplicative functionals; [N l] : One defines the Eu-
clidean action by

-> -'rUA (N = JAJ; :40): G),
where the colons denote Wick ordering with respect to 61270
Let < - >911 denote expectation with respect to 0(1):.

1 u 9 . . . uA model for a relativistic field ¢ With interaction £1- is
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presently usually constructed in three steps,[Nl, Q2,SJ :

Step 1 : Define a _.-1 -z/ 0 )~ -0 (,4) a . —>4:9 ( ) E e A e J2) { JA f < >M A ¢
rigorously as a measure on .9" . For d = 3 the definition of
{33! requires ultraviolet renormalizations [7}, H1] and

as a consequence the measures 11f, and Jul: are presumably
mutually singular.

Step 2 : Show that the characteristic functionals
. -o -o — _. c" (f)(64 (Ha = ‘0‘“? (yUe

_,
converge, asA IRJ , for all f e 0’.

_9
Step 3 : Show that the measure JV (f) obtained from-o .. . '9
the limiting functional <3 ‘I 0)) E (e ‘37; )4;
is a physical measure; e.g. that its moments satisfy the Oster-
walder—Schrader axioms [01]. (See also [F8] ).

After having completed Steps 1 - 3 for a given interaction one
can start to investigate the physically more interesting pro-
blems described in (2), (b) - (g).

II An illustration of programs (1) and (2‘)Ga)(b)(d)(g) :
. . . " -' l. . .Construction of a field ¢ With a (¢- *) - interaction

We first sketch a slightly non-conventional version, of Steps
1 - 3 for the construction of an interacting fieldé with
interaction Lagrangian

-9 -O -I g4, m = ; (¢-¢)‘— 6%, 7%, (w
with }>o,6’;o, /u. real,N=l,20r3andd=20r3.
Our approach is best summarized as follows :"Controlling the
vacuum energy density (pressure) means controlling the theory".
It illustrates (l) and (2)(b). Details of results and proofs
presented here can be found in [:FL, (J.
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L to l
I b "J ("D p H [0 0 rl’ IJJ :3 P. {D i R

I.‘
5

“]

i
.4 :1' ID 31 'J a 1‘ III W L‘ E1 I» p: r1 ri I .. ['1 I‘D Q 13 (JJ 1.

.

We introduce the "funny" Euciidean action

0;" (5553/, g (y) = £1; i; : ($4.?n — 6:4”.- 4:)
7,4, (y- .—.2, 2‘- e' ”74.- (g)} ,

where 96‘. = 1,2) ._ ,..I N, for all i.

(2.3)

OJ
In three dimensions the correct definition of U" 6")
requires introducing counterterms which are however indepen-
dent of 6’/‘ and g a); [77/ ”1]-

II.1 Step 1 of the construction :

Lle define the

Then Step 1 of 1.5 can be reduced to proving bounds on

fl(u)(g)g)/‘I§ 63)) which are uniform in A, For N=l such
bounds follow from [N1] GSIQZ] (4:2) , and from [7,1357%
(4:3) . The extension to N>1 is straightforward; [12].

The Fourier transform of the truncated (arm!) -point EGF asso-
. . . (o) . .elated sth the cutoff action U4 (ZJél/“J is then given

by ~ .4
S

1!!-
I (”4/ ‘ér/“"/ “(7-1 ’éfllaéwu; é)

7|
A 2.5= {‘(ggéi+£)sflfl Ozgfln.a é 4N1)’( )

) 9-) x;

A am+1

S (“9/41 "')= amu

and JA(£/= /A/J:é,a

Relations similar to (2.5) and (2.6) were first used in [L2]

[01“)(56ymé {If/Jigemu... =2’
(2.6)

in a statistical mechanics context and rediscovered in [76]

in the context of the fl H - model.
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II.2 Step 2 of the construction : Large/u - expansion and

Lee-Yang theorem

For (i=2, N=l Spencer has proved the following result; [5'1]:

[Theorem 2 :

There exist constants e such that forC1’ 2
Lug/[<9 / /Ze/«./> c2 } 3 >0) 6% o and

J
' .1 _/8¢-/ <4“! , 4=z,-..,n+1

_ (9-) (n)
fix/fa l {5/61/47 g (éfl = I” (3161,“) g (é)

/7
exists and is rotation invariant. In [7?] an extension of this
theorem to d=3, N=l is announced. Whereas in [$1] 77]
gé): Q) modeficutions of these results accounting for _£_{£)
#Qand the extension to N>l can be found in [F2] .

The intuitive argument leading to Theorem 2 is as follows:

For simpicity we let 6:0 and we set
I

741/: %4+.(4::)A I it]: 5‘“,94=Z,--')/V-
. . . (a)

Express1ng the Euclidean action ”A (Ildl/t) - see (2.3)-
as a functional of g' and absorbing fl quadratic terms in

the free Langrangian the dimension/less coupling constants of

the terms cubic and quartic in g' are 0 ((741)’/3) << I
for /“- > f . Therefore the cluster expansion [43) 5'1} 7}]

converges.

Theorem 3 :

For J>0 , 620 and for all/12R: andé as in (2.2)
PI“) (31g)/a.) g [é)) is holomorphic in/u and $4,“) 6””
for Re/Maéaand /E4-/< rfg)é)/u)) Z: 11..-)”,4-1)
where 7/5/61/‘) is positive for Re/ugé 0 and is
independent of A

Concerning the proof of Theorem 3 we remark: A combination
of the Lee—Yang theorem of Suzuki and Fisher [5'2] with the con-
vergence of the rotator approximation of the (Z. ;)2 ..
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theory [D3] yields a Lee-Yang theorem for

A (adj/,4.) ke(z,,.)§(g)): Analyticity in/u. for Xe/cak 0.

Combining this with analyticity properties off),1 (g,c',,a,§(§))
in Elfin“, 8’“! and/Lfor IIm/u/ <c1,

/RE/+/> Cz (see Theorem 2) and applying the Malgrange-
Zerner (generalized tube) theorem we obtain as a result Theo-
rem 3. Details can be found in [F2] .

If we now apply equations (2.5) and (2.6) and Theorems 2, 3
we observe that Step 2 is complete for/a. # 0.

The existence of the limiting theories as/u/o and /u \ 0
follows for N=l,2 from correlation inequalities [D3] and for
N=3 from uniform bounds by a compactness argument : see [F2].
Step 3 is routine ; (our approach makes the verfication of
the Osterwalder-Schrader axioms [01] particularly easy).

11.3 The final result, an illustration of (l) and (2)(a)(b):

We summarize these and other finings in

Theorem 1+ :

For j>0 , 6’ 2 0 and/g, real the Lagrangion (2.1) de-

termines a Wightman state 60 * satisfying the axioms with the

possible exeeption of uniqueness of the vacuum for/<= 0.
For/«f 0 the vacuum is unique, and the energy-momentum spec-

trum has a mass gap. For N: 1,2
"9 —) %

,sw*-=-4;; and 4‘mfi‘5w¢
/‘*O /’ + //o /‘ -

exist and are unique.

For N=l,2,3 d=2 and/“#0 the theory is uniquely determined

by its perturbation expansion; (Borel summability [El] and

analyticity in the bare parameters [F2]).

Remarks : The ultraviolet renormalizations required in Theo-

rem '+ for d=3 are taken from [64, 77‘) I?!) 5’4],
Further results — concerning equivalence of boundary conditions,
f - and: z: — bounds (for d=3!) can be found in [F2], [81+],

respectively.
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II.H Spontaneous symmetry breaking [Cl] :

For the constuction of soliton states for d=2 (Section IV)

we need

Theorem 5 :

Let 4:2) /V=Ior2,/ ;«1) 6 >>15 [61].
:25Then “a

54 s an" {gawk-m." (hm/J > 0
wiexce spontaneous 7; I—-> - #1 symmetry breaking.

aé (of and

For N=l this theorem is due to Glimm, Jaffe and Spencer who

have proved the phase transition for ¢ 3 in an admirable
paper [Cl] .

The extension to N=2 requires only one new estimate which

is given in [IQ] .

II.5 Concerning (2)(g ) : Remarks about the Goldstone boson.

As a consequence of the Goldstone theorem [E27 there is no

spontaneous ;,*" —-;? symmetry breaking for d=2, N=2 or
3,and 6=/c=0 _’
For d=3, N=2 or3 and 6‘=/¢=0) 1 >> 1 the VN-
expansion [b3] predicts that the 0 (N) symmetry is spontan-

eousJLy broken and #im" yer“
Goldstone boson one particle states. If this prediction is

couples the vacuum to the

valid for N=2 then, as a consequence of a deep observation

of [33] and of gf-bounds settling domain problems [3”, Pg],
there exists a scattering theory for Goldstone bosons!
Interesting results for the two point function of the (3:.g’):
-theory on a lattice are proved in [Ll] . We conclude Section
II with two problems:

1) Define "k-loop" contributions to the Vertex functions in
a non-perturbative way and solve the relation

"Goldstone expansion" Cluster expansion [b3]

l/N-expaneion [b3] Perturbationuexpansion
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2) Derive monotonicity properties for 9% as a function of the
a

number N of components of ¢ .

III. An illustration of programms (l) and (f)(a)(b)(c)

The quantum sine - Gordon equation

This section might be the most interesting one would we not

suppress all details. The methods involved here are too nume-

rous and complex to be even only sketched. The model we con-

sider is defined by a field equation :

(0+ m1) 515699: e A. :szn(e746r,£-)+ 6):! , (3.1)
where d=2, N=l, ”.12 02 A real, 0 < 32(5) 476',
and 9 e [a] 27[)_ Wick odering is done with respect

to a fixed bare mass 1. The interaction Lagrangian is

(I (,é) = —A :cas(57{+ 19):! (3.2)
The following three equivalence theorems are not only amusing

but basic for the analysis of the 5-6 equation:

The Euclidean s-G fieldtheory determined by (3.1) and (3.2)
is equivalent to

(A) A generalized, continuous spin ferromagnetic Ising model

[T3] , so that most of the statistical mechanics methods of
[C3, QQ,Q] apply.

(B) The theory of the two dimensional, classical, two-compo—

nent Yukawa —(¢n>o), Coulomb gas (m: a) , respectively, in

the grand canonial ensemble [Fl,§] , so that all the results

about these gases (see [TQ]) apply. The two theories are equi-

valent if one identifiesqn with the exponential decay rate

of the Yukawa potential,) with the fugacity and Swith the

charge of the point particles; (inverse temperature/3:1).

Equivalence (B) is interesting for the hydrodynamics of vor-

tices of incompressible fluids in two dimensions which is

equivalent to the theory of the Coulomb gas,[l§].
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(C) The theory of a two component Dirac field 7! (d: 2.)
with interaction Lagrangian

_ .'/". ."'. 2-"0 ‘0,1: EU- ‘25-; 1/“ + fljvj. + e 4 Kati; ,
where Vc (x) = .23 /X/ is the Coulomb potential in one
dimension. The free Lagrangian has no mass term. The equi-
valence identifies

v“- . — . - __8 /"’¢¢__ .ff/“f, With 275' 8 3y? .
”if: With .CoS(E¢+9).j ) 110%,,jo: With

fig.- (Schwinger mechanism !) and sets
2g 1 z e A-fl2“” “MN” ‘uaz ’ '

For e = O equivalence (C) has been clearly explained in [CH].
Results which are modified, simplified and generalized rela-
tive to [b{] hane been found by many authors. For d=2 the fer-
mion—boson equivalence is a completely general fact :
It can be extended to the Yukawa model, fermion models with
non-trivial internal symmetries (yielding examples for confi-
ned quantumnumbers [T§]), etc.

The sine-Gordon theory illustrates the programms

I.l - (l) : The crucial step: We use equivalence (B) to prove

I.l - (2)(a) : Letm2= 0. For 47E< £z< fit the theory has
(non-super-) renormalizable UVdivergencies,[F3] . For sag-4,1
it describes the free, massive Diracfield [(2H, F1] . For
822 8% the theory seems to be meaningless,[C'+, F3] .

21.1 — (2)0» : If gz< 47: and m2 = e > 0
. I I 5/7:

there eXists a A6 (a) m) > 0 such that for /A/< 1.6),")

the pertur bation series for the EGF'S converges
yielding a Wightman state we. The energy - momentum spectrum
has a mass gap and for 82 < E: < 4% an isolated one
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particle shell. This result is proved in [F1] and is based on
[Q3,Sa].
I.l. - (2)(c): Equivalence (C) leaves the value of the angle 9
in the Lagrangian (3.2) undetermined; 6 determines the value
of a universal, constant electric field which affects the dy—
namics. of the field in a non—trivial way so that we obtain
infinitely many ineguivalent Wightman states {we I 6 6 [0,2719}.
As [1+0 all these states become equivalent: The limiting
theory is chirally invariant.

On a formal level all these and other phenomena have been
discovered and analyzed in [Cl]. Rigorous proofs ("mathema-
tische Klugscheisseleien") are given in [F3].

Fascinating heuristic results on the mass spectrum of the

sine-Gordon equation which have the flavour of being exact
can be found in [D2]. The results of [F5 , D2] and [F3] (where
the vacuum energy density and the anomalous dimension of 14 are

calculated explicitly for e2: 0 ) suggest the
Conjecture: The mass spectrum and other quantities of the

sine-Gordon theory are explicitly calcuable.

IV. An illustration of program (2)(f): The quantum soliton

IV. 1 What is a quantum soliton?
. —>

Every theory of a canonical scalar field ¢ = (¢4/“"/ 9S”)

in two dimensions has the conserved currents

I”‘(§)= w; (:)},Z, 1.: (g) = ($647546 (2*)

IN ”’05 (§) , and hence the
IV

{audz‘folx g+aJ¢46(,t‘] lézj'

Any vacuum sector in the sense of Wightman of such a theory is

2‘; (5) = 2* 544 (g)
conserved charges Q ll

an eigenspace of Tl) with eigenvalue 0 . Until recently it

was never conceived that such a theory may have super-selec-

tion sectors on which

(A) the space—time translations are unitarily implemented,

forming a continuous unitary group which satisfies the rela-
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tivistic spectrum condition, and
(B) af7é 0 , (i.e. it was not conceived that I; can
be non-trivial).
In the following a sector satisfying (A) and (B) is called
a soliton—sector. A quantum soliton is a one particle state
in a soliton-sector.

We now know that theories possessing soliton—sectors exist;[?lg,
In order to be precise we must distinguish:
0%) Soliton states = the vectors in a soliton—sector.
In general only two dimensional theories may have soliton
states.
93) Non—space—translation invariant vacuum states: ggpund
states of the Hamiltonian which are eigenstates of Q with
eigenvalue 7Q (o,----0) . Space translations are in general
22: unitarily implemented on the sector reconstructed from
such a vacuum state. Presumably such states only exist for

d; 3
A rigorous analysis of 0%) and a preliminary discussion of
95) are given in [TE].

IV. 2 General results about soliton-sectors:
For d=2 a general theory of soliton-sectors has been developped
in [Ffi]. Ihe main results are:
1. Let go ’ be a Wightman state onj§?and d=2 . The theory
reconstructed fronl 60 ¢ has soliton—sectors if and only if
it has at least two pure phases 1;;4zz (see Theorem l,I.3)
with 7 g

a); (75¢[;))7é (012(f‘aé (f)) ,for some
x, e {1) -- - -) N} , + technical conditions specified in [PH]
(which are met in the models disucssed below).
This result emphasizes the connection between the existence
of soliton—sectors and the non-uniqueness of the vacuum,
(i.e. the existence of a phase transition).
2. For db; 3 soliton-sectors do in general 223 exist,except
possibly in a theory with a dynamically broken, non-abelian
gauge symmetry.
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3. Under natural assumptions (see [FE]) which are met in
all models analyzed so far the vacuum — and the soliton-sectors
are labelled by the elements of a group which (as a consequence
of the Goldstone theorem [E2]) is in general discrete. This
group is called the soliton-group. Using this group structure
one can construct field bundles [bl] which have non-vanishing
matrix elements between a vacuum - and a soliton-sector.
H. Let a! be a soliton—state. Then

£1 <32, gawk! > — £1351, ¢.&,i/1fi>= «A 62M)
and hence, by (B), there is an 06 such that the function
<3L, ¢d (XI-(Hf) has a kink. From this we conclude that
5. Parity is spontaneously broken in a soliton—sector. The
spectrum of the space-translation group is purely continuous.
6. If a solit-sector contains one particle states, i.e.
quantum solitons, then the conjugate sector obtained by space-
reflection contains one-particle states, too, which are called

anti-solitons. A soliton-sector and its conjugate sector have
opposite 3:charge. Any numbers of pairs of solitons and anti-
solitons form a vector in a vacuum sector of the theory.
For detailed statements and proofs of these and other results
see [F%]'

IV. 3 Applications to models
1) The [‘7 (I. ?)2—6'¢42]2 — models with N: 1 or 2:
Theorem 6: Under the conditions of Theorem 5, Section II u,
there exist (at least) two pure phase vacuum states A):L
and 4,5, and associated with these one soliton — an; one

conjugate anti-soliton-sector satisfying conditions (A) and (B)

of IV.l. If 3; is a vector in a (anti-) soliton—sector which
is in the quadratic form domain of ¢, (3:) then

—,A...” (1;, éaug>= €1f(y‘,fi,£/)=(f,fcx->+

but {5”‘ <éi) ¢£(;/é)14;>x-a—oo

ll “f (9E0/f//= (7) 9’4
(1)

—l25—



Q, 1% =(¢,2% } (4221; = o),
The soli?n group has four elements {3, 5):) 4‘} . We

label a)
+ —

soliton-sector by s and the anti—soliton—sector by S .

by the identity element e, 50¢ by 4- : the

With this labelling the soliton group has the multiplication
table: ‘“I I“

!leis ‘,
e e S ”‘l A

!

|
8..
4.

0| (I) l‘n

“I (“I

(0
m

m

e

S1\ "I t”I

As a consequence of the structure of the soliton-group we
obtain the following result: Assume that there exists a quan-
tum (anti-) soliton (one-particle state). Let IVS be the
number of solitons and [V5 the number of anti-solitons in a
scattering state. Then on a vacuum sector of the
[3 (JZJZ_ 6’¢,2 2.. theory ”3—”? is e_ve_n, whereas on the
(anti-) soliton—sector ”3— [V5- is odd.
As an example; A two-soliton state is in a vacuum sector and
hence has Q—charge 0 rather than 4‘c !
These and other results are proven in [PR] where we give an
explicit construction for the soliton-s-tates of these models
using * automorphisms. Our construction must be placed within
the algebraic framework of [D1] .
For N = 2 or 3 the—qpheysical interpretation of the soliton-
states of the ( . )z_6I 2 _ theory is as follows:
For simplicity foisifief this téforgzon a space lattice and inter-
pret ¢ as a polarization field. It then describes an aniso-
tropic, anharmonic dielectric'chiin which has two groundstates -
we plot the vector fields a]: (if {x,f}/-.’
[#2 ”Hi—bwgl—Dh—pn—fi»

4¢—<<—¢¢—.<-—0-<—Ié—c(-—c4—ve-4
I

The soliton-states are obtained by twisting a ground-state by
a total angle fl' :
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,z’r
k

“///1\\~~>
fHI\\\tI//«—o

For N = l the construction and interpretation of soliton-states
are more difficult; but see [F4].

2) The sine - Gordon equation with m2= 0 *
6'Let mzzo (€2< 1A6) A real and 96 [or-3%)),

Then the Lagrangian of the sine — Gordon theory studied in
Section III is invariant under the substitutions

% r—a» 71+ Lg”, neZ. (”-1)
It is plain that the symmetry (14.1) of the dynamics is spon-
taneously broken and that the theory has therefore infinite-

N
1y many Wightman states i a): in labelled by the

=—¢o

vacuum expectation value of the field: a”! {#é/gj)= 2"" fauna
7* e

These states coincide however on the physical obserables gene-
rated by the fieic‘scgrac £3 7': / {:65 [53+ 2374);! fife Aging};
where 72' is the momentum canonically cor‘ugate to #7. A soliton-
state of Q - chargen :cindides with r j on all functions of
¢ localized in {x« —1} 5,7,5 ;:i’?: .60 55 on the ones

. . 'Ilocalized in {X >> + 1]"
Let in be a function With

lim g“ (x/ =0/fghiagu6d=£££ ’ 3M3; é L2(W).Xd—an
A soliton-state of Q - charge 11, is obtained by applying the

"o erator" [I 9") to on arbitrary vector in the vacu-P e
um sector reconstructed from w¢,any m .

1!:

Theorem 7 : Under the above assumption there exist infinite-

ly many soliton-sectors satisfying conditions (A) and (B) of
IV. 1. They are eigenspaces of the charge Q with eigenvalues
2/1171." 2 9‘6 z_ The soliton group is equal to Z ,
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Remarks :

l. The isomorphism (C) of section III suggests that there

exist local Spinor fields (rather than just field bundles)

with non - vanishing matrix elements between the vacuum

sector and the Q - charge : 1 (anti - ) soliton - sectors.

See [bi] .

2. The hard part in the proof of Theorems 6 and 7 is the

verification of condition (A). See [IE] .
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RESUME

Le problléme de la construction d'une théorie euclidienne des fermions
qui contient les idées de probabilité analogues a la théorie pure des
bosons, est posée. 0n propose une solution qui est basée sur une inter-
prétation mathématique spécifique de la formule euclidienne de Mathews-
Salam em terme des algébres de Clifford.

ABSTRACT

The problem of constructing a Euclidean theory for Fermions which
suitably incorporates probabilistic ideas analogous to pure Boson
theory is posed. A solution is proposed which is based on a particular
mathematical interpretation of the Euclidean Matthews-Salam formula
in terms of Clifford algebras.
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1. Introduction. The problem of constructing a Euclidean

theory for Fermions, which suitably incorporates probabilistic

ideas analogous to the pure Boson theory [9, 10], may be posed as

follows. Consider the Schwinger functions for a Dirac field

interacting with a Boson field. Let us suppress the dependence of

the Schwinger functions on the Boson field variables and moreover

ignore, for simplicity, the problem of coincident Schwinger points.

Then the Schwinger functions, which are skew symmetric in their

arguments, define a linear functional

. 4.s. A(J(R ,v)) —> c

where V is an eight dimensional complex vector space (4 for t

and 4 for ?), )J(Rh;vfi denotes the Schwartz space with values

in V, and A(,¥) is the algebraic exterior algebra over *4 .

We wish to find a probability gage space’Tnb (see [16] for a

definition)with expectation function E, 3and a linear map

ni Awm‘kvn Mm
such that

1.1) s = Eon .

In the corresponding pure Boson theory the map n is determined

by the Euclidean Boson field ¢ by the requirement that n = e

on )J(R4) and n extends as a homomorphism from the symmetric

algebra over A¥(Ru) to random variables.

Of course one wants a solution to 1.1) which is formally

Euclidean invariant and which, in its cutoff versions, is useful
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for removing cutoffs. The presence of a probability gage space

provides a setting within which one may hope to establish correlation

inequalities.

The solution to l) which we propose here is based on giving

a particular mathematical interpretation of the Euclidean Mathews-

Salam formula [5] in terms of Clifford algebras [17, 3].

In the Euclidean region the Mathews~Salam formula for a scalar

Yukawa interaction is informally given by

1.2) S(x1,...,x2n,yl, -- uym) =

g ml) . . -?(xn)t (5+1) . . . t (xmwwl) . . -¢(ym)

.{e-mx) (pr +m + aux) ) “mhxmn
-I (111%? + Il 2)::“x - womb

- e db

where ¢ is a Euclidean neutral scalar Boson field, and the fields

1 and ? are anti-commuting 4 component Euclidean Fermion fields.

That is, for all a,fi,x and y,

nacx),v,_.,(y)1+ = [¢a(x),7,3(.v)1+ = [Va(x),7fi(y)1+ = o

The polynomial 63(o) may include renormalization terms as well as

a Boson self—interaction. The meaning of the infinite dimensional

w integral as a Gaussian integral is well understood (at least with

suitable cutoffs in the 51¢) term). Our purpose in this note is
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to describe how one can give a meaning to the factor in braces,

i.e. to the dt d? integration, in such a way as to bring to

the foreground an underlying probability gage space and thereby

find a solution to 1.1).

If one informally carries out the dt d? integration in 1.2)

one obtains expressions which can be justified in another way by

using the fonnalism developed by Osterwalder and Schrader [13].

These expressions are the basis for fundamental advances made

in the Y2 theory by E. Seiler [18], 0. McBryan [7,8] and

Seiler and Simon [19, 20] .

In section 2 we discuss the meaning of I...dt d? for finitely

many degrees of freedom, establish its connection with Clifford

algebras and then discuss its meaning in infinite dimensions. In

section 3 we return to equation 1.2) and show how to apply

Section 2 to it.

We cannot say that equation 1.1) is the only way to formulate

the problem of Euclidean Fenmion fields cum probability theory.

Other attempts, [2, 12, 13, 2l],to find a Euclidean Fermi theory seem

not to have sought a solution to equation 1.1). For example,

Frohlich and Osterwalder [2] have described a number of natural
approaches to a free Euclidean Dirac field, but although they have

constructed a gage space (c.f. [2], Section v.1) there is no

linear connection between the Schwinger functions and expectations

of polynomials in the gage fields given, directly or indirectly,

in their work, even in the case of a free field, and consequently

no solution to 1.1) .
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2. The Berez'in trace formula.

Let K be a finite dimensional complex vector space. we denote

by ACK) the exterior algebra over K. As is well known, if

x1,...,xm is a basis for K, then the products xi{\xié“"Axij ,

11 < i2.< ... ( 13 form a basis of A(K) where the product with
J = o is to be interpreted as l. AJ(K) will denote the linear

span of those products having exactly 3 factors. Then

2.1) A(K) = 233:0 AJ(K)

represents A(K) as a direct sum of subspaces. Am(K) has
dimension one. Choose an element a ¢ 0 in Am(K). Now any element

u in A(K) is uniquely of the fonm

2.2) u=ca+v

where c is a complex number and v is of degree less or

equal to m-l. That is, v e Z?;% Aj(K). We define

2-3) Ea(u) = c

when .u is given by 2.2).

We assert that the linear functional .Ea is an analog of m

dimensional Lebesgue measure, and, in its infinite dimensional

version to be described below, is the appropriate linear functional

for the role of I...d¢ d? in the Mathews—Salam formula, equation 1.2).

First, Ea is translation invariant in the sense that if u

is represented on the above basis, i.e. as a noncommuting polynomial

in the generators x1,...,xm, and if we replace each xj in this
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expression by xi + aj, where a:j is a complex number (times the

identity element of A(K)) then we obtain an element ua in

A(K) which deserves to be called the translate of u by

a a (a1,...dam). For if the x3 were coordinate functions on Rn

and u an ordinary polynomial in the x3 5 then the above prescription

would indeed yield the translated function. But it is clear upon

expanding the resulting products that the highest degree terms in

ua are the same as those of u. Consequently Ea(u) = Ea(ua),

which shows that Ea is translation invariant. Moreover, Ea

behaves under a linear change of variables in similar way to

Lebesgue measure. Specifically, if A: K 9 K is linear and

T(A): A(K) 9 A(K) is the usual (unique) homomorphism that extends

A (thus I‘(A)xl/\x2 = AxlAAxe, etc.) then it follows immediately

from the definition of Ed and well known properties of the

determinant that

2.14) Ea(I‘(A)u) = (det A)Ea(u).

A suitably suggestive notation for Ed is as follows. Choose

a = XmA...AXl . Define I ldxj = O and I xjdxj = 1. Then one

verifies easily that

2.5) Ea(u) = I ... I u dxldx2 ... dxm

The preceeding discussion is largely contained in Berezin's

book [1] along with many other exterior algebra analogs of Lebesgue

measure notions. (E.g. Fourier transforms are discussed.)
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In our application to the Mathews—Salem formula the space K

will be an infinite dimensional space of test functions for the

Euclidean Fermi fields t and ? . There is additional algebraic

structure on K Which arises from the fact that the Dirac field

is charged. The fact that the Fenmi field is charged seems essential

for our methods. Schwinger has pointed out [1“, 15] that successful

Euclideanization for Fenmions depends on the field being charged.

We assume henceforth that K has an inner product ( , )

(linear on the right) and a conjugation J (1.8. an anti—unitary

operator with J2 = l) and that a Hermitian operator q is given

on K which anti—commutes with J and satisfies q2 = 1. In the

applications J will interchange Euclidean test functions for W

with those for T . q will be 1 on W test functions and -l

on W test functions.

With this structure there is a natural two form we AqK) which

may be constructed as follows. We let

2.6) (my) = (JXJ) -

Then one sees easily that < , > is a symmetric, non-degenerate,

bilinear form on K while <qx,y> is skew symmetric. The latter

determines an element w of A2(K) in a standard way, but we

shall be explicit about this. The eigenspaces K+ and K_ of q

for eigenvalues l and —1, respectively, span K and are

orthogonal. Moreover JK; = K_ because J anti-commutes with q.
-+

Let el,...,em be a basis (not necessarily orthonormal) of K4.

We may identify K_ with the dual space of K+ by means of the
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bilinear pairing" 2.6), which is non degenerate on K+ x K_ because

JK+ = K_ . Let fl,...,fn be the basis of K_ which is dual to

e1,...,en. That is, (ei’fj> = 513. Define

m = 233:1 ej/u'j .

We assert that w is independent of the choice of basis e1,...,en.

In fact one can compute easily that

2.7) (unit/W) s‘ % £§=l(<ej,x><fj.y> -<rj,x><ej,y>)

= - % (qx,y>

and this establishes the independence of basis. Let

2.8) a = tun/n1

Then a is a non zero element of maximal degree (namely Zn) in

A(K). The form to is an analog of the fundamental 2-form,
gidpiAdqi , of classical mechanics and Ea is consequently the

corresponding analog of the Liouville measure 111(dpiAdqi) .

We shall not actually give a meaning to Ea in the infinite

dimensional case but, just as in the Boson case we must throw in

a "density" before passing to infinite dimensions. We replace the

Gaussian density e"|x|2 where l2 is the “unit form" on K by
we' ' where m is the above "unit 2 form" .on K. Thus we shall give

a. meaning in infinite dimensions only to the formal expression

2-9) u -> Ea(ue'w) .
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Notation. If K is a complex Hilbert space and J. is a

conjugation on K then CiéK) will denote the Von Neumann

algebra generated by the operators {Cx + A - x e K] where CJx' x

and Ax are the creation and annihilation operators on the skew-

symmetric Fock space over K. (:(K) is the Clifford algebra
over K and the function

trace(A) = (Ame)

defines a trace function on C:(K), with respect to which one can

discuss the usual notions of non—commutative integration theory.

See [3, 11, 16, 17] .

lgmmg. Let K be a complex Hilbert space, J a conjugation

on K and q a Hermitian operator which anti—commutes with J and

satisfies q2 = 1. Let K; be the two eigenspaces for q and let

A(K) be the algebraic exterior algebra over K. Then there is a

unique linear map

a; [\(K') + UK)

such that

a.) 6(1) = l, 0(x) = Cx + A for x in K.Jx

and b.) 6(unv) = 6(u)9(v) if u e A(K_) or v e A(K42 .

We omit the proof of this lemma (see [h]) but we note that 6

is Just a "charge ordering" map. Thus for example if x is in K+

and y e K_ then 9(xAy) is determined by a) and b) by means of

Bhw)=4@m)=JWH&)=4%+AWH%+AkL mtamof
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the Euclidean fields w and T the map 8 will put all factors

of W to the right and change sign in accordance with Fenmi

statistics, as we shall see in our application. In order to emphasize

the naturality of this map we mention that.it is a standard map in

the theory of Hopf algebras.

The following theorem in finite dimensions provides the basis

for the transition to infinite dimensions. The theorem is a variant

of Berezin's trace formula [1, Page 85] .

Theorem. Let K be a finite dimensional inner product space

with J, q, w, e as above and a = wn/n! Then

2.10) Ea(ue_m) = trace[6(u)] .

We refer the reader to [4] for a proof.

With the motivation of 2.10) We are now justified in defining

the left side of 2.10) in infinite dimensions simply to be equal

to the right side, which as we have seen is meaningful even if

dim K = m. For one can reasonably expect that with this definition,

heuristic calculations based on any other (informal) interpretation

of Ea(ue_w) in infinite dimensions will have a meaningful and

correct statement in tenns of the trace composed with’ 9. We shall

see that this is the case for the Mathews-Salam formula.

In closing this section I wish to emphasize the analogy with the

Boson case. The Gauss integral £n f(x)(2v)-n/2e_|x|2/ednK has a

simple meaning for n = m if one first lumps together the last
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-n/2e-IxI2/2 nthree factors (2v) d x to form Gauss measure dv.

The first and third of these factors by themselves are zero and

meaningless respectively when n = m. Similarly 2.10) shows

that the expression Ea(ue_m) = I ... I ue-mdx ... dxn remainsl

meaningful when n = m if one first lumps together the factors

-me dxl ... dxm to get traceoe.

—141—



3. The Mathews-Salem formula.

Although the integral, f...d¢d?; which Mathews and Salem
intended for use in 1.2) was a Gaussian integral (1.e. each
"coordinate" of 1 runs over (—m,w)), (c.f. [5, page 564] and
[6, page 127] nevertheless, informal calculations show that such
integrals (of polynomials times a Gaussian "function of anti-
commuting variables") yield the same moments as integrals defined
by 2.2) and 2.3). This happens partly because the transformation

property 2.4) is similar to that for the Lebesgue integral;

fr(A‘1x)dx = (detA)fr(x)dx, and partly because of the fonm of the
integrand, a polynomial times exponential of a quadratic form.

We shall make some informal manipulatlons with the right side

of 1.2) for heuristic purpOSes, treating it as an infinite

dimensional version of 2.3). To begin with we note that in 1.2) the
Boson factor exp[1f(m2¢2+IV¢I2)dhx] is the exponential of the
"unit form" of the Sobolev space #1 and consequently the Boson
integral is the integral with respect to the normal distribution

over the dual space (with respect to L2 inner product) j§#_1 .
In order to apply the preceding section it is necessary to have

the Fermion exponential factor playing the analogous role — the

"unit 2—form" for the appropriate one particle space of test
functions. To this end we make a change of variables. We put

3A) V=(fi+m+en

in 1.2), obtaining on the right (we suppress the Boson integration
henceforth.)
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3'2) $[{(1r+m+o(xl))x(x1)} {(3‘+m+fi>(xn)x(xn).]¢(xn+l)a--¢¢x2n)]

e-wwmwxnmn-{(wwxnuxnaix “WWW

The exponent in 3.2) is now the "unit 2-form" of a Hilbert space
whose dual space Kg "over" which we integrate is the following.

If S denotes h-dimensional Dirac spin space then Kg consists
hof these generalized functions f from R to SSS such that

3-3) llfll: . ll(zf+m+np)‘1fl|22 4
L(R;ses)

is finite. Here ¢ is a classical time dependent field ( whose

exact behavior can be chosen to reflect a momentum cutoff on the

Boson field, if necessary, and space time cutoff on the interaction).

The two summands of S in K; are for x test functions and

t test functions. Thus the Euclidean theory is an eight component

theory just as the relativistic Mathews-Salam theory is. The

invertibility of (fi+m+¢) that is required in 3.3) has been proven

by Seller [18] for all $ in the pseudo—scalar Y2 theory. When

the Boson field is quantized we need it only for alm0st all m .

Applying 2.10) and choosing the constant N to be equal to

det(p+m) (informally) 3.2) becomes

3.4) det(l+(fi+m)_1¢) trace¢(6”[...])

where trace» represents the trace in the Clifford algebra over

K§ and 9 is the corresponding map (which, properly put, maps

A(v!(Rm;SSS)) into (3(K$)) . The expression [...] in 3.4)

denotes the similarly denoted expression from 3.2).
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Making the above transition from 1.2) to 3.2) to 3.1L) leaves

us, after smoothing with test functions, a well defined quantity

on the right of 1.2) as well as on the left. Our main theorem

asserts that these are equal (in the presence of momentum and space

time cutoffs.) The proof first establishes equality for a fixed

time dependent external field a, by showing both sides satisfy

the same (Schwinger) differential equations and boundary conditions.

We have chosen in this note only one of several pessible ways

to apply the general formalism of Section 2 to the validation of

the Euclidean MatheWS-Salam formula, 1.2). By including the

interaction Vet into the norm of the "local" (in Q space) one

particle space Kfi we arrive at a probability Hilbert algebra for

the total Fermion-Boson system which is a Clifford algebra bundle

over Q space. It is also pessible to exclude the interaction

term from 3.1) and 3.3) so that K does not depend on w, and

instead include the interaction in a density back in (a completion

of) A(s§(Ru;Sfis)). This would be a step clOser to the formalism

of Osterwalder and Schrader [13]. We mention finally that we have

explored, but only superficially, the possibility of replacing

the change of variables 3.1) by one which is more symmetric between

t and F .

Such variations of the above method of applying the general

theory of Section 2 may conceivably prove necessary for the utility

of the formalism in constructive quantum field theory.
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The basic estimate we prove is a ¢j bound

(1) who!) 5 ||h||°°D(h) c (n+1),
where h is real and H is a P(¢)2 Hamiltonian. The constant C

depends only on the coefficients in P, while

(2) D(h) - 1+diam. supp: h.

In [1], we proved this estimate for an arbitrary semibotmded polynomial

P, in the case of free boundary conditions. Here we establish (1) for

the Hamiltonian H - En—E(H£)' H2 denotes the Nah)2 Hamiltonian

with Dirichlet boundary conditions at x-fl, and Emit) is its vacuum

energy. We prove (I) in a finite volume using the method of [6,4]. The

transfer of this estimate to the infinite volume limit 2-00 is

achieved by standard methods [2]. Certain extensions of the bound (1)

are noted in the concluding remarks. Results of this nature are used

in [3], and. should have other applications as well.

Theorem 1. Let j_<_deg P. There exists a sequence Zv-Hn

(depending on D(h)) and there exists a constant C, depending only

on j and P, such that (1) holds for all heLm with compact

support, and for H-H ~20! ).
l"v Ev

For an operator A, let E(A) -inf 0(A) be its vacuum energy.

For simplicity we assume that suppt. h C [-1,1] and Iblm 51. In

case j-deg P, we also suppose that Ihlm is strictly smaller than

the leading coefficient in P. To prove the theorem, it is sufficient

to show that
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(3) -E(H£1-:¢j (h) :) S 43ml.) +const. ,

where the constant is independent of h and 2,. Rewriting (3) gives

(4) o 5 HL-Emz)i:¢j(h):+const.,

from which (1) follows with I! replaced by H£_E(H£)°

We remark that it is sufficient to prove

(5) -E(E£:I:;¢j(h):) 5 -E(Hz_1)+const.

Let n; be the free vacuum with Dirichlet data at x-fl. . Then we

have the linear upper bound

m”) - inf,» way > I|q:|2

IA

2.o o o . . o<9£H£n£> - I <92 .P(¢(x)) .n£>dx

IA

9.
I o(1)(1+|mce—x)| ‘+ |1n(x+k,)l)dx
1

00.)

on the vacuum energy. It follows that ma!) has at most bounded

growth over some infinite sequence [Iv-1.2“] of disjoint unit intervals,

and so

(6) -E(H£ _1) g -E(ll£ )+const.
V V

Substituting (6) in (5) yields (3); (5) in turn follows from

J-t 1: :) 'tH _(7) <9: , e (E1 1’ 01) 9°) < ct <90 2. 1 9o
1. — e 2,-1'e 11,-1>
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as in [2, Lemma 5.4].

The desired inequality (7) is rewritten as a Euclidean integral.

The Euclidean integral is bounded as follows: The contribution for

xi-l is bounded by the L norm of its conditional expectation onto2
the line x--1. The contribution of the region x11 is similarly

bounded by the L norm of its conditional expectation onto the line2
x=1. The contribution of the region —1 gxfil is bounded by its norm

as an operator acting between the two L2 spaces x-il. We assert

that the product of the first two contributions is exactly0 -tH,H 0
(91-1 3 e 9 > , and that the third contribution is bounded by2-1

+
econst(t 1). Before proving these assertions, we digress on conditional

expectations, covariance operators, and Dirichlet boundary conditions.

Lemma 2. Consider a Gaussian integral, with covariance operator C

and a single particle space K. Let K0 be a subspace of K and let

“(1(0) be the algebra of observables measurable over KO. Let 110

be the conditional expectation onto “0(0). Then 11° 19 the L2

projection of M(K) onto ““0) and it is the second quantization

of the projection of K onto KO. In other words, its Fock space

representation maps the n-particle states 6(x1,... ,xn) onto the state
11
II E(i)e . where Eu) acts on the 1th

i=1
projection of K onto KO .1

variable of 6, as the

Proof. Write the orthogonal decomposition K=K°+K1. Then the

assertions follow by the canonical isomorphism of Fock spaces

F(K) 1‘ F(K°)®SF(K1).
In the following We let ROCK denote Emotions with support in
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a given. set XCRd. We regard C(x,y) as the kernel of an integral

operator C on Lzmd), and let CK ,K be the integral operator on

L2 (x) formed by restriction of both gargables of C(x,y_) to Rt" (13.5,,

if E denotes the characteristic function of x and if L2 (x) -EL2(Rd),

then ck ,K =ECE.) ‘Let GK
0 o o

by restriction to 1.26). (In the above example CK HEC.)
0

denote C acting on L2(Rd), followed

Theorem 3. Let KOCK as above, and let P denote the projection

of K vonto Ko' Then

—1(8) P - c .
Ko’Ko CKo

Corollary 4. Let K0 be the set of distributions in K with support

on the line x=a. Let C be time translation invariant, and let

Dp(x,y) be the Fourier transform of C(x,y,t-t') with respect to

t-t'. Then taking Fourier transform in t, the kernel of P is

(9) r - Dp(a,a)-1DP(a,x) .

Proof. Clearly P defined by (8) naps functions on Rd into

functions supported in X. Furthermore

2 -1 -1P a c (c cK )c
o'Ko K0 o’Ko Ru

‘1’

-1since the range of CK 'K lies in K0 and CK r Ko-C Thus
0’ o 0 K ,K 'o o

C.K CK K -1 l‘ Ko - I FRO . Finally 1’ is self adjoint, since for
o o' o

f,geK,, and with an L inner product.2
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<g,CPf> - <g,c K 'c £> - <33; c: x '14:k f> - Qs,cx £> - <Pg,Cf>
e o o o o o o n

Thus with the inner product given by C,

<g,P£> - <Pg,f> .

This completes the proof of the theor . The corollary is a special case,

since in this case CK K is a multinlicstion operator after Fourier
o’ o

transformation in 1:.

Lemma 5. Let c - (-A +n2)‘1, where A has Dirichlet data1122 2. 0
on two parallel lines x-fil, 2-2.2. Let p be the Fourier transform

2 1/2variable dual to t, and let u - (p2+m°) Taking Fourier trans-

formation in the t variable, we have

‘/8111110: (22-10)
3‘ sinh(u(9-2-y))
\

1 1
i coth(HC£Z-y)) + ammo-El»

c s c (x y) - J
2.12.2 ’

sinh (u (an-£1» 1
ksinMMy-EID E

1
coth (u (iz-y) ) + coth (11 (7-21) )

and the top line holds for 21<y<x<lz, the bottom for 1. <x<y<2l 2 '

Proof . Direct calculation.

We note that UK has the kernel
0

f" sink (1: (12-2))
2 ——sinh(u(12-a)) , n<x<!.2

W
‘1

k(x.p)- <}

1 mm(an-11>)
K Emma-£1» '
\

home
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In particular, when acting on functions supported in a<x<£2, “K 15
o

is independent of £1 .

We: write the Euclidean integrand eup(-I: If2:1,“): +:¢jI (11):) as
a product P_GF+, where G is supported in the strip -1<x<1. and

F: is supported in the strip between $1 and fl. . For an interval

I - {x : xl<x<x2}, let III denote conditional expectation onto the

strip 18!. Then

H IGII[-1.1]F-GF+ [-1.1]F—’+ ' (mt-on .1lnl-1.m)F-F+
- GlI(_m ,1] (F+]I[_1’m)F_) .

By the Markov property, lI[_1 co)F- - lI{_1}P_ . Let ft -I[{11}F1_ . Thus

II )qII[-1.1]F-GF+ ' G(“(-«m,1]‘9'+f- — «00,113+

- Gf_f+.

From the above formulas, we see that the Euclidean integral (4) is

equivalent to the integral of Gf_f+, with covariance C_m(x,y),

-1£x; 711. Let F(tl) denote L2 of the Gaussian measure space

defined over

KO - {f I 611 f1(P)}’

with covariance

(1,1), resp. A_ - (-1,—1) .
+ -!.+2 5!! c". 32-2
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We note that the Dirichlet data in the definition of A: is symmetric

about the line x=11. By our definitions,

2 2 o ' “2—1a . <"5-" F(—1) [1l FM) 91—1 ’ e “2,-1’ '
so the proof of Theorem 1 reduces to showing that G 2 F(1)"F('1) 15

a bounded operator.

Let F(0) be the L space of Gaussian measure space defined over
2

the x=0 subspace {f=60f1(p)}, with covariance (Ln £(0,0). In
,

the bound on 6, an important fact is the inequality

1/2 —1/2
A:

-1 < <0 1 C_£_£(0.0) c_z,£(o,:1)c_£’£<:1,fl) _ 1-6 1.

valid for 2 large, as a consequence of Lemma 5. Mt Bi be the above

operator. The first two factors on the right in Bi change the metric

in the x=11 subspace from that given by A: to the metric given by

the covariance C_£,£(11,il), while the next two factors in 3: give

the projection of the x=il subspace onto the x=0 subspace. By

Lemma 2, Bi is the single particle operator which yields the

conditional expectation 11“,}: F(il)+F(0), and by the above bound,

“{0} : F(:|:1) +F(0) is hypercontractive. This means that there is a

q> 1, with H{0}IhtIqEF(0) for any hiEFt), and
q||n{o}|hi_l “15(0) 5 “htlfltn . Thus with some r<co,

Uh_cn+q : (Ilcl’)1"(flh_|q|h+lq)1/q.
By standard bounds,

(“Gil-)1]: E econst(t+1) ’
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and by hypercontractivity,

q q 1/q q l/q llq(“h-l 'h+' ’ i nn{0}lh-I nar<o>lln{o}“‘+|q"Ho)

IA lh_lp(_1)|t F(1) ‘
This completes the proof of Theorem 1.

Remark 5. The condition hELm is stronger than is required. In

fact the bound

fGrdq i econs‘t(t+l)

is satisfied if b has compact support and belongs to (R)-Ld/d—J
Remark 6. The theorem may also be generalized by allowing a momen-

tum cutoff x in the perturbation. With bounds uniform in K,

. 1 ..¢K(h). 5 IhlmD(h)C(fl+I).

Remark 7. One may also show that

. J . _ . J .45:10:). '¢‘2(h)' : Ihflmnmnuxm)

where o(1)+0 as K1,K2-’cn, uniformlyin h and IL.
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The last two years have seen considerable progress in our under-

standing of the mathematical structure of quantum fields. In two areas.
the progress has been close to definitive, and the problems may be

largely resolved in the near future. These areas are (a) the
construction of more singular superrenormalizable models: Yukawaz and
¢g and (b) the detailed structure of P(¢)2 models which are close to
free theories, namely particles, bound states, analyticity, unitarity

in subspaces of bounded energy, and phase transitions. In two other
areas there has been progress, but the progress is far from being

definitive. These areas are (c) the structure away from the neighborhood

of free theories, and especially near a critical point and (d) results

VbiCh Pertain indirectly to the construction of four dimensional models.
For the results in areas (a) and (b), we merely list recent references,
and wethen turn to the open problems, including (c) and (d)-

Yukawaz—Euclidean methods [Br 1, Sei, HcB 1,2, Br 2. Sei-Sil
¢g-weak coupling expansions [Fe-Os, Ma—Sen]

P(¢)2-scattering [Sp 1, Sp-Zi]

P(¢)2-analyticity [EMS]

P(¢)2-phase transitions [GJS 2,3]

The central problem of constructive quantum field theory has not

changed over many years (cf. [St-W1; p. 168]): the construction of

nontrivial quantum fields in four dimensions. We explain how this

problem is related to critical point theory in four dimensions, and how

a number of simpler problems (of independent interest, and involving
two or three dimensional quantum fields) are related to this central
problem.

The simplest four dimensional interactions, $2 and Yukawaa are

renormalizable, but not superrenormalizable. This means that the bare

and physical coupling constants are dimensionless. In addition to this
dimensionless constant, the field theory is parametrized by two or

more parameters with dimension of (length)_1. Namely, there are one

or more masses and an ultraviolet cutoff K. To make the exposition

explicit, we choose the ultraviolet cutoff as a lattice, and then
K 1'=e is the lattice spacing.
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The goal of the construction is to take the limit K-roo, 1-2-
e->0. Because scaling is a unitary transformation, and because scaling
multiplies all lengths by an arbitrary parameter s, the theory with 5
small and mass m-l is equivalent to the theory with E-l and mass
small. In this equivalence, the test functions also scale, and so if
we choose 5-1, a typical test function will have support on a set

°f large diameter 0(m.1). Thus if We choose E:=1, we must focus
on the long distance behavior. i.e. on the distance scale 0(m-1) in
a theory with small mass. It follows that the limit K‘cD , 5+0
which removes the ultraviolet cutoff is equivalent to the limit m"0
with c'=1, if in this latter limit we consider the behavior on the
distance scale 0(m_1). This latter limit (correlation length‘m_1"m)
and distance scale is traditionally considered in critical point theories,
namely the "scaling limit" in statistical mechanics. Thus we see that
the critical point limit, with fixed lattice spacing 2-1, is
equivalent to the removal of the ultraviolet cutoff and to the
construction of a (continuum) quantum field (e==0). Since the long
distance (infrared) singularities are worse in two and three dimensions,
we see that critical point theories in two and three dimensions provide
a very realistic test for the mathematical difficulties presented by
four dimensions. Indeed the two and three dimensional infrared behavior
is typical of nonrenormalizable field theories. A simplification of
the two and three dimensional problem (and one which we hope will prove
to be minor) is that the critical point can be approached by Lorentz
covariant fields satisfying Wightman axioms, in place of the lattice
theories introduced above, see [GJS]. For this reason, in two and
three dimensions, the spectral representation of the two point function
and (presumably) the particle structure and S-matrix theory can be
used as tools to study the theories which are approaching the critical
point.

To construct the critical point limit, there are four essential

steps:

(i) mass renormalization
(ii) field strength renormalization

(iii) uniform estimates up to the critical point
(iv) nontriviality of the limit.
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The first three steps concern existence for this question We would be

happy to allow a compactness principle and selection of a convergent

subsequence, while hoping that the full sequence converged also. This

follows principles well accepted in other branches of mathematics (e.g.

partial differential equations) where questions of existence and

uniqueness are often studied by separate methods. The last step

(nontriviality) depends upon the correct choice of charge renormalization.
He will see below that for the ¢4 interaction each step can be studied

independently of the others.

We now examine each of these four steps in turn. We will see

which portions have been solved, which portions seem feasible for study

at the present time, which steps are highly interesting in their ow:

right, independently of their role in a possible construction of $4,

and “111611 Partions seem to present essential difficulties and whose

resolution will presumably require essentially new ideas.

The first step, mass renormalization, is the step nearest to
lcompletion. For 3 M54 +5 1112432 theory (or more generally for an even

0
P(¢) theory). the physical mass m is a monotonic function of m for

a single phase theory [GRS]. This statement also pertains to a 0

lattice theory (as required for the four dimensional program) if the

mass is defined as the exponential decay rate of the two point function.

For a Cb; theory at least, the mass 210113) is differentiable [GJ 2]

for n>0. The analysis of [Ba] suggests that along) is continuous
for m=0; in the lattice case this has been rigorously established

[J . R0 2].

Assuming that the to: mass is continuous for 1:10 in a single

phase A434 + % m3¢2 theory, then the mass renormalization is defined

as the inverse function

2m0 = m§(m,}‘).

To see that m may take on all values, 0§m<oo , we argue by

continuity. For m2+m , n+cn also [GJS 1], and so we require a
0

critical theory (In-=0) at the end m: -= mg of the single phase, c
region, with
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2m(m0) NO as 121(2)n c'

To be explicit, we define

Hang) - 1m <¢(y.)¢(y)>1/2
Ix-yI-mo

and

2 3 2 2 2 sm0,c su2p{mo|M(m0)>0 or m(m0) 0} .
m

The existence of a phase tiansition for a (b4 lattice theory [Nel] and

for $2 [GJS 2,3] shows that m: c is finite. Combining this fact
with the method of [GJ 2, Ba], it can be shown that m‘SO as
mgNm%,c [J.Ro 2], at least in the lattice case. We summarize the
Problems of this section under the name: existence of the critical point.

For (9;, one mects a similar structure for phase transitions.
Assuming this conjecture and using the decay at infinity of the zero mass

free field, it follows that 14052, c) =0, but the question of whether

m(m§’c)_‘=0 remains open. For ,¢‘2‘ and for a lattice theory the
reasoning concerning M does not apply. In two dimensions the zero

mass free field two point function does not decay at infinity, and in a

lattice theory, the absence of a Lehmann spectral formula means that the
free field is not known to bound the lattice two point function.

Ebr the Yukawa interaction, none of the above results have been

obtained. Major steps for the ¢4 interaction depend on correlation

inequalities, which are presumably not valid for the Yukawa interaction.

For the pseudoscalar Yukawa interaction, a phase transition associated

with a breaking of the ¢--¢ symmetry may be expected on formal grounds.

For the scalar Yukaws theory, should one expect an absence of phase

transitions and ng’c - -ao ? Hhat about cases closer to strong inter-

action physics, such as one charged and one neutral fermion coupled to

three mesons (charged 11,0) ? In general the problem here is: to locate

the critical point. This problem is important because renormalizable

fields (e.g. ¢2, Y4) are equivalent to lattice or ultraviolet cutoff
fields studied in the critical point limit. From this point of view,

one reason for studying phase transitions in field theory is as an aid

in locating the critical points.
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—¥The second. step is to introduce the renormalized field ¢ren = Z 4’,
where z is defined in terms of the spectral representation for the two
point function:

<4><x>¢»<y)>“v . 22 2+I 29241)-
p +m a>m p +3

The essential problem is to show that Z *0 for m> 0, or in other

words to show that for each field in a noncritical theory, there is a

corresponding elementary particle. Furthermore we expect only delta

function contributions to dp(a) (bound states) below the two particle
threshold a= (2m)2, am". for an even P(¢) theory, the same should be
true below the three particle threshold, because of the ¢+-¢ symmetry.
In this more general form, the problem could. be called Hunziker's
theorem for field theory.

He now split the discussion of Hunziker's theorem into two
independent paths; which we call the repulsive route and the general

route. The repulsive route seeks to make maximum use of the Special
features of the (#4 interaction, in particular of the Presumably
repulsive forces in this field theory. Since the (#4 terms should

dominate for a P(¢) critical point which is not near a tricritical

point, we expect that the main results obtained in the repulsive route
should be valid for general P(¢) theories near critical points which

are not tri, or multicritical.

The repulsive route makes essential use of correlation inequalities.

An example is the absence of even bound states for single phase (P4
theories [GJS 1, Fel, Sp 2]. However correlation inequalities by them-
selves cannot control the critical point behavior, because the ferro-

magnetic spin 35 Ising model on the Caley tree lattice has anomalous

approach to the critical point [21]. Thus correlation inequalities must

be used in conjunction with the lattice structure, as reflected in the

Euclidean invariance and Hamiltonian structure of (b: and (bl; . A

proposed correlation inequality, I‘(6) f_ 0, implies that dp(a) is
supported above the three particle threshold, in the interval [(3m)2,oo),
and that z;o [GJ 5]. Thus I'(6)_<_0 would completely settle step
two, following the repulsive route. Lowest order perturbation theory
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rm (5)
for the one dimensional Ising model [J. RD 1, Ro-Sy]. In view of its

50882513 that 50 for weak coupling, and I‘ 50 has been checked

importance here and in step three below. further investigation of this
inequality would be very desirable. Humerical calculations in some
simple cases support the conjecture [(6)50 [Is—Mar].

The general route is contained in and is substantially equivalent

to the problem of asymptotic completeness. In fact the problem of

Step two -— the existence of a (discrete mass) particle at the bottom

0f the energy Spectrum —- is equivalent at higher energies to the absence
of continuous mass spectrum beyond that associated with multiparticle

states. For weak coupling and bounded energies, the problem has been

solved using cluster expansions. (In [Sp-Zi], energies up to the three
particle threshold are allowed for even P(¢) interactions). For other

regions of convergence of the gluster expansion, large external field
[Sp l] or low temperature [GJS 2,3], the situation is expected to be the
same. For weak coupling but arbitrary energies, the present methods do

not apply .

Outside of the region of convergence of the cluster expansion, the

problem seems to involve all major elements of structure of the field

theory, including the structure of the vacuum, bound states and
superselection sectors [DER]. The relation of bound states and
superselection sectors to asymptotic completeness is well known, since

extra bound states as Well as extra elementary particles in some extra

charge one superselection sector give rise to extra multiparticle

continuous spectrum. The relation of the vacuum structure of phase

transitions to solitons and superselection rules in two dimensions is contained

in [Go-Ja, DEN, Fr 3]. It is an old question to ask whether the
Goldstone picture provides a qualitatively correct picture of phase

transitions, and now we ask whether the ideas of [Go—Ja, DEN, Fr 3] are
sufficient to describe all Superselection sectors for P(¢)2 fields.
Can the reasoning be reversed in the sense that Z=0 and suppt p(a) =

2
[:11 ,CD) would imply existence of a new superselection sector?

On. a less etherial level, we ask whether each pure phase for a

P(¢) interaction can be obtained by an appropriate choice of boundary

conditions, as is the case in statistical mechanics. Can the
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FKG inequalities be used to prove convergence and Euclidean invariance

of the infinite volume limit, for general P(¢) theories? See the
introduction to [GJS 3] for a further discussion of the Goldstone
picture of phase transitions.

The third step is a bound, uniform as the critical point is approached.
on the renormalized n—point Schwinger functions. We follow the rePU1Siva
route in our reliance on correlation inequalities. For the ¢4 inter-
action, a correlation inequality reduces this problem to a bound on the

renormalized two point Schwinger function

(2) '1S - <¢ren(x)¢ren(y)> - Z <¢(X)¢(Y)> .

1[GJ 1]. The reduction applies to all cases (¢;, ¢; and lattice ¢2)
considered here. It is canvenient to choose the scale parameters so that

m=1 and 9+0, and then a sufficient bound on 8(2) is e.g.

[8(2)(x)dx 3 const.

with a constant independent of e, or more generally, IS(Z)I . 5_

const. for some Yf'-norm|-| . independent of e. In the absence
of level crossings, the required bound on 5(2) is equivalent to a bound

on CDD zeros [GJ 5]. The conjectured inequality, T(6)_£0. would imply
an absence of bound states (and thus of bound state level crossings), and

of CDD zeros below the three particle threshold [GIS]. Thus r(6) §_0
would bound 3(2)
rm)

and complete the third step. This application of the

:0 inequality was derived in the context of the ¢g interaction.

The methods extend withOut change to the ¢§ interaction. The adap-
tations of these methods to the lattice ¢2 interaction is an open

problem.

As a concluding remark on the repulsive route, we mention that

considerable progress has been made in deriving new correlation inequali—

ties and in finding interrelations between, and simplified proofs of,

old ones. See [Sy, New 1,2, El—flew, Du—Hew, El-Mo].
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Unfortunately, we have little to say about a possible general route
for the third step. In particular there is no argument for believing

(or disbelieving) that the phenomena considered above —- absence of
bound states and of CDD zeros below the three particle threshold --
occur in the scaling limit approach to a ¢6 tricritical point. An
absence of level crossings between bound states and the elementary
particle and a bound on CDD zeros away from the elementary particle mass
might be a general picture, and would yield a bound on the two point
function, but not on the general n point functions. In the approach
to a general P(¢) critical point which is not near a tricritical point,
the ¢A (repulsive) critical behavior should dominate. Is there any
argument (even heuristic) which can be used to discuss bound states, CDD
zeros and/or bounds on the renormalized two point function in this region,
other than the proposed P(6) inequality?

The fourth step is the nontriviality of the limit. We hold m

fixed (for example m=l) throughout the discussion and consider first
d=2,3 dimensions, then d=1 and finally (i=4. Starting with a

lattice field theory with K < m and E > 0, we have the definition
(d < 3)

(1)4 - field theory - lim .
590

We believe that

Ising model = lim (lattice spacing e)
A-xn

scaling limit ¢4 field theory = lim lim
A-Nao 9’0

scaling limit Ising model - lim lim .
6+0 A+oo

It is reasonable to conjecture that the s and A limits above can be

interchanged and thus that the scaling limits of the 414 field theory

and the Ising model coincide. This conjecture is a variant of the

universality principle for critical exponents in statistical mechanics.

Because the Ising critical exponents are known to be nontrivial for

d =2,3, we can expect the scaling limit for 45;, 451:; to be nontrivial.
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For d=1, all steps one-four have been completed [Is], including

interchange of the 6—K limits. The one dimensional Ising model is

already Scale invariant, and so the e-*0 limit has a trivial form.

Control over the A'*ao limit is obtained from an analysis of anhsrmonic

oscillator eigenvalues and eigenfunctions in a neighborhood of the critical
oit m2=-mp n 0 .

In d=4 dimensions the situation is somewhat different from d (A.
In terms of the Callan—Symanzik equations, the sign of the crucial
function 5(A) is reversed. This change in the Sign of B has its
origin in the fact that A is dimensionless (and thus Scale invariant)-

In terms of the above constructions, the scale invariance means that 1

is not taken to infinity by an infinite scale transformation. Rather X,
the bare charge, must be chosen (renormalized) to yield some desired

value Aphys of the physical charge. We define the physical charge by

3 -2 —4 T
APhys _ Aphys z X 2 <¢(x1)°'o¢(x6)> ,

x1,x2,x3
(1 15m) = ‘E

where < >T denotes the connected, Euclidean Green's function
(Ursell function). By Lebowitz' inequality,

0_<_}.phys

We have taken advantage 0f the scale invariance of lphys to write it

as a function of the scale invariant parameters A and em . Recalling

that A =oo is the Ising model, we define

AI(em) = kphy5(m,em) .

Also note that A =0 is a free lattice field, and

o a (095m) -Aphys
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To simplify the discussion of renormalization, we suppose that

)‘tS Chen) is monotone increasing as a function of A for fixed em.
(Emae'ver, we have no argument to support such an hypothesis.)

We claim that A should be continuous in A and am. We
(/4) _ phys T —2assume that G = <¢(x1)°"¢(x4)> Z is continuous in A and em.

Then upper bounds on the two point function, suggested by perturbation

theory, substituted in the inequalities of [GJ 3] yield an integrable

“PDQ! bound for IGUOI =-G(4), independent of A and em, for 11!
fixed, m>0. Continuity of A
convergence theorem.

phys follows from the Lebesgue bounded

By definition, charge renormalization is the inverse function,

A = Mlphysmm),

and by continuity, we can choose A=A(em) so that Aphys =
Aphys (1(an),an)) approaches any desired value in the interval

[0,AI(0)1.
as tam->0, m . Nontriviality of the Ising model (in its critical
point limit) is the statement that 11(0) ¥ 0 . We conclude that the
(92 fields constructed here should be nontrivial if and only if the

critical behavior of the Ising model is.

According to conventional ideas, 1(Aphys,€m)+m as sin->0 in

order to ensure APhYS 7‘ 0 (infinite charge renormalization). In order

to discuss the long and short distance scaling limits of the (b2 field,

we also suppose

A0.Phys,em) 7' on

as mNo.
2

In the context of the Callan-Symanzik equations, one changes m0 ,

followed by a scale transformation to keep In fixed. The decrease of
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2 2m0 is called long distance scaling; the increase of m0 is called
short distance scaling. According to conventional ideas, there are two

fixed points to this transformation, the points Aphys'o. Aphys-AIw) -
The zero mass theories associated with these fixed points are scale

invariant .

At the endpoint Aphys = 0 (assuming X is finite), the field is

Gaussian [Newman]. Presumably it is the free field, invariant under the

above transformation group (the renormalization group). At the endpoint

X=XI(0), we expect the field theory to coincide with the long distance

scaling limit of the Ising model.

We now consider Aphys lying in the interval (O,AI(O)). For such

a theory, according to conventional ideas, the short distance behavior

phys - AI(0), while the long distance

behavior is governed by the fixed point )‘phys =0. We show that A

is monotone increasing in its dependence on no . Since Aphys is

dimensionless, and hence unchanged under scale transformations, this also

is governed by the fixed point X

phys

shows that Aphys decreases under long distance renormalization group

transformations and increases under short distance transformations, i.e.

B 3 0 .
t e

Consider two values of the bare macs, mo. III0 satisfying (I110)2 <
*

mo . Let m <m be the corresponding masses. By definition

N

s,sm) ,em)hys(k(xphy)‘Phys 3 :3 AP
*

(10‘ .Em).€m ) -Phys
*

X = 11m AHp_.ys phys

* *
Since 5 is a dummy variable, We replace it in Aphys by em/m

* _ 2 s
Ats — if: Aphys (A (Ats,em In ),em) .

*
Since m/m >1, we have by monotonicity of )‘phys in A and mono—
tonicity of A in am that
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*
Aphya 5 Aphys '

This completes the proof.

The statement that the charge renormalization is infinite is equiva-

lent to the statement that the lattice ¢2 field is free in its critical
point behavior (e.g. 2+1 as 5+0, with x=const.<m). This is,

of course, an open problem.

The existence of ¢g and P(¢)2 fields suggests that the critical

point scaling limit exists for the corresponding lattice fields; in the
P(¢)2 case, tri— and multi—critical point limits should also exist.

More generally, we summarize the discussion up to this point by asserting

that a Euclidean quantum field is the critical point scaling limit of a

corresponding lattice field. In the limit of strong physical coupling,

the lattice field is replaced by an Ising model.

An alternate approach to nontriviality of the ¢2 field theory could be
based on existence of the classical limit ‘fi+0. Scattering for ‘fi=0
known to be nontrivial. We thank Raczka for this comment.

is

Turning away from the construction of $2 via critical point theory,

we note that recent work [60, Fr 1] solves the (renormalizable but not
superrenormalizable) massive Thirring model in two dimensions. Does

this solution provide insight into the problems of charge and wave—

function renormalization? Can other solvable two dimensional models be
used as a starting point to prove existence of fields, for interactions

of the form (explicitly solvable)'F(superrenormalizable)7

Most thinking in contemporary particle physics uses nonabelian
gauge fields and a Riggs mechanism as an ingredient. There are many

problems here, including a proof of the existence of a Higgs mechanism,

even in the lattice case.

'We conclude by mentioning tWO other problems in mathematical physics

which may be related to the critical and nonrenormalizable infrared

problems considered above. First, the approach of Kolmogoroff to a

statistical theory of turbulence uses scaling arguments to deduce

exponents governing (short distance) asymptotic behavior. The second

problem is the divergence of the virial expansion for the transport

coefficients. Here the problem is infrared (slow decay of large time

correlations) and infrared. In some cases, the leading divergences can

be resummed, and the leading nonanalytic dependence on the density

explicitly determined, on a formal level, cf.[Ha-Co].
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L'existence des transitions de phase pour les champs quantiques 7V9:
dans la région \l\>>1 de couplage nu est etablie.
La brisure de symétrie pour l'interaction lim}£—>’_r 0 ( 4 7M?) est
aussi démontrée. 0n fait la distinction entre les tran51tions de phase
et la brisure de symétrie.

ABSTRACT The existence of phase transitions for'NP4 quamtum fields in the
region‘l\>>1 of bare cou ling is establ shed. Synmetry breaking for
the interaction [at-)1” 0 ( 71‘?) is alsoproved and the distinction
between phase transitions and symmetry breaking is emphasized.

1 — New Results

We prove the existence' of phase transitions for Mp: quantum fields

in the region x >> 1 of bare coupling. The same methods apply in prin-

ciple to even M3(cp)2 models. We demonstrate the existence of long range

order in the (even) P(cp)z theory defined with zero Dirichlet boundary data.

(However, we restrict attention in this talk to up?) We also prove the

existence of symmetry breaking for the interaction

_ 411m (cp - pep) .
p...i‘0

As in statistical mechanics, where phase transitions may occur without

symmetry breaking [4], we expect phase transitions in certain quantum
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field models which do not possess a symmetry group, such as the

interaction

($2 ‘ 02)4 + ‘CP3 ' PCP!

with c>> l, 5 << 1, p. = u(e,o). Thus we emphasize this distinction between

phase transitions and symmetry breaking.

In a separate article [5], we give a cluster expansion for strong

(bare) coupling of even (p: models. This expansion allows us to con-

struct two pure phases, each satisfying the Wightrnan and Osterwalcfler-

Schrader axioms, with a unique vacuum and with a mass gap.

In contrast to our detailed study based on the cluster expansion [5],

we present at this conference a simple, direct proof that phase transitions

occur. The details of this talk will be published separately [6]. An

alternative approach to the problem of phase transitions has been

announced in [7], but the proof has not appeared.

Theorem 1. Consider the X:cp4: + %m(z):cpz: theory with Wick
2 m2 m

ordering mass m bare mass m and zero Dirichlet boundary conditions.01 o!

For )x/m?J sufficiently large, there is long range order (lack of clustering).

Theorem 2. Consider the model

. 4 Z Z11m().:¢z: 2 + %mo:cp : 2 - mp)
p.0+ m0 m0

with Wick ordering mass :110 and bare mass mo. For K/mg sufficiently

large, there is symmetry breaking, i.e.

lim (cp) > 0 .
m0

where (- ) denotes the vacuum expectation value. Likewise the model
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defined by p. _. 0- has (up) < 0.

Our proof of these‘ theorems is based on a Peierls argument, similar

to the proof of phase transitions in statistical mechanics. The basic idea

is to study the average field

em) = Jtfixwx
A

where the average is taken over a unit square A in Euclidean space—time.

The average (low momentum) field dominates the description of phase

transitions, while the error

”(x) = qflx) - @(A’x X e A p

the "fluctuating field" is estimated in terms of the kinetic part of the

action, %(vcp)z. Technically, we use cpj bounds to establish the estimates

which give the convergent Peierls expansion, and show the probability

of "flipping" values of cp(A) is small.

In place of repeating the material in [6], we explain the classical

(mean field) approximation to the cp4 theory. This classical picture is

the basis for our convergent expansions about the mean field.

2. Classical Approximation

Consider a quantum field defined by the Euclidean action density

2 2 z 2= : :1! : = : : : :two) a; + (en) a; yw) + i0 up “2 + PM a;
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Here : : 2 denotes Wick ordering with respect to mass a, and by conven-
CI.

tion we include a bare mass a in the free part of the action, %:(c)2 + aczg.

The classical approximation for the ground state of. the field p is obtained by

regarding %(vcp)z as a kinetic term and 1, E 95412;}? + P(q;) as a potential term.

Then in the classical approximation the vacuum expectation (mean) (q;)

of cp equals cpc, a value of cp which minimizes If. The classical mass. Inc

is given by

2 _ _ 2mt _ Ull(¢c) _ Cl. + Pllkpc) _

In other words the classical low mass states of cp are those of a free field

with action density

_ . 2 2 2_"c — -%(W) + imckp-(pc) In: .

For convenience, we choose the constant in P so that P(0) = 0. (The same

then holds for 1:.)

We expect the classical approximation to be accurate (up to higher

order quantum corrections) for those interaction polynomials 1; such that

(i) I! - BC is small for cp - cpc small,

and

(ii) a2 = 1112.
C

We say that an interaction :9: Z satisfying (i) and (ii) is classical.a
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To understand the conditions (i) and (ii) concretely, we write Hep)

in terms of its Taylor series about cp = cpc, namely

W) = Mcpc) + %m:(cp -¢c)z + z: Xikp - tpc)i.
i23

where

— (i: )‘1u‘i’(q>c)y
....

|

(in'lP‘i’wc), i 2 3 .

In particular, condition (i) is satisfied if

(1) P» Im2| « 1i c ’

where i 2 3.

To achieve (ii) will normally require Wick reordering, and in prepara-

tion, we calculate the a dependence of the Wick constant

2 1 c122
“‘1 -) = (210s2 + a2'

Then

2d z_ 1 .d _ 2—1gnaw-WM”, “"’"°’ '
where we interpret this fonnula. as a K .. alirnit of cutoff equations in

which 192 ‘S “:2. We expect that (ii) will be satisfied after Wick reordering

if
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(z) (Xi/m:)£ni/Z(m:/az) « 1 , i 2 3 .

In the following section we carry out this choice for the (p: model. The

classical approximation is also referred to as the Goldstone approximation

or the mean field approximation.

3. The :04 Interaction

The conventional definition of the :4)“ interaction is

4 Z Z: : = K : + :(3) 1r 2 :cp g imozp g

2 2:P : + : .(q’) 3 imowp (2)

The weak coupling region X/m: << 1 satisfies (1) and (2), and hence is

also a classical region. In this region cpc = 0, Inc = 1110. Thus the

classical picture of weakly coupled cp4' is a field with mean zero, and

particles of mass me = mo. The (p .- -cp symmetry preserves (cp) = 0

as an exact identity, but we expect quantum corrections to give a physi-

cal mass

4 - 1 + o i/ 2 i/ 2 o( ) m - mc( ( mC))’ mC In. .

In fact the weak coupling region is well understood from the cluster

expansion [8], which yields a Wightman-Osterwalder-Schrader theory for
2 _ 2Alma << 1, and m - mc - oOi/mc).
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We 2now turn our attention to the region )x/m0 >> 1.

In this region :11: 2 given by (3) is clearly not classical, since both (1)
m0

and (2) fail. In order to obtain a classical interpretation, we rewrite (3)

in terms

(5)

Then we

Thus

(6)

Here

Likewise

(7)

of a new Wick ordering mass a satisfying

0.2 >> X >> m3.

write (3) as a new polynomial :111(cp): 2 satisfying 1:1(0) = 0.
a

=‘la‘(tp):m6 + const. = ‘"1(‘P)‘az

2_ . 4 6). a. z_ z z_
=P1(cp)-az - 'M’ _ (firming + g 0)“) 1.2

22Bl=Pl+§acp .
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By (5), the coefficient of cpz in 1:1 is negative, so 1:1 has a double

miniznmn at (p = cpc = ‘l'o. Here Inc and a are related by

ZZ 2 _ 6x a. Z(8) m - 8X0- — —1r I’D—gm - Zmo .

We now choose a so that m = a, as can be achieved by letting x solve

the equation

gnx-Z.=I|
o~1

x=—2-

mo

For )‘lmfJ sufficiently large. this equation has exactly two solutions. The

larger solution determines a. by the relation x = (a/mo)2. The smaller

solution is spurious in the sense that is gives an interaction satisfying

(ii) but not (i).

Next we perform a scale transformation so the classical mass becomes

one. Since the Wick ordering mass transforms similarly, it also becomes

1. Thus after the scale transformation. we obtain an interaction polynO‘mial

“12:1 given by

_ l 4 3 Z Z
(9) ' 2'1 ' 'W'P ' 4°P '1 + i” ’1

— z I- 'PZ'l + imp .1 .

By (8), we see that a >> 1. Thus the interaction (3), in the strong

. . Z .coupling region k/m0 >> 1, is equivalent to the weakly coupled $4 inter-

action (9), with a negative quadratic term, with bare mass 1 and with

Wick mass 1. For the interaction (9), we find that
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(10) cp =10, m =1,

(802)-1 .>4 H H- A N S. 7 p ll

Thus for 0 large, both (1) and (2) are satisfied and (9) is classical. It

exhibits the two phase classical approximation to strongly coupled up: since

cpc has two possible mean field values. In our second paper [5], we

present a systematic expansion about the classical field cpc,

combined with a Peierls argument to select a given phase. We find that

in each of two pure phases, the physical mass is positive.
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1. DITIDDUCI'ION

In the constructive approach to quantum field theory, advanced

by Glinm and Jaffe and their follOWers [7,33,37,12,19,22,34,11,39] ,
a very important role is played by the so called f-bounds, firstly

established by Glinm and Jaffe for the 1’00; theory in [9] , see also

[18,34]. These bounds allow uniform estimates on the Wighunan functions

of a volume cut off theory as the size of the volume goes to infinity.

In the Euclidean strategy to constructive quantum field theory, based

on the development of ideas of Symanzik [36] and Nelson [26], the

Glium-Jaffe q -bounds have a very important consequence in the form

of exponential bounds for the Euclidean-Markov fields. These exponential

bounds were established by Fr6hlich [S] and are the neatest way to

complete the program of construction of the Schwinger functions, using

the Nelson monotoni city arnvent [26] , which relies on the correlation

inequalities established in [19].
The purpose of this note is to report on the exponential bounds

for models of statistical mechanics, suggested by the lattice approximation

to Euclidean quantun field theory [19] . Our main concern is to put these

bounds in a form which may be convenient for the limit as the lattice

spacing goes to zero for quartic interaction in three-and four-dimensional

space-time. We follow mainly the methods of references [15,18] and give
some detailed results for the three-dimensional case. The expression

of the exponential bounds derived by these methods involves in an essential

way the infinite volune energy density of the theory. As a consequence

all Schwinger functions can be dominated by the one point Schwinger function

in some external field. It is expected that this can be useful for the

control of the lattice spacing going to zero for three and four-dimensimal

quartic theories. The organization of the report is as follows. In Section

2 we introduce the lattice field models as suggested by renormalized

quantum field theory in the Euclidean formulation. These models are

represented by an array of continuous spins with polynomial selfinteraction
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and ferromagnetic nearest neighbor mutual interaction. We introduce
also, in Section 3, the transfer matrix formalism using a synmetrization
trick which will allowus to exploit the Euclidean synmetry of the

theory (Nelson symmetry) as in [15,18] . This trick could be used also
for other models of statistical mechanics, for example the Ising model,
in order to get a transfer matrix formalism without the need of periodic
boundary conditions or boundary terms.

In Section 4 we consider the energy density (or pressure) and

investigate its behavior in the infinite volume limit, extending the

results of [15,18,19,20] to the present situation.

Section 5 contains the main results of this report in the form
of bounds for the perturbed energy, which are the lattice analogs of

the Glimm—Jaffe cf -bounds [9], and bounds for the exponentials of the
lattice fields, which are the extension of Frohlich exponential bounds

[5] to the present situation.
In Section 6 we give some applications. In particular we establish

a very simple inequality for the long range order in function of the

derivatives of the pressure with respect to an external field, and we
discuss the role of field strength renormalization for quartic coupling

in four dimensions.

We will give only a brief sketch of all proofs, a more detailed

report will be published elsewhere.
In conclusion the author would like to thank the"U.E.R. Scientifique

de Luminy" and the "Centre de Physique Theorique du CNRS", and in

particular Daniel Kastler and Raymond Stora, for the kind hospitality

extended to himinMaIseille, where part of the present work was performed.
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2. THE LATTICE FIELD NDDELS

In the d—dimensional Euclidean space, JRd' , we consider the
lattice of spacing E , 2 Z'1 , associated to the unit lattice, Zd' ,
with the notations

'1 _R 31:=.§1h,p.,fim§ ; 1%,6.R,
A.Z easingflunfll , n.:011):2.,..G) )11R DEZ‘iaxnsgn ) (xn)(.=en. £=i..0L s>o.‘) (4v) ) I ) I

The number d plays the role of space—time dimension, so the physical
case is d: A. , but we consider also the cases (1:51.203 , according
to the practice of constructive quantun field theory and statistical
mechanics.

Following [19], see also [17] , we introduce the free lattice

field ($41“) as the real Gaussian random process indexed by the lattice
5 Z4 , with mean zero and covariance given by

-1 d.<KP£(xn) (943cm) = 28 $5 (xh— xn.) , xmxh. es Z .
Here the free two point function is defined by

-d [A-(Ih—I I)Sam-m = («w L e “ Wm M,£5 a
where daiklkem“, |&u,|srr/e,i=i,..,ol} and

J.
1140:) : mz-r 4-8—2 5.1 Oil/VLz(E£&.’ /2)

I: m2+1€2 M e—>o.

For the field strength renormalization constant we have 25 = :L
for d: 1,3,3 , and o< Z551 for (pf; , depending on the interaction.
It is expected that ZE—>o B 8-90 in q): in order to prevent
that all Schwinger functions vanish in the limit E-vo . We find

convenient to introduce the field strength renormalizaticm directly
in the "bare" field. It will be clear in the following the equivalence
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of this procedure with the customary one which introduces field strength
renormalization in the counterterms.

It is immediately seen [19] that the free lattice field can be
realized through an array of continuous spins qn , sitting at the

lattice points xn, with Gaussian single spin distributions
—2.4414": ZE 240132: 2d a )‘i:]

and ferromagnetic nearest neighbor coupling of the type
d—zm 22 E m

where (n,n') is each couple of nearest neighbors on E Zd’ . Each
random field (941") is represented through qn.

One easily recognizes that the single spin distributions and the

ferromagnetic couplings are the lattice approximation of the (formal)

express ion (2.3 2 5 [ma we] at

well familiar in the flmctional fornmlation of quantum field theory

(in the Euclidean region). This makes also clear the coxmection betWeen

our way of introducing the field strength renormalization and the
customary way, which is based on the introduction (among others) of the

counterterm

% (Z- 1)[ (“01+ M‘v‘]
to the Euclidean free action density J£[(V\o)z+m1cfz] . In fact we have
i + (Z— 1): Z .

The interaction PM) modifies the single spin distribution by

a factor 4/30? [— 2“(p(cn+ R5010] 1
where P is the bounded bec interaction polynomial and R; (q) is a
polynomial containing the renormalization counterterms.

For the PUP); theory only the comtertems coming from Nick
subtractions in P are necessary [12,19] . For the q): theory
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[6,10,2,28,3,25] one should introduce also a mss renormalization

counterterm necessary to cancel the divergent part of the selfenergy

graph 9 . For the LP: theory the renormalized interaction is

expected to be of the form 9 21.2 :q": + i- ZESMéqz.
Unfortunately at present the expression of the vertex constant Z1 ,

the field strength Z and the mass counterterm 8w»; , is known only

by pertubation theory [21]. This prevents the actual study of the ultra—

violet limit i—w , see however the interesting proposal of Schrader

for the renormalization of ((1: in these proceedings [31]. From now on

we will consider general quartic theories on a lattice of fixed spacing

€70 . We find convenient to add also a linear interaction of the
type —A¢( . Is should be remarked that according to general wisdom,

relying on synmetry and power counting, the constant z\ is neither

renormalized nor affects the ultraviolet divergent contributions to the

renormalization constants. In the following we will suppose that the

renormalization constants are determined for A: 0 , then the term A?

is added to the interaction, which results therefore linfi in ;\ .
For this kind of interactions we can exploit all mchinery of

statistical mechanics of ferromagnetic systems,
in particular the correlation inequalities of GKS and FKG

type [13,2124] . For quartic interactions, using the Simm—Griffiths

results [35], we have also the possibility to exploit the correlation

inequalities of ms [4], Lebmitz [24], u6 [1] and Newmnn [27] type.
Also the powerful Lee-Yang theorem B0] is available [35] .

In particular the infinite volume limit can be obtained using
monotonicity arguments like in the Ising model theory. Since here the

interacting spins are unbounded it is necessary to have some a priori

bounds on the correlation functions. We will establish them in the
following in a form which looks promising for the limit E-po .
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3. THE TRANSFER MATRIX FOR LATTICE THEORIES

Firstly we consider the free lattice field LP; (In) . Call

(01m) the underlying probability space and let Z; , for 436 E z ,
be the sub—6' -algebra of 2 generated by the fields ‘4’; (2») supported
by the hyperplane 0“)“: = t .

All spaces LP(0,Zt. y.) , {'6 2 Z , are isomorphic to the same
[316, if) , léfé 0° , so we can consider the natural injections

Tb ‘-L"(5,i,fi) -> LNQLM , ‘For 2662 Z. .
Exploiting the Markov property of the lattice theory [19,17],

we introduce the semigroup e‘tHa = 3': 3'0 1 t6 8 Z: )
which acts on the LP( 5'54?) spaces as "transfer matrix" from one hyper-

plane to the other. The selfadjoint operator H" can be understood
as "Hamiltonian" of the theory.

We now introduce a useful form of the transfer matrix for the
interacting theory through the following symmetrization trick. In order
to be able to draw pictures, we limit ourselves to the threedimensional
case in the following, but it will be clear how to extend our considerations
to the mre general d—dimensional case (in particular the physically
interesting d=4).

Let us therefore consider R3 and the lattice points 1.6813 .
We call yn, the center of the generic cube A..-,of side 6 , having
as vertexes nearest neighbors in e l3 . Let xn, n €C(n') , be the
eight vertexes of A": . Then for any «3 6 C30?!) we introduce the
smeared field

«em = % 53%!” WWW" "
Notice that for each n' the sum zhéCOI') is a randan variable measurable
with respect to the sub— G-algebra 2’“. generated by the fields we (1..)
with néCln') , Mareover there is complete synlnetry for the group Whid’l
leaves An- invariant, because only the value of h at the center yn,
enters in each expressim.

The factor 1/8 is introduced in order to avoid overcounting
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because each point XII of the lattice he‘liongs to 8 cubes. In general,

in d dimensions, the factor mustbe 2 .

Following the methods of [19] one can see that, in the limit £->o ,

theright expression Q(F)=I‘€lt)mld; is obtained,where Qfl) is the

Euclidean-Markov field for the contimmm theoxy on R4 .
In general if P is a polynomial we put

uh. = g3 z I? P((Pg(z..\) ,
hear“)

and if A is a region of ”33 union of'cubes A“: we define
UA = 4 Un‘

Now we are ready for the introduction of the transfer matrix in the

interacting case.

Let A“ , . . , A“ be cubes contained between the planes x3=0
and x3= g , and consider the collection {1%251’“, ..,PM} of associated

polynomials. Put
U({P3)= ‘23. Uij

then the transfer matrix associated to the collection {P3 is given by

9.2H (M) = j: 6.0mm 3° .
Piling up t/E layers, t6 E 5" , and exploiting Markov property we
have also _ P

- —; U~est!“ 6/23). -e&H({P‘D=3z€ 9* ‘l 3’0)

where {Pa} is the collection {Ii-,4} , k fixed, {hint/5 . Finally
if we take the vacuum averages we have

.. _. P(gaunt ) ___ <30) e-EHGPJ) e EMS z?)_ . .Qo) ’

where, by Euclidean synmetry (Nelson synmetry) we may take

{P13 E EPIJL} , {P215 {Fifi} , Jc. , or
{Pi} '='- i Fish}, {P2} Ega‘ah} , .oI-c, ) or

{P132 {Pine}, {Fabian} , m.)
according to the direction of transfer we are interested in.

Notice that in om- notation {P} is always a collection (of
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polynomials) depending on t_w2 parameters, associated to a layer of cubes 4;] .

4. THE ENERGY DENSITY 0R PRESSURE

Given GLAC e 8 1+ , we consider the parallepiped of sides a,b,c.
To each elementary cube A434: , i=1, .. , 0.]; 112-1. , .. ,(4/5) [1:1, .

._ , , c/g , we associate the same polynanial P . By transfer in the
direction k, using the methods of the previous Section, we can define
the semigroup gel-lab . In particular we have for the partition function,
defined. by _ ; Uid' k

Z(a,i—,c):<e 4e >,
. - C He!—the followmg expression Z (12,4, c) = <_S'?.o, e .rZo > .

We call 9-H.“ the ground state of Hab and E(a,b) the corresponding
energy HQ; 1201.5): ETRJIJZMJ).

—c Eh] IThereforewe have '64 “‘6'” = e I I

We define also the overlap function 118,!) through
Haunt)": = ”PI-AMINO )

where ll ”1. is the norm in LVZbinj) . By standard arguments [8,34],
we have £(4.4)>0 and Qfl,&)>0 .

Lenina l . The partition function Z(a,b,c) is symmetric in a,b,c e s z".
This symmetry follows easily from the considerations of the end of the
previous Section.

Theorem 2 . The function logZ (a,b,c) is convex in a,b,c separately.

Proof.— The expression (Ra, e“ H‘ ‘32» , originally defined for ces 2+,

can be easily extended to all ce ”2+ through the spectral theorem. Then
the convexity of the logarithm is obvious. By restriction again to C 68 Z?
and using Lemma 1 the theorem is proven.
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Theorem 3 . The expression (a,b,c)_llog Z(a,b,c) is uniformly bounded

in a,b,c.

This can be proven easily, using Nelson symmetry, as in the two.—

dimensional case, see [18,16] . For the we: theory, with the right

counterterns, it can also be proven that the bound is uniform with respect

to the lattice spacing f. , using arguments of Glimm and Jaffe [10] and

Park [28] .
Since we have Z(a,b,c) = 1 if one among the parameters a,b,c

is zero, then the following theorems are simple consequences of theorems

2 and 3.

Theorem 4 . The following bounds and monotone convergence results hold:

— _ -.La) (mac) 1&9 Z(a,&c)eo(, = 3:": (a a) 3"? 2mg,” .

b) c"- 3032(a,4,c) 1—E(0,¢) M capo,

C) -l'1E(a,&) 101(4); oéwp -J—_1E{Q,lr) gal->27,

d) a‘1ala)1da M a.—-> a: ,

e) _E(a,&) s aloud ) —E(a,&) 4AM) , am e Lia/4,.

Theorem 5 . For 9320. , 2,4'6‘22‘, we have

~ E0234) 9 — 5/4,!) +6294) or/lfi),
am!) s 0114) + (a’-a) Noe -

By the same methods as in [18,16] we can also prove

Theorem 6 . There is a function 012 (Q) and a constant ’7’- such that
for the overlap ftmction film") we have

71a14') £- ”(a (a) for b large enough, and

4121006 47a for a large enough.
Ifwe define gnaw) and FM.) through

—E{a,@)= “(MN/Maul) , can) =a<yw “3(4)
then from theorems 4,5,6 it follows

—194_



Theorem 7 . The non positive functions 3(a) L) and Fla) are convex
and decreasing in a and bounded from below by

New) 3 4'72“) and flat) 2—4/2 .
let us define

5,,(4) = £534; Fm)!» , J3“, = f‘“ pm .
_) m

Since .Zt'ma I‘llgm;l.)=F(o_) , we have also
I-QN

{Ma} 4) 2 {5mm , -4412,“ spam so) 5(a); IQ”)
_ s s ' ‘ 5A72 {gm 0 , in; I I?“ (1’) flow.

let us remark that Theorems 2 - 7 are the natural extension to the
threedimensional case of the analogous results for the PM): theory,
as presented for example in [18,16,341 . It is clear the central role
played by Nelson symmetry and Markov property. The extension of these
results to general d—dimensional lattices is straightforward.

This Section contains the main results of this report. Detailed
proofs will appear in a forthccming paper.

The first theorem refers to a bound on the ground state energy
of a locally perturbed Hamiltonian. In Section 3, through the transfer
matrix method, we have defined the Hamiltonian HHPD associated to the
two-parameter family of polynunials {P}: { Pg} . Consider the following
geometric situation, with 41, I, 434’, c‘, 41, a: , 14) I; G E 2*)
a=a4+ad+al ) 4: 41+l'4lz ,

'1

1. "
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Gonsider c'= E and let {3:} E E‘Fij} be constants associated to the

cubes contained in the parallepiped Min"; 3) of sides (a' ,b' , S) -
Given the interaction polynomial P consider the family of polynomials

{PH-.1! associated to A (a,b,£) defined as follows

p400: P(X)“{¢‘J‘ X for cubes in A (19,1355),

Pu; (X) = P(X) for cubes in A (mm but not in Mahbla)’
Let H(a,b; if} ) be the associated Hamiltonian, then we have

Theorem 8 . For the ground state energy of H(a,b; Eff) we have the

following estimate

- mm m) s gammy £01,242 )] +
+ 4’; [d(2¢l£)+ a(241)]+ é szdmm—flg X) .

Here —E(a,b) and o((a) are like those defined in Section 4, for

the interaction polynomial P , and olmw) is the pressure for the
polynomial Q . The sum f: extends to all cubes in A(a',b',£).

The proof of this theorem Jis not canplicated. It is based on the repeated

application of the rotation method, like in the proof of the Glimm—Jaffe

((-bounds for PM); given in L18].
Finally let us consider the exponential bounds, which follow

from theorem 8. let £5 (3‘71”) with suppheA (a',b',c') and 117,0
and consider the smeared field (P; (I) defined in Section 3 with the
symmetrization trick.

Consider the volume cut off expectation value for the exponential
of the field

(2) n. I

(e E >6,:(Ia(.rz(a.h)Id/£(Jz(a,¢)) é’afiUué e‘?g(¢)> ec E01,”
(fl. ) )1

where 2L3} extends to all cubes in A (a,b,c') and Udk is defined
like in Section 3 by means of the interaction polyncmial P .

Then we have
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Theorem 9 . The following estimate holds
< eQ‘m>a,n 5 eemm eé i3 [dafP-wm) - d~(P)]
where doom) is the lattice pressure associated to the interaction
polynomial Q00. For the function (2(4) 4) we have

{33; £3; flaw) :0,
where 4-H» means both b1 and b2 ~>oo , the same for a —> 00

Using Griffiths correlation inequalities Theorem 9 gives us bounds
in the infinite volume limit for all lattice Schwinger functions.

6 . APPLICATIONS

In the P002 case no lattice cutoff is necessary. If we consider
an interaction of the type P=Q-).X with Q even and bounded below,
then the infinite volume limit for the half-Dirichlet Schwinger functions
ED] can be obtained through Nelson nmotonicity theorem [26] . Then
the exponential bound in the form analogous to Theorem 9 is expressed
as follows.

Theorem 10 . Call < > the half—Dirichlet infinite volume limit for
the interaction P=Q-,\x . For [6 (£022) , h>/0, we have

<e‘F") > s npf[u~1P—£(2)X)— oath] alz
In the following we will need sane properties of the pressure a“

as a function of the external field A

Proposition 11 . let emu) be the pressure associated to the interaction
Q—AX with Q even bounded below. Then

a) amp“ is convex and continuous in A and increasing for Ago,
b) The left and right derivatives, defined by

Wm: Hm s“[«..(A)—aa(A-z)] , nmmdu'm 2"[d~(4+E)-daall)jl5.,o+ 590*

exist for any A and are equal almost everywhere.
c) For A20 we have
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Mm“) = [Iv-Jr {1 [dad/He)— axon] )
i>o

therefore MM“) is upper sanicmtiimous in /\

NM“): ”“0“” ; fa A20.

d) For A)O we have

Wm: 2:5 2" [amm— «mavefl,
therefore HHM) is lower semicontinuous in A

mm» = NHU-O) , {n A>0 .
e) HMO) and NH”) are increasing in ,\ for J20 , moreover

rmuwo {also ) MW» 20 /q J>o .
f) We have also

MW) 3 M‘HM) a WHO for A<A' ,and MW): HH/m).

g) «.000: amp/n , who) : — r1“'(-,\) .
h) If Q is a fourth order polynanial then HM“) = HHflEHU) for
,\4:o , and MIA) is concave in A for ,\ go,

Properties a) ,. .. ,g) are standard statistical mechanics results [30],

property h) follows from the classical Ising approximation of Simon

and Griffiths [35].
Like in statistical mechanics, See also [34], we have

PrgLosition 12 . For the infinite volune half-Dirichlet state ( > we have

mm; <te(x)> = r1"’(J\) /a J>o.
Proposition 13 . (Simon [32])

a) The truncated two point function 5; (ac-:1 )= <¢(/1N€(‘2)> - H/Uz‘,

is decreasing to a positive constant c2 as Inc—'9! -> 90 -

b) The Wightman theory associated to the Euclidean state < > has a

unique vacuun if and only if c=0 .

Now we can state our first main result of this Section
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Theorem 14 . The long range order c2 is related to the right and left
derivatives of the pressure through

(:1 é HMO)?” -— HHM); ¥n )‘>0 ,
c2 s mfi {a 4:0 -

Remarks. H979): fix“, MM) is the spontaneous magnetization [30] .
We believe that the equalities hold, like in the Ising model, but

it seems very difficult to prove it in the quantum field theory case.
Let us sketch the proof of Theorem 14.

From the convexity of the pressure (Proposition 11) and
Proposition 12, we have

on, me.)- ozo, (A) s 2. [Huh—on, (opt e .2 mm) ,
for OSKSI,I>O~

Put 2(1) = I ”(1), 130, in Theorem 10, where 1,, is characteristic
function of the region A in R2 . By Griffiths inequalities we have
in general ._

in: up <Lpzm)‘ 3 (MP on) > .
From Proposition 13, we have

«em» >/ (claw- Mam) IA];
therefore collecting all results __ _

if x4? [2,,1;(c=m+nam)‘z] e MPH/Ammm]
If we take the logarithm, divide by M] , let MI-vm and then Z—ko
We obtain imnediately the results of the theorem.

A simple consequence of Theorem 14 and Proposition 13 is the
following

Theorem 15 . If the pressure is differentiable in A , i.e. Hm =I~1(_,,
then the Wightmn theory, associated to the half-Dirichlet Q-AX ,
has a unique vacuum.

In particular, since for quartic interaction Q and 1a the
pressure is differentiable by a result of Simon and Griffiths [35] , see
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Proposition 11.h, we can have a simple proof of the following result

of Simon BE] , for which we do not use the Lee—Yang theorem but only

Theorem 15 .

Theorem 16 . (Simon [34]) The Wightman theory, associated to the half-
Dirichlet Q- XX , for Q of fourth order, has a unique vacuum for A¢o .

This kind of proof is very similar to analogous results in

statistical mechanics [29].
Finally let us make few remarks about the role of field strength

renormalization in \2: .

Let us consider the infinite volune limit of the lattice cut off

half-Dirichlet theory. Thenusing the analog of Theorem 9 in four dimensions

and exploiting the convexity of the pressure, like in the proof of

Theorem 14, we have

Theorem 17. Call < )A the infinite volune half-Dirichlet state

for the interaction Q- hx , then the following estimate hold

<6 team)“ S autumnal)
)

where

game“), 052ml) "1",; {1; film.) , MAJ): aim)“.
This theorem shows that in order to get uniform bounds on the lattice

cutoff infinite volume Schwinger functions it is enough to control the

one point function (the nagnetization) in the external field ’\ . We

explained in Section 2 that the renormalization constants 21, Z and

5%: an be chosen to be independent of X , therefore by (ES
inequalities M(z\) is comave in A for A20 . But MO‘) must be

also increasing therefore by- oombining convexity and increase of MO )

with Theorem 17, we have

Theorem 18 . If for some fixed value »\o >0 the magnetization M(1\o)

——200_



goes to zero or infinity, as the lattice spacing E—bo , then MM)
must go to zero or infinity for all values of ,\>0 . As a consequence
all Schwinger functions go to zero or infinity.

The last part of the theorem follows from the fact that

<m‘4’2(4)>’\-> i as E->O if HUG-3 o , or from
Griffiths inequalities if MO.) —> 90 .

This shows that it is enough to control the magnetization for

one value Ao>0 of A .
As far as the uniform bounds are concerned the case MMo)-> “7

can be easily cured by an additional field strength renormalizatim,

which is equivalent to a change in the renormalization constants (24,2,5m2).
In fact let us suppose ($41,040 —> 00 as s —>0,

then define ‘l’m = 2'5 ‘95 ,
where the additional renormalization constant Z's is defined in such
a way that I

M. 5 melon)», —— 2'? («ammo ,
for a fixed Ho >0 . Then clearly 2'; ->0 as E-PD .

Therefore we have
< etem“))) = < ezgliwsm) WEIA)>Z'sJi< e’M’K‘P’W {haul>Aé<e

Since <‘(m (202,": stays finite as 2—20 we still have bounds

for Qm of the type given in Theorem 17.

As a matter of fact the real danger comes from the eventuality

<‘Pg(7fl)>,\o"° as 2 —>0 , and the choice of the field strength renormalization

Zz , with ZE -)o as i-w , should prevent this disaster. Unfortunately

1 and Shae ,

there is a choice of Z such that MCAo) assumes a fixed value Ho>0.

at present we are unable to prove in general that for given 2

Nevertheless the form of the bounds given by "theorem 17 suggests that

this should be a relevant question in the future investigation of the theory.
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Critical Behaviour in Terms of Probabiiistic Concepts

G. Jona—Lasinio

Istitut‘o di Fisica deH'Universita - Roma
Gruppo GNSM - Roma

- Resume
Le comportement des phénoménes critiques est habituellement defini en

terme de singu1arité des fonctions thermodynamiques. D'un point de vue micros-
copique, i1 est nature] d'aborder les phénoménes critiques directement en terme
de propriétés du procédé stochastique. Le but de cet article est de fournir
une caractérisation du phénoméne critique 5 1'aide de concepts et de méthodes
appartenant aux différentes branches de la théorie de la probabilité.

- Abstract

Critical behaviour is usually defined in terms of

singularities of thermodynamic functions. However from a mi-

croscopic stand point it is natural to approach criticality

directly in terms of properties of the stochastic process un

derlying the statistical description. The purpose of this pg

per is to provide a characterization of criticality using cog

cepts and methods typical of various branches of probability

theory.

1. - Introduction

In recent years considerable progress has been made

towards a theoretical understanding of critical phenomena.

The concept of renormalization group has provided the key

ideas on which a very interesting qualitative and to a certain

extent quantitative picture of critical behaviour has been

built. From the mathematical stand point the techniques employ

ed are entirely heuristic and, at first look, rather esoteric.

Paper presented at the International Colloquium on Mathematical
Methods in Quantum Field Theory - Marseille, June 23-27, 1975
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However it has been recently recognized that the renormaliza-

tion group approach is closely related to well known problems

in probability theory and that in fact implies a generalization

of some probabilistic methods.(1) What is involved is a systg

matic extension of limit theorems for stationary random fields.

Once this connection with limit theorems is established it be

comes very natural to exploit further the probabilistic point

of view. Behind any characterization of critical behaviour

there is the idea of long range correlations among the fluc-

tuating variables. Since the decay of correlations is related

to the ergodic and mixing properties of a stationary process

(considered as a dynamical system with respect to the transla

tion operator) it is natural to inquire whether it is possible

to describe criticality in terms of those properties. A question

in this direction was raised some time ago in the context Of

Ising models by Di Liberto, Gallavotti and Russo(2) in a paper

dealing with the Bernoullicity of such systems. Since they

were able to prove Bernoullicity only away from the critical

point they considered the possibility of distinguishing criti-

cal from non critical systems in terms of failure of the isg

morphism with a Bernoulli scheme. However it is now known that

the two-dimensional Ising model is Bernoulli also at the criti

cal point.(3) It is therefore necessary to look for a different

property. In the following we shall argue that failure of strong

mixing is what discriminates critical from non critical behaviour.

The strong mixing property is interesting because it is strictly

connected with limit theorems for the underlying random field.

Actually it is through limit theorems that one obtains a defi-

nite indication that strong mixing is the relevant concept in
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volved in critical systems. In this way the probabilistic in-

terpretation of the renormalization group becomes part of a

more articulate description in which criticality is characte-

rized directly in terms of properties of the stochastic pro-

cesses underlying the microscopic description of thermodynamic

phenomena.

The plan of the paper is as follows: in Section 2

we review the probabilistic significance of the renormaliza-

tion group and we introduce the concept of stable random

field which corresponds to the usual notion of fixed point

Hamiltonian. In Section 3, we discuss the notions of complete

regularity and strong mixing. In Section 4, we present the

argument showing that violation of strong mixing provides a

demarcation line between critical and non critical behaviour.

In Section 5, we give two concrete examples to illustrate va-

rious aspects of the probl-.

2. - Stable Random Fields

To visualize the problem in a simple way, consider a

one-dimensional lattice at each point of which is associated

a real random variable Xi. This system will be described by

a translational invariant measure )k in the space K=TII R .

where R is the real line. 662

Construct now a new lattice by dividing the original

systan into blocks containing L original variables and asso-

ciating with each block the random variable

‘SL _ r1: - 501:)_ 5 <2K L": l g
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where ”i=2 XL
(GAK /

r—Il—fiHP—vv—II—‘r—r
:1 1;}1§1::11x||x:‘ n[-1111 11' lrr

/)9
X:

~11*!

fTo the new lattice will be associated a new measure )AL

which can be written symbolically

8 S’jiL _ H L )k

HE represents the transformation we have just described. If

f is properly chosen, it may happen that by repeating the

same operation indefinitely, we obtain convergence to a limit

measure

,4”: an Hi» (2.1,Lace

clearly

2
fig» = HLFSQ (2.2)

These equations have to be interpreted in the sense of weak

convergence. Eq.(2.2) can be written also in analytic form. For

L = 2 for example we obtain that it is equivalent to the fol-

lowing system of equations for joint distributions

M I I y ,

B‘(g'l"')gfl)=ii £3. 4:2,. PM‘ (%l-gz,n,..-.)§g-$.lgz) (2.3)

where a= Z‘f/z

(2.3) can be viewed as an analog for dependent variables of the
usual convolution operation on distribution functions.
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A measure satisfying Eq.(2.2) will be called a Stable

Random Field. The reason for this terminology is that in many

respects (2.1) and (2.2) represent the natural generalization

to random fields of the classical problem of probability theory

which consists in determining the limit distributions for sums

of identically distributed independent random variables. It is

easy to verify that if )1?» reduces to a product of iden-

tical factors, i.e. it describes a set of independent variables,

Eq.(2.2) reduces to the usual definition of 3 Stable Distribution

Wax) = 1%. AXIU(a1(x-x’))))(4l)
where a‘, a , a are positive real numbers. The solutions of this2
equation are easily found in terms of characteristic functions

- f4
{scc‘l 144s;

Ford = 2 (? = 1) the solution is the normal distribution while

for d 4= 2 (g = 02?) we obtain distributions with infinite va-

riance. This property will be important later. All the distri

butions which have a given Vi as limit distribution, define

the domain of attraction of Vi .

In the present context the interesting case is when

)A!” is not a product. In such a case 1420 corresponds to a

scaling invariant systan and this is the reason why Stable

Random Fields are relevant to critical phenomena. The aim of

a theory of Stable Random Fields is to classify the possible

solutions of Eq.(2.2) and to calculate their domain of at-

traction, 1.e. to determine for each P all the measures fl

which under the limit process (2.1) tend to [he . The domain
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of attraction to a large extent corresponds to the physicist's

notion of universality class. To develop such a theory is the

refore a task of great practical significance.

3. - The Lattice as a Dynamical System(4)(5)

To develop further our analysis we need an auxiliary

concept: this is the notion of abstract dmamical system. An

abstract dynamical system is a triple (Klfk’T) where (K’IL)

is a measure space and '1‘ a measure preserving transformation.

For our lattice system the space K was introduced in the pre-

vious section. A point X in K is an infinite sequence of

1: ea 1 numbers

X=---,X_.)Xo,X1,---

T will be the shift operator whose action on K is defined by

Ix = x’
I I lIX = *-‘1X—I)Xo/X:)' "

I

X? XH
h

We shall use the notation :4 for the w-algebra ge-

nerated by sets of the form

{XL-.EAI)“‘7X1;6A~.} «.5 ‘ué ~--si,.g b

where A_ is a Borel set on the real line.
J

The description of the lattice as a dynamical system

is interesting within our context because it leads to a very na-

tural characterization of criticality. In the physicist's con-

—212—



ception the critical point is associated with the idea of long

range correlations which in the language of stochastic proces-

ses means a stronger dependence of the random variables X1. if

compared with non critical situations. In the theory of stocha-

stic processes it is customary to introduce a hierarchy of de-

grees of dependence for the X ‘‘ in terms of mixing properties

of the dynamical system (K,)L, T). For our purpose the following

properties appear as the relevant ones

a) Mixing

lim (A113) —— (A) (rs) = oH a, P f‘ /‘
A e 2°-eo

soa e ZM

L) Strong Mixing

lim Sup “10403) —)*(A))A(B)l =

n—boo AGE-1

35::

=1im U\(n)=0
11—900

d(n) is called the mixing coefficient.

«1) Complete Regularity
. 1 _o

Let ”2} ) be a function measurable with respect to 2 and
—D(2) _9°

4/1 a function measurable with respect LN . Assume that

E(”l(n) = 30711))

E(I~z‘“l’)= Eanwr) = 1
0
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where E denotes the expectation value. Functions hav-

ing these properties clearly define Hilbert spaces with respect

to the scalar product induced by E . With an obvious no-

tation we indicate these spaces [in and H: . A system is then

completely regular if

um Sup l E ([70],?(19’ =
n-900 12056 H;

a.) °°"2 5 H,

= lim 304) = o
{Iv-90°

S’(fi)is also called the maximal correlation coefficient. a), b), C)

describe situations of increasing statistical independence?

As we will show in the next section our previous de-

scription of the critical point in terms of Stable Random Fields

implies a violation of property b) (and therefore of property c))

i.e. at the critical point lim KIM) #0 .
n-—70°

4. - Violation of Strong Mixing

We begin by collecting some facts which are immediate

consequences of the description presented in section 2. Accord

ing to our point of View a measure” is critical if); :2.» HY’° L->o° ‘-
is non trivial in the sense that it is not a product measure.

(*) In the literature the term "complete regularity" is sometimes
used for different properties. Here we have followed the ter-
minology of ref.(5) .
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So we expect )ASG to have a non trivial covariance function.

This implies that

L Llim ECSK (Sid) = Finite K ;6 K’ (4.1)
L900

A straightforward argument then shows that for this equation to

hold it is necessary that

% [ E(Xl X3) ‘ E002] = Infinite (4,2)

Therefore the existence of flab implies the usual physicist's

picture of long range correlations.

Furthermore if Eaxl 420(1)]? is finite one also ob-
tains that

11:” 1?. (lg: '7') = Finite (4.3)

Therefore the limit distribution for a one-block variable has

finite variance.

We now outline the argument leading to (4.2) and (4.3).

From the definition of the block-variable f we have
(NHLL L (M+I)L _

E (K: (5;) = E 2"l E(Z;'XL) Zuni-IX) —E(>:nmx‘l)
Lg]; L9];

=—'. Z RM)
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where m - j) = E<x.x.) - m.)21 J 1

Theref0 re

(NHL-l
12638:): 491.2 R (e)

L (=(n-I)L+l

Since g>1 Ell-(4.2) follows imediately by requiring that the li

mit L -> 0° be finite.

Similarly __ L L L L

EMT) =E (2‘='X“’E (Z-IX') ERG ‘ 3%. X1)
1—3/7. LY/z

L-I=5? [LE(IX[- E(x.-)|2) + 2 (Au-0W0] (4.5)
From the previous discussion the second term in brackets

divided by L’ istfinite for large I... Thus from the finiteness of
Lthe variance of xi it follows that also the variance of f is

finite as L —;oo .

To show that Eq.s.(4.2) and (4.3) imply violation of strong

mixing we need some connection between mixing properties, long ran

ge behavior of correlations and limit theoremJIe first notice that

f the sc 1' t'es(6) f 11(3" °° f 1 't f 11tom a mg proper 1 o g z 9 KM or arge n 1 o ows
. —’ - .that asymptotically 11(2) (.990 t .

From the analysis of complete regularity carried out in

ref.(5) we can easily see that the following proposition holds

-aI - If IND-[3”! with a‘ 1, then (K,)L , T) violates complete

regularity.

A critical system with 9} 1 therefore violates complete

regu1arity. The limiting case 9 = 1 cannot be decided in general.
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The connection with strong mixing is now given by the
(.4) (5)

two propositions

II - If (K,}1, T) is a Gaussian process, thend (n)$ _? (n) S ZROUn)

This means that for a Gaussian process strong mixing and

complete regularity coincide and violation of the latter implies

violation of the first.

III - If (K,}‘-. T) is strongly mixine then the limit distribution of
L

the one-block variable 3 is a stable distribution. If the lat-

ter distribution has exjonent Oi , then the normalization Eacto :1

is L'k h (L) where h(L) is a sLowly varying function as L->°°

This theorem takes care of non-Gaussian critical processes.

Consider in fact a general process with a non-Gaussian one-block li-

mit distribution. Since, as we have seen in section 2, all the sta-

ble distributions except the Gaussian, have infinite variance, Eq-

(4.3) and the above theorem imply violation of strong mixing. of

course the finiteness of E(IX"E(X1)|1) is physically quite na-

tural. Some comments are in order. The last case is usually consi-

dered as the most interesting for physics. This belief is based on

experience with the renormalization group. A paradigmatic case is

the two-dimensional Ising model where one has indications that the

one-block limit distribution is non Gaussian and non stable.(7) Al-

though our analysis was carried out in the one-dimensional case there

seems to be no reason of principle forbidding its extension to

higher dimensional systems.

As a further cement we would like to point out the inte

rest of the second part of theorem III. It states that for strong

mixing systems the normalization factors for the block-variables
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are essentially the same as for the independent variable case.

This means that even if the one-block distribution is Gaussian,

an unconventional normalization is already a sufficient sign of

violation of strong mixing.

For non critical systems we expect strong mixing to

hold. Considering again Ising models, it has been shown in (7)

that the central limit theorem is valid away from the critical
. h 9 = .p01nt and t at /‘0’ reduces to a product measure for 9 1

5. - Examples

In this section we discuss two explicit examples (A.

and B. below) of non Gaussian processes. The first, as pointed

out elsewhere,(8) provides a nice example of a process leading

t5 a non Gaussian Stable Random Field. The second example shows

that it is possible to violate complete regularity without vio-

lating strong mixing. However in this case a pathology arises be-

cause it will not be possible to obtain a non singular one-block

distribution function and a finite twp-block correlation function

using the same normalization for the block variables. Therefore

it does not exist a 9 leading to a sensible jlgo .

(MA. This is a process well known to probabilists .One starts

from a sequence of independent variables

"‘I {1) $0, 2).--.
normally distributed with unit variance. Then one constructs the

Gaussian process —I
Ya = Z [Kl-¢§K+5

Kz—w
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which is characterized by the correlation function

’ 1-23
R(i ' I) ~ E(9.7_) _ 1- ' lJ 1 l. 1| 1 I

The next step consists in considering the sequence

2
X. = y, - My?) (5.1)J J J

The correlation function of (5.1) behaves asymptotically as

2 2-4aRQ) —> I”
m—v 0°

3
and for a<Z is not integrable. It can be shown that the norma-

L

L E... x.-
L 2

where (VI-)1}. E(IE'X") , for %< a< :2 do not satisfy the

central limit theorem as L—>°° . The characteristic function

lized sums

L
of the limit distribution of 3 can be calculated explicitely and

it turns out to be non Gaussian and with finite variance. The se-

quence (5.1) therefore violates strong mixing. For the details

of the calculation the reader is referred to (4) pag.384.

Since all the expectations of the form E(x1x2... X“), n), 2,

can be calculated explicitely in terms of R“) it is not difficult
I- L

to obtaln also “Kimmy-"3x3 as L—)60 , 1.e. 1t 15 p0551ble
9 . . _ _to know all the moments off” where in this case? -— 4 (1 a).

9B‘. The following model is due to DaVydov.( ) Consider a Markov

chain whose states are the integers. The transition matrix is
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defined as follows

Bum“ = P-MI’-M'l = dfl “)0

PING =P—M'D = 1—02“ M>0

q=° do=é 04 Mix“

The probability of obtaining the state 0 after exactly n steps

is

{500:0

IFro-(gM-I '(gM M7,;

with FD=(3I= 1, BA: 0!, dz'" q... . This chain has a stationary

distribution if Z~@.<oo. The model is specified further by
.chosing

_ -S'
5:2): AM 2 .94541 (5.2)

If $1: is the state of the chain at time i, consider the new pro-

cess

xi = gqi) (5.3)
where 30:) = -g(-k) = 1 +% g(0) = 0

Clearly lxilvg 2. It can be shown that the correlation function

for the sequence (5.3) behaves asymptotically as RQ) ‘9 I” - .
l —>~However strong mixing is not violated. The distribution of the not-
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malized sums L

. _ . C L Lunwary; t:- a stable law 241:: exponent OJ = 1 +0 and E ——P .
L .On the other hand the variance 9: Z X, has the asymptotic

I. -' A [Er0‘ —-a L .
L .9 so

Therefore M U- is taker. as the normalization factor we obtain a

finite two-block correlation but the one-block limit distribution

becomes singular.

In a subsequent paper in collaboration with M.Cassandro

we shall consider multidimensional processes and give additional

examples.

I wish to thank'G.Gallavotti for discussing on several

occasions the ideas presented here.
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In this article We report results involving the :cpz: field. We construct

the infinite volume limit of Schwinger functions and characteristic functions

involving the :m2: field in even P(cp)2 models. We then establish bounds

on <:cp(x)z:> for P(cp) = c4+ OcpZ-pcp . These bounds are used to derive an

upper bound on the physical mass of (X cp4+ 'Jcpz)2 in the single phase region

and a relation between the physical mass and the field expectation <cp> in each

pure phase of a (MP4)Z theory.

1. The Infinite Volume Limit for the :32: Field in Even my )2 Models.

Wick powers involve polynomials containing infinite negative coefficients.

For this reason correlation inequalities for Wick powers appear to be consider-

ably more difficult (see Guerra, Rosen, Simon [4]; for small coupling Wick

powers have been studied by Schrader [9] by means of the cluster expansion).

We study the properties of the simplest Wick power, :tpz: . As :cpz': differs

from :92 only by an "infinite constant", we explore this fact to obtain the infinite

volume limit of Schwinger functions and characteristic functions involving the

:tpz: field in even P(cp)z models (with maybe a linear term, as in [4]).

By cp we denote the free Euclidean field with mass mo > 0 in

2 space-time dimensions, cp(f) = Scp(x)f(x)dzx , :tp 2: (g) = S:cpz(x):g(x)dx .

We write < 17‘(q3)>A = SEW” exp {- SA:P(<P(x)):d2x}du°
,

Sexp{- SA: P(cp (x)): dzx}du,o
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where P is an even polynomial bounded from below, M: R2 , no is the

Gaussian measure associated with cp , and F(cp) is a function of up .

We are mostly going to work with Half— or Full-Dirichlet boundary conditions

HD[4] and we will denote the respective finite volume expectations by < > ,A
< >1: . .3 will denote the set of infinitely differentiable functions on R2 with

compact support, .B(A) the subset of functions in .B with support in A ,

and 1/ the set of infinitely differentiable functions in R2 which decrease

faster than any inverse power at infinity.

An application of Griffiths inequalities [4] yields:

Theorem 1: Let g E BUD . Then

2 Z
a) (exp 49>?) s <e'CP '(g)> if gzoA

2 2<e'q’ .(g)7ICID 2 <e-ep :(mi if gsO

b) If AcA’ .

2 2
<e'°" “(9%s <e‘”p 49>}? if g20

2 2e'q’ -(g)7I\-I-D2 <e-Cp -(g)>lt\}D if gSO

(g)>;\3 in the case
2

We also study the Full—Dirichlet expectation < e'cP 'D

P(cp) = lcp4 + (3a (with maybe a linear term, as in [4]), where : :D denotes

Wick ordering with respect to the Dirichlet covariance SA D . We will use

S for the free covariance. As

:cpz:D(go = :cp2:(g) + SA[S(x-x) - SA’D(x,x)]g(x)dzx ,

—225— 15



and [S(x-x) - SA, D(Jt,x)] 6 LP (A,dzx) for all p<o

with [S(x—x) - SA D(x, x)] \O as IU'R2 [4] ,

it follows that

2 2
limz <e‘cp 5‘97]? = liznz <e‘q’ 49%)
AIR AIR

if the limits exist (and if one of them exists so does the other).. It suffices

We then have- z-( )Dtherefore to consider <e.cp ' g1 .

Theorem 1' : Let P(cp) = 1:434 + (3s , and g E 3(A) . Then

2
a) <e'cP 49%) S <e' s <e

2
q’ =(g)>:1D if g20:cp2:(g)>

A

2 2 Z<e-tP ~(g)>;\3 2 <e-CP =(g)71\'ID 2 <e=tp :(gfi if gSO

b) If AC A’ ,

z 2
<e'q’ “9713s <e'cP "$711), if g2 o

2 Z
<e'°" '(g)>D2 <e'CP '(g)>D, if gs oA A

-Z-()HD ~2-()D 4 2According to Theorem lb (l'b), <e.cp ' g >A (< e.cp ' g>A , P(cp)=1qh +Gco )

is monotone increasing in A for g2 0 and monotone decreasing in A for

g S 0 , A containing the support of g . The study of the infinite volume limit

is completed by obtaining bounds uniform in A .

Theorem 2: Let g G 49(Ao) , where A0 is a finite union of unit squares,
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and let ADAo . There exists a continuous norm H "s on .1 such that

given 0<c <°° there exists 0< d<w such that "glls Sc implies

- 2-( )HDl< e'cP ' g >A [S d . Moreover d depends only on c and is independent of

A and A .0

To prove the theorem we use

a;. 2. . 2. '% . 2.|<e.cp .(g)>;-IDI S (< e.cp .(2g+)>;‘-ID) (<e-.cp .(Zg_)>;\-ID)

where g+ , g_ are the positive and negative parts of Re g , the real

partof g(Reg=g+-g ,g+,g20,g+g =0). Thefirsttermis

estimated by an argument of Frohlich [1] . To estimate the second term we

use the fact that

2 2<e-.cp :(Zg_)>i-ID s <e-:cp :(2g_)>;-1D
o .

for all ADAO (Theorem 1b) .

Theorems 1 and 2 lead to the infinite voluIne Schwinger functions via Vitali's

theorem, as discussed by Frohlich [1].
V 2 HD

Theorem 2: Let f f g1, . . , gm 6 .3. Then <cp(f1). . . . .q>(fn):cpz:(gl). . .xp :(gnfi1, - - , n.

converges as A} R2 , and there exists a continuous norm H "s on J such

that the infinite volutne Schwinger functions satisfy the bound

I<q>(£1)...qa(£n)=cpz=(g-1)...:qaz:(gm)>HD|s "f1 “sung "signs. . . . ugmus
for some constant c . Moreover, they satisfy the Osterwalder-Schrader

axioms and thus can be analytically continued to Lorentz invariant Wightrnan

functions .
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Remark: Theorems 2 and 3 are also true for the Full-Dirichlet expectations
4 2when P(cp)=xcp +ocp .

For further details see Klein and Landau [5]

. ,2. EIJ‘ADQS on <:cp(x} :>

From now on we will denote by < >= lim < > .
AI'RZ A

From Theorem'3, < :cpz:(g)> = 1im2< :cpz:(g)7\ exists and by translation
IV'R

invariance <:cp(x)2:> is a finite number Y = <:cp(0)2:> . The integration

by parts formula [3] gives us: *

<:CP(X)Z:7\ + <SsA(x, wz: P” (cpwnmzyi = < (SSA(X' wz: P'(tP(Y)):dzy)z7\ 2, 0

With P(cp) = Mp4 + o‘cpz - ucp we get

2 2< :cp(x) :7‘ + 12}. <SSA(x, y)xp2(v):d2Yi + ZUSSAhI, Y)zd Y2 0

Taking the litnit as A} R2 and using translation invariance we have

Leuuna 1: In a (Mp4 + CIcp2 - ucp)2 infinite volume theory with either Half or

Full- Dirichlet boundary conditions,

1 a2<= ():> 2 -— —”’8 2nmg+(3x/n)

* Here we use Full—Dirichlet boundary conditions; SA (x, y) is the Dirichlet

covariance and the Wick ordering : : is with respect to SA(x, y) . In the
Half- Dirichlet case there is a slight modification due to the fact that the Wick
ordering is done with respect to the free covariance.
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Remark: Our proof of Lemma. 1 depends crucially on the translation

invariance of the infinite volume expectation. The same proof gives a lower

bound on < :(p(x)2:> for a finite volazrte theory with Full-periodic boundary

conditions (i. e. the Wick ordering is with respect to the periodic covariance)

since one again has the required "translation invariance".

Similar methods also prove the following two lernmas. We will write

at ‘ zg(P) =Se1pxg(x)d x; :CP2(g): =cp(g)z - <cp(g)z>o . Where <>o denotes the

free (no interaction) expectation, i. e. P = O .

Lemzna 2-. Let g E .9 . In a “Cf-WP): infinite volume theory with either

Half or Full—Dirichlet boundary conditions.

~ 2z 3). 2 Ig(p)| 2 A; z z
QM) =>+—2 d p <=¢(0) =>2g(0) <ep(0)>

TT S ( 2' (2)2

Lemma 3: Let 0 S g 6 .3. In a (Mp4+ ocpz- Hafiz infinite volume limit theory

with either Half or Full-Dirichlet boundary conditions,

~ 2 2|< :cp(g)z: >| s g(0)2 {(1 +(3x/nm:))< :q) :>+(O'/21Tm°) }

+ £2 Sdzplag(2)|2|61< :cp(0)z: > + 0 I .
2n 2 2 2(P +mo)

In particular I< :cp(g)2: >I remains bounded as g -0 6 .

For further details see Klein and Landau [6, 5].
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3. An Upper Bound on the Physical Mass of (lcp4+ocpz)2 in the Single Phase Region.

We use a small distance limiting procedure lim <:cp(x)cp (y):> rather
x-y -’ 0

than the more usual large distance behavior lim <cp(x)cp (y)> to obtain
x-y +6

information on the physical mass. Lemma 3 tells us that

l< :cp(x)cp(y) : >l = I S(x-y) - Sm (x-y)l remains bounded as Ix—y|-’0 , where
o

S(x-y) is the covariance of the infinite volume theory and Sm(x—y) denotes the

covariance of the free field with mass m . The most general such covariance

S(x- y) is given by the analytic continuation of the Kallen- Lehmann representation:

a J .s(x_y) = dp(m) (1+A)N Sm(x-y) +<cp(0)>2 + 2 a.(-A)J6(x-y) ,
o (1+m2)N j=0 J

a: 1
where dp (m) <GD and S dp(m)ln11:1 < a (restriction particular to two

00(1+m2)N+l

space—tithe dimensions). The bound of Lemma 3 imposes further restriction

on the form of S .

Lemma 4: Let 0 S g E .3 , Sg(x)d2x = 1 , gn(x) = n2g(nx) .

Q2Suppose |< :cp(gn) : > I S c for all n . Then S(x-y) = S dp(m)Sm(x-y) +<cp(0)>2+a '
0

a: a

where S dp(m) = l , S dp(m) Iln Inl<I=D . It follows that 1im<:cp(gn)z:> exists
0 0 n-Ocn

moand equals 2% Sodp(m) 1nF + <cp(0)>2 + a

4In the case of a (c + Utpz)z theory in the single phase region, <cp(0)>= 0

and a = 0 . We then have

-—230—



Lemma 5: Let S(x-y) =8 dp(m)Sm(x) , m1 2 0 , S dp(m) = 1 .

m1 m1

Let 0 S g 6 .9 , Sg(x)d2x = 1 , gn(x) = n2g(nx) . If lim <:cp(gn)2:> : Y , then
n—bc:

Es e'21W with equality holding if and only if p = 6(m-n11) .
0

Let us prove this lemma. We assume inl> 0 (otherwise there is nothing

to prove).. Let
' z5%? = SS(X-v)gn(X)gn(y)dzxd y = <cp<gn)2>

Since 8 dp(m) = l , 5(gn) S Sm (gn) with equality holding only if p = 6(m—m1) .
m l1

mo. _ L . . .Thus Y S lun [Sm1(gn) - Sm°(gn)] —2_n_l.n . This f1n1shes the proof.fil

We now want to combine LemIna 5 with the lower bound of Lermna 1. The

technical complication that arises is the identification of <:cp(x)z:> with

lim <:cp(gn)2:> . One may formulate the problem as follows: Is it true that
n-Mn

lim lim <:cp(g )2:> = lim lim <:Cp(g )2:>(= <:cp(0)z:>) ?
n+9 [UK In AIR 11-981 11

It is interesting to notice that we don't need the equality, it will suffice to show:

Lennna 6‘: Let 0 S g E ,0, Sg(x)dzx = l , gn(x) = n2g(nx) . In a (lcp4+0cp2— ucp)2

infinite voluIne theory with either Half or Full- Dirichlet boundary conditions,

lim <:cp(gn)z:> 2 <:cp(0)2:>
n—Vu:

The proof uses the existence of the infinite volume limits, Griffiths

inequalities and the translation invariance of the infinite volume theory. We
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would like to remark that using the methods in Mein and Landau [5] plus the

results of Glirmn and Jaffe [2] we can prove equality.

We are now ready for

. . . . 4 2 . .Theorem 4: Con51der the Inflnlte volume (hep +6cp )2 theory in the smgle

phase region, obtained with either Half or Full- Dirichlet boundary conditions.

Let m denote the physical mass and :n the bare mass. Thenphys o

m
. Rhys 0'
1) m < exp {mo2 + (31 m}

. 4 . .In parhcular mphys < Ino for a. (Mp )2 theory 1n the Single phase

region.

ii) In the case of Half-Dirichlet boundary conditions and 0 2 0 , one also has

mphys < 1+ZO'
m x?o o

The proof of part i) follows from Lemmas 1, 3, 4, 5 and 6. To prove part

ii) we use the equivalence (A . O , mo ) ~ 0. , 0 , mo) if
2 2 2m 3 0’a = —z—9- + 2% 1n 50—2 which is valid for Half-Dirichlet boundary conditions

For further details see Klein and Landau [6].

.1A Relation between m hys and <m> in each cure nhase of a (REV-7 theory.1) a.

We now use the techniques of sections 2 and 3 to obtain infomation relating

the physical mass mphys and the field expectation <cp> in each pure phase
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4of (Mp )2 . MOre precisely, we consider first 3 M34 - mp interaction with

p> 0 . Then it is known (Simon [7]) that the ground state is unique. Let my.

be the physical mass and < up)” the field expectation. Then

lim m ,<cp>+=lirn <ep>mhsPV pxo “ “so
The limits exist since both In and <q): are non-negative and monotoneu.
decreasing as u.\ 0 . <cpi decreases by the Griffiths inequalities and m

decreases by the GHS inequalities (Simon [8]). Our result is
2

IT‘hecr-m E: :1 < exp {ZIT< CPT! }
m o 1+(1'rm: / 3).)

and consequently

2
mphxs < exp { 2rr<tpi }

mo l+(1'rm:/ 31)

Remark: Note that in contrast to the result mphxs < 1 for (c4)2 in the
m

0

single phase region, we see that it is possible for mphxs to be > 1
m

0
provided <cp>+ is sufficiently large.

To prove Theorem 6, we recall that the uniqueness of the ground state

implies a = 0 and thus

S(x-y) = S dp(m)sm(x) + '<cp(0)>:
mu

in the representation of Lemma 4. We may assume mu > 0 .
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From Lemma 2

lim<:cp(g)z:> +2t <:cp(0)2:> 2<cp(0)>2
g-Oé nmo p. p.

Thus from Lemma 6

(1+fl2) lim <:cp(g)2:> 2 <cp(0)>2
TTIno g46 u H

It follows that Z
a: <cp(0)>

11mg d9(m) [sm(g) - sm(g)]2"—E1+nmz
g-bé m o 0

3X

An application of Lemma 5 now completes the proof.

For further details see Klein and Landau [6].

—234—



[1]

[Z]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

References

JI’. Frohlich: Schwinger Functions and their Generating Functionals
I, Helv. Phys. Actafl (1974) 265-306. Verification of Axioms for
Euclidean and Relativistic Fields and Haag's Theorem in aClass of
P(¢)Z Models, Ann. Inst. H. Poincare'fil (1974) 271-317.

.T. Glimrn and A. Jaffe: up] bounds in P(q)) quantum field models,
Proc. of the Colloq. on Math. Methods of Quantum Field Theory,
Marseille, June 1975.

J'. Glimrn, A. Jaffe and T. Spencer: The Particle Structure of the
Weekly Coupled P(cp)2 Model and Other Applications of High
Temperature Expansions, Part I; in Constructive Quantum Field Them-v,
edited by G. Velo and A. Wightman, Springer-Verlag (1973) 132—198.

F. Guerra, L. Rosen and B. Simon: The P(cp)2 Euclidean Quantum
Field Theory as Classical Statistical Mechanics, Ann. of Math. m
(1975) 111—259.

A. Klein and L. Landau: The :cpz: Field in the P(cp)2 Model, Comm.
Math. Phys., to appear.

A. Klein and L. Landau: An Upper Bound on the Energy Gap in the
(W4 + Ucp2)2 Model, J. Math. Phys., to appear.

B. Simon: Correlation Inequalities and the Mass Gap in P(cp)z , 11.
Uniqueness of the Vacuum for a Class of Strongly Coupled Theories,
Ann. of Math. E1 (1975) 260-267.

B. Simon: The P(cp) Euclidean (Quantum) Field Theorv, Princeton
University Press (1972).

R. Schrader: Local Operator Products and Field Equations in P(cp)2
Theories, Free Univ. Berlin Preprint, 1973.

—235—





Colloques Internationaux C.N.R.S.
N° 248 — Les méthodes mathématiques de la théorie quantique des champs

CONVERGENCE OF THE VACUUM ENERGY DENSITY, -BOUNDS AND
EXISTENCE OF NIGHTMAN FUNCTIONS FOR THE YUKANA2 MODEL

Oliver A. McBryan
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RESUME : 0n étudie 'la théorie de Yukawa 5 deux dimensions.
0n obtient 1a convergence de 1a densité d'énergie du vide EL AB.
0n montre 1es bornes up:

iv“ (1‘)] , 45¢“) _4_ CH) (”,3 -E&+1)
et ies bornes de FriihTich pour 1es fonctions génératrices.
Dans 1a Timite du vo'lume infini, Tes champs satisfont 1es
bornes correspondantes, les champs de Boson sont auto-adjoints
pour free] et 1es fonctions de Nightman existent comne distributions
tempérées.
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Convergence of the Vacuum Energy Density, ¢-bounds and

1.

Existence of Wightman Functions for the Yukawa2 Model

)
Oliver A. McBryan*

Department of Mathematics
Rockefeller University
New York, N.Y. 10021

and
, . , **
Ecole D'Ete de Physique Theorique,

74310 Les Houches, France

Abstract: We study the Yukawa quantum field theory in two dimensional

space—time. Denote by Hi the Hamiltonian for volume 1 suggested by

perturbation theory (to second order) and by E2 the corresponding vacuum

energy, E2 = inf spectrum Hfi' For each finite l we show that the subspace

of vacuum vector(s) 9% for H2 is not orthogonal to the free vacuum 90.

As a consequence we obtain convergence of the vacuum energy density Ei/l

(and of the euclidean pressure) as the volume 2 tends to infinity. We

also prove ¢—bounds, uniform in the volume, dominating time—zero fields by

the Hamiltonian:

imam, icbcf) 5 swat—n+1),

as well as corresponding euclidean statements- Frohlich bounds for the

generating functions. In the infinite volume limit, the fields satisfy the

corresponding bounds, the boson fields are self—adjoint for real f and the

Wightman functions for the theory exist as tempered distributions.

T This paper expands on material presented at the International
Colloquium on Quantum Fields, C.N.R.S. Marseille, June 1975.
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MPS 74—13252.
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I . Introduction

We study the Yukawa model for boson-fermion interactions in two

space-time dimensions. Formally the finite volume Hamiltonian is given by:

2/2_ l 2 2 . 2 . 2By; _ HO+AHIa)-2 A 6m2 s dx.¢ (x). -). 6320;),

2/2 _
(1. 1) HI (1,) = J dx :IJJIM): (x) ,

/2

2 _ _
6m2 = -(2n) lfdpfipz’rlflé’ 5E2“) = -<HI(£)H01HI(£)>O’

where ¢,W describe free boson, fermion fields with masses u0,m respec—0
tively. The logarithmically divergent renormalization constants 5m:

5132(2) are required because of ultraviolet divergences in the vacuum energy

and boson mass. All of our results apply equally to a pseudoscalar Yukawa

interaction. The Hamiltonian (1.1) has been studied by Glimm [1,2] and by

Glimm and Jaffe [3,4] who showed that 32, may be defined as a limit (in

the resolvent sense) of corresponding momentum cutoff Hamiltonians Him .

They show that the resulting operator H is self—adjoint and bounded below2,
and that the vacuum energy E2, 5 inf spec H2 is an isolated eigenvalue of

finite multiplicity: For further details on the Hamiltonian formulation we

refer to Glimm and Jaffe [5]. Schrader [6] has shown that IE2] is bounded

by constxfl, and thus a}, E —E£/£ is bounded uniformly in 2,. Other proofs

of this result, using euclidean or semi—euclidean techniques, have been

given by Brydges [7], McBryan [8], by Simon and Seiler [9] and by Magnen

and Seneor [10]. The principal results of this paper are to prove convergence

of (ll as lira) and to show that the time—zero boson and fermion fields

are bounded By £12. Efli'ER,’ uniformly in the volume.

Theorem 1: The energy density 0.2, = 432/2. converges to a finite limit

as +1”.am 2

—239—



oo 1
Theorem 2: Let fECO (R ), suppt f C(-2/2 ,1/2), 1:1. Then for a

constant C and a suitable Schwartz space norm Illfl”, both independent of

2 and f,

(1.2) :‘wum‘, :w) 5 c\;\fH:(fi£+1).

For the fermi fields the bound (1.2) is trivial since ¢u(f) is a

bounded operator for feL2 (R1). An immediate consequence of Theorem 2 is

the existence of infinite volume Wightman functions as tempered distributions

and existence of infinite volume Green's functions, see Glimm and Jaffe [11]

and Nelson [12]. We also obtain self—adjointneas of the boson fields ¢(f),

f 9,5982) real, on the physical Hilbert space, [11]. The proofs given in

[11] require only a slight modification because our bounds (1.2) involve

I.

There are corre5ponding euclidean versions of Theorems 1 and 2. For

"It 2<20,e ’ 90>, we obtain

the Schwartz space norm ] [ rather than the L1 norm.

the euclidean pressure at i, E (tL)_1Z,
convergence as the space—time volume t2. goes to infinity (for the definition

tw 2t,» =

of Zt 2, we refer to McBryan, [8], and below):,

Theorem 3: The euclidean pressure 0. £= (CD-121: converges to a. as
t, ,2 cn

t,JL->oo in any direction.

The euclidean version of the ¢-bounds are Frohlich bounds, [13], on the

generating functional for boson Schwinger functions:

—v —V5209(3) 2 lim <90,e t”Leis(f)90>/<flo,e ”may
t'ND

fleorem 4: For each fec8° (R2) there is a constant c(f) with

S£(e¢(f)) : ec(f), uniformly in R, .

More general bounds of the same form apply to generating functionals

which include also fermion operators. The bounds in Theorem 4 follow
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directly from Theorem 2 and the Feynman—Kac formula in the same way as for

P ((1))2 models.

In the case of the P(¢)2 model, Theorem 1 has been proved by

Guerra [114], using Nelson's symmetry, and Theorem 2 by Glimm and Jaffe [11];

an alternative proof of Theorem 2, using Nelson's symmetry, has been given

by Guerra, Rosen and Simon [L5]. Our proofs for the Yukawa2 model also use

Nelson's symmetry, but there are two complications. It has not been shown

that the finite volume vacuum(s) 99' for ER. are not orthogonal to the

free vacuum S20 . The requirement that 420,92? # 0 seems to be important

for the proof of Theorems 1,2 using a Feynman—Rae formula connecting the

free euclidean and relativistic Fock spaces. A second complication in the

Yukawa case is the presence of finite second order wave-function renormaliza—

tion terms in the Feynman—Rae formula which necessitate some care in the

use of Nelson‘s symmetry. Both problems would presumably be avoided by a

more natural Feynman—Rae formula for the Hilbert space defined by the

Wightman functions for El’ which already incorporates the wave—function

renormalization .

The principal technical estimate in this paper is a proof that

Pfiflo 3‘ 0 where P1. denotes the projection operator onto the vacuum states

of 112.:

Theorem 5: The vacuum overlap P990 is nonzero for each finite ’4 .

Our proof of Theorem 5 applies also to the P0102 model and in that

case provides an alternate to the original proof of Glimm and Jaffe [16]
-tH.

which used positivity preserving properties of e 2' . Our proof requires

only the Feynman—Kac formula and Euclidean invariance.

We prove Theorem 5 in section II and Theorems 1—4 in section III. For

further details on the euclidean formulation of the Yukawa model in the

Matthews-Salam representation we refer to Seiler [17] and to McBryan [8,18],
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while for the definition of euclidean fermi fields and of the cutoff

Feynman—Rae formula we refer to Osterwalder and Schrader [19].
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II. The Vacuum Overlag

We begin this section with a brief discussion of the Feynman-Rae formula

for the Yukawaz model, see [19]. The renormalized momentum cutoff euclidean

action for this model is given by

2 t/2 £/2 2= . _ L 2 2 _ 2, A _ _2
vt,£;K >"VI,t,£;|<' ' 2 fink I_t/2 J_£/2 d x ¢K(x) ' + 2 <'VI,t,!.;K' >’

2
t/2 1/2

I dzx W:2)(x)W:1)(x)QK(x), 6111 = -mzfl [dzpcp2+1)'1.v _ = ]
I,t,£,K —t/2 _2/2

Here ¢,W(1) are the momentum—cutoff euclidean fields defined in [19], and

we have denoted by K a momentum cutoff only in the space direction. Let

X and X' denote vectors in the positive time subspace 6; of the euclidean

Fock space and let W be the unitary map defined in [19] from 5; into the
,i.

relativistic Fock space' c/T. The Feynman—Rae formula takes the form:

—tH1 —WK(t,£)-V(2.1) (wx,e “mm = (ant/2x,e t’£;KUt/2X')e , c>o,

where WK(t,£), the wavefunction renormalization to second order, denotes

the difference between the Hamiltonian and Euclidean vacuum energy renormali-

zation constants

2
1 <:V2 — AH H H >t - —— :< I,2;K 0 I,£;K 2 I,t,2;K

2A >WK(t,JL)
(2.2)

-tH_ 2 -2 _ 0— A (HI,£;KH0 (1 e )H >
I,£;K

Ut is the unitary euclidean time translation by t and 9 is the unitary

involution defined in [19]. In order to exploit euclidean covariance, we

will need a form of (2.1) in which the momentum cutoff K has been removed.

The right—hand side of (2.1) is well—defined as K->oo and equals
-tH

(WX,e flwx'). Also from (2.2) we see that WK(t,2) converges to the
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—tH
finite constant W(t,2«) EAZ<H 1132(1-e 0) To treat the euclideanH > .

I,£ I,2.

scalar product in (2.1), we first integrate out the fermions, using the

Matthews—Salam representation, and then we may pass to the limit K+m

explicitly, [17]. First we introduce some notation.

:1"Let + denote the union. for 0_<_n<oo of the sets of all sequences

F = {171, . . . ’Fr’ . . . ,Fn} with elements 1313:}! are ordered pairs Fr (= )(ir, fr) ,

where 1r 5 {0,1,2} and where fr 5 #4:; if 1: = 0 or fr 5 N£+® c2
if 1r = 1,2 (#3:: = {f EL2(R2’ (kz-l-m2)sd2k) : f(x) = 0 for x0 < 0}), and

where if fr=0 for some to then fr=0 ,for all riro . For any pair

Fr = (ir’fr) we define euclidean fields:

(1)
‘ (x)fa<x), i =1,2,2(Fr) =Jd2x<l>(X)f(X), i =0, 01? 2(Fr) = {1‘1s 1:

a1' a

and to each sequence F we assign the number n(F) : sup{r : fr7‘0}, a vector

X(F) in 8+ by:

n(F)
ME) = {(1090, W) = n Ear),

r=1

and a Schwinger function for the action Vt 2-K by:
’ ,

—v 2-K
St,2.;K('F) = <90'2“")e t, ’ 90>.

It is also convenient to define charge conjugation of a sequence F by

C:F"FC where F, if ir=0, andFC,n(F)+l-r = r FC,n(F)+l—r = (3-ir’Y0fr)’
if 11.3‘0. We allow the inhomogeneous Lorentz group L(a,A) to act on F

by defining L : PFL where FL’I = (ir,fL’r) and fL’r(x) = fr(L_1x),

11=o, are) = S(A)Tfr(L_1x), 1r=1, or fL’r(x) = scA)*fr(L‘1x), 1r=2,
where S(A) are the unitary rotation matrices defined in [19]. For con-

venience we let 6 denote time reversal, and we denote 13y Ft' FL, a time

translation By t and a rotation by "3, respectively.
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Using the definition of the unitary involution 6 we can rewrite (2.1)

as

-tH . "w (to!)(wx(r),e ”"fiqxcr'n = s K(Ft/2,6,0’Ft/2)e 't,£;k

Seiler, [17], has shown that euclidean Schwinger functions converge as K+cn

and thus we obtain the limiting Feynman—Rae formula

-tH
(2.3) (wc) ,e zwxa- )) -w(:,9.)= I

st,1L(Fx:/2,c,('J’FtIZ)e

We now restrict the choice of allowed test functions to the subset 11-; cl:
,

of sequences such that each fr(x) has support in {x : x030, x1>£/2}. By

an elementary generalization of the Reeh-Schlieder theorem, [20], vectors of

the form X07), 176.7: 2' are total in 8+ . Theorem 5 will follow easily
3

from the following lemma, in which we have used the notation 8x to denote

a space reflection.

Lemma 6: For fixed 2., and 176.712, then for all t_>_0:
,

tH 45:11,;45 2 2 Ji’tnm(2.4) lle wxa‘)l : |e floflfle wxurc e F)".
’ X

Proof of Theorem 5: From the existence of vacuum vectors for H1, we know

and since Wthat P #0. Thus since {X(F) :FET } are total in g
k +,2, +

maps 6+ into a dense subset of 5',- [19], it follows that there is an

FOL) a 3i”. + 2 such that P£WX(F(£)) 74 0 . From the functional calculus we
,

.511
P = st—lim e .

2' t+CD

Hi
and thus multiplying both sides in Lemma 6 by e and letting t+oo=

2 (£1 (1L)0 < llama“): : "13520"nP,w<rG,9xF )u
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proving that the vacuum overlap Pzfio is nonzero.

Proof of Lemma 6: We apply the Feynman-Rae formula (2.3) to the left—hand

side of (2.4), rotate by 1T/2 and apply (2.3) again in reverse to obtain:

-l:H - R.(mane J‘wxam = S2,t(Ft/2,C,0,J_’Ft/2,J_)e W“, >
-2H

= (9 ,e ta? —w(t,2.)+w(2.,t)t/2,C, a,]_,-z/2'Ft/2,i,-n/2))e '

Using the Schwartz inequality to bound the scalar product, followed by

applying the Feynman—Rae formula (2.3) to each term, a further rotation by

-1T/2, and finally application of (2.3) once more to each term leads to

-tHz Jill 42m
(WXCF),e “a” .<_ Ie tolle tWX(Ft/2,c,e,l,—£I2’Ft,2,i,‘£lz)ll

X e—w<t,2)+W(z, t)

_ a —w(t)fl')‘ zz,tzssz,t(Ft/2,C,8,1,C,6’Pt/2‘,_I_,C,B’Ft/2,C,B,l,Ft/Zal e

_ :5 _W(t,2')‘ zt,:§st,2(Ft/2,0,6x’Ft/2,C,0x’Ft/2,C,S’Ft/Z) ‘3

—tH -tHcame ’“szoficwxavc,e ,r) .e “we“ .25)!‘
x x

where in the third line we have used the fact that C commutes with

translations and rotations; zt 9' represents the partition function
' !

_vt 2(“we ’ 90) .
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III. Convergence of oz and the ¢fbounds

The linear upper and lower bounds [6-10] for E2 ensure that the sequence

(11' = dim/l is bounded. Thus to prove Theorem 1 it suffices to show:

Lemma 7: There is a positive constant c such that a E o. — Cl}. is al

2. £

monotone increasing function of 2, .

Proof: Because of the nonzero vacuum overlap we have

1 —t-132 = 1m I 1n(,Q0 . e 90) .
that:

Now let 0<a<1. Then using the Feynman-Rae formula (2.3)

—tHa; _ —W(t.a£)(90,e $20) - zmfle

-W(t i 32')

232,, te

= (‘20,e'amcno)e—w(t,a2)+wca2,c)

411
t= (90.2 90)ae—WCt,a2) +w(a£,t)

a -W(t,a£) +W(a2.,t) - aW(fl.,t)
9.,te

ae—W(t,a2.) +W(a2.,t) - aW(2.,t)
= zt,2,

_tfl2’

= (909 e no)
ale—meat) +aw(c,'9.) +61(az,t) — awa,t)

where we have used the inequality (e,A“e) 5 (6,Ae)a, 0<a <1. Thus

+111. t—1{—w(.t,al) +aw(t,2.) +W(a2.,t) -aH(R.,t)} .
t->co

—Ea.!. 5 ‘33:.

Since "Ct,” is Bounded unifomly in t, it followis that the first two

terms in the bracket do not contribute. For the other terms note that
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-1130 4930
W(al,t)-aW(£,t) = <1:I tflaza—ai-ae —e )nI t>

(1'8) <51,tH(_JZHI,t>

= (l-a)ct

for some constant c. Thus

-Ea£ 5 —aEz+(1-a)c ,

from which we conclude that GEE-(Ezhfll satisfies

0 < a < 1, all 2,,

a; = a—i- S. sgpu£<ao

It follows that ai is monotonically convergent to a finite limit ”so: and

clearly all also converges to this limit.

The proof of Theorem 3 is now inmediate, for from the previous argument

we have for 0<a,b <1:

IA

zab W(b£,at) -bW(2.,at)+bW(at,1L) - abwctJ.)zat,b2. t,£e

IA“at,b£ at} + (aba)'1{w(b2.,ac) —bW(2,,at) +bW(at,JL) — abW(lt,2,)}

[A

-. “t 2 + (aba)'1{ (1—b)cat+ (1—a)cbz} .

Thus a." 2, E a —£—£ is monotone increasing in each variable separately1:, t,2 2. t
Hand since (ltd is bounded in t,2, both at,” and at,“ converge to a

limit as t,2.->oo. By impectio'n of the equations above it is clear that

this limit is can.

The ¢—bound of Theoran 2 is a special case of a more general result

for polynomial perturbations of Hi. . Our proof is similar to that of
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Guerra, [Rosen and Simon, [15,21], for the P(¢)2 case, but requires a some-

what dif2ferent treatment because we do not have convergence of 82. E

Mal-am) to a finite limit.

Theorem :8: Let W(f) = Idxf(x):Q(¢ (x)): where (i) f is measurable non—

negative with "flm :1 and suppt f = [a,b] (ii) Hz+Q£ :Ls semi—bounded

for all 1:, where QR'=W()([_1U2 242]). Them for [a,b]C(—3/2,£/2), 1._>_1,

(3.1) —W(f) g 31L + constdal +Ib| +1),

with the constant independent of 2. or f. Whenever 06 [a,b], [a] +Ib|

may be replaced in (3.1) by lb—al.

Proof: We first suppose f to be a sum of step functions:

In

fog) = i§1fiXIa1—1’ai]&)’ _"L/2<a=ao<'”<"‘\n‘=b<’z'/2 ’

with 0_<_f1:1. Defining 320‘) EHL+AQ£ we obtain from a euclidean

rotation of the Feynman—Rae formula:

—t(H£+W(f)) —3§(2+2a)Ht m -(ai—a1_1)Ht(fi)
0,e {20> = <20,e II e

i=1

-5 1.41011 _e ( tno>eW(lL,t) W(t,2.)

Taking logarithms, dividing by t and allowing t->m we conclude:

(3.2) —E(E2+W(f))_ _<_ 423 a: +i£1(a —ai_1)am (£1) + c .2+2; a—zb 1

_ -1 _= _ = 9. 211 > .where am 0.) in 2 130110)), c 1:41:11; <31, £110 Lil We now

consider E :30. From equation (3.2) with i=0 we have:2.11"

_E2.+r IA —!§5£—;§E£+raw +‘ c

(3.3)
—E2+ra,m + c ,
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while from the monotonicity of mi we obtain:

‘32-: == —E£+(2,—r)a2’_r 3241’,

(3.4) = -E£+ (IL-r) (q — ui+c/(1b-r) - c/Z) - taxi + c/l)

< —ru' .— 2.

Applying the estimates (3.3), (3.4) to (3.2):

m 3_E(Ez+fl(f)) _<_ —E2+121(a1 — a1_1) (am (f1) — um) + i-c

(3.5)
+(b+|b| -a+|.=.1l)(a.cD - p/Z -

Note that aw Q) -a.m is concave in A and vanishes for A=O so that

am (f1) 5 f1am (1). Also by the monotonicity of a”, o_<_ (“m Jung/2 5

(am -ai)/2, 2,_>_1 . Thus for a suitable constant independent of 2, or f:

—E(H£+W(,f)) _<_ —Ez+const(lfl|1+la|+lbl +1),

and since If]1 _<_ Ib—al (for llfllm 51), Theorem 3 follows by a limiting
argument. In the case that OE [a,b] we obtain Ib—al in place of

lal + Ibl in the last equation as is evident from the last term in (3.5).

Corollag 9: Let f be measurable, non—negative, lfl|m< a) and with

suppt f C (_—£/2,lL/2), 2.31. Then

-wcf) 5 clllflll can).

where C is independent of IL or f, and ”Ifl“ =|l(l+|x|)3f(x)llm.

Proof: Applying Theorem 8 for “?fr— we obtain, with a constant independent
on

of 2.,f:

4105) 5 constdal+|hl+1)flfl‘m(fi2+1) .
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(x) so that
(1)NW decompose 5(1) - 30:16:), f1(x) = f(x)X{1_1’1]

—"(f1) I
A const(2+2|il)lfnm- (figfl)

IA conSt(1+I1|)_2I(2 + l)3f1(x)ll°° (fi£+1)-

Summing over 1 gives

—W(f) : const(2(1+ Iil )_2)sup| (1+ lxl)3fjloo Cfi£+1)
i :I

= CODStlllfllltfiz+1)'

Remark: In addition to Theorem 1, where we have taken Q(¢) = t¢ in

Corollary 9, we may also take the case of Q(¢) = 1-:¢2(x): by results of

11¢m [22] and of Simon and Seiler [23], obtaining

1:43:05) : constlllfllnfizu) .

Note added in Eregaration: Seiler and Simon have also announced these

results at the Colloquium on Quantum Field Theory, CN'RS Marseille, June 1975.
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Colloques Intemationaux C.N.R.S.
N° 248 — Les méthodes mathématiques de la théorie quantique des champs

SEMICLASSICAL QUANTIZATION METHODS IN FIELD THEORY

A. NEVEU

Laboratoire de Physique Théorique de

1'Ecole Normale Supérieure, PARIS

and

The Institute for Advanced Study

PRINCETON, New Jersey

RESUME 0n donne un résumé de la méthode HKB semi-classique. La méthode
est app'liquée pour trouver des so'lut'ions non-perturbatives des
Equations de mouvement non-linéaires c'lassiques avec interac-
tions de plusieurs modéIes. En particuh'er 1es solutions aVec des
propriétés de particuIe.
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This is an overview of the semiclassical WKB

method which has been developed by R. DASHEN, B. HASSLACHER

and myself, in Ref. 1 and which can be applied to finding

solutions to field theories which are inaccessible to pertur~

bation techniques.

In particular, it is possible to find solutions

to the full non—linear interacting classical equations of

motion of various models, which behave like bound, stable field

configurations in space—time, with particle properties. The

question arises as to whether these solutions survive the pro-

cess of second quantization. In Ref. 1, we give a method for

answering that question, the accuracy of which depends both on

how much one knows about the classical problem, and the strength

of the coupling constant, in direct proportion.

Our method is based on the works of KELLER,

GUTZWILLER and MASLOV, who developed a general semi-classical

formalism for use in atomic physics. These techniques are directed

toward the computation of energy levels, or particle masses in

field theory. We approach the problem through the quantum

action principle in the Feynman path integral representations,

since this provides the most natural connection between the clas-

sical problem and its second quantized analogue. Also, since

we start from a Lagrangian formalism, any divergences that emerge

can be handled by standard renormalization techniques.
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For weak coupling, it was found that time-inde-

pendent classical solutions are interesting 1'2 . In the weak

coupling limit, our WKB quantization of static solutions to

classical field equations is equivalent to a number of other

schemes. The difference comes when one contemplates classical

motions which cannot be reduced to a time independent field.

That such solutions are interesting should be obvious from

the fact that the Bohr orbits of hydrogen are not time-inde-

pendent solutions to classical equations of motion but rather

are motions which are periodic in time. The real power of WKB

method is the quantization of motions analogous to Bohr orbits.

To find an example of how the semi-classical method works in

field theory, we have studied the sine-Gordon equation in one

space and one time dimension.3 It is defined by the Lagrangian

ml.

X: -% (au.Lr)2 + i [COS (Cr?) — ll

(D

and is completely solvable at the classical level : there exists

an algorithm 3 from which all solutions to the Lagrange equations

for (F can be constructed. In particular, to apply our quantiza—

tion method, we look for classical solutions which become parti-

cles when quantized. There are two types of these :

First, there is the soliton (and the antisoliton)

which is a solution that is time independent in its rest frame.

The other, which we call the doublet, is a soliton—antisoliton

bound state. In its rest frame, the doublet field oscillates
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periodically in time. Doublet solutions exist for a continuous

range of classical energies. The WKB method will quantize the

doublet energies, yielding a discrete spectrum of particle

masses .

The particle spectrum of the sine-Gordon Hamilto—

nian turns out to be the following. The soliton and antisoliton

have a mass M = 8m/Y' , where y' = [A/mzl / [1 - A/8nma]

The doublet produces the remaining series of states at masses

16m ny'
M = sin ———

y' 16

n=1,2,3 ....... <8'n/Y' (2)
The original "elementary particle" of the theory is the n = 1

state in eq. (2). As A + 0, K' vanishes, and one easily sees

that M, approaches the weak coupling mass, m + 0 (A 2) , of

the elementary particle. Notice that, according to eq. (1,2)

there is a finite number of doublet states. As the coupling Y'

increases, the states disappear one by one. What happens is that

they decay into soliton-antisoliton pairs. This may be seen

by observing that when the n - th state disappears, Mn is

just 16 m/Y ' , or twice the soliton mass. At 7' = 8n , the

n = 1 , or "elementary particle" state itself breaks up and

disappears from the spectrum ; only solitons and antisolitons

remain.

The weak coupling behaviour of Mn is quite

interesting. Expanding, one finds :
MI A

M = nM — ——— ( ——--)Z (n’— n) + 0(13)
6 16m2

m y' 1 A
M: — sin =m[1——( )2+0().3)

‘ 161' 16 6 16m2
(3)
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which corresponds to a non-relativistic n-body bound state

made up of n particles with physical mass M .

This is the same as one finds upon solving the

n-body Schr6dinger equation with 6-function potential ob-

tained from the (f“ term in the interaction Lagrangian. Thus,

for weak coupling, the doublet states can be thought of as

bound states of n “elementary particles“. of course, n cannot

be too big. When y'n is greater than 8n , the state breaks

up into a soliton-antisoliton pair. In fact, for Y'n large

(but less than 8W ), the states are probably best thought of as

soliton—antisoliton bound states.

The semi—classical calculation suggests that all

states with Y'n less than 81I are stable. The mass ratio as

given by eq. (2) and the symmetry of the Lagrangian under V + -‘f

account for the stability of thell= 1,2,3 states. It takes further

symmetry to keep the n = 4 state from decaying into two n = 1

states. At a classical level, the sine-Gordon equation has an

infinite number of non-trivial conserved quantities 3. If as

conjectured, these survive in the quantum theory, they would

provide enough quantum numbers to stabilize all the bound states :

the S—matrix, as conjectured in Ref. 4, would be pure phases.

We have also extended our work on the $" theory

in two dimensions. This system is not exactly solvable. For

small coupling, however, one can find the analogue of the sine-

Gordon doublet states. We obtain a formula like (3) with a dif—

ferent coefficient of n3 - n . The interpretation is the same
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except that we no longer know what happens for strong coupling.

It isareasonable speculation, however, that for large An

the states break up into a kink — antikink pair. Although our

results for the 4? theory are neither as complete nor as

elegant as those for the sine—Gordon case, we regard this cal-

culation as important. It shows that the method is not restricted

to special, classically solvable equations like the sine—Gordon

system.

Coleman 5 has obtained the remarkable result that

the sine—Gordon system can be mapped into the massive Thirring

model. The relationship between the sine-Gordon coupling 1

and the four-fermion coupling g of the Thirring model is
A 1

-—————— = , or Y'= 8w/(1 + 2g/n) . What are the
41m2 1+g/n

fermions ? They are almost certainly the solitons. To see this,

we observe that at y' = 8 n , the Thirring model coupling 9 va-

nishes. This is just the point where the n = 1 state unbinds.

For'W' slightly less than 8" , the four-fermi coupling is

weak and attractive. There will then be one non-relativistic

fermion-antifermion bound state. Summing diagrams in the Thirring

model, one finds that through order g3 , the mass MB of the

bound state is given in terms of the fermion mass Mf by

+ 0(g“)
(4)

Identifying MB with M1, and Mf with the soliton mass

8 m / y' , we compare this to
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2M (soliton) — Ml . 4g3Y= 2(1 — sin —)= g2 —
16 n

+ 0 (g‘)
M (soliton)

(5)

where we have used Coleman's identification of the coupling

constants. It is remarkable that both the g2 and g3 terms

agree. We have not computed beyond order g3 in the Thirring

model. For y' > 8 n , the four-fermion coupling is repulsive

and there is no bound state.

Coleman also finds that the theory is singular

at A / m2 = 3 fl . At this point, Y' goes to infinity and
it is evident that our semi-classical solution is also singular.

The agreement between our approximation and

Coleman's precise results suggests that WKB may be exact for

the mass spectrum of the sine—Gordon equation. This is not beyond

the realm of possibility. Recall that the Bohr—Sommerfeld quan-

tization conditions give the energy levels of hydrogen exactly.

To investigate this question, we have gone to the weak coupling

regime, and carried out an exact calculation of M2/ M1 through

order (A / m2) “ . This is done by summing Feynman diagrams in

a way which is equivalent to solving the Bethe-Salpeter equation.

The exact result is
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2M -M A 4 A 12 1 A
1 2 u s

=(—)’+—(—)=+(————)( )+o(1)
M 161:.2 1! '16m2 112 12 161:.2 (6)

One can easily calculate the same quantity using

eq. (2) for gland Hi . Expanding, one finds that the coefficients

of x2,13 and A“ are identical. This is a highly non trivial

result : to get the exact order A“ term, one has to keep two-

1oop diagrams in the kernel of the Bethe—Salpeter equation.

We can show that the agreement in order A“ is special to the

sine-Gordon equation, and will not occur in the generic case.

As argued above, we conjecture that eq. (2)

gives the mass ratios of Lagrangian (1) exactly to all orders of

perturbation theory. It does not, however, give the absolute

masses exactly as a function of the bare mass, as can already

be seen in lowest non—trivial order (order 12).

We have also investigated a model which contains

fermions and developed a general method for handling them in se—

mi-classical calculations.

Specifically, we have used a WKB method to compute

the particle spectrum of the Gross—Neveu model. It is in two

dimensional space-time and is defined by the Lagrangian.
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N _ z N _ 2of: Z) Noumea + 3 Z) ¢(k)¢a<) <7)
k=1 2 k=1

The model thus contains N fermions coupled symmetrically through a

scalar-scalar interaction. We will generally surpress the particle type

indices k and use the notation

£54: {Fii‘k’w‘k’
(8)

E q, = 2) wk) 4‘00
1:

The model is renormalizable (g is dimensionless), Y5 invariant and

formally scale invariant. For large N one can sum the leading sets of

diagrams and establish that in this limit the model is asymptotically free.

Gross and Neveu6 also found that $4; develops a vacuum expectation value

so that y5 invariance is spontaneously broken. In the process the dimen-

sionless coupling constant g is traded for an arbitrary dimensional param—

eter g <Tpnp> and disappears from the theory. The end result is that the

theory contains no dimensionless parameter other than the number of

fermions N. Consequently, any physical dimensionless quantity such as

the ratio of two particle masses can depend only on N. This rather striking

xenon. whose ultimate origin is the renormalization group, will be

present in our WKB calculations. We can take this as an indication that

semi-classical methods are compatible with renormalization group ideas.

Following Gross and Neveu, we find it useful to replace(7) by

2o'
£=Eii¢+gv$¢-7 (9)
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where we have used the notation of (8) and have introduced a neutral

scalar field tr . Using the equation of motion

cr = g 41 ‘l’ (10)

the Lagrangian in (9) becomes equivalent to that in (l. l) . Our WKB method

is based upon the evaluation of certain functional integrals by a stationary

phase approximation. It is not obvious how to use a stationary phase method

when there are integrations over anticotmnuting fermion fields. The ad—

vantage of the Lagrangian in 9 is that the fermi fields enter bilinearly

and can be integrated out of the problem leaving an effective action contain-

ing only the boson field cr . We then do the w-integration by stationary

phase. To do this we must find space-time dependent fields cr around .which

the effective action is stationary. This effective action is non-local and

highly non-linear but it turns out to be possible to find stationary points.

The first such example was found by Callan, ColemamCrOSS and Zee? It is

analogous to the kink in the qJ4 theory or the soliton in the sine-

Gordon equation. i. e. , it is a particle—like solution which is time-inde-

pendent in its rest frame and which has a peculiar topology. We have

found a large number of further stationary points of the effective action.

In particular, we find solutions which are particle—like but have a non-

trivial time dependence in the rest frame. The WKB method then quantizes

these classical solutions producing a spectrum of particle masses.

The kink-like solutions produce an exotic sort of particle which

probably has no counterpart in four dimensions. However. the vast
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majority of our solutions are not kinks. They correspond to less exotic

objects such as the original fermion, fermion-antifermion bound states

or multifermion bound states. Such states surely exist in four—dimensional

theories and we would conjecture that in four. as well as in two dimensions,

there is a correspondence between classical field configurations and particle

states. Assuming this to be so, it remains to be seen if such a correspon-

dence can be effectively exploited.

Below we will describe the particle spectrum of the model as given

by our WKB calculation. To interpret this spectrum we will need to know

something about the sy'mJnetries of the model. The Gross-Neveu model has

an obvious U(N) internal symmetry. Actually it has an 0(2N) sy'mrnetry

of which U(N) is a subgroup. This may be seen as follows. Choose a

Y 1 =. . 0 . .Majorana representation for the Y matrices Y = 0' , y 1 (TX and write

(k)+iq)2w‘k’ : ‘ptlm
(11)

(k)where qul (k)and LIJZ are hermitian two component spinors. The Lagrangian

then takes the form

_ - (k) _3_ 00 (HE (R) (k) A (k) (k) i (k)x' {.2101 at‘l’l 1L‘l’z 8t¢2 +l"1 ”zaxq’l ”’2 ”2 ex llJ2 )
2(k) (k) (k) (k) 1.-go’? (upl O’y {pl +n|Jz ¢y¢z ) - Z (12)

which is hermitian and non—vanishing because the lp's anticorm'nute. When

written in the form 12 . it is clear that the Lagrangian is invariant under

(Horthogonal transformations on the ZN component vector lIJj . k = 1, Z. . . . N,
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j = 1, 2. The fermion number operator Q E f QJ+¢ dx has non-trivial

commutation relations with other generators of O(ZN). Therefore a

non-trivial representation of O(ZN) will contain states with more than

one value of Q. Hence we may expect. for example. that some fermion-

antifermion states will be degenerate with fermion-fermion states. The

0’ field is an O(ZN) Scalar while II} is an O(ZN) vector. The only other

O(ZN) representations which we will encounter are the totally antisym-

metric O(ZN) tensors of rank no < N. The number of states in a multi-

plet corresponding to such a tensor is no! (ZN - no): /(ZN).' . Scalars

and O(ZN) vectors are special cases of completely antisymmetrical tensors

of rank no = 0 and no = 1 respectively.

Because of our inability to evaluate certain Gaussian functional

integrals we have not been able to carry through a complete WKB calcula-

tion in the Gross-Neveu mode]. What we have been able to do is a sort of

zeroth order calculation which. in ordinary potential theory, is analogous

to using the quantization rule f pdq = 2m! rather than the more accurate

dq = (2n+1)1r. [In the sine-Gordon equation the analogous approxima-
x x '1 x

tion is equivalent to setting Y' = _Z I 1 - 2 '.~" ”—2- ]. Elven
m - m811m

with this approximation our results should become exact in the limit of

large N and are probably qualitatively correct for any N greater than 2

or 3.

We find the particle spectrum shown in Fig. (1). There is a large,

unexpected degeneracy beyond that required by O(ZN) symmetry. This

degeneracy might be real or it may be an artifact of our zeroth order
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calculation. There are supermultiplets listed by a "principle quantum

number" n = 1. Z. .. . < N. The common mass of the states in the nth

supermultiplet is

11:112....<N (13)

where arc is the vacuum expectation value of 0'. We see that ratios of

masses are independent of g as they should be. H n is odd the super—

multiplet is composed of fermions and contains O(ZN) representations

corresponding to all completely antisymmetrical tensors of rank 110 =

1. 3, 5 .. . f n . For example. the n = 1 state is a fermion belonging to

a vector representation of O(ZN). This is the "elementary particle" of

the theory. For large N.

M1 '3 g"'0 (14)

which agrees with the result of Gross and Neveu. The n: 3 supermultiple‘t

contains an O(ZN) vector which is some kind of excited state of the ele-

mentary particle and a. completely antisymmetrical O(ZN) tensor 0‘

rank 3. The latter is a bound state of three fermions and/or antifermjons,

The supermultiplets with 11 even are composed of besons and contain O(ZN)

antisyrnmetrical tensors of rank n = 0, Z. 4. .. j n. For example, n = Z
0

contains an O(ZN) scalar and an antisymmetric tensor of second rank. The

tensor is a set of two body bound states with Iermion-Iermion.antifermion-

antifermion and Iermion-antifermion quantum numbers. The O( 2N) scalar
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is a different sort of object. It may be thought of. as a particle associated

with the 0’ field. At the n = 4 level there is an excited 0'; a state which

can be thought of as an excitation of the second rank tensor at n = 2 and a

new state corresponding to a completely antisymn'ietrical tensor of rank 4.

This new object is a bound state of 4 fermions and/or antiferrnions analogous

to the 2 and 3 particle states found at levels 1: = 2 and 3. The pattern con—

tinues in the same way for n= 5, 6... on up to N.

The quantum numbers of the states in our spectrum are not unex—

pected. In the limit of large N the leading exchange is a sum of bubbles .

In the non—relativistic limit, this exchange produces: an

attractive 6-function potential. Such a potential will produce bound states

only in channels where the spacial wave function is completely sy'rnmetricaL

For fermions this means that the O(ZN) wave function must be completely

antisymmetrical, i. e. , an O(ZN) antisynunetric tensor.

For large N the bubble exchange is weak6 and a Schroedinger equa-

tion calculation is valid. In this way one finds a binding energy which agrees With

that computed from (13)

1r 1
Z

3.23. = mm = M1 (5),“ we)
to the indicated order in N-l. These non-relativistic bound states corre-

spond to the states with n = 11. They are the lowest states with given O(ZN)0
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quantum numbers and are consequently stable. Eq. (15) is valid only if

n/N is small. For n and N both large the binding energy per particle is,

in units of M1

“”‘I'Mn = 1 _ a 5.411)
nhfi rn N z (10

which for n/N ~ 1 shows binding by a finite fraction of the rest mass. Thus

strong binding can occur even for large N.

The bubble exchanges are not the only impor

tant interaction for large N. For ferrnion-antifermion interactions in an 0(ZN)

single state the annihilation bubbles are dominant. The sum of these bubbles

leads to an interaction which is marginally attractive. In leading order in N,

Gross and Neveu found a a" bound state at the fermion-antifermion threshold.

It is presumably the n=2, 0(2N) singlet state discussed above. We find that

it is bound in the next order in N-Z. This disagrees with a detailed diagram-

matic calculation by Schoenfeld8 who finds that the bound state remains at

threshold to this order. We do not understand the origin of this discrepancy.

In any case there is a weak attraction between ferrnion-antifermion pairs in

an 0(2N) singlet state. One might therefore imagine that the particles in

the model will be made up of a number of fermions and antifermions paired

"valence" fermions and antifermionsinto 0(2Nj) singlet states plus further

in an antisymmetrical tensor state. Our particle spectrum is consistent

with such a picture.

The particle spectrum ends at n = N where the mass is MN =

ZNg 60/11. The mass of the Callan-Coleman—Gross -Zee kink is (in our zeroth
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approximation) Mkink = Ngo'o/n’. Thus the Nth state is just at the kink—

antikink threshold. Higher mass states would be unstable against decay

into kink-antikink pairs‘

There is a striking similarity between the sine—Gordon equation and

the Gross-Neveu model. In the zeroth order WKB approximation the particle

spectrum of the sine-Gordon theory is given by Mn ’3 [m Z§ I11] sin («n/zg)

where E = 81rm2/x, plus a soliton at mass M =5 mgr. With thesoliton

identification N —§ the energy levels are identical to those of the Gross-

Neveu model. The particle content of the levels is of course very different

in the two theories. There is no doubt an underlying reason for this corre-

spondence between the theories but we do not know what it is. However. we

can use this correspondence to try and guess what would happen if we could

do a complete WKB calculation. In the sine-Gordon equation the result of

Zthe complete calculation is simply to replace k/m in the zeroth order

X -1
2 1 which is equivalent to making the replace-

m 8 nm -
ment :3 " g - l. The analogous replacement in the present model would be

formula by L [l -

to replace N by N - l in Eq. (1. 7) and in the formula for the kink mass.

The theory would then be singular at N: 1. One expects such a singularity

since at N: l the Gross-Neveu model can be Fierz transformed to the usual

Thirring model which contains a single massless fermion. Our zeroth order

calculation is certainly not valid for N as small as 1.

If it were to turn out that a full WKB calculation differs from the

present one only by changing N to N- 1 then the extra degeneracy in the mass

spectrum would presumably be real and a consequence of some underlying
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dynamical symmetry. Another possibility is that in a complete W'KB calcula-

tion the masses within a supermultiplet will be split by terms of order N- Z.

If this happens, the n= 2 singlet state might remain at threshold to order

N”2 in agreement with Schoenfeld.

While the finer details of our approximate semiclassical spectrum

are clearly not to be taken too seriously. the qualitative picture of a rich

spectrum organized into some kind of supermultiplets is almost certainly

correct. This unexpected wealth of particle states seems to he a consequence

of the asymptotic Ireedom of the theory. The detailed form of the classical

a field which corresponds to a quantum bound state suggests that the binding

mechanism is not a direct interaction between the bound fermions but rather

is some kind of vacuum polarization effect. The fact that the theory is un-

stable in the infrared is most likely the reason for this.
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Let {Xj :j =10...,N} be random variables with joint

distribution

N N N
l(l) Z‘nl""’hN) eXp E: ixjxk +- E: hjxj jflfi Pj(xj)

k=l j=l

The measures pj are assumed to belong to the set C of even

probability measures which satisfy fexp(bx2)dpj(x) < w for

some b > O; we consider only the ferromagnetic case (i Z 0

for all j,k) and assume that the i's are small enough so

that

N N N
(2) Z(hl,...,hN) E IN exp Z ixjxk + Z hjxj 5111 dpJ(xJ)

R j_<_k=l j=l

is finite for all real h t Such a family of randoml""’

variables constitutes a (finite) general Ising model with pair

ferromagnetic interactions (i) in an external magnetic field

(hj); spin-l/2 Ising models correspond to the choice of each

pj as the Bernoulli measure,

(3) b(x) = (6(x-l)-+6(x+l))/2

Most results about Ising models were first proved in the

spin-l/2 case. Some of these results, such as the Griffiths—

Kelly-Sherman inequalities [Grl,KS] and the Fortuin—Kastelyn—

Ginibre inequality [FKG], extend to all general Ising models
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[Gi,GRS]. Most results hoWever, such as the Lee—Yang Theorem

[LY], the Griffiths-Hurst-Sherman inequality [GHS], the

"Gaussian" inequalities of [N3], and other inequalities

[L,Pe,Syl], do not apply to arbitrary general Ising models

but rather rely heavily for their validity on the specific

character of the 93's in (1).
There is one class of general Ising models to which

basically all spin—l/2 results extend; this class consists of

those models in which each pj can itself be constructed from

spin-l/Q models. Based on Griffiths' method of analogue spin

systems [Gr2] and its extension in [SiGr], we follow [N3] and

define a measure p in E to be ferromagnetic if there is a

sequence of spin-l/2 Ising models {Xj(n) ;j =1”...,N(n)} (as

defined by (1)) with hj E O, and some choice of 13(n) Z 0 so
that

Nb}
(4) E exp:ir E: 13(n)xj(n): a f exp(irx)dp(x)

as n-aw for all real r while

n) 2
(5) E([N§: 13(n)Xj(n) < K

i=1

for some K independent of n. We then have [N3]:
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TIEOREM 1. Let {X3 :3 =1, ...,N} be a general Ising model

defined by (l) with each pJ. ferromagnetic; then

(6) Re hj > o for all 5] => Z(hl,...,hn) ,é 0

(this is the Lee—Yang property),

(7) ha. 2 o for all 3 => 33logz(hl, ...,hN)/ahiahjahk g o

for any i, 3,]: (this is the GHS inequality), and

(8) hj 0 for all 3 => E(l---Xjn) g E(zjl---zjn)

for any n,;]1, .. "'jn’ where‘{zj} is a. Jointly Gaussian family

of random variables with zero means and covariance identical

to that of {Xj} (these are the Gaussian inequalities of [113]);

the inequalities of [L,Pe, Syl] are also valid.

Some important known examples of ferromagnetic distribu—

tions are [Gr2, SiGr] :

(9) V(X) [5 (x—n) +5 (x—n+2) + - - - +5(x+n) ]/(n+l)

(1/2A) , InA
(10) dv/dx =

o , l > A

(ll) dv/dx 4const. exp(—a.x +bx2) 3 a > 0 , b€R
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It is an unsolved, and presumably difficult, problem to effec-

tively characterize the class of ferromagnetic distributions.

We can obtain as a corollary of Theorem 1 some necessary con-

ditions for a measure to be ferromagnetic; the determination

of a reasonable set of sufficient conditions would be of con—

siderable interest.

COROLLARY 2. Suppose p in E is ferromagnetic and X is a

random variable distributed by p; then

(12) E(exp(hX)) = 0 => h = ia. for some 0.61? ,

(13) d3logE(exp(hX))/dh3 g o for h 2 o , and

(1h) E(X2m) SEE [E(x2)]"1 .
2mm!

We conjecture that the distribution

(15) dv/dx = const. exp(—a cosh x+bx2) ; a > O ,IJER

is ferromagnetic; as we shall see below, this distribution is

known to satisfy (12) for b 2 0 and (13) for all real b.

Inequality (1h) is known as Khintchine's inequality and was

first obtained for sums of independent Bernoulli random

variables [K]; when p is in C, Khintchine's inequality is a

consequence of (12) [N2]. Another distribution which we sus—

pect may be ferromagnetic is
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(16) dv/dx = const. E: (unuveegx/Q—SngweSX/2)exp(-n2we2x) 3
n=l

as explained in [N3], this distribution is related to the

Riemann zeta function in a standard way and for it, (12) is
equivalent to the Riemann Hypothesis. Some numerical calcu—

lations have been performed which indicate that this dis—

tribution satisfies (13) [A].

The study and classification of ferromagnetic distributions

is not only useful for Euclidean quantum field theory (as in

[SiGr]) but also has important applications to the theory-of

(block-spin) scaling limits of ferromagnetic Ising models.

Consider, for example, a translation invariant spin—l/2 Ising

model, {0: :& €Zd}, with pair ferromagnetic interactions in zero

external field at its critical point and let us suppose that

this infinite system was obtained as the thermodynamic limit

of finite-volume systems with free boundary conditions so that

E(°g) E 0. The block spin variables of [GJ] are then given by

vx(2) = rdP/2
560

GE
X

where 2 is an integer and x € Zd

edge length E in Rd. It follows from the GHS inequality [N3]

labels some hypercube CI of

or from the Lee—Yang Theorem [N2] that if p is chosen so that
E(vx(£)2) < K for some finite constant K independent of l,

—278—



then {vx(w)} = if: {vx(£k)} exists in an appropriate sense for

some subsequence lk-aw. Furthermore, the distribution of each

vx(m) (or of any positive linear combination of them which has

finite variance) is ferromagnetic and any finite subset of

them, {Xj = ”x.(°°) :j =1,...,N}, satisfies (6), (7) and the
inequality of (8) with Z(hl,...,hN) replaced by E(exp(zhjxj)).

We now concentrate on giving conditions on the 93's

(other than being ferromagnetic) which yield Ising models for

which (6) and/or (7) and/or (8) will be valid. For the Lee-

Yang property, Theorem 3 below is "best possible"; for the GHS

inequality, Theorems 4 and 5 seem fairly good but are probably

not definitive; and for the Gaussian inequalities (8), there

are presently only conjectures. We say a distribution 9 in 6

belongs to the class S if a random variable X distributed by

9 satisfies (12); the following theorem is from [N1].

THEOREM 3. Let {Xj : j =1, . . .,N} be a general Ising model
defined by (l) with each pj in £3 then the Lee—Yang property

(6) is valid.

Polya was particularly interested in distributions

satisfying (12) because of their relation to the Riemann

Hypothesis; he consequently obtained many examples of dis-

tributions in f including [Po; pp. 241,277] (15) for b 2 0 and:

aconst. (l-x2q)(a_1) , Ix] < 1
(l7) dv/dx = I ; a > O , q = 1,2,...

0

—279—



(18) dv/dx = const. exp(-ax4q-+bx2q-+cx2) -S

a > 0 , b 6R , c 2 O , q = 1,2,... .

With q = l, (18) yields (11) while (17) is the one—dimensional
marginal distribution of uniform surface measure on the unit

sphere in R2a+1 (for 2a+l an integer). As we shall see below,
the distributions of (17) satisfy inequality (13) for a Z 1 so
that they are suitable candidates for being ferromagnetic.

Polya also obtained various sorts of sufficient conditions for

a distribution to belong to E; for example, an absolutely con—

tinuous measure v in 6 belongs to i if it satisfies either of
the following conditions [P03 pp. 187,191]:

(19) dv/dx is nondecreasing on (0,1) and vanishes on (l,m).

(20) dv/dx is nonincreasing and concave on (O,w).

Our final example of a distribution in £ can be shown, by

direct calculation, not to satisfy (13) and it is therefore
not a ferromagnetic distribution;

(21) dv/dx = const. (1+ax2)exp(—x2/2) - a > 03

Conditions on the 93's which are presently known to yield

a GHS inequality are more complicated than those needed in

Theorem 3 for the Lee-Yang property; in the following definition,
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we follow [E,EMN,Sy2]. Given 9 in C, let X“ (a = l,...,h) be
four independent random variables distributed by p, and let
a—Q 12}, BaBXfi, where

5—1

1(22) B = E ;

we will say p belongs to the class q_, if

9; a
(23) E i if? 2 0

for any choice of nonnegative integers m1,...,m4.

THEOREM ’4. [SM,EMN,Sy2]. Let {xj : j:l,...,N} be a
general Ising model defined by (l) with each pj in Q_; then

the GHS inequality (7) is valid.

The proof of Theorem 4 is based on first showing that the

xj's satisfy a multivariate version of (23) which in turn

implies the validity of the GHS inequality; as shown in

[SM,Sy2], these multivariate inequalities also imply the

Lebowitz inequalities of [L]; it also follows from the multi-

variate inequalities that all ferromagnetic measures belong

to q_. A class of distributions belonging to C_ was isolated
in [E] and independently in [Sy2]:
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r)

(24) dV/dx = const. exp(-V(x)) ; V = Z akx“k entire ,

a163, akzo (1:22)

These distributions are special cases of the following more

general result [EN,EMN].

THEOREM 5. An absolutely continuous measure v in E

belongs to (L if either of the following conditions is

satisfied:

(25) dv/dx const. exp(—V(x)) 5 V€Cl(R),V' convex on (0,eo)

or

(26) dv/dx
const. exp(—V(x)) , l < A

{o , IxI 2 A ’

V€C1(-A,A),V' convex on (O,A)

The example of (21) shows that the class .E is not con-
tained in (;_ ; we give below an example which shows that (L is

not contained in 1:. Before going on to that example, we

briefly consider the situation as to general Ising models

satisfying the Gaussian inequalities (8). At the present

time, there is no condition on the 93's, other than their

being ferromagnetic, which is known to imply (8); there are

however several conjectures. It was conjectured in [EMN] for
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example that each p j belonging to (L is sufficient to imply

(8); we further conjecture (based on the results of [N2])

that each p‘j belonging to J: is sufficient as well.

The next proposition is based on fairly straightforward

calculations [EMN].

PROPOSITION 5. Let va(x) =a6(x) + (1—a)(6(x-1) +6(x+1))/2
for O S a < l and let X be a random variable distributed by

Va; then X satisfies (l2) iff 0 S a. S %, X satisfies (l3) iff

0 S a S %, and X satisfies (11L) iff O S a S %; moreover v ism

ferromagnetic iff O S a. S %, Va belongs to J: iff 0 S a. S %,

and Va belongs to E;_ iff o g a g %.
We then have as an immediate consequence of Theorems 1,

3 and h.

THEOREM 6. Let {Xj :j =1, ...,N} be an Ising model

defined by (l) with each pj(x) =a5 (x) +(l-a)(5(x—l) +5(x+l) )/2;
then for 0 S a S % and any choice of (nonnegative) i's, {X3}

satisfies the Lee—Yang property (6), the GHS inequality (7),

the Gaussian inequalities (8) and other spin-l/2 results as

in [L,Pe,Syl]; for % < a S %, {Xj} satisfies the GHS inequality

and the Lebowitz inequalities of [L] for any J.JR
not satisfy the Lee—Yang Theorem for an arbitrary choice of

's but does

i‘s; for % < a < 1, {X3} satisfies neither the Lee-Yang prop—

erty nor the GHS inequality nor the Guassian inequalities for

arbitrary i' s .
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As explained above, we conjecture that the Gaussian

inequalities remain valid for the model of Theorem 6 with

% < a g % based on the fact that the pJ's belong to C_. In

any case, Theorem 6 is already an interesting result in that

it gives, for % < a g %, a general Ising model whose indi-

vidual spin distributions are not ferromagnetic but which

nevertheless satisfies the GHS inequality. The validity of

the GHS inequality here, can therefore not be established

simply by using the spin-l/2 result together with Griffiths'

analogue spin method; it is instead based on Theorem A in an

essential way. The phase properties and critical phenomena

associated with three valued spin Ising models should be much

richer than those of spin—l/2 models; for example, they should

exhibit (at least for a close to 1) phase transitions at non—

zero external field with corresponding triple points and a

tricritical point at some particular value a* of the parameter

a [BEG]. As long as the GHS inequality is valid, a phase

transition can occur only at zero external field [Pr]; thus

by Proposition 5 and Theorem 6, a tricritical point can only

occur with a* 2_%. It is our hope that this preliminary

result will prove useful in further investigations of such

models. We note that without Proposition 5 it would follow

from the Lee—Yang property only that a* 2 % and we further

note that mean—field calculations actually give a* = % [BEG].
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N° 248 — Les méthodes mathématiques de la théorie quantique des champs

PRESENT STATUS OF CANONICAL
QUANTUM FIELD THEORY "

R. Raczkax x
Institute for Nuclear Research, Warsaw

RESUME ; 0n présente la quantisation canonique de 1a théor‘ie des champs dassique
non Hnéaire relativiste. On montre d'abord que la theorie possede une
structure algebrique, ensuite on donne une representation par 1es opera;
teurs de cette structure. La construction des champs asymptotique ametQWA’
est donnée en meme temps qu'une forme exph'cite de 1'opérateur de diffusion.

Abstract

The canonical quantization of nonlinear relativistic

classical field theory is presented. First it is shown that

classical field theory possesses an algebraic structure pre-

cisely such as the quantum field theory in L. 5. Z. formulation.

Next an operator representation of this structure is given

and the explicit form of a local interacting relativistic

quantum field Q is obtained. TheAconstruct/iKon of asymptotic

local relativistic quantum fields 6m and @t as well as

an explicit form of scattering operator is also given.
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Introduction

There is an impressive progress in A @‘1 quantum field

theory in two and threedimensional space time due to the recent

results of GtIandfiaffe [1] Feldman and Osterwarder [2]
and Magnen and Seneour [3].

In case of xéq theory in four-dimensional space-time

two distinct approaches were recently proposed: the first one

of Glimm and Jaffe[H] and Guerra [SIiS based on the use of

statistical methods and four-dimensional Ising model; the

second one, proposed by Schrader [6], is based on the Wilson—
Zimmerman operator product expansion. In both approaches a se—

ries of fundamental mathematical problems must be solved before

one is able to prove the existence and nontriviality of A’fiq

theory.

It seems therefore useful_to analyse other alternativeA
q » , .approaches of constructing kl? qurutam field theory. Particu-

Hu
b

Early attractive is an approacs based on the second quantiza-
7.4. — . \:ion 0; claSSical A Q ,_~..theory. i313 approach was proposed

-l
k

4
and developed by Segal in a series of papers {7 .The presenr

work summarizes recent results obtained in this domain by the

Warsaw group.

The recent progress in the domain of nonlinear relativistic

wave equations , due mainly to Morawetz and Strauss [8], al—
lows to prove that on the manifold of solutions of these equa-
tions there exists the algebraic structure, precisely such as that

postulated on quantum level e.g. in L.S.Z. formalism [§]. Thus
the problem of construction of relativistic interacting and a—
symptotic quantum fields is reduced to the problem of construction

of operator representation of classical algebraic structure BO].

This problem is solved in Sec. III and IV. It is interesting that
this method of quantization of classical field theory provides

a certain form of generalized normal ordering for products of

interacting fields which is local and relativisticfiflFinally, the

explicit form of quantum scattering operator is derived and its

various properties,1ike relativistic covariance nontriviality,

analyticity in coupling constant etc. are analyseda B33
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II. Sympledtc Structure of Classical Nonlinear Field Theory.

Consider the nonlinear relativistic wave equation

(mmlwcx): We) ) .)\<O)x=(t)g)eR4, /2.1/
with the initial conditions

@(0)$):LHZ) ) H(O)3~(>:'IT(Z). /Z'2/
It was shown by Morawetz and Strauss [3] that for every given Cauchy
data firm) from the Banach space (3: (defined in App. A) there exists

the unique solution (I) (1)0f Eq./2.1/ and the pair @141) and
@ (3(1) of the solutions of the free Klein-Gordon equation such that

GM

(Pinch!) it: will) 7:; QM (t3) , /2.3/
in the energy norm given by the formula

”Mt-Jug: §d31[flz(t,g)+ IVCNtmlimcYtzfl, /2;4/
The Cauchy data 3,30! ,WT) may be used as canonical variables.

._ Pi
Let |'(§) be a functional over the space j . We say that the functio-

nal F possesses a Frechet differential at a point 5 if there exists

a linear continuous map DFE§I (5 1) of the space 3— into R such

that Fcfia — [7(3) = D FE§N§4J + Tb :54) 9 /2‘5/
where j T 1;? , 1; ‘5 1‘ _

‘ ‘ m ' — O ' "1 r' n 4‘ :5»: /a’.b/
‘ |

tial cf the functional P and defines the

517/
1151429 the Fz‘echet deriiativo J)”;-. is in general an element 01' the

The Poisson bracket {F3 6’} of two functionals over the space

3'— is formallly defined by the formula



‘E fir -LF fl ' "{F>G3=Ld‘z(wemz> w
the Poisson bracket may be written in the form

{FJOr‘F 06318;) =—DFE;1(§Q /2.9/
where for a functional X "9 5‘31? 3x flag—g. Hence we see that a

Poisson bracket of two smooth functionals is well defined if either

5F or 5Q is an element of the carrier Banach space 3: .

A. hteracting Fields .

We now derive the explicit form of of commutator function for
)interacting classical fields. Denote by A [1”) M) the Green function

of the linear equation 7-

(U+ml)%(1)=\/(1)u@) ) V(1)=3>‘¢) (I) > '/2‘10/
satisfying for t13f :T the initial conditions I

3 .
A)['C};Tyl:§'¢] : O ) (atA%)LT)1)TI%I@]:-5 (114‘) - /2- 1 l/
The function A) can be written in the form of the series

A)-[1,|t@1=a(l-U)j+ [21;
‘1: 1:4 . _2 ‘ . Y I L ~L" ., ”kid
0 eta-x»)? (mam-Mm @ Mew JJ
J ‘5‘4. «w o (

This series, when smeared out with the function Oilkfléc/is conver-

00 .

+2 L3 A)!“
«3‘.

gent in the energy norm: indeed it

4 ' I 7MAT-Mme 4 H up up [Vi 5‘31P'V(z,t)ldi j
Now we have

Theorem 2.1. The interacting classical field @(1) is a local field

which satisfies the following commutation relations

New}: zitwm. ., /243/
Proof. The proof of Theorem 2.1 follows from Proposition 1+ and

Eq. /3.5/ of [SJOne may however give a. direct proof which is very
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instructive. Indeed using the general expression/2.3/for the Poisson

bracket and Eq./2;1/one finds:

(Dunc) We, 95m = 5% w MI), W,
Moreover using the fact that QWflFLflz) and ”(011959)“ find

{@(OJZ),<P(0,‘£D‘J:O , 9t.W(OJ3),?(0;%)1J= ~63C2-g)
Hence, by Eqs /Z-'10/ and /2.‘H/we obtain

{WWW} = KEN] .
If 1 and , are space-like separated then by virtue of /2.12/

AXEX, “IQ-=0 Hence the interacting classical field (:1? is local.
It also follows from the formula /2.12/that @(I) is a canonical

field. Indeed if flat then all terms on r.h.s. of/2.|Z/vanish: hence

{@(t,1),@(t,2})11=0 /2.14/
If we take derivative Bi of both sides of Eq/ZJ3/and set flit;
then only the first term on r.h.s, of Eq./2.IZ/survives and we have

{6(a)} “(W‘pé‘ya-i) /2_15/
B. Asymptotic Fields.

For the analysis of properties of evolution and scattering:

operator it is useful to introduce a. family @Trwé’cgwof free fields.

It was shown in [2317112112 for a fixed T the functions @(T) ‘J and

n“, ) on a hyperplane 11:1: belong; to the Banach space of initial

data and therefore the pair (@(T’~), ”(TJ~))may be used for the construc-

tion of a new field Qt (t, ~1)by the formula;

Mm): — sea, 24> mm) (134+ Items—t) away, me/
We have in the energy norm [3] :

Um (it = Q“ . /Z.17/
T *1” out

Using Eqs./2.11'r/ and /2.15/ and formula /2.16/ one obtains

{Mb MW: Mai-03), /z1z/
i.e. T1 is a local canonical free field. Moreover we have:



Theorem 2.2 The fields @Ifl(1) and, @muc(1) satisfy the following

commutation relations

{inf}, (DAM: A(7t-uj;wu). /2.19/
/For the prZof lookiQITheorem 3/

It follows from /2.l9/that asymptotic fields, similarly like

interacting and @T fields are local canonical fields.

C. Relativistic Covariance.

The nonlinear equation /2.1/ may be derived from the following

Lagrangian density:

. - ”M 1 ~ 1 4 2.20/grew/Am +m<p)—X/4<§. /
Using the standard technique one derives the following form for the

energy - momentum tensor associated with the density /2 2 0/

w: ‘ - 1TN (l) firth? (1) WV ad), /221/
Let B’ be a. space-like surface in the Minkowski space. Then the

integrals X l.

-

VT <3:d (1T —x| )/2.2m). Lats w ,M/Avt) G ,A u v/m) 2/
are constants of motion. One verifies, using Eqs. /2.14/and [245/

that the quantities /2.22/ satisfy the standard commutation relations

for generators of the Poincare Lie algebra and the scalar field.

Using the free Lagrangians &lt\(x) andiwtukne derives the corres—

ponding expressions for generators of Poincare group for "in" and

"out" fields. We have:

Proposition 2.3. The generators of Poincare group for interacting

"in" and "out'I fields, as functionals of initial data satisfy the

following equalities .

1n 0M Wtin _ .[3A = PM = PfA b AAN— M/AV’M/“V V”: 0,4)2342‘5/
/For the proof cf. Balaban and czka HOLSec. h/

It is instructive to derive the equalitétzy'ziii‘ectly to see how the

bilinear in fields generators for "in" or "out" representation can

coincide with quatrilinear in fields generators for interacting re-



presentation. We Show this in detail for the generator P0 . By virtue

of Eq./2.22/ for a space-like surface S00 perpendicular to the time

axis, we have 4

'1. a '2. ’1. >\ 24

Po(6L’c):%§d31(fl +[VQI +m1®—7cb )(gg). /2. /
60]

We shall evaluate the expression /2.24/ for fé-aqfor the interaction

term )Q‘l utilizing the fact that 50H" mgllfPlléHéfl; L C and.
that 3&3}, @163.) is smaller than the total energy E we have

I ,w ~ to‘ .‘_‘ “2.”? ' MM fl.v,'~'_r
».>-ému.l@ [L1, .910. 1‘, Md tater g; g LJIIM-‘Mif 3

Hence by virtue of Eq./2.’+/ we obtain:

um Po (6%)): Um 4/;l|<§(f,')“;=£1|@1n(*2')“,:~= Po”)
{9-90 {7‘3‘00

mBecause P0 is time independent we have Pa = P0 The derivation

of Eq./2.23/ for remaining generators may be performed in a similar

manner.

D. Scattering Operator and Analyticity in Coupling Constant.

It follows from Theorem 2.2 that the scattering operator defined

in the space 3- by the formula 52 iii-Que is canonical. In addition

since
2.n m n: = H 5m"; = 2 a“: 2 P3“ = n dim HE , /2.25/

the S—operator is isometric.

It was proven in [13] that the scattering operator is Poincare

invariant on ‘3’- i.e. for every (OH/W653 we have:

MWM) S : S MGKIA) ' /2.2é/

For further applications of classical theory on quantum level

it is crucial to know the analyticity properties of the scattering

operator with respect to coupling constant )\ and initial data (Cpl’n’)

For positive coupling constant the energy operator
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7. 4p0: §d31[‘—1(fll+lv<§\l+ml<§ Rte—45¢ 1
consists of two parts with opposite signs. Hence the solution @EI)

can increase arbitrarily and the asymptotic fields do not exist for

all initial data from (3:. Therefore one cannot expect the analyticity

of S with respect to the coupling constant >\ for all initial

data from I} . However, if one restricts oneself to the space

defined as the closure of the smooth free solutions in the norm

: f 3/7- su t 2 '“MY 3334” (N NE + (1+ l’cl ) 1P [M ,.)I) /2.27/
then YC I} and for small initial data we have

Theorem 2.14. Consider S as the operator 5: (@In3%)"¢mkwith the

domain D

mug”) | (fimeY) >\eC4) m llémllY <11}
and with range Y. Then S is complex analytic on this domain V

/For the proof cf,Raczka and Strauss [141/

It can be also shown that S cannot be analytic in >\ for all

initial data from I}— For details see [14] ‘
It is very interesting that the inverse flattering problem can

be solved in the nonlinear relativistic field theory for large class

of interactions. In particular in >\ $4 theory we have

Theorem 2.5. The coupling constant >\ is determined by the scattering

X: Um 1/654 W($ (1567171)) Ska 93:11)) /2‘28/E*O+
where 11' is the Uronsh’ian -

WOW):jd31(¢9N-MV)C£,1)v
/for the proof cf. Morawetz and Strauss “31/

operator

The formula. [2.28/imp1ies that for X-‘fi O S is the nonlinear

operator. In fact if S would be linear then

wcsaem ) sum: WWW, 43m) = o
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The nonlinearity of S implies that scattering is nontrivial

in classical theory of self—interacting scalar fields. It should be

stressed that in quantum case this problem is for'fietime being open.

/see Wilson [15] and Raczka E161 for a discussion of this problem/

We conclude this section giving a very impressive result of

classical field theory

Theorem 2.6. Let F:(Q) be the interacting term in Eq./2.1/given by
an analytic function defined in the neighbourhood of the origin,

which is odd and FJ(Of=O Then F is determined by S,v/Tor the proof
cf. Morawetz and Strauss [431/

Thus the inverse scattering problem is solved completely in

classical nonlinear field theory.

III. Operator Representation of Sympleotic Structure.

We have shown in Sec.II that the algebraic structure of clas—

sical nonlinear relativistic field theory expressed in terms of

Poison brackets is precisely such as that postulated in quantum field

theory e.g. in formalism of Lehman, Symanzik and Zimmerman. In parti-

cular the asymptotic fields izn and @oue are relativistic, local and

canonical and interpolating field @ is relativistic and local.

Moreover the representation “in" interpolating and "out" of Poincare

group coincide. Hence if one finds an operator representation of sym-

plectic structure one will lift all desired properties of asymptotic

and interacting fields onto operator level and one obtains a model

of interacting quantum field theory. We shall now «mstruct this ope-

rator representation of the Lie algebra of Poisson brackets.

It will be evident from the next considerationsthat in case of

nonlinear field theory the most important role is played by a vector

space S? of functionals over the spaces; , defined in the following

manner. - s 52 -Definition 1. A functional F over 3 belongs to if

—298—



1/ F e C” (if) _ _ 4
iii DH: [31(34)§1)..-l 514) Is bounded on tom’nded Suéflfwf?“

iii/ Dk (61g)(31)52)”0}/k)63:)k=0)4,2)--‘ 7
if F, Grthen { F) Or} is well defined and also belongs

to SE : indeed by virtue of /2.9/ one obtains

61§3{F)0r‘;=61%00r[3](§p)= 051% “mg +
+ D (X [3] (61% $9 = Dal—5% orig] (5F) — D 62% F5186) 9

which is an element of? . Similarly for l<=1,2)._,we have :k ~ - k+4 or rrw “4051%{3 0r} [3] (wraith D 52% “D“5fi34)-~‘=Tvfl'0 Sigflfleé’ "W7which is also an element of . Therefore {F glgfi‘lsmilarly
‘ I

{{F)(13)HB is in 52 if [SGHH €9— Consequently the vector spaces-2
is a Lie algebra under Poisson brackets.

We now construct two convenient carrier spaces. We take as the

first carrier space a linear space of c°° functionals VG) on (3'.

with the topology defined by the system of seminorms

.= m (...3) =gra' we e )m I; m v
where B is an arbitrary bounded subset of? . Since this space re-

“)sembles Schwartz space 802 we shall denote it by the symbol E (9").

The second space KC?)1S the linear space 52 C E(r}‘)

with a topology defined by seminorms

[W "“311“: $55 35:44 [151% m [51(54,-~.,3m)l5F./32/
1.: 4,.._

We now give the rep’il'ésentatlon of Lie algebra. R in these

spaces. We denote for the sake of simlicity by DF the first order

differential operator given by the formula;

_ 2 _; _ _ _E - /
Dp’éadgkggg) gm) g’fiLEY-WEQA /3'5

Theorem 3.1. Let F be in R Then the operator F associated with a

given functional F by the formula

3L5] = F131 - 1/Z DFB] (5) +c De /5.4/
defines the continuous map of the spaces 8 (3—) and KC?) into

itself. If F1 (1652 then. for W in gory we have



[fimaimm /3.5/
/For the proof cf.[/10]Theorem 1/ co

One readily verifies using /3.4/ that if F69 and 9(') is C

the“ €(F) = HF) + €'(F) LF'FJ- /'3.5/
\A A 71

The formula /3. 6/ implies that F" #(F) in general. Hence the
14

quantization formula /3.4/ applied for a product @ of fields gives

some"renormalization" counter terms. /Cf. Sec.VI/

IV. Construction of Interacting and Asymptotic Local Quantum Fields.

Let @[lem] be a solution of the dynamical equation /2.1/.
We begin the construction of a quantum field @652) by quantizing

first the free field Qt (tjglliet it (’51) denote the operator field ob-
tained from

(fit WI m] = Sci}; 041) h [’91) WT], alt— 80%;),
by formula /3.h/. Then we have

Theorem 4.1. The operator field (Elf) 01) for any T€('Q?,G<7)and
465(R1) is the continuous mapping of the spaces ECEJand 34(97into

itself and satisfies on each of these spaces the commutation relations:
A ’-‘ _ . 3 . 3

1: fififl , 491 («q/3)] - L fol 10L 4 eemu-r, 1‘9>/"@)~ /4,4/
The field QT (hot) is the strongly continuous function of T and t V

/For the proof cf.[10] Theorem 2/

Remark 1. For simplicity of notation in the fol.‘ owing- we shall write

formulae /4.4/ and similar formula in the unsmeared form:

[$T(1)5 $101)] :AL A (1“?) u
The operator field @T plays the basic role infile determination

’K .
of the quantum evolution operation (/{ttF} and the quantum scattering

A
operator S. These problems will be considered in Section VII

We now describe the quantum interacting field associated
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with the classical field MEI, LF'TIJAby the form la /3.4/,
Theorem 4.2. The operator field @(t’ Odie the continuous mapping of

the spaces 69:) and. K(?)into itself and satisfies in the distribu-

tion sense on each of these spaces the comnmtation relationsA A . enot Mflaewléfl /4.3/
/\

where Al‘Eiflé I Q] is given by formula /2.12/. The map {2—) @({,el)is

strongly continuous. V

/For the proof cf.[10]’1‘he’o\rem 3/

Corollary 1. The field @(1) is looal i.e.

Lithéwlro 14 (rWzo 5 /4.4/
and satisfies on awor [Iqathe canonical commutation relations

A /\ Q A

{Mm}, n (mp1: ; who, met WM} [WC+,1)/”{b”7‘)}“7
Proof. /4~ 5/

If (1'w|)1< 0 then by formula/2.12/ Aqinjlflw Similarly, if
{71: to! then 3+1A)[I|VJ'@]:63(1‘H.)

The formulae N57, H.3/ and /2.12/ show that the inter-
acting field has the same distributional character sa the free
field i.e. they represent the operator valuedAdistributions ofsla‘ytype.
Let us note , however, that by Theorem 14.2 (t at ' 19503315 the
continuous function of ‘t . (E ) M), )

One can easily verify that the regularity properties of Q

691') (Em and (EM fields will not change if we take initial conditions

3m=(q,1n) (flux) at f" 3 ‘oo'
/cr.['10]Remark 1 to Lemma 5 of App. A/
This implies that all assertions of Theorems /4,1/ and H.2/ remain
true also for this case.

We now find an equation of motion for the quantum field
A A
@(1). Acting on the field @é‘) by the operator El+m1 and.
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/.\
using Eqs. /2.4/ and /3.4/ one finds that @(1) satisfies the

£0 llowing dynamical equat ion

A 4(EHmZ) @(1) = x (P (1). /4.6/
By virtue of Eq. /3.6/, the interaction term in Eq. /1.6/ is

automatically renormalized: consequently, Eq. /‘I. 6/ represents a meaning

ingful equality on the space(}{. It should be stressed, however,

that the dynamical equation A.G/ losts its primary meaning as a tool

for description of a dynamics of interacting quantum fields :: in fact

the quantum interacting; field is not obtained by a solution of Eq.

/4. 6/ but is constructed independently from the classical solution

Q (1,) by formula /3.4/.

It is instructive to apply the present quantization method

in case of the free field equation (Di-m7") @c@)=0 In this case

the solution (Po [fillwfiflis given by the formula

Mum] = {AW-WWW? + WWWWM
A

Applying the formula /3.4/ one obtains the quantum field @069

which satisfies the following commutation relations
A Awow,@o<w>1=m<w>

Calculating in the standard manner the creation and annihi-

lation operators one easily verifies that the equation a 1V0=O

is satisfied by the Poincare invariant functional We 6?,W)=’f and

that the n-particle states are represented by polynomials in cano—

nical variables. Restricting the field. @0 to the irreducible sub-

space generated from the vacuum by means of creation operators one

obtains a realization which is identical with the conventional

Bargmann-Segal representation.

Similarly, the quantization /3.4/ of external field problem

(E1 +m7') M1) = W1) Q (1) /4.7/
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/
provides by restriction to irreducible vacuum sector of E Lavthe

conventional theory.

/For details see Raczka an/d Vladimirov [17] /a
A .

Let @nxkeli) and @mtgt’i) be the operator fields obtained

/4'.8/

from classical solutions (iwfili’q’fland kind [ENL' (Il'firespectively by

formula /3.4/. Then we have

6; 0L) 11/}

Theorem n.3, For every We 8G) or KL?) in the strong topology

re) resent the{goat (f I 04)

of these spaces we have
. A .

Lim @Afldjw : @in
t-D;°0 A fly”:

The operator fields @Jflhi) and

continuous mappings of the spaces EC?) and Kat) into themselves

/4.9/
and satisfy on each of these spaces the commutation relations

A A

L g) Q ')1 :cafi‘g)
(253‘: ) 55 M V

/For the proof cf.[‘1’0]'l‘heorem 4 and 5/

4twin and may: H
V. Relativistic Covariance

Let dual-‘1: C1.“ 2

:ions for classical free i‘lelo 9211(1). Let Em

:‘el conditions at tc:*°0 for the interac‘in- field i? [I l
(a

tisfies Eq. /2.’1/ The map (AIM-a Um Min the Banach space 3’ given_, _ I
by the formula (U90 Qw)W= Q11‘ (A_1 (1-01)) defines the continuous re-

/5. 1/

presentation of the Poincare group in the space ty. The elements

denote the transformed element /5.1/ by the symbol Uta/”31.”

(. ) given by the

(UM) ‘M (0)1) and Wm M) (m)

The map (CH/”*Ot‘l’vin the space E '3:

define the element 3i-n:(LP17l)Trlfi) after the transformation. We shall

(at A)V> (511‘) z W (US/1) in»)
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defines the continuous representation of the Poincare group

in $6) or K (”a“).
We now show the covariance property of the quantum field é.

./
Proposition 5.1. The field bLi) has the following transforma-

/\

tion properties relative to the representation (11$)? “a,“ of the

(0(Q,A)$<1)U{§,Mw>(5m) = (mm) w (m
/For the proof of. D0],Proposition 6 /

By virtue of proposition 2.3 in the classical field theory we
cut

have 5:“: PM: 5:“ and. Mix): AA/Mv: M/MV hence by virtue of /3.l+/we ob—

tain /\ (N
/\ A cut

/\ ' out

A 11‘ _ : ”I : 1 : M /54/it ‘5» P/ ; M/” W” fl/‘V
By Eqs. /5.4/ and /3.4/ the quantum generators P/A and M/AV

are represented by the first order differential operator only.

Consequently, the vacuum state We defined by the formula

P/"“l/o:0 2 MN V50 : ”55/
is given in KC?) by the functional %(%’fl')=’l Hence by /5.5/

the interacting and the asymptotic quantum fields have the same

vacuum “V0 inj’<(3:J . The elements of the Wightman domain given

by the formula

mph) = fl éum, /5.e/
L=’
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by virtue of Eq. /3.4/ are represented by the sums of products

of Frechet derivatives of the classical field 6 . Hence the
/\

Vightman domain as well as the Fock space Hut of in field are

subspaces of the carrier spaoeKGr).

VI. Generalized Normal Ordering For Interacting Fields

The formula /‘1'. 6/ shows that the present quantization method

provides a certain normal ordering which is given by the formula

New): 3%). /6.4/
Using the formula. /3.6/ we find that

6(1): U --n'j> Wm) + n V71) <3 (1) /6.2/
The powers NI? )[I’lareAlocal with respect to the quantum field $00
and all other powers NW3 n,r: = 142,3“... Indeed we have:
Theorem 6.1. The quantities N C? “/1 (t}°1)) JGSR-yare continuous

maps of the spaces EU}- and K6) into themselves and satisfy the

[N(§“)(1),N@m)w)]: (11m @7171) @mg‘;)&[1)bfl@]) /6.3/
X

where A [1)(6 l¢j is the commutator function for interacting- field

given by the formula /2.42/v/For the proof cf.Balaban and czka [111/

If x and y are space-like separated then by virtue of /2.12/

KEXIV! l¢1=0and we have

W“) M ) Ntfimmmo . WV
1‘

The ordered powers N(Q In) ('1) are Poincare covariant. Indeed:

A-1QWNW) U(G,A,\V)(;)=N($“)[1l$103](0g;,fl)(ugm)3)=mm mm).
/6.5’/

The formula /6.4/ and /6.5/ shows that the ordering /6.1/ satisfies

the most important requirements which are usually imposed on a nor-
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mal ordering for interacting fields in the axiomatic quantum field

theory.

VII. Quantum Scattering Operator

Let @T(£’Z)be a free classical field, whose initial data

for {=T are determined by the interacting field 1.6.

[M ~ 7.1Warm) ) firmwtw. / /
The time evolution of ©~Ltjz) is given by the one-parameter group

I.T 'r
Ut which is generated by the free hamiltonian H

[Lu/1563[mHVCfiTIIelfiMtgL /7.2/
Indeed by virtue of Eqs. /2.14/ and /2.15/ we have

{@T7Hnatét. /7.3/
GLet H be the quantum operator corresponding to H" by virtue

of formula /3.h/. Then we have:
/\- T

Proposition 72‘1. The global transformation t -D Ut generated by

T . . g a]: . .

-the operator H in the carrier space is given by the formula i=5”)

Omar wg‘fi Ma-I<u:>";1)wmuzm, /7.4/
4
a». ~ T . . . .where H = HL - E DHL and U t is the classical transformation in the

space T generated by the hamiltonian vector field associated with HT . v

/For the proof of. Balaban and czka [1,11 . /
A

Let QT (1) be the quantum field associated with the classical

field if [1)‘Since the nap ét-D (ill: conseries Lie bracket structure of

Poisson bracket Lie algebra, the field @T by virtue of Eq. /4.2/

is a free local relativistic quantuI/Ii field .In particular, by viitue

of Eq. /7.3/ the time evolution of Kitiis given by the operators U:

defined by Eq. /7, 14/

/\

(of $403)? (‘33): ‘1’»; (M; Z) /75/
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/‘ /\

Proposition 7.2. The fields Q (J; 'i)and ® 0 '1)are connected byA T. J... I J;—

the transformation V (131-0) i.€- a
”-4

we) = Wm) 5,60%) v (m), /7. a,
given by the formula A... /\

/‘ rm . : U

W139) = Var-ta) m—t) ($4,) m—T) . /7. F/
A A

The operator U(T)To\E\/(Toit)satisfies the following equation
/\ /‘ A .3,: U mm: -1 Hmt Mac/)1 [/(Tfto)? /7.3.

where A ‘ >\ 3 /q\ (1,» I

H tllqz’c CTN] :‘Sdi 6% “1)1n 0 4 Lo ,

Eqs. /7.6/ - /7.8/ hold in the sense of strong operator topology in at

/For the proof of. Balaban and Enema—11:11] ./

Efiuation/7.8/ is the evolution equation for the evolution operator

U (T,To))which in conventional quantum field theory is formally de-

rived by the passage to the "interaction picture“. It is usually

solved by a formal construction of Louville-Neuman perturbation se-

ries, which in four—dimensional space-time is divergent. In the pre-

sent approach the action of the evolution operator U(.T,Tp)in the

carrier space Ekql can be explicitly calculated. Indeed using the fac

that the evolution operator is gig‘exinas the product of two one-para-

meter groups of time translation Va?“ and Ucctoof) , by virtue

of Eq. /7.7/ and /5.2/ one obtains
.T-

0

To ,9" “' ‘1 I , A ~ .Omowskwfij H‘°(@[TorWI')5])M}V[UCT,L9)§]. /7.10/
We derive now the action in the carrier space of the quantum

scattering operator. This operator is defined in the space £(g) by

/\
§= l u (3’60). /7.-1 1/

T900
Tye-ca A

Theorem 7.3. The quantum scattering operator 5 is given by the

(SW/H3): W845) /7<12/

the formula

formula:



A
where S is the classical scattering operator. The operator 5 is

invariant under the action of the Poincare group and satisfies tl'e

condition A A ’.‘
1‘s ‘ ‘9a = 90%., /7.-l5/

/For the proof of. Baiaban and Raczka [12] /
It follows from formula /2.28/ that S is nontriiial in /\ Q54

theory. This implies that the quantum scattering operator /'7'.12/

is also nontrivial.

It was shown is Section II.D that the classical scattering

operator is nonanalytic in >\ for all initial data from g . Hence

by virtue of formula /¥.12/ the quantum scattering operator is also

nonanalytic .

VIII. Discussion

A. The results of the present work can be extended to a large

class of nonpolynominlanalytic interactions FGD) satisfying the
conditions 1-. g]

1/ HZVWZZ) if” 290
11/ Hz) ~ 0(25") +07 I?! “6
iii/ mlzl-f'z FL?) 20 P

It is interesting that there exist certain power interactions F(@=l@l§‘

l (‘p ~45/3 for which the global solutions exist but asymptotic field

@out does not exist: consequently there is no scattering operator either

[19 11/] . Even worse can occur: if the function G@) = §QF(v)dv is
negative somewhere and the initial data are sufficiently large, then the

solution blows up in finite time [19 i/]: hence there exists only finite

time dynamics. These facts illustrate the richness of non-linear field theories.

Since every quantum field theory in the limit 45,90 should give

a classical field theory the nonexistence of classical scattering o-

perator may serve as a test for admissible quantum interactions. It

—308——



4
may also serve as a tool for proving the nontriviality of A @«n )nzzl

and 4 quantum field theories. E ”7] ~

B. The present realization of interacting and asymptotic quantum

fields is given in a topological vector space €(T) or 7’{ CF )of

smooth functionals over the space ‘F of initial data. The present

approach will be completed if one would be able to introduce a scalar

product of the form:

why-m = S m) mam/15)
’3:

where/Mt) should be a measure invariant with respect to the action

of Poincare transformations /5-2/ and the scattering operator /7 I2/

This would guarantee that scattering operator and Poincare group

are represented unitanily. Since the manifold of solutions is para-

metrized by the Banach space I; of initial data the integral

represents in fact a Feynmann type integral over all histories.

There is one invariant measure with respect to Poincare group

and scattering operator given by Dirac measure 56) : it leads how-

ever to a trivial physical theory. The existence of other invariant

measures is, for the time being, open.

C. It is interesting that in cases when a given quantum field

problem can be solved explicitly in Fock space and in the present

formalismbthe obtained results coincide. For instance consider the

problem of a quantum scalar field in the external time-dependent

(mafia) =v<x) $00 m/
Solving the classical equation, performing the quantization /3.l+/

potential

oobtained solution @E) (3171] and restricting the obtained. field.

to the vacuum sector one obtains precisely the anventional

second quantized field and the unitary scattering operator /for

details cf. Raczka and Vladimirov [171/
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IX. Appendix

We summarize here the properties of the Banach space BF which is

a carrier space for solutions of Eq.(2.1). Let @ofic) be a solution of

the free Klein-Gordon equation, whose Cauchy data at t = 0 coincide with

that of § . Define 3:1 as the space of free solutions such that

¢0(0,x) =lf’(x) = @(0,x) has third derivatives in L1(R3) and second

derivatives in L2(R3) , while ”0(0,z) ='|T(x) =n(0,z) has second de-

rivatives in L1(R3) and first derivatives in L2(R3). Then ever}r

element ofgl is finite with respect to the following norm [8] :

7- 1 co 7.uc§n=surn¢mng+ mm)! + I when:
t 1 .a0 i

(A.1)

The Banach space (3'- of initial conditions used in this paper is the com-
¢~

pletion of f1 in thy norm (A.l).

—310—



REFERENCES

l/
1.See eq A.Jaffe,“Status of Constructive Field Theory, Proceedings

of International Conference on High Energy Physics London 1974

Ed. by J.R. Smith.

2.J.S.Feldman and K.Osterwa.1der) The Wightman Axioms and the Mass

Gap for Weakly Coupled /\ é: Quantum Field Theories) preprint

Harvard University 1975 .

3, J. Magnen, R. Sénéor, Ecole Polytechnique, Palaiseau, preprint on )lég ,
Feb. 1975.

1+.J.Gli1mm and A.Jaffe ) A Survey of Recent Results and Open Problems .

lecture at this Colloquium

5.F.Guerra, Lecture at this Conference

6.R. Schrader) A Possible Constructive Approach to )\ é: , Lecture

at this Conference

7.1.E. Segal

i/ J.Math.Phys. 1, 468 /1960/

ii/ J.Math.Phys. 2, 269 /1964/

iii/ Journal de Math. 2; Part I 71-105 Part II 107-132 /1965/

iv/“Symplectic Structures and the Quantization Problem for

Wave Equations". Proceedings of Conference on Symplectic

Geometry and Mathematical Physics. Rome 1973

v/"The Constructive Approach to Nonlinear Quantum Field

Theory“. Proceedings of International Symposium on Mathe-

matical Physics. Ed. Maurin ,K., Raczka, R. Warsaw 1974

/in print/

vi/"Functional Integration and Interacting Quantum Fields“.

Proceedings of Conference on Functional Integration and

Its Applications, London 1974.

8.Morawetz,C.S. and Strauss,H.A., Comm. on Pure and Applied Math.

3;, 1 /1972/

—311—



9.Ba1aban,T. and Raczka,R., "Second Quantization of Classical Kon-

linear Relativistic Field Theory" Part IiCanonical Formalism,

J. Math. Phys..;_6_, 1475-81 (1975).

10.T.Ba1aban,K.Jezuita and R.Raczka,"Second Quantization of Classical

Nonlinear Relativistic Field Theory" Part II: Construction of

Relativistic Interacting Local Quantum Field Comm.Math.Phys.

1975 in print.)
11.T.Ba1aban and R.czka "Explicit Example of Normal Ordering of

Interacting Relativistic Quantum Field", in preparation

12.T.Ba1aban and R.czka "Second Quantization of Classical Nonli—

near Field Theory" Part III: Construction of the Quantum Scat-

tering Operator, in preparation.

13.C.S.Morawetz and W.A.Strauss, Comm. on Bure and Applied Math. 26,

1+7-54 /1973/
1h.R.Raczka, N.A.Strauss "On Analyticity of Solutions of Nonlinear

Relativistic Have Equations in Coupling Constant and Initial

Data“, in preparation

15.K.G. Wilson, Phys. Rev. H1, 2911 (1973), cf. also K.G. Wilson and J, Kogut,
'Physics Reports 120, No.2 (1974), Sec.XIII where the triviality of re-

normalized 1 theory for small bare coupling constants is proven.

16.R.czka “On the Nontriviality of Scattering Operator in Asé:

Quantum Field Theories", in preparation.

17.R.czka, U.Vladimirov, "Prequantization and the Second Quan—

tization of Scalar Field in an External Classical Field"5in

preparation.

1a.R.'mG1assey, 1/ mth.Zeit. 12, 183-203 /1973/
11/ Trans of A.M.S. 182, 187-200 /1973/.

~312—



Colloques Intemafionaux C_N.R.S.
N° 248 — Les méthodes mathématiques de la théorie quantique des champs

PERTURBATIONS OF DYNAMICS AND GROUP CDHOMOLOGY (K)

John E. ROBERTS(xx)

RESUME : 0n explore 1e r31e de 'la cohomologie dans la description des perturbations
dynamiques. 0n donne des exelnp'les liés a des secteurs de superséiection,
a la stabiiité et aux perturbations bornées.

JULY 1975
75/P.738

* Presented at the Colioquium on Mathematical Methods in
Quantum Field Theory, Marsei‘l‘le, June 23-27, 1975.

** UER Expérimentaie et Pluridisciplinaire de Luminy et
Centre de Physique Théorique, CNRS, MarseiHe

Postal Address : Centre de Physique Théorique
C.N.R.S.
31, Chemin Joseph Aiguier
F - 13274 MARSEILLE CEDEX 2 (France)

—313—



In the course of this colloquium we have heard a great deal
about perturbations of dynamics in one way or another but, up till now,
nothing about group cohomology. I hope to redress the balance a little
because I have gradually come to the conclusion, which is surely by no
means original, that group cohomology is intimately related to perturbations
of dynamics. In order to convince you that this conclusion is sound, I shall
try and provide partial answers to the following three questions.

1) Why does cohomology arise in discussing perturbations of
dynamics ?

2) Where does cohomology play a role ?
3) How does one solve the cohomology problems that arise here ?

None of the heavy machinery of cohomology will be required and
for the most part it will suffice to consider the first cohomology of the
additive group of the real line. Instead I shall illustrate my theme by
referring to three concrete problems in quantum theory : superselection
sectors, stability and bounded perturbations of dynamics.

But before turning to these questions, I have to say something
about dynamics. A rather general way of looking at dynamical systems is to
think in terms of the set of continuous homomorphisms between two topological
groups, Hom(H,G) . Whilst there is little point in actually working at this
level of generality, it helps to get things in perspective to talk a little
in these terms. The group H is the dynamical group ; if you are a mathema—
tician your favourite dynamical group is likely to be 22 , the growp of
integers, alghough, for a physicist, dynamics begins at H? , the real line,
representing the time evolution of the system. There are, of course, a number
of other candidates such as the group of space-time translations or the Poin—
caré group. However H is always some rather small group with a relatively
well understood structure. 6 , by contrast, is a rather large flabby group
whose structure is complicated and much less well understood. It might, for
example, be the group of homeomorphisms of a topological space, the group of
diffeomorphisms of a manifold, the group of measure-preserving transformations
of a measure space, the group of unitary transformations of a Hilbert space
or the group of automorphisms of a Cx-algebra. All these examples have a common
feature : they may be thought of as the group of symmetries, or automorphisms,

75/P.738
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of some underiying space X : G = Aut X .

Perturbation theory means looking at the set Hom(H,G) from the
point of view of a fixed basis eTement U of Hom(H,G) , the unperturbed
dynamics. Group cohomoTogy Ties at the very root of perturbation theory.
If U' 6 Hom(H,G) denotes the perturbed dynamics then the appropriate
variabTIe for perturbation theory is

(1) F; = UK) Us)”, 5 e H ,

P is a continuous function from H to G and satisfies

(2) rssr : r t .t st 5, 6H

(3) Fe: 1,

here if g E G , s e H , then 53 = ULSH] ULS)-1 , e is the identity
eTement of H and 1 the identity eTement of G . Eq.(2) and (3) define what
is meant by a 1-cocyc1e on H with vaTues in G . A11 cocycTes arising here

wiH be continuous, and I write I“ 6 2:1 (H , G) , where the subscript
U is written to remind one that the action of H on G determined by U

appears in the definition of a cocycTe. Two 1-cocyc1es l" and P' are said

to be cohomoTogous l" N 1'“ if there is a g e G such that

(4) F's= 3'13) “'4‘

The set of cohgmoTogy c1asses is denoted by H:l( H , G) . Z;(H , G) has
a base point P , F5 = 1 , S 6 H , corresponding to the absence of a
perturbation and a cocycTe cohomologous to F' is caTTed a coboundary.

The set of coboundaries is denoted by 3:, (H , G) -

Of course an this is just a change of language ; 2:. (H ,G) is

75/P.738
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Hom(H ,G) in disguise and H:‘(H ,G) merely identifies dynamics which are
transforms of one another under some element of G , i.e. under some symmetry
of the underlying space X .

As an example to illustrate these ideas, take H = fii and
G = IAL¥Z) the unitary group of a Hilbert space #1 in the weak operator
topology. This is the setting for elementary quantum mechanics. Dynamics is
given by a continuous 1-parameter unitary group U , U(t) = eitH , H is the
Hamiltonian. A perturbed dynamics is given by U'(t) = eitHl
cocycle is

and the associated

itH' _itH
I1 = e e teR

P is a coboundary if and only if H and H' are unitarily equivalent.
The cohomology classesare the unitary equivalence classes of self-adjoint
operators and these are characterized by spectral multiplicity theory [I] .
Scattering theory also gives us one sufficient condition for a cocycle to be

_ . iEH' -iewa coboundary : if a wave operator (1:, = lxm e e
t +7.1:

is unitary them I"; = 0.: an” 0:951?" = Q: [trig—i.
exists and

Superselection Sectors

In considering perturbations of dynamics, one usually wishes to
impose restrictions on the class of perturbations. In the theory of super-
selection sectors in elementary particle physics, the characteristic restric-
tion on the perturbations is that they are localized in some sense because
they correspond to the addition of localized "charges" to the system. If one
looks for Poincaré covariant sectors, one deals with l-cccycles F over
the Poincaré group 53 with values in the unitary group 11(51) of the
observable algebra C1. . In the description of superselection sectors
given in [2 , 3] the locality restriction may be expressed as follows :

(5) r; e gmwunawfig' , L633.

75/P.738
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Here the union is taken over all double cones (.9 , (9’ denotes the space-
like complement of (9 and the observable net (9 —>cxu9) is supposed
realized concretely on the Hilbert space file of the vacuum representation 17°.
With such a cocycle l" , there is an associated localized morphism pr, of
the observable algebra given by a pointwise norm limit as L tends spacelike
to infinity ([2 ; Lemma 3.1} and [3 ; Footnote 7] ) :

(6) ppm =1imqf, Me.

Here :k is the filter generated by the filter basis with elements
F((9) = {L69 '. LL9 c {'3'} . If L -> U°(L) implements the Poincaré
automorphisms in the vacuum sector, L -+ FL UotL) implements the Poincare
automorphisms in the representation flg° Pf’ . Hence the perturbed dyna-

mics can be reinterpreted as the original dynamics of states in some other
sector 1) . Two such cocycles F and P' are cohomologous if there is
a unitary V e g me) such that I"; = V'1 lie-LN) . This implies
from (6) for the localized morphisms that Pr'U“ = v“’or(A)v1AeeL.
In fact F ~ f” if and only if the representations figofpi and “to?“
are unitarily equivalent ([2 ; Lemma 1.3] and [3 ; Lemma 2.2] ) so that
the superselection sectors can be described in terms of cohomology classes.

This description of superselection sectors does not cover all

cases of interest because one implicitly assumes

a) that charges can be strictly localized or equivalently that one can get
away with strictly local fields in a Hilbert space with positive-definite

metric. This is a result of taking the FL strictly bilocalized in the

sense of (5) .

b) that there are no spontaneously broken gauge symmetries. This is a conse-

quence [4] of the duality assumption in the form 31(0) = 6405' .

A suggestion as to how to modify duality to allow for spontaneously

broken gauge synmetries may be found in [4] . From the point of view of the

1) To simplify the discussion, I am suppressing the fact that Tron Pr' is,
in general, reducible and corresponds to a mixture of sectors.
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l-cocycles what happens, roughly speaking, is that the cocycles I" which
reflect the spontaneously broken part of the gauge symmetry, although they
are not coboundaries in LNG.) , become coboundaries in the larger

group utel‘)
It is not yet clear how to modify things to take care of the charges

which, as in the case of electrodynamics, cannot be strictly localized. An
attractive possibility from a mathematical point of view is to look at cocycles
which are asymptotically bilocalized in the sense that given A 66! and 570

there exists an F e 1’ such that

(7) \lflU‘flA - AKLU‘LAII 4 s , L,LL e F

Much of the algebraic structure survives this generalization. Thus one can still
use (6) to define "quasilocalized" morphisms pp and the Poincare auto-
morphisms are still implemented by L -) F'L UOLLl in the representation W°°FF

As a final remark, if ad FL denotes the inner automorphism gene-
rated by f‘L , and we look at the cocycle B’ , XL = ad FL , which takes
values in Aut BL , we see that (6) nay be looked upon as an attempt to
show that ‘6 _ is a coboundary by taking a limit over the left—invariant
filter 7! on the Poincaré group. This parallels the use of wave operators
to show that cocycles are coboundaries which was discussed above.

Stability

We turn now to the question of the behaviour of fixed points under
perturbations of dynamics. If U 6 Hom(H, Aut X) denotes the unperturbed
dynamics and x e X with U(h)x = x , for h e H then x is said to be
stable if there is a neighbourhood W 3 U and a smooth mapping 4>.N->X
such that

(3) V(h\ cHVl = ‘H-V) 2 he H ,. V E N

and +(U) = =< . To make this notion precise, we have to say what is
meant by smooth. Very often smooth can be taken to imply continuously diffe-
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rentiable in some sense and then there is a weaker condition, infinitesimal
stability, which, being a linear condition, is easier to analyse than stabi-
lity. Under certain circumstances it turns out that infinitesimal stability
is sufficient to imply stability. The point I wish to make here in general
tenns, without burdening the discussion with precise definitions, is that
infinitesimal stability has a cohomological interpretation.

In treating infinitesimal stability one deals with infinitesimal
perturbations of dynamics. This involves changing the coefficient group in
the definition of cocycles from the infinite-dimensional Lie group G = Aut X
to its Lie algebra fcs which has ar underlying structure of a vector space
and hence of an Abelian group. An infinitesimal perturbation of dynamics is
thus an element of ZL(H, ifG) . ZL(H,:£G) has itself the structure
of a vector space under pointwise operations. Since G = Aut X there is a
natural linear mapping 4; , say, of i(; into TXX , the tangent space
of X at x . Since U(h)x = x for h 6 H , TXX carries an induced linear

~
representation of H and 4/ induces a linear mapping + , say, of

u.1 u 4 - — V, . v - - v ‘Z (n ,3 G) into 2' {H ,Exz ] . 4 mass cobounoaries lfitC coooundarzed .
‘ u] into

. 3; ‘(fi
so that me have an induced linear map , say. of H“

4 -

- . .. ., ,. ,“Hu (H, I,X ) . Ihe lnflnltESlmal stability consition is that =0 in
.fi
Cy. ,

other words that the image of ZC‘(H ,i G} under + is contained in
1 T .B (H , >:X)u

As an example of these considerations, I shall formulate an infini-

tesimal stability condition for an invariant state as under a strongly

continuous 1-parameter group a of automorphisms of a Cx-algebra 51 .
Let Der‘éi denote the real Banach space of symmetric derivations of at ,
if cle DerOL . let Sc]. 6 DerGL be defined by Scum = «Sda_SLA), Mel. .
As an infinitesimal perturbation of dynamics, I take an element of Z;_UR,IVTEL),
i.e. a continuous mapping d of IR into Der 6L such that

(9) A, + 9d, = em , W ‘ R

Let [LA] denote the real Banach space of Hermitian linear functionals which

are normal functionals of the representation generated by co . If f 6 [k8
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then 5’" 6 [OJ , where SF (A) = F0950“ . There is a linear mapping
$ of 22((R, Der-a.) into Z;(|R,E¢J]) defined by

(10) $(d)s (A) = coals (A) , A e a_

47 maps coboundaries into coboundaries and one may define co to be
infinitesimally stable if 13* , the induced mapping from H;(R,‘J>evfl.)
to H;(R, E01) , is zero.

In order to see what is involved here, let me sketch one way of

computing the first cohomology of the real line with coefficients in a Banach

space. Let B be a Banach space and s —> U(s) a strongly continuous

representation of R by isometries of B .
Let 8 denote the infinitesimal generator of U :V 0(8) = {{PEB: 59 U15);
is norm differentiable } .
If e e Du») then 8; = 1n {Tame—é}.
One may compute the cohomology in three steps.

a) Given itZLLRB) define é = “5-41.01?s and set «I; =
§s+U(s)§-§. Then ‘1’, is a differentiable cocycle and one sees that every

cohomology class contains a differentiable cocycle.

b) If '92 is a differentiable cocycle then

s L
(11) is s 10 ULL)‘£ alt

where Q denotes the derivative of 595 at s = 0 .

c) A differentiable cocycle {P is a coboundary if and only if ‘E = 8§
for some éé 13(5)

This establishes an isomorphism of HL U2, 3) and the quotient space
B/R(5“) . where R(§) denotes the range of S .

Note' that the above steps are so simple that the proof holds in more general
contexts where B is no longer a Banach space. In practice there is still

75/P.738

—320—



the problem of giving a good characterization of R(S) . For examples

of how to compute the first cohomology of more general Lie groups with
coefficients in a Hilbert space, the reader may consult Araki [5] .

Using the above characterization of cohomology, one sees that
an invariant state b.) is infinitesimably stable if and only if for
each d E DerGL such that 5—» scL is norm continuous, there

is a ‘1’ e [as] such that H 034- SAHNKS -<H II -> 0 as 5+0,
If one takes 61. to be a simple (ll-algebra so that each derivation is
inner and uses (11) one sees that wis infinitesimally stable if and only
if for each h = In" 6 a, there is a 4> e [:0] such that

S
(12) 1'1; ”([09t A1) alt II +o¢_sm - +0“, Ae 6L.

Eq.(12) may be recognized as the stability condition used by Haag, Kastler

and Trych-,Pohlmeyer [6;Prop. 2] in deriving the K.M.S. condition.

Bounded Perturbations

In this section we consider a natural class of rather weak pertur-

bations of l-parameter groups of automorphisms of a Cx-algebra. If 6!. is

a Cx—algebra with identity, Uta) will from now on denote the unitary

group of 3b endowed with the m topology. If a and MI are

l-parameter groups of automorphisms of £1 then ‘1' is said to be a

bounded pertubation of d if Ilfi'e —o(tl| —->0 as t —» 0 . This
definition together with the results of this section are taken from [7].

Passing to the cocycle variable 3 ' , Xe = “It“: , t g IR ,

one sees that studying the bounded perturbations of K is equivalent

to studying Z; (R, AatC‘L) where Rutfi. is given the norm topology.
For simplicity, I shall only discuss here the case that 8C is a von Neumann

algebra M and that o( is a weakly continuous 1-parameter group of

automorphisms of m . Since, by a result of Kadison and Ringrose [8;Thm.7],

every automorphism X of EC with “X— Lil< Z is an inner automorphism
Z; (R, Act XTL) = ZLUR, 12m.) , where Infit denotes the

subgroup of inner automorphisms. It turns out that it is actually the weakly

dense (Ix-algebra mo of elements of m having a norm continuous

orbit, which is important here :
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me = i: A 6 m ‘ t _" MELR) is norm continuous}

The simplest way of expressing the main result is to suppose, as one may,

that m is realized on a Hilbert space 18 , where o< ‘ is imple-
mented by a continuous 1-parameter unitary group : dtLA) = e1tHAe'1‘-'H

A E m . Then if «x’ is a bounded perturbation of IX ,
«1030 = e {tH’A edit”, , where H' may be chosen to have

the form

(13) H = VHV +h

with V 6 mm,» and Ill: I: Fifi-Elmo . Conversely if HI
has the form (13) then A 9/161 H A e.1 H defines a bounded pertur—
bation of cc . Of course one can also express this result in a way which
makes no reference to an underlying Hilbert space [7;Thm 4.8] .

Let me say a few words about how this result is obtained, stressing
the cohomological parts of the argument. One has an exact sequence of groups:

1 —> 24(5) a nun) —> 1m —> i
where 3 denotes the centre of m . The first step in the proof is to
show that ‘6 , which is a continuous map from R to Inm , may
be lifted to a continuous map U from ll? to ’Uhflg :

xt = «dub _ EER

Now U is not necessarily a 1-cocyle but, and this illustrates a typical
feature of cohomology, the deviation Z of U from a 1—cocyle,

-1(14) s, b) = us MSUih) Us+E , S,t 6 IR

is itself a 2-cocycle with values in ufigg , 3°: '3 “mo ,

(15) ZCS,E) ZLS-+t,u) =7 XSLZLt'Kfi z(g,t+u.)) S,t,u 6 R
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Now, one can show that if «x is a strongly continuous l-parameter group
of automorphisms of an Abelian (Ix-algebra a , then H:(IR,uLeL))= 0
This implies that there is a continuous function '1 R —-> utgo)
such that

-4 _
(15) Ztsjtl = ’k "\s «SL'AJ) > s,l: e IR_

Hence if one sets F's = Ks Us 55 R then
r' e ZLLR,uLm°)) and

(17) Xe = Ml F‘t , be IR.

The final step is to analyse ZJJRJMW) where as is
a strongly continuous 1-parameter group of automorphisms of a (Ix-algebra

Bl . In the problem at hand one takes a. = mo . One finds that
2‘“ UR ’ “(30) may be regarded as a homogeneous space under

the action of SHAWL) , the inhomogeneous unitary group of 01. . 77M“)
is the group of pairs (EV) with V6 ULCL) and L = Wk {—51
and the law of composition

(18) (L,v)(k',v') = LL+vh'v", VV')‘

To find a pair UMV) which corresponds to a given
I" e 2; UR, 1&(6L)3 , one picks V 6 ma) such that

F!t = V" F't Kt (v) , tell? , is a differentiable cocycle and
then defines y, = _v;é_r-‘ V" . The h and v whid1

O“— t b=a‘

appear here, for CL = mo , are of course those which may be
used in (13).
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Introduction

In Guerra—Rosen—Simon [16] we advanced the idea that the

methods of statistical mechanics play a vital and natural role in

boson quantum field theories. Indeed, the last three years have seen

a tremendous infusion of techniques from statistical mechanics. In

particular, I would mention the following areas:

a

b)

C)

d)

Correlation inequalities: For a recent review, see Simon [32].

Expansion techniques of Glimm, Jaffe, and Spencer: See e.g.,

Glimm—Jaffe-Spencer [10] ("high temperature"), Spencer [34] ("low

fugacity"), Glimm—Jaffe-Spencer [12] ("low temperature"), and, for

applications to 01>”)3 , Feldman-Osterwalder [4] and Magnen—Seneor

[23].

Lee—Yang Theorem (¢u theories): The original result of Simon—

Griffiths [33] has been applied and extended by a number of

authors (e.g., see Dunlop—Newman [3] for a Lee—Yang Theorem for

multi—component fields).

Dynamical instability and phase transitions: We now know that the

(4)”)2 model exhibits a phase transition (see Jaffe [20] and

Glimm-Jaffe-Spencer [11]). In general the results and techniques
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that have been developed in the investigation of the set of pure phases

in the Ising model serve as a useful guide for ¢3 models.

Although I shall have a little to say about a) and c) below,

the main question that I shall discuss is the role of boundary condi-

tions (B.C.) in the P(¢)2 model. For complete details I refer you

to Guerra-Rosen—Simon [18]. Just as in statistical mechanics, one

expects that B.C. are fundamental in the definition of equilibrium

states,and are connected with the existence or nonexistence of phase

transitions (I am referring to “i B.C. "). Actually I shall not dis—

cuss these difficult questions but shall instead concentrate on

“classical“ B.C., namely free (F), Dirichlet (D), Neumann (N), and

periodic (P).

More precisely, consider the free boson field ¢ with

Gaussian measure duo with covariance operator G0 = (—A +m§)_1 (for

a discussion of Euclidean Q space consult e.g., [31]): we have

I ¢<f)¢(g)duo = (f ,Gog) (1)
Q

for f ,g e N = H_1CR2) , the Sobolev space with inner product (1).

The standard strategy for constructing an interacting field theory is

to restrict to a bounded region A CJR2 , to modify the measure duo

by a non-Gaussian factor depending on the fields in A ,

-U —U_ A AdvA — e duo /[ e duo , (2)

and then to take the limit A +IR2 . For the P(¢)2 model,

UA = [A :P(¢(x)] :d2x . However there is no a priori reason to use

"free" B.C. on the Gaussian part of the measure in (2) and we could

replace duo by a Gaussian measure dpi corresponding to the covar—

iance G? = (-A§ +m§)-l (3)

where A? is a self—adjoint extension of AFC3(A) with "X " B.C. on
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the boundary 8A of A . Indeed it was Nelson's discovery [24] that

brand X B.C. (namely Dirichlet) lead to monotonicity properties of

the interacting measure (2). Thus we generalize (2) to

X
-U

dvi const. e A dpi (4a)
or to

_UA
HX XdvA const. e dpA (4b)

where in (4a) Wick subtractions in Hi are made with respect to dpi

and in (4b) (Half -X B.C.) Wick subtractions in UA = Ui are made

with respect to dui = duoA ; here EA is the o -a1gebra

generated by the fields in A .

A rather general class of covariances (3) is suitable for

field theoretic purposes. It is natural to impose one regularity con-

dition on this class: for some constant oi < m

X XGA 5 CA G0 (5)

as operators on L2(A) . One can prove [18, Theorem II.6] that if G?

satisfies (3) and (5), then for all f ,g e c:(A) ,

x _ D x(f .GA g) —(f ,GA g)+ BA(e3Af ’eaAg)

where BX is a bounded, positive definite quadratic form on NBA ,

the subspace of N = H_1CR2) consisting of elements with support on

BA ; here e3A is the self—adjoint projection in N onto NBA .

In addition to the choice of covariance, we may also wish to

choose a free field with nonzero mean which is specified by a linear

functional on NBA (see [18]). However, for the purposes of this

lecture, I shall specialize to mean zero, A a rectangle, and

x = F ,D ,N ,P .

The Pressure is Independent of B.C.

The freedom to choose different B.C. provides considerable
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flexibility in the study of the thermodynamic limit. Certain opera—

tions and assertions are trivial with one choice of B.C. and incon—

venient or impossible with others. Obviously, then, it is important

to know what objects are independent of the choice of B.C. in the

thermodynamic limit. Consider the pressure in the P(¢)2 model

-UX _ l X _ l A XHA — W in ZA — TA—l- lln I e duA , (6a)

or the half -X pressure,

-UaHX = 1 HX _ 1 2n I e A dpx (6b)A W 1" ZA “W A

The pressure should depend on the B.C. only through a surface effect

in finite volume A and should be independent of the B.C. in the

infinite volume limit. This is our first main result:

Theorem 1. Consider the P(¢)2 theory where P is any semibounded

polynomial. For 0 = D ,N ,P ,HD ,HN or HP , the limits

“0 = lim a0 all exist and equal a = lim a(x) A onA—yw A+m
A .

Remarks. 1. The existence of the limit am =1im GA was established
A+m

by Guerra [l4].

2. The limit A + m may be taken in the sense of van Hove [30]

(except of course for P and HP B.C.).

3. It is possible to prove a more general result of this sort for

nonzero means (provided the means do not grow too quickly) and for

the class of covariances specified by (3) and (5)-

The corresponding result has been well studied in classical

and quantum statistical mechanics. Our approach has been largely

influenced by Robinson's work in quantum statistical mechanics [29].

Related results have been obtained by Novikov [26] and Ginibre [9];

see also Fisher-Lebowitz [5] and [30] for results of Fisher and
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Ruelle. Baker [1] has proved the analogue of Theorem 1 for lattice

boson models.

Conditioning Inequalities

First let me recall some basic facts about extensions of

(—A +m§)rc:(A) with different B.C.:

Lemma 1. Let A be an open region in IR2 (rectangular if P B.C.

are considered). Then, as operator inequalities on L2(A) ,

G S G IA G . (7)

(8)

o
m Q

=-
z

:>
Z

>U
>U

If A1 and A2 are disjoint open regions and A = int(7&1 u K then2)

>2 I (9)

(10):>
U

where 9 denotes direct sum according to the decomposition

L2(A) = L2(A1) e L2(A2) .

This lemma is an immediate consequence of the theory of

quadratic forms (see [21] or [18]). In fact, it is most convenient to

define Gi via the quadratic form associated with (-AX +mg)

We now invoke the theory of conditioning [16, 31] which allows

us to deduce inequalities between Q space expectations from operator

inequalities among covariances such as (7) —(10). In particular we

obtain the following transcription of the inequalities of Lemma 1:

D 2i N . 11ZA 3 s zA ( )

If A = int(K1 u K ) , A n A = ¢ , then

Z (Submultiplicativity of N B.C.) (12)
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R (Supermultiplicativity of D B.C.) . (13)

The familiar relations (12) and (13) lead (together with appropriate
Dbounds) to the convergence of a? + u2 and a? + a“ (see, e.g.,

[30]). The lattice of inequalities of (11)

n . N (14)

is basic to our proof of Theorem 1: the strategy is to show (a)

a: s or.°° and (b) a: 2 a” . Then the equalities a: = a: = a: = a2

follow by "bracketing". I shall sketch the proof of (a) below; the

proof of (b), while similar, is a little more involved (see [18]).

Before going further, we should ask whether z? is finite

[that ZR 5 ZA 5 exp[0(|A|)] is the well-known "linear lower bound"].

One way of showing that Z? < w is to establish the regularity condi—

tion (5) for N B.C. For then by conditioning [c is the constant

CI; in (5))

where the superscript cF indicates that the covariance in the

measure (and in the Wick subtractions) is cGo . If we make a change

of variables ¢ + ck ¢ then we obtain

ZA = I exp(-fA:§(¢):]duo

%where the new polynomial §(y) E P(c y). Hence the case of N B.C.

reduces to that of F B.C. and we are done. The verification of (5)

for N B.C. is non-trivial [l8] and we omit the proof:

Lemma 2. If A is a rectangle, then G? s c? Go.

We remark that it is possible to prove this inequality for
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more general regions than rectangular A ; for instance, for circles

or star—shaped regions with C2 boundaries [18]. On the other hand,

there are regions A for which the inequality fails.

Properties of the Classical B.C.

It is instructive to look at the lattice approximations [16,

§IV] to the measures dui . With each site n6 5 632’2 we associate a

spin qn taking values in IR ; the spacing parameter 6 > 0 . The

free lattice measure on the infinite lattice dZZ is (formally)

_l .AFq
du: = const. e Zq m dq

where the infinite matrix A: is defined by

2l ) (15a)2 2 2. — +. z _q A q m 6 Eq 2 (q q l

<n,n9 n

2 2 2(mos +4) 2 qn - Z qnqn, (15b)
n <n,n'>

where the notation (n ,n[> indicates a sum over nearest neighbours.

If we now restrict du: to the set of lattice sites in the rectingle A

we obtain the (rigorous) lattice measures dui's = const. e—%q-AAq dq

as follows. For D B.C. we drop the coupling terms qnqn. across

3A (think of the sites qn, outside A being frozen to zero):

q-Aiq = “[1352 +4) 2 q2 - 2 q qn n n' (16)
n in A <n,n§ in A

where by n in A we mean n6 5 A and by (n ,n') in A we mean

that the sum is over nearest neighbours with no ,n'd in A . For

N B.C. we drop the coupling terms (qn -qn,)2 across 3A since

this simulates zero normal derivative:

q-A‘Xq = m§62 2 q: +% z (gm—can»? . (17)
n in A <n,n'> in A
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To obtain P B.C. we simply introduce couplings qnqn, between

boundary spins at opposite edges:

P 2 2q'AAq = (mod +4) I q2 q q— Z (18)
n in n <n,n'>P in A n n'

where the notation {n ,n'>P indicates actual nearest neighbours or

sites at opposite edges of the rectangle A . The case of F B.C. on

BA is the most difficult to write down (see [16, §IV]). An examina-

tion of (16) —(18) shows that the measures dui,6 are all ferro—

magnetic in the sense that the off—diagonal entries of A? are non-

positive; however, some B.C. (F ,P ,N) are more ferromagnetic than

others (D). (See Application 2 below for a discussion of the result-

ing correlation inequalities.)

In support of my contention that flexibility in the choice of

B.C. is useful, let me list some of the advantages of each of the

classical B.C.:

Free B.C. are simplest to calculate with since G0 is diagonal in

momentum space, G0(x ,y) = (21r)_2 Jelk'(x_y)(k2 +m§)_l dk.

Dirichlet B.C. provide the easiest way of introducing barriers be-

tween regions of space (as in the cluster expansion [10]); the point—

wise inequality Gi(x ,y) s G0(x ,y) leads to particularly simple

estimates. As can be seen from (16) D B.C. play the role of "free

boundaries" in ferromagnetic spin systems; hence D B.C. are most

suitable for correlation inequality arguments (e.g. Nelson's

monotonicity theorem [24] and relations between D Schwinger

functions and other B.C. Schwinger functions as described below).

Periodic B.C. are “closest“ to the infinite volume theory in the

sense that P states are translation invariant. P B.C. are best for

implementing transformations of the field or measure such as a mass

shift or ¢(x) + ¢(x) + c (see e.g. Spencer [34] and [18]). P B.C.
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in the "time" direction of the free measure give a trace formula, as

first pointed out by Hoegh—Krohn [19]; for instance, if A is the

rectangle (-£/2 ,k/Z) x ('t/2 rt/Z) :

-UHP A PZA - I e duA

HP-t HR,
= EEEi____J_

"t H: xTr(e ’ )

Here HHP = HP + HEP where HP denotes free Wick subtractions.z 0,£ 1,2

Neumann B.C. The submultiplicativity of N B.C. (“repulsion'' between

regions) leads immediately to infinite volume estimates given a finite

volume estimate. For example, suppose A1 is a unit square and A a

union of unit squares; then by (12) and (11)

X N N .
ah s “A s “A (Linear lower bound).

1

v
Proof that a; s a

We realize N B.C. in a passive picture by "changing co—

ordinates". More precisely, we write

G = G0 + 6G

where, by (7), 6G is a positive operator on L2(A) ; and we realize

the N B.C. field as

¢§ = ¢ + 6¢ . (19)

In (19), the right side is a sum of independent Gaussian processes, ¢

and 6¢ , with zero means and covariances G0 and 6G respectively.

We denote the expectation for the process ¢§ by (-> .

If R c A are rectangles, we introduce the "pressure" with

interaction in R and N B.C. on BA by
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—AUN’AN A _ 1 RQR, (A) - TET 109 (e >

where A 2 0 and
N,A _ . N _R — [R.P(¢A).(x)dx

with Wick subtractions made with respect to G? . The pressure in R

with F B.C. is

1 _AURuR(A) = W log (e >

where UR = I :P(¢):(x)dx with Go Wick subtractions.
R

Suppose that the sides

of R are a distance r = [Aln
from those of A , for some

fixed n in (0 ,E ; and
F.——J

suppose that A + w in the
__________________JA

sense of Fisher (see [30]) so

that in particular the diameter of A , d(A) , is of the order of
I. . 4..MI;2 . It follows that the area of the corridor IA\R| = O(|A|n 2)

We now prove that mg 5 am in two steps:

Step 1 (Strip removal) For any A > 1 there is a constant c such

that
1N N A n--uA s aR’ (A)/A + CIAI 2 . (20)

Step 2 lim uE'A(A) = aw(A) .
A+oa

Combining these two steps we obtain

lim a? s am(A)/A (21)
A—H»

for any A > 1 . But aw(A) is convex in A and therefore continu—

ous so that we may take A + 1 in (21) to deduce that

—335—



82 IA 9

Proof of Step . By Holder's inequality (l/l +1/A' = 1)

an?“ l/A —>.'UN"‘ m--UN'A 1
(e A >s<e <e A\R> . (22)

But by the linear lower bound

N A l_)‘IU I n+2
(e A\R>S e0(|A\R|) = eo(|A| ) . (23)

(20) follows from (22) and (23).

It is possible to prove a stronger result than Step 2 (taking

A = 1 without loss of generality):

Step 2' (Principle of not feeling the boundary)

lim _efiNx_ = 1 . (24)

-U
Proof. Let D = <e 3>/<§

e_x - e_y s %|x-y|(e_x-+e_y)

we obtain
N A'U ’ “U _

RIn] s-:-<|6U|(e R +e )>/@

where 5U = UN’A

,AN
U

R > (25)
d— U Say that P(y) = y . An explicit calcula-

R R '

tion yields

. d . .
<6U2> = 2 cd . I I G (x—y)d'3 6G(x ,y)J dxdy (26)

3=1 '3 R R 0

where the cd j are combinatorial factors. It is easy to see by the
I

method of images that for all x ,y in R

—2m r
|6G(x ,y)| s const. e ° . (27)

Since G0(x-y) has only a logarithmic singularity we deduce from (26)

and (27) that for some constant a
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-2m r<6U2> s a2|Rl2 e 0

By hypercontractivity (see e.g. [24]) we can extend this to an

estimate on the LP norm "GUHP = (IdulP>1/P for p 2 2 :

d 21|w|1p s (p—1) /.;||<SU||2
d/2 ”mo:5 a(P-1) IRI e .

Next we apply Holder to (25):

mr —|D| s apd/ZIRle ° "e

by condition—

ing. (29) looks a little unfortunate since

However, we note that by interpolation for

nfup. / 11i s (Ilfllz/llfll‘i)2/P .
-uN'A _UN,A

Now “e R “2 s eo(|Rl) by the linear lower bound and "e_ R n1
2 e_o(lRl) by Jensen's inequality. Thus if we choose p = [R] we

obtain

_UN.A N,A-Uue R lip/He R Illse°"R"2/P=e°‘“
-2m r

so that by (29) ID! 5 const. |R|d/2+1 e 0

‘which goes to zero as R + w .

Convergence of the Lattice Approximation

The main justification for saying that the lattice measures

d“i,5 [defined by (16) -(18)] correspond to X B.C. is the proof of

convergence as G + 0 . In [16] we proved convergence for X = F ,D .

When A is a rectangle a similar proof for X s N ,P may be based on
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taking Fourier transforms with respect to the eigenfunctions of

—Ax + m2A 0 (see [18] for definitions and details):

Theorem 2. Let 0 = P ,N ,HP ,HN . Suppose h ,hr 5 c:(A) .1 ' "0

As 6 + 0 the lattice Schwinger functions $2,6(h1 ,... ,hr) con—

verge to the continuum Schwinger functions

0
F _UA

‘ ¢(hl)---¢(hr2e
(h1 ,... 'hr) =

0
SO d“A
A a-UA oI e duA

Remarks 1. For convenience we assume that 6 + 0 through a sequence

of values (e.g. dj = l/(Zj +1)) so that the sides of A lie midway

between lattice points.

2. Thus we obtain correlation inequalities for X B.C. (see Applic.

2 below).

We now turn to some consequences of Theorems 1 and 2 (for

further details see [17] and [18]).

Application 1. Gibbs Variational Equality

In [16] we were able to establish only the Gibbs variational

inequality: for any weakly tempered translation invariant state f

s(f) - D(f ,P) S uw(P) (30)

where s(f) is the entropy density, p(f ,P) the mean interaction,

and um(P) the pressure as a function of the semibounded polynomial

P . Given Theorem 1, we can prove equality [18]:

sup [s(f) -D(f ,P)] = Gw(P) (31)
f

where the supremum takes place over all tempered, translation invari—

ant states f .

The Gibbs variational equality was one of the main goals of

Robinson's work [29] on the independence of the pressure on B.C. in
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quantum statistical mechanics. Our proof of (31) is patterned after

his. In essence one considers states fD constructed by carving up

R2 into a union of large squares and defining fD as the (averaged)

product of Gibbs states for each square with Dirichlet B.C. Since

such fD factor, the calculations may be simply performed and one

finds that
sup [s(fD) -p(fD ,p)] 2 (12(P) . (32)

Clearly the desired equality (31) follows from (30), (32) and the fact

that a: = a .m

Application 2. Correlation Inequalities

The ferromagnetic nature of the lattice theories with X B.C.

[see (16) —(18)) and the lattice convergence result of Theorem 2 imply

immediately by the methods of [16, 33] that all the correlation in—

equalities known for free B.C. hold as well for X B.C. Thus we

have for B.C. a = F ,D ,N ,P ,HD ,HN ,HP :

a) Griffiths-Kelly—Sherman inequalities [8] for P(x) = Pe(x) — ux

where Pe is even and u 2 0 .

b) Fortuin-Kasteleyn—Ginibre inequality [6] for arbitrary (semi-

bounded) P .

c) Griffiths—Hurst—Sherman [l3], Lebowitz [22], and Newman [25] in—

u
equalities if P(x) = ax + bx2 — px , a > 0 , p 2 0 . For

example [25],

|<e¢(f)> | s explSl(IRe fI)+%Sz'T(|Re fl , lRefIH

where Sj is the j -point Schwinger function and S2 T(x ,y)
I

= 52(x ,y) — 81(X)Sl(y) .

d) Ursell6 (Cartier [2], Percus [27], Sylvester [35])

06(x1 ,... ,x6) 2 0
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if P(x) = axu + bx2 .

In addition the Lee-Yang theorem holds for the above B.C. if

P(x) = ax” + bx2 — ux [33].

what about the basic lattice (14)? It is natural to conjec-

ture that the Schwinger functions for different B.C. are related as

in (14). However it seems possible to relate only D B.C. to the

others:

Theorem 3. [18] If P(x) = Pe(x) - ux , u 2 0 then

X=F,N,P. (33)

If in addition deg P s 4 , then

XDSA S SA X H F,N,P. (34)

Qiscussion. As remarked above in the discussion of the lattice ex—

pressions (16) -(18), F , N and P B.C. are more ferromagnetic than

D B.C.; hence (33) follows from the second GKS inequality (see e.g.

[16, §V]). For X (as opposed to HX) B.C. , a change in B.C.

involves a change in Wick ordering; in the special case when

deg P = 4 , this change involves only a quadratic term and can be

controlled; hence (34) (see [16, Theorem V.ZOB]). As for inequalities

among other B.C., consider Sip and SfiN . An examination of (17)

and (18) shows that for some n , 0 < (AIR)nn < (Ai)nn , but, on the

P N .other hand, for some n ,n' , (AA)nn' < (AA)nn' s 0 . Thus neither

of P or N is more ferromagnetic than the other and an inequality

EP SSKN seems doubtful. Similarly it is tempting to conjec—

ture that SfiN is monotone decreasing in A (32D is monotone in—

like S

creasing); however such a result can at best be true only for some

values of the coupling constants.

Application 3. Mass Gap for Nonzero External Field
. 4 2Con51der the (a¢ +b¢ —u¢)2 model [similar arguments hold
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in d =3 dimensions (see Frohlich [71)]. For large |u| , Spencer
[34] proved that the infinite volume theory with P B.C. exists and

has a positive mass gap. According to the Goldstone picture, however,

there should be a unique infinite volume state with positive mass gap

for any p = 0 . By adapting

an argument of Penrose—Lebowitz

[28] for finite range lattice

spin systems that was based on

the Lee-Yang theorem and the

theory of subharmonic functions,

Guerra-Rosen—Simon [17] proved

this result:

u

u 2ad; +b¢ -u¢
u > 0

VI

\\\_,/// \ 3/, \ ,

unique minimum
with positive curvature

Theorem 4. Let P(x) = ax + bx2 — ux , a > 0 , p z 0 . Then the

infinite volume (Dirichlet or half-Dirichlet) P(¢)2 theory has a

positive mass gap.

Remarks. 1. Our methods also establish the following: Suppose a >0

and b are such that n =0 is not a limit point of the (purely

imaginary) roots of

ziltm = J ex‘P[-J :a¢” +b¢2 -u¢ :dx]dp”§ = 0
Ext

for sufficiently large l ,t . Here X =P or D and duf is the

free measure with x B.C. on the strip [-£/2 ,1/2] XZR . Then the

infinite volume (Dirichlet) a¢u + b¢2 theory has a mass gap.

2. The reason that Theorem 4 may be considered an application of

Theorem 1 is that (at the time of writing of [17]) we had to make

a transition from P states (which we knew existed only for large

|u| ) to D states (which existed for all u). To this end we

used the inequality (34), S 5 Si , and the equality of the one—

point P and D functions in the infinite volume limit (a conse-

quence of Theorem 1).
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3. Subsequently Frohlich [7] has shown that the existence of a

acia‘4 + b¢2 — u¢ theory for one value of u implies existence for

all u (overcoming the difficulty referred to in the above Remark)

and he has given a simple proof of Theorem 4.

Application 4. Identity of Certain States

Under the hypotheses of a uniformly positive mass gap in the

space cutoff 2 and the existence of the infinite volume limit, it is

possible to prove the identity of Ex states for P(x) = Pe(x) — ux

theories [18]. The proof is based on the idea that (in statistical

mechanics language) the correlation functions are related to the

tangent plane to the pressure functional; hence if the pressure is

independent of B.C. the same should be true of the correlation func—

tions, for almost all values of the thermodynamic variables (where the

pressure has a unique tangent plane). The best result of this type is

due to Frohlich who proves (among other things):

Theorem 5 (Frohlich [7]). Consider the P(¢)2 model with

P(¢) = a¢u + b¢2 — p¢ where u z 0 . The infinite volume D ,P ,HD ,

HP Schwinger functions are identical.

One expects that this result remains true for the value u =0 ,

since, even if the infinite volume state is nonunique, the D.,P ,HD,

HP theories will all be an exact average of the (presumed) two pure

states in order to have <¢(0)> = 0 .

Application 5. Covariances of and Bounds on a

By working with the appropriate B.C. it is easy to establish

certain covariances of the pressure under a) scaling, x + Ax ;

b) field translations, ¢(x) + ¢(x) + c ; c) mass shifts, me + m0

(for details see [18]).

Using these covariances, we have shown that the bound of [15]

(deg P = 2n) ,

—342—



aw(k) 5 const. A(log A)n

as the coupling constant A + m is best possible in the sense that

[18]

am(A) 2 const. A(log A)n .

The proof follows a suggestion by R. Baumel (private communication)

and is based on a variational calculation with the mean of ¢ and the

bare mass as parameters.

In [18] we also obtain a bound on am as the subdominant
. m . . _ 2n 2n—l ...coupling constants go to . if P(X) - a2nx + 32n_lx +

+ a0 With a2n > 0 fixed, then

. 2n
lam(P)| 5 const. ‘1 + X [ZR/j] (35)j=1 'lazn-j

Since the interaction polynomials for X and HX theories

differ by lower order terms with only logarithmically divergent co—

efficients, (35) leads to the equality mix = a: of Theorem 1.
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Colloques Intemationaux CJV.R.S.
N° 248 — Les méthodes mathématiques de la théorie quantique des champs

I.
A possible constructive approach to ¢u

R.Schrader

Institut ffir Theoretische Physik
Freie Universitfit Berlin
1 Berlin 33,Arnimallee 3

Germany

p
Abstract: We suggest a constructive (euclidean) approach to ¢~ using

multiplicative renormalization.

Résumé : 0n suggére une approche constructive (euch‘dienne) pourqig qu1’
utilise 1a renormalisation mu1tip1icative.

Talk presented at the International Colloquium on Mathematical Methods
of Quantum Field Theory, Marseille, June 23-27, 1975.
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Using euclidean methods's, constructive quantum field theory

has obtained a considerable control over superrenormalizeable field

theories (see e.g.[lél+). Thus it seems to be consensus among con—

structivists that time has come to take a closer look at field

models which are renormalizeable but not superrenormalizeable. The

purpose of my talk is to propose an approach which is based on multi-

plicative renormalization.

Although Zimmermannléé] has added greatly to the understanding

of multiplicative renormalization using ideas of Wilson on the short

distance behaviour in operator product expansions, in my point of view

multiplicative renormalization has up till now not been able to arouse

the interest of the mathematically inclined physicist, at least not in

proportion to its importance.

So my intention will also be to argue that multiplicative re—

normalization could be made into a powerful tool in constructive (euclidean)

quantum field theory.

Since the content of my talk will not consist in presenting re-

sults as in outlining a possible constructive program for ¢: , I will make

no effort in presenting the material with mathematical rigour. The

listener, however, who feels uncomfortable, may translate everything

down to two space—time dimensions, where most objects "defined" below

will exist.

The ¢: theory, the relativistic field theory of scalar, massive

bosons in u-space-time dimensions, is a good candidate of a renormalizeable

but not superrenormalizeable theory. For two or three space—time dimensions

the euclidean approach is well understood (see e.g.[3],[§],i§1) in

terms of a measure

+) See also the contributions to these proceedings.
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-V

4/“ ._e_“;/:
58“ 4/*°

where I‘ is a Gaussian measure with mean zero and covariance

O

(-‘L+ m12)-1 . V is the euclidean action determined by the interaction

and contains the counterterms. The Taylor series expansion of the

exponential in the moments of this measure leads to the Gell-Mann—Low

series in the euclidean region.

The success of the euclidean formulation is roughly based on

the fact that estimates on e.v are possible which do not rely on per-

turbation theory.

Now for superrenormalizeable theories it is possible to incor—

porate the counterterms into V using additive renormalization. In the

framework of additive renormalization, for theories which are renormaliza—

able but not superrenormalizeable an infinite series (in the coupling

constant) of counterterms is necessary. Hence the definition of V

even after the introduction of cut—offs becomes difficult. Now by

the very definition of a renormalizeable field theory, there are

(modulo numerical factors) only a finite number of operators appearing

in the set of counter terms. Collecting the terms of the same operator

form is the first step leading to multiplicative renormalization. This

suggests the use of multiplicative renormalization in constructive

quantum field theory. To see how this may be done we assume there

existsa.¢htheory which we control through multiplicative renormalizationu ‘ k
and we ask the question: If there is a measure ”on Y (Q)whose

moments are the euclidean Green's functions, what should the measure

look like? The answer is easy and may be obtained through the so called

field equations. For the euclidean Green's functions they read as follows:
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?, (—4+w.‘) < 4mm 4n»)... (pawn
— 2-, 8m: ‘ ¢‘*>¢'~YA) ¢LY~)>
+- LI} 2:, < 5¢3:I(K) cP“/*‘)"‘ ¢(‘/N)> (1)
_. Z 6(X’Yi) ( ¢L%)"¢QU"¢(VN)>=O

(='

The notation is as follows: <- > denotes the expectation w-r't the

neaSJr-e/u ,3.e <- 7 = S cal/.éi: the Euclidean field, ive

¢(£) _ 519(“wb‘ is the linear functicrr.

6PM) = £'—-> (nah?)' u
or. f (R )3 1 denotes normal ordering wr-t c 3 e,l.

5433;”) , LL. gcpwgqux‘) CPU“);
X;—)X

= a“; 4m.) 4am; 4am) — 615”.) (wruwxapr ; —~ x
"‘ $0“) < (Ma ¢(X,)) ' ¢CX‘) < ¢fx4 ) (fine) >

m is the physical mass, 2 the renormalized coupling constant,Z (05235 1)

is the amplitude renormalization constant and zuzo the vertex function

renormalization constant. SCiS the mass counter term. They are given

explicitly (e.g. by ZimmermannLLS ) in terms of (on-shell vacuum) ex—

pectation values of the relativistic fields. Also the two-point function

is normalized on-shell in the usual way.

Zimmermann‘s analysis, however, easlily carries over to the so

called intermediate renormalization[l‘1 , where the two point function

is normalized at zero momentum. This renormalization will of course be

more convenient for the euclidean approach.In perturbation theory it differs

from the standard on-shell normalization only by a finite multiplicative

renormalization.The result is as follows
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(p) . (mi2 Se"'” duvet):
(‘3') = ge'w' < (twicpkxn Ax

- (2w)'¢ ¢to)4:\(o)>~ d
our” =L2w)‘ <5¢35(o)¢(p)>4(fi)

6 W (2)

Y = (2:) <5¢1£ (a) chaff”
Here<>IPI denotes the usual one-particle irreducible amplitude. Then

Let

D?
e?

29 . r“ '
2‘ fl 4 ‘ fiziq 0‘ (0) (3)

i ‘218w‘ ' ”1%q(¥(0)- M‘d'to»

‘ 9 1dfp‘) = 97,. our)
In the intermediate renormalization the two point function is normalized

with

by the condition I
N -

4H9“) '43 \07'4w.‘ (u)
for small p2. Of course, in this renormalization m2 will not be the

physical mass (the physical mass will be smaller).Also Z3 will not

necessarily be smaller than 1. The measure 11 leading to the field

equations is then given by normalizing ! I.
a . ‘1 . , . .l ->\ul(g:¢ :(KJa-x + EAz—figz¢:(g)dx~

d = e/L‘ C; I“? ) (s)
‘ f" “ Q, Ma. 0

Here d‘f}. '1 'a the Gaussis: ’r‘easure on f‘a5 with mean zero andA3,“,
emetic-n2:- £7. 3 w

(-tu. flu in . flaw the to the relations (1+), Ll is implicitly(A)

defined: The right hand side of (5) is given in terms of quantities

depending on p. In physical terms we may say the vacuum (i.e U) is

stable under the interaction to which it is associated. This has the

smell of a Hartree-Fock self-consistency condition. We note that a
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similar point of view has been stressed and elaborated in a recent

paper by Chang [2].

Mathematically this picture of course invites to a formulation

as a fixed point problem. We now present such an approach: The set

‘8 of all even, translation and rotation invariant ferromagnetic

' umeasures onf ( R )is defined to consist of all probability measures

v of the form

ow = (n'f‘aev'
d9': expi- A-l.‘ S: q)“:cx)¢L¥ -\' §g3¢1d~¢ .

z 6)

4/0 (23. W)
Here A ,m,Z3,Zu are now arbitrary positive numbers and e is real. i 1

denotes Wick—ordering w.r.t. du°(Z3,m) . For such v the Griffiths E71

and Lebowitz [8] inequalities as well as the Lee-Yang theorem [1'41 hold.

Since our aim is to construct theories parametrized by A and m,

those parameters will stay fixed in what follows. Hence? looks like

(R+)2XR . In analogy to the quantities Mp), a(p2),Y ,Zu etc.

obtained from u (see (Ll) ) to each \J we may associate corresponding

quantities. We indicate the v dependence by the suffix \J .

In addition we define

, - (Zn—)6 ~ 3 11“...” T’- < QM) (Ptopv

By Griffiths first inequality

«pun (tn/p v a o

?l' (7)

(8)

such that ~
Av(0)>0

(9)
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Using in addition the Nelson-Symanzik positivity condition

a s X, (5) .< Evie) (io)
In particular ~ I

N. ~ -‘. 9 I ' h

‘ A? to) 4V“) 979; AV‘r) [r10 “ O (11)
Also by the Lebowitz inequality and a strong version of the Marcinkiewicz

theoremlilD]

)m‘y > O (12)
Now if v is of the form given by (6), then 1- Z” and Z3 may be

recovered by the formulae

)2" I AM’V 2..V (13)

2, a QEP‘Z‘tfif
In particular we have

2 l, V 3 0 (15)
A ~’ ~We define for V ‘ 5 ‘ s real and 23,0 a new measure

3 =g(9,g,;3) by setting ’

9 =(S 4?.) ' 6‘s“

if. ,, 9'}?9.v15¢~5v(x)alx +

(1H)I'P‘" -4120 4', (0)
m

m
?

[5 Q3!» (MAX

o~

' £/"(23’m) (16)
By Griffiths second inequality

3—? 29(0) 2 0 (17)

2 “" <9%, A§(°)‘O
(18)
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and we expect

Ai'nf K(o)=o; 5113 E (o) =00 (19)
2,2, 9 5,2; "

. a 2'1 _ _ _ z" .00 .inf —z- lp(p ) [P -o , final 2 l (p) I 2 — (20):22: 3P 0 $.23” 5’
This leads us immediately to our central conjecture: There are (unique)

N
E =E (v)) E3=Z3(v) sucht that for§ = 3 (WEN), 2'30” ) we have

up (0) = m_2 (21)
-1D N 2 _“,Ao (P ) I 2_ ' 1 (22)‘31:» P '°

~ ~ ‘ n -Thus 6 and Z3 play a role similar to Lagrange multipliers. They serve

to satisfy the subsidiary conditions (21)-(22). The map T : V95

then maps? into ifself.

Let u be a fixed point, i.e. u =TIJ . Then by (21) and (22) we

have the intermediate renormalization. Also by (11)

Aren,u = A (23)

and in particular we have a solution of the field equations (1)-(3)

with €= all) , Z3= 22301). The relations (21) (for.§=u) and (23) are

of particular interest. (23) guarantees the non-triviality of the

theory thus obtained. The result ( 21) allows an estimate of the two-

point function as a tempered distribution. By Griffiths inequality:

MM“ cusp/«l =\S gm 43(7) < Q¢x2¢cy;;..&47|
s 9...}. \gtxn hum < t) <px7)>/.Ax4y
= serum); “3(d -3.'/“(o)

(2k)
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By arguments due to Glimm and Jaffe[4] , the higher moments may then

also be estimated thus establishing the temperedness axiom for the

euclidean Green's functionsELq . Collecting our results we have est—

ablished what we hoped for : Z,+ is responsible for the relation (21),

i.e. A is the renormalized coupling constant and Z3 and =23§Tm2'are

responsible for the right renormalization of the two—point function.

Thus we have formulated the renormalization program (in the frame—

work of multiplicative renormalization) as a combination of a fixed point

problem and an implicit function theorem.

We note that the perturbative expansion of the solution (1)-(3)

in A gives the usual additive renormalization in the BPHZ framework.

How could this now be made rigorous? One could start with lattices

on a M—dimensional torus. This would preserve translation invariance which

was essential in deriving (11). Then the corresponding maps T should con—

structed. This requires the verification of our central conjecture. We have

already been able to prove the properties (19) and (20). A good analysis of

T (such as continuity properties etc.) should then lead to fixed points.

As intfi] , for the resulting moments one could then choose a convergent

subsequence (qua districutions), when the torus becomes infinite and the

lattice spacing zero. The limit distributions are then the moments of a

measure by Minlos' theorem [A]. If in addition the relations (2l)-(23) are

preserved in the limit, the theory will be nontrivial. This point is rather

subdfle for the following reason: The method suggested here is not restricted

to a particular space-time dimension. In particular one could look at the

nonrenormalizeable (¢“)6 theory. We expect that in the lattice approximation

everything that may be done in u dimensions also may be done in higher

dimensions. Hence the difference between (¢‘;~ and (¢): should show up
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in the fact for (13")6 it is impossible to retain the relations (21)—(23)

in the limit. In other words, the limit theory always becomes trivial.

Returning to the lt-dimensional case, since the physical positivity con-

dition holds on the infinite lattice (see appendix), presumeably only

the rotation invariance and the mass gap remain to be verified in order

to establish the Wightman axioms [11] .

We note that at several places nonuiquenes’s might come in. First

the solution E=E (v), z3=?é(v) of the normalization problem might

not be unique, leading to different T . Secondly the fixed point (if it

exists) might not be unique and thirdly convergent subsequences need not

have the same limit. As a consequence the parameters A and m would not

be sufficient to characterize a theory.
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Appendix

In this appendix we prove the physical positivity condition
1

(see[11] ) for euclidean bose fields on the lattice? . The proof
I.p... '.

(d31) is analogous. Let .2 ( 2’) be the Hilbert space

of all sequences g 3 {{ihél‘ ’£3€¢SuCh that (-9 o g) =

_ . 1' Let A be the selfadjoint operator_ 8 ‘ 0‘ .
1

sea ‘I .. .
(A£)~\ = '52:?“ “ Ll ‘9‘ (A1)

such that AS 0 and let m2)o. We define :6 to be the completion of

£z(2a)with the norm
z "«9.46 = (£,(-4+M~) £)<°°<A2)

We denote by < I > the corresponding scalar product. We define a unitary

involution A, on u

(19gh = 2‘98 (A3)

A’j = (up, an) {m ,3: (v.44)
Let furthermore e1. be the orthogonal projection in x on the closed

subspace ink spanned by all {exwith €i 3 0 whenever .T .49 > O .

for arbitrary Z

with

Lemma e_ e+ and e+ e_ are positive operators on)‘ . Equivalently 4"

is positive on e+3< and e_x respectively.

Proof : We give a direct proof. Define the Fourier transform

A. .. ‘(iokofliahd ‘
(0mm = (7-1!) e £4 m)

DJ‘ 2‘
such that

T? t§(u.,u.n‘ou,4u.= 2? WU
-lr¢w 362‘

t
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-I
Then (—‘ +m2) goes over into the multiplication operator A given

by the function ‘

(4. 1 cash, awn, + m‘)
We also define the partial Fourier transform by

(A5)

A ' -I ‘lk‘i‘ o

£(59J‘a) ‘ (21") Z; a £4
Let fe e+k such that f; 0 for so (0. Then

49491?» cvfiw Z” funk.) £(5JAJ‘
— W _ K i

_ ' ‘ 4') 5°
(55 ( :0 * lo 2“.

9-22ako—ck.+u}
We now use the following formula (seeLSl rel. (3.6.13) ) forxt‘ and n, E?

-Hl'
Cmnx (1x = Er (4- W \“l

-1! 4"?(0-3‘ {4'3”}3‘ X- )
(A7)

an. an. "‘6’

Defining x’(k = 2 ‘|

A) ‘l-ck4wn‘
oak.) .. IT #0:.) ‘

(4-7“:t 1
4 _ (4_r“k‘ 3 (A8)(501.) I' *1)— >0

we may continue (A6) as 8"“. )H’ '. '.'T.—-‘ A .<£,‘9{5 ..é_u(h.)(5(k.)d W *(V‘k‘) £Q.,M4)d\¢4
11' v v
=f°£(k.) £(k4) gu‘a'dk‘zgs)

‘th tr

Em . 2’ mm.) NW”
503°
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This proves the lemma, since the discussion for e_ is analogous.

Elaborating further on (A9) it is possible to relate it to the

minimal dilation picture as in[13] .

lBy second quantization (see e.gtlltn] E31)

E: = PLQ:)3 e = P(4}) satisfy

Et ’ 9 E; 9-. andwehavethe

Corollary: E+ E_ and E_ 3+ are pos1t1ve. Equivalently 6 is p031tive on

the range of E+ and E_ respectively.

‘This is the physical positivity condition for the free Bose
‘

field on the lattive 2 . For the interacting case the positivity

follows as e.g in [12]or [13].
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Abstract

The Hamiltonian of the massive Thirring field W(£) is

related to a Sine-Gordon Hamiltonian for the Boson field

¢(§), which generates the Boson ghost WB(§) of the Fermion

field. An analogous relation permits the calculation of

all thermodynamic correlation functions of the Littinger

model.

Résumé
0n 'lie l'hamiltonien du modem de Thirring avec l'bamiltonien Sine<Gordon.
Une relation analogue per-met de calculer toutes 1es functions thermodyna-
miques de corrélation du modéIe de Litt'inger.
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In this note we present results concerning the
relation between the massive Thirring model (resp. the

Luttinger model) and the Sine-Gordon Theory. Coleman [1]

established equality of certain time ordered Greens

functions of the two theories in the sense of Feynman

perturbation theory in the mass (Thirring model) and the

cosine term (Sine-Gordon theory). He recovered the fermion

charge structure in the Sine-Gordon theory only through an

ad-hoc zero mass limiting procedure. An operator identity

between free massless Boson and Fermion fields - the Boson

Fermion reciprocity-allows to connect the two theories (on

the level of operator identitiesEi} Similar methods have

been applied in discussing the Luther-Emery model[3]

The following notation will be used. H‘(m;x) denotes

the free massive Fermion field in two dimensional space time

with periodic box cut-off L,
I . .

“Jump - 1+: 2 (EV: (e-uflmen can + 1Q: ué'vmx‘ Q10“)V x
where

“1(3). x‘ . (m‘u 11"; , .XI EL“ ‘1‘:- 3 “ integer.

‘LUM,=E)- [;u\09-::{]—*L (::_ ) \L‘(u\,xn‘= XS\LLrn;3L\

“=8”? ) 3°43 L) A“ K: 1).
The current is defined by

Wm: :w‘xrwum ‘ “*‘W‘t‘.
with the charges

\—

QFB SA: ki‘gfi‘
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In case m=o we write q- WLm-°.L\)

-*EE U5;W09 — :1 Zke Wu).§ca\ + G. ' mun Qua)L :. V

mm: C"“‘).&... (yam.
OEJEW '0">°

It is useful to introduce light cone variables,

us = 39-1% , 1: - 1,-1.

Jr .= -‘;(j°+'¢&‘\ , (1...: { \Q‘+jcQ‘\.
a

0n the Hilbert space L of square- summable sequences

the unitary shift operator U is defined by

(Ug) (n)=g(n+1) , geti , ‘

The selfadjoiht charge operator Q is defined by

(Qg)(n) = ng(n)'

with natural domain D(Q). Let furthermore L2 be the Hilbert

space of square integrable functions on the circle,
u-

4.9 t it SA: ‘han %u\‘

The Fourier transformation maps l2 unitarily on to L2;
. 2“

“W“ = 2“- emim , (“has =%,\ Sue-w{“\_
2The shift operator is diagonal on L and the charge operator

the differentiation,

-u‘ ‘
(u53hx\= e {tn\‘ K§£\(u\ a _\%&3\g\

The Boson-Fermion reciprocity can be formulated as

follows: Let ‘¥(§) be the Fermion Fock field and y‘ugx'the

corresponding current. There exists a Boson field

909- o‘c—ALxLa (1)
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+1, (xx-a J- : Htl'IA Rafa“ can +995; c‘ch) (2)
r TK>°

with k=%\r\ ,n integer, so that

- I a31:09: 1:7. —,¥.c<1\ ~ tQ-r, . ‘6 - ”1:1- (3)
The representation of ? in the Fermion Pock space 3‘ 15

reducible,[3,QJ=o; in every charge sector the representation

of T is irreducible and Fockfl].

Conversely let t? be a free massless , real Boson field

on Fock space 3" given by formulas (1) (2). Define the space

Sf-(f.fi})e 3" with the charge operators

Q- - (001)04, Q.=(’LoQ\o 4
and the charge shift operators

LL_-(\Lo1\o ‘\ , U.“- ham“
Then VOL); W‘c‘gfifl “13(1) defined by

“1:955 = LL: ”FEES “-eKQ'e'Yt)*WQ-r] (4)

nfi- jfiicxp-GLHCL) (5)

is a free massless Permian Fock field.

Instead of C? (x) we could have used the Boson field

)(99- ++u£3+¥_09 . The two fields have the same commutator.

The Fermion ghost “5(3) of W0£\ gets formally simplyfied if

one introduces the infinitesimal generator 12‘ of U': ,

F .WEQL\ = QXP—yk‘fQ... + 2% e “1:3 (6)

The identity of WP given by (1+) and (6) is a non-trivial

operator statement.

The operators H: and HE defined by
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L.

“f =- Sh :w‘i}.wu\
0L

u.‘ - flu m'a.9\‘m.g\ + (waffikv‘:
.

are selfadjoint on their natural domain and related by

Kronig' s identity [5.9,] ,

Hf -H:+1L_KQ:+Q:). (7)
This identity follows directly from (3) and from the relation

\-

Hiawgdusxiqls. (a)
In Fermion Fockspace the charge shift operators can

be expressed in terms of the Fermion field, the potential «It

and the charges Q.‘’ by just reading equations (1+)(5) backwards.

The result is

Q ' 1- -

+Nfi+;]

where +.: (42;) denotes the positive (negative) frequency part

of +I‘. . This is the periodic box version‘ of the 3’ —field

as discussed by Lowenstein and SwiecaLGfl] , which in turn is a particular-

solution of the Thirring model (Klaiher's solution for the

parameters «up: 5:81)

The Wightman functions for the field W(&\ are

If (W'kgn W L; \)
“QR!“ ‘QIXJWx-txm KW.» - "‘ T T K (10)

V 0»;em“;«a»?! “he‘3 “495
'L SM‘

The Hightman functions of W053
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I
converge in j, towards those of the Permian field WRLXWith

no cut-off. The Wightman functions not invariant under the

two dimensional gauge group R2, ‘Kppi—\ exp-iotc- W‘Jl) vanish.

Now we discuss the massive free Fermion field

and its Boson counterpart ? . The field W(m) and the mass-

less Fermion field ‘P are related by a unitary transformation

W(m) in Fockspace,

‘P(m)= "(m) w w(m)'1 (11)
The definition of the mass perturbed Hamiltonian requires an

additive renormalizat ion

(H:+N)..._..- 9"" (H§“+M"-E"\ (12)
L A—).

M - m [as : when“
a

where A denotes an ultraviolet cutoff and the limit is in the
4

norm resolvent sense. H(m) maps the Fo'ck space vacuum into
.1 'the ground state .Q._(m)-‘-H(m) .9- of (H +M)ren and EA I»

a Kata“, (HF: 1- M“) Sign») . It turns out that
L

Hm = SA: : ‘Pum (—3.13 +m3wcmv. on: m‘“: +143“)!uni

The operator (H:+H)ren can also be defined as follows

(13)

L
rQ-Igfi-M‘M - Six “m (‘k‘iKt +m\'~\3\u3, (1”)

0

where Nm denotes the normal product of the Fermion operators

defined by

NMQW‘ (n WL1\\ = W‘un We" — (Slum.gammy. QLM\\. (15)
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In terms of Boson operators the renormalized

Hamiltonian takes the form
L

“43mm: '2 g.“ NM(&;3.9\‘L1.3.® +KL3QI‘Lcmt-‘g‘fi-k (is)
L0

"u~ \- 7-v_n 1R1- T. EQY + L Eda. N,“ cosU-fi Qu\+i‘tkfit+\—_\L‘QO)-

The domain of definition is the W—1(m) image of the domain

D(Hm) of the selfadjoint operator Hm. The derivation of (16)

makes use of a slight generalization of Kronig's identity,
L L

Sax NM W‘sam on - { gm “AER *‘Dm + 1‘- 1°43 (17)
o o \— T

The Hamiltonian (“EH4 )ren is up to the term ZE‘x-Q'P

the direct integral of Sine-Gordon Hamiltonians and

commutes with Q=Q++Q_

It is remarkable that already the free massive Fermion field

gives rise to the theory of a boson field which is rather com-

plicated. As an operator in the Boson Fock space (H: *'1)ren

is just outside the range of validity of the theory developped

in ref.[§] The Fermion Wightman functions converge again for

L—a-o (as elements in 3’) towards those of the massive Fermion

field without cut-off.

The Hamiltonian of the Luttinger model (respectively

the Thirring model with box cut-off in case of local inter-

action) is given by

H‘ “E * H: , H: - Smuly ikbng‘qfi‘Jw-ys (18)

or in terms of the Essen field

“5 t H? +3:t Q411-
L (19)

Q 1H. . —; Shea, Him 4.3” + 3.1m 41‘”; “F”
0
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where V denotes the Fourier transform of V(x). The Hamiltonian

H can be diagonalized by a Bogoliubov transformation which

can be implemented by a unitary transformation W(V) in Fock

space 8:. if[|+] :[kq(k\\z<u . The ground state of the inter-

acting Hamiltonian is given by QLV\=W(VT‘_Q. and the

thermodynamic n-point functions by [101

TV (61!“ j: q}? (6315» /Tr €7s M2,: :ITWETu-JJ [WI-“Pi .5)

(““7eH = 71:» ha (%,t,,x,)lLT_-e:{:;; -Z 6161,Bt,:,,(+,--t,,,x,-xy)
2‘3’ (20)

_. 1 J t L_- " _h, € €30 PQABF) 4, oZgJ/fio’y Strty'zf (+1, tyxy)
If" _ N “/5“ I— . Tr .,.+4 2 Q.) _E___21‘__[:M2('%' Z ¢J(t;-xj))+m‘("1 Z 5)C*o""fl)

hr—I \_ (PM: 1:.“ tj=t
Here we have used the abbreviations

. ~ ‘- 1 '02.

31:”??q ”fl: ‘1'“ X1) - v\‘5' -I/ 7——- a. 1.Ala: he.» y,» 2. [gm— w +0]
_ Thy-fl . 1197-1

2

~

If hVCk) is not in 12 the Bogoliubov transformation

is not implementable in Fock space 8&3 . This is the case in

the Thirring model with the Hamiltonian (Von - 18‘)“, fut-13y")
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Hw) - H‘Q \ 4- IL ((9.. +Q: +KQ+Q.)3 l—
“ (21)

H‘m- n: -1” in a+z+L++1+ze
0

However there is an incomplete tensor product space 3((3)

contained in the complete tensor product space it over the

Boson oscfilator spaces so that the renormalized Hamiltonian

HB‘X‘r-on. is selfadjoint on a domain’ D€x3cxtfl for IXI<1-

Furthermore there exists a unitary transformation "(3) which

implements the Bogoliubov transformation and maps the ground

state of Hugo” into the Fock space vacuum,

W(p: 3&3) .—-s Km - 3°) .0419. tflo. (22)
\Al\ diagonalizes ”tyne“,

qcx Hacmt‘n - H9 H2. (23)
The representation of the canonical commutation relations in

H(X) is non Fock. The Fermion field Wné) is not well defined

on the ground state Iltx) . This calls for an infinite wave

function renormalization if one wants to compute

n-point functions. The (wave-function) renormalized field in

xq') is defined by

Hiram = W Fax 0 Witch (24)
B I ’J .I: *‘ —I. t \.3;,“c \I'E “exp b.1453:

NY denotes the Wick ordering with respect to the operators

ww\‘1c(k)W(x\ or else subtraction of the £243) -expectation

values. The n-point function is given by the Fock space Wightman

functions of the field

WW ‘KMW‘Y‘AWW 7/1:m osewKP-tfigccl‘x4‘id—‘fifii , (25)
L
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where d denotes the scaling dimension of the exponentiated

fields and is related to the coupling constant K by

d2(x)=(1+x)/(l-X). They converge towards the corresponding

Klaiber solutions of the Thirring model only if one drops

the factor in front of H0 in (23). This amounts to an additional

(finite) wave function renormalization of W05) [11] .

For simplicity we deal now with the addition of a

mass to the Thirring model (rather than the Luttinger model).

The massive Thirring model with periodic box cut off is

formally given by the Hamiltonian H(x,m) = H(x)+M. For x

in the interval '1<X (o the renormalized Hamiltonian

km s Hm + Hrm m M (25)
L

-‘| 2m . I! -Wm MMt - I So». 1 cospnduqo‘wét We tend]:
Q

can be shown to be a selfadjoint operator by using techniques

which are analogous to those used in ref.[9]. For X outside

this interval different methods are necessaryxlil.

Now we return to the question of relating the massive

Thirring model and the Sine—Gordon theory. The operator

identity (H)(5) does not lead to an equivalence of the

Thirring Hamiltonian and a Sine-Gordon Hamiltonian for the

Boson field<¥ (x) since in (26) there are terms present re-

flecting the charge structure of the Fermion Fock space.

Neglecting the term #EuVQy -which one might expect to be

a good approximation for L large-one remains with a Hamiltonian

figggny which can be represented by a direct integral over

the spectrum of the operators [Lt)
1:~ 9 ~

cn = S <11“a Hummus-3. (27)
0
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Here fi(jgn;u.';) is a Sine Gordon Hamiltonian for the Boson

field <31»

If one treats the mass term as a perturbation as in

[l], one has to compute

(T'Xfcgosn'll 1+: 1, cosU-R—Aqq.) + 7.19%; 5 (28)
Due to the presence of the charge .shift operators UV“ Cite-LP:

only terms

(11503053.! K'fiexpia‘c¥._fi> (2‘9)
with zk’° contribute to (28). This is the same restriction

as in ref.[l1. There it was the result of a zero mass limiting

procedure. In a pure periodic box-cutoff Sine-Gordon theory

other terms would contribute to the N-point functions.

Results on quasiclassical approximations to the

Sine-Gordon theory[lé]can be applied to the Hamiltonian

Eka:K..u-\- The point spectrum in this approximation is

given by the soliton-antisoliton and the bound state masses.

It is a pleasure to thank P.K.Hitter for several

stimulating discussions.
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The Bethe-Saipeter Kernel in ”‘92 *
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RESUME Le but de cet expose est d'expiiquer comment étendre i’expansion
du "cluster“ pour obtenir ies propriétés fortes de décroissance
d'un et de deux noyaux P.I. (particuie irréductibie).
Pour comprendre i‘importance de teiies estimations on expiique
premiérement la reiation entre ies propriétés de cécroissance des
noyaux r — P.I. (r = O, i, 2} at ?e spectre de masse e: 15
matrice S .

ABSTRACT

The purpose of this talk is to explain how to extend the cluster

expansion [1] to obtain strong decay properties for one and two P. I.

(particle irreducible) kernels. The details of these estimates are

presented in [Z]. See also [3] for related results. Since the proof

of the estimates is somewhat complex we shall only sketch the main

ideas behind the proof. To understand why such estimates are impor-

tant we shall first explain the relation between decay properties of the

r — P. I. (r = 0,1,2) kernels and the mass spectrum and the S-matrix.

Throughout the talk P is a positive even polynomial and X/m: is small.

* Supported in part by the National Science Foundation under Grants
MPS 73-05037 and MP3, 74-13252.

+ Present address: Rockefeller University, New York, N. Y. 10021.
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The Mass Spectrum

Let us first consider the case r = 0 and define S(X) to be the

OSchwinger function of the points X = {x1 ... xn}. xi = (xi,xil). Then it

is clear that

'O'd(xy Y)[S(X U Y) - S(X)S(Y)l S O(1)e O> 0

implies that the vacuum is unique and that there is a unique vacuum.

Here

d(X, Y) = min Ix - y‘ .
XEX,YEY

For the case r = 1 let 1‘(p) be the inverse of the two-point function

in momentum space, i.e.

(1) S(p)r(p) = 1 -

The LP. I. kernels we consider are defined by

Z(2) km?) = 1‘2(x - y) - m0 + A.

and for n > 1

(3) mt. Y) = S(x u Y) - IS(X.X)I'(x - y)S(y, Y)dxdy - S(X)S(Y) .

In perturbation theory k(X, Y) is the sum of all graphs which are one

particle irreducible in the X - Y channel. This means that X and Y

can not be disconnected by cutting a. single internal line. Thus we omit
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graphs of the form

‘ ,{‘,f/A__ Y

Let m be the physical mass and let e0) .. 0 as x a 0. It- can be shown

that a decay of the form

(4) |k(x,Y)| s 0(1)e'z‘m'"d

implies that

(5) Spect M n (0,2m-e) = {m},

and in particular

f dp(a)
p2 + a2

2(m-e)

'_¢(6) sun - P2 +mz +

Hence by the Haag-Ruelle theory there is an isometric S matrix.

Let us establish this form of S(p) from (4). Note that (4) implies

that 1‘(p) is analytic in p2 = p: + p: for lpl < 2(m — e). Hence 5(p) is

a meromorphic function without zeroes for lpl < 2(m - e). But between

any two poles of 5 there 'is at least one zer‘o because S must vary

continuously from -., to +n Hence there is at most one pole for

‘p‘ < 2(m - e). We refer the reader to [4] for a complete proof of

(5).

To obtain information about bound states and scattering we need to

analyze the two particle irreducible Bethe-Salpeter kernel K(x1--- x4).
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In perturbation theory K is the sum of all connected graphs which are

two particle irreducible in the {xl,xz},{x3,x4] channel and whose external

lines are amputated. Here are some typical graphs which contribute to

the sum (for Mp4):

However these diagrams do not contribute

x .X1 3

Id XIfl;X3-1: xz 4 x2 x4

Now suppose

m IK(x1"'x4)l S °(x)e"m"’d~’-""

where

_ o o o o o o o o(8) dz(x)-lxl-l+|x3- 4‘+2'xl+xz-x3—x4'

and 0(x) is a finite measure in x. This estimate together with the fact

that

n. eitHep (mono

span the even subspace of energy less than 4(m - e) [3] yield the following
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results:

(a) The mass spectrum is discrete below 2m.

(b) The mass operator restricted to the even subspace of energy

less than 4(m - 6) has no singular continuous spectrum.

(c) The S matrix is unitary on the even subspace up to energies less

than 4(m - 5).

Remarks: Bound states exist for the interaction $6 - cp4 but there are

no bound states of mass S 2111 for Mp4, see [1, 5]. The presence of bound

states for weak coupling is a result of. the fact that we are in one space

dilnension. Quantum mechanics indicates that they would not be present

in three space dimension for weak coupling.

We now describe briefly how results (a), (b), (c) follow from (7).

This is work done in collaboration with F. zirilli [6]. Many of our

techniques appeared several years ago in a paper of Bros [7]. Let

D(xl,xz,x3,x4) = S(x1 --- x4) - S(x1, xZ)S(x3,x4)

(9)
Do(x1 --- x4) = S(x1,x3)X(xz,x4) + S(x1,x4)S_(x2, x3)

and then by. definition K satisfies

(10) D = D0 + DOKD .
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Here D (as well as Do and K) acts as an operator via

(Df)(xl, x2) = Imxl, 3:2, x3, x4)£(x3, x4)dx3dx4 .

After Fourier transformation and analytic continuation (10) is the analogue

of the resolvent equation in quantum mechanics. To see this fix

,5 = (x2 _ xl)/Z and n = (x4 — x3)/2

and define

'I'=(x4+x -x1)/2.3‘x2

0 0
Then using the Feynrnan-Kac formula (with z1 = 11 = g = 0)

(11) ID(§.fl,1)eT's

= I<n-¢o(-§])¢o(§l)G_TIZU + 'HlUJq’o ('71 - fll)¢0('|'1 + fll)fl)d'|'l-

The 1'1 integration corresponds to restricting the Hamiltonian H to the zero

momentum subspace. To obtain our results (a), (b), and (c) we study

the behavior of D(z), z = r + is as e \r 0 with 0 S r S r(m - E). Estimate

(7) implies that K(z) is a compact perturbation of D(z) and is analytic

for '2‘ S 4(m - e)*. We apply the analytic Fredholm theorem to the

equation

D(z) = Do(Z) + Do(Z)K(z)D(Z)
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to show that D0(z) and D(z) have the same singularities as e \I 0 apart

from possible poles corresponding to bound states. D0(z) is easy to

analyze using the form (6) for the two-point function and (a), (b), (c)

follow in a straightforward manner.

The Egansion

The cluster expansion is a perturbation about a decoupled theory.

We achieve our decoupling by inserti'ng 0 Dirichlet boundary conditions in

the covariance (or propagator). Let 1‘ be a union of lattice line segments

and define A1. to be the Laplacian with Dirichlet boundary conditions on

2 Z -l 2I‘. If Xi are the components of R -I‘ then (-Al‘+m0) leaves L (Xi)

invariant so that events localized in distinct Xi are independent.

Equivalently

2 -l(-Ar+mo) (x. y) = 0

whenever x and y belong to different components. For a subset of integers

I C Z let A be abbreviated AI. We define an interpolating set of co-(IxR)
variances by the formula

(12) cu. x. y) = 27 n tinu - ti)(-AI + mfi)'l(x.y)
I iéI

Note that C(t) = (-A+m:)_l ifti = 1 for all i. Ifti = o and ti = i xR

separates x and y we have

(13) C(t, x, y)_= o .
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Hence ti measures the coupling across the line 11.

We now explain how to extend the cluster expansion to the one-particle

irreducible kernel k(x, y). The Bethe-Salpeter kernel can be analyzed

similarly. Let d¢p(t) be the Gaussian measure of mean zero and

covariance C(t). If Q is a polynomial in q) we define

e'VWqxt)
(14) <Q)A (t) = e-VUU tip“) 9

and

(Q)(t) = lim (Q) (t),
ATRZ A

where

vun x} =P<ep (x)):dx .
A

Similarly we define

(15) k(t.x.y) [rm - C(t)'1](x. y)

where

j’w. x. Y)<¢(Y)cp(x'))(t)dy = so: - x-) .

The Z. P. I. property of k(x,y) is reflected in the following itnportant

observation
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1'

(l6) kt.x, = 0 = 0, 1,2dt_1' ( y) t _0 r
l. i.—

whenever the line £i = i x‘ R separates x and y. This identity is easy to

see in perturbation theory, e.g. in first order

rr(17) d—,k(t.x.y) w dr C(t,x.y)3 + - .-dti ti=0 dti ti=0

It may be rigorously established by a straight computation in the lattice

approximation and then taking the lattice limit, see [2]. With this

identity and Taylor's formula

1 n-l
£(1) = f(0) + {-(0) + j‘ (mt—misnhmt

we can express k in the form

1 t2 3
_ n i d(18) k(x,y) _ J" ‘ n —dt3 ]k(t,x,y)dt.

YOSio 2—

At this point we turn to estimates on derivatives in ti. Essentially we

must show that each factor d/dt yields a factor of e_m. It is difficult

to estimate these derivatives directly.

Hence we illustrate our approach by considering an analogous problem.

Consider parameters (pi) i E Z (similar to ti) which measure the local

strength of an external field localized in the strip Ixo - i| S i. Let

—383—



( ' )(P)

denote the expectation with respect to the interaction

v +zpij' o q)(x)d.x.
i |x -i‘s%

For large me the cluster expansion proves that <Q)(|.l.) is bounded and

analytic for “ii! s M. Thus if we apply the Cauchy formula as in [8]

r-l -

a <Q>ml = i n “-1 (”1’
p.=0 ~ iEI

M BP-ri (Q)(P-)dP-‘
1 1

(19) ‘11 —1—
El

S 1'1 M_rconst.
iEI

We remark that if one were to compute the derivatives directly

(n‘I‘)! unconnected Schwinger functions would appear so that a term by

term estimate would be useless. The analyticity method has the can-

cellation of these terms built into it. To applyr this method to k(p., x, y)

we express k(p.) as a convergent Neumann series of Schwinger functions.

This allows us to translate bounds on S(|.l-,X) to bounds on km, x, y).

To extend this technique to the t variables we are forced to intro-

duce an auxilliary parameter h = (h(a)) because ( )(ti) is no; analytic

in t. We define an expectation

( X11, t)

which is analytic in h and such that
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n —3- )(h,t) = 6LD< >(h.t)
h=0iel eti h=0

Here 6h is a differential operator in h. T e key estimate is to show that

|(Q)uuan)§s Const

e+(mO-e)d(a).lh(a)‘ S We refer the reader to [Z] for details.
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