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Abstract

The small 5 MeV linear accelerator REGAE at DESY produces ultra short and low
charge electron bunches, on the one hand to resolve the excitation transitions
of atoms temporally by pump-probe electron diffraction experiments and on the
other hand to investigate principal mechanisms of laser plasma acceleration. In this
context the external injection of the REGAE electron bunch as a probe of the gene-
rated plasma wakefield is planned. For both cases a high quality electron beam is
required which can be identified with a small beam emittance. A standard magnet
scan using a solenoid and a scintillator based detector system has been used for
the emittance measurement which is in case of a low charge bunch most sensitive
to the beam size determination (RMS or 2" central moment of a distribution).
The detector system could be characterized and is adapted for transverse beam
dynamics studies in terms of sensitivity and spatial resolution. E.g. the detector
efficiency could be determined and a theoretical estimation be cross-checked.

To achieve precise and reliable results an image post-processing routine has been
developed in order to deal with the noise contribution to the RMS determination.
It could be made use of the nature of the noise to define profound noise cuts. As a
result highly precise emittance measurements could be performed and the robust
post-processing routine could be established.

The second topic of this work considers the assembling and characterization of per-
manent magnetic solenoids (PMS) for the external injection experiments in context
of the upcoming laser plasma acceleration experiments. The demands on the elec-
tron beam in order to inject it in a matched manner asked for strong focusing
magnets located close to the injection point into the plasma. A sorting algorithm
for the piecewise composite PMS has been developed to maintain the field quality.
In this context a simple field model and a field quality factor could be described
and used for the sorting algorithm. The subsequent magnetic field measurement
emphasizes the potential of the sorting algorithm and simultaneously confirms the
simple field model. The whole procedure can be easily adapted to other types of

permanent magnetic magnets.
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Zusammenfassung

Der kleine 5 MeV linear Beschleuniger REGAE am DESY erzeugt ultra-kurze Elek-
tronenpakete mit geringer Ladung, um einerseits die Anregung von Atomen zeit-
lich durch pump-probe Elektronenbeugung aufzulosen und andererseits prinzipielle
Mechanismen der Laser-Plasma-Beschleunigung zu erforschen. In diesem Zusam-
menhang ist die externe Injektion eines REGAE-Elektronenpakets als Sonde des
erzeugten Plasma-Kielfeldes geplant. Fiir beide Félle ist eine hohe Elektronen-
strahlqualitdt notig, die sich durch eine kleine Strahlemittanz auszeichnet. Ein
gewohnlicher Magnetscan unter Zuhilfenahme eines Solenoiden und einem Detek-
torsystems basierend auf einem Szintillator wurde fiir die Emittanzmessung, die
im Falle geringer Ladungen besonders sensitiv bezgl. der Bestimmung der Strahl-
grofen ist (RMS oder zweites zentrales Moment einer Verteilung), genutzt.

Das Detektorsystem konnte charakterisiert werden und ist in puncto Sensitivitét
und rdumlichen Auflésungsvermogens fiir Studien bzgl. der Strahldynamik geeig-
net. Z.B. konnte die Detektoreffizienz bestimmt und mit einer theoretischen Ab-
schatzung verglichen werden.

Um préazise und verlassliche Ergebnisse zu erlangen, wurde eine Nachbearbeitungs-
routine entwickelt, die den Rauschanteil bei der Bestimmung des RMS beriicksich-
tigt. Es konnte die Natur des Rauschens genutzt werden, um fundierte Schnitte
des Rauschanteils vorzunehmen. Dadurch konnten &ufserst prézise Emittanzmes-
sungen durchgefiihrt werden und die robuste Nachbearbeitungsroutine etabliert
werden.

Das zweite Thema dieser Arbeit befasst sich mit dem Zusammensetzen und Cha-
rakterisieren von permanent magnetischen Solenoiden (PMs) fiir die Injektionsex-
perimente im Kontext der kommenden Laser-Plasma-Beschleunigungsexperimente.
Die Anforderungen an den Elektronenstrahl, um ihn abgestimmt zu injizieren, ver-
langt nach stark fokussierenden Magneten, die sich nahe des Injektionspunktes in
das Plasma befinden miissen. Ein Sortieralgorithmus fiir die stiickweise zusammen-
gesetzten PMS wurde entwickelt, um die Feldqualitit zu gewéahrleisten. In diesem
Zusammenhang wurde ein einfaches Feldmodel und ein Qualitétsfaktor des Feldes
eingefiihrt und fiir den Sortieralgorithmus genutzt. Die darauf folgende Magnet-
feldmessung betont das Potential des Sortieralgorithmus und bestétigt gleichzeitig
das Feldmodel. Die gesamte Prozedur kann einfach auf andere Arten von perma-

nent magnetischen Magneten angewandt werden.
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1

Introduction

Laser Plasma Acceleration (LPA) is a novel and fast developing particle acceler-
ation technique. The idea of laser-driven plasma oscillation has been published
already in 1979 by T. Tajima and J. M. Dawson [1]. With the development of
laser systems able to produce high energy and ultra short laser pulses, the field
of LPA develops and field gradients up to 100 GV/m and higher could be achieved
inside a plasma wakefield which is at least three order of magnitudes larger then
the gradients of conventional radio-frequency (RF) cavities. Due to the potential
of this new acceleration technique several applications are conceivable. Because
conventional accelerators almost reached their limits in terms of maximum mean
beam energy in a reasonable scales, a very ambitious goal or dream is a next gen-
eration particle collider driven by dozens laser wakefield stages [2,3|. Despite the
high field gradients the compactness of this concept is a great feature. For this
reason the major goal of the LAOLA! cooperation at DESY? is the realization of a
table-top free electron laser [4] as part of the LUX project.

The LPA experiments at REGAE? [5,6] imbedded as well in the LAOLA cooperation
have the goal to inject a well known and controlled electron bunch into a laser
driven plasma wakefield. Most experiments are using a self-injection scheme to
inject charged particles and subsequently accelerate them. A major breakthrough
has been achieved in 2004 [7-9]. The former broad energy spectra of wakefield

'LAoLA: Laboratory for Laser- and beam-driven plasma Acceleration
2DESY: Deutsches Elektronen-Synchrotron
SREGAE: Relativistic Electron Gun for Atomic Exploration



1 Introduction

accelerated electrons could be reduced to a few percent. But still, the injection
process relies on statistical scattering of electrons inside the acceleration region of
the plasma wake. From such electrons it is difficult to gain information about the
exact acceleration process and the shape of the fields. Therefore the externally
injected electron bunch shall function as a probe of the wakefield. Diagnosing
the injected electron bunch after passing the wakefield offers the opportunity to
gain information about the plasma wakefields. Furthermore, from a scan of the
wakefield phases a map of the wakefield can be obtained. The injection as well as
the experimental implementation of the plasma experiment at REGAE is described
in [10]. Further experiments are conceivable and has been proposed. For exam-
ple the realization of a longitudinal phase space diagnostic [11] where the off-axis
transverse electric fields inside a wakefield can be used to streak an electron bunch
that consequently maps the longitudinal information to a change of the transverse
position. This technique known from conventional beam diagnostic [12] serves the
needs of a beam diagnostic for ultra short pulses down to the sub-fs bunch length
range.

Within the scope of this work the focus lies on the preparatory studies of the elec-
tron probe generated and accelerated by the REGAE accelerator. The goal is the
preparation and performance of transverse emittance measurements. The probe
for the LPA experiments has to be fully characterized to gain as precise information
as possible from the reconstruction of the wakefields. The emittance as a quantity
of the beam quality can be used to comprehend the changes of the phase space of
the electron bunch during the LPA.

The used method is well known but the circumstances makes it still challenging.
On the one side all measurements have been performed for a low-charge electron
beam with a high precision and reliability. Technically the diagnostic of a low-
charge beam was the most challenging problem. Charges from some hundreds
down to a few fC are not usual for common accelerator applications. But for the
experiments conducted at the small electron accelerator REGAE they are necessary.
The DESY internally compounded detector (see Sec. 3.1) made from commercial
accessible components meets all expectations and it enables to resolve even elec-
tron distributions of sub 10 {fC.

On the other side the method of emittance measurement requires from its theory
RMS beam sizes as an input. The experimental determination of the RMS beam

size of arbitrary distributions is often assumed to be inconvenient and complicated.



1.1 Relativistic Electron Gun for Atomic Exploration (REGAE)

It will be shown that a profound routine based on theoretical description of the
disturbances like noise can be formulated and integrated into normal machine op-
eration. The routine proved its reliability in over 100 emittance measurements for
quite different machine settings at REGAE.

How to achieve these results and how to overcome the challenges will be presented
in this work. It has to be seen in context of the planed experiments at REGAE
incorporated in the LAOLA collaboration and is a move towards the realization of

its scientific ambitions.

In the following sections of this chapter the linear accelerator (linac) REGAE is
introduce in detail as well as a short introduction to the planned beamline upgrade

for the plasma wakefield experiments is given.

1.1 Relativistic Electron Gun for Atomic
Exploration (REGAE)

The Relativistic Electron Gun for Atomic Exploration (REGAE, Fig. 1.1,1.2) at
DESY is a small 5MeV linear accelerator with a bunch charge range of a few
to some hundred fC. The beam energy is delivered by a 1.6-cell S-band photo-
injector cavity, called gun. A Ti-sapphire laser generates electrons from different
type of metal cathodes like Molybdenum (Mo) or Gold (Au) and other materials
like cesium-telluride (CsTe). The installed cathode is pumped by UV light with
a wavelength of 233nm. In addition to the gun a 4-cell buncher cavity is part
of the injector section of REGAE. It is designed for ballistic bunching down to
10fs [10,13]. Both cavities are normal conducting, water cooled and fed by one
klystron. The phases and amplitudes of both cavities can be adjusted with a me-
chanical phase shifter integrated in the wave guide system. Besides the fs-short
electron bunches the beam arrival jitter [14] has to be of the same order as the
bunch length, meaning 10 fs. This requires a stable RF system and in addition a
stable laser to RF synchronization [15]. Due to the low energy a beam optics con-
sisting of compact, symmetrically focusing solenoids is sufficient. The beam can
be transversely adjusted with beam steerers [16]. To measure the beam energy a
dipole spectrometer is integrated. It bends the electron beam by 90° and images
it on a beam monitor which can be used to determine the mean beam energy and
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Figure 1.1: Ilustration of the injector part of the REGAE accelerator including
the cavities (gun, buncher), beam optics, the diagnostic crosses
(bDC1/2) and the cathode load-lock system.

energy spread. Furthermore there are two more so called double diagnostic crosses
(DDC1/2). Each includes a transverse beam monitor, realized with scintillators
and CCD cameras (an image intensifier is optional) [17-19] and a Faraday cup to
measure the bunch charge [20]. In addition to the irreversible charge measurement
with the Faraday cups a non-destructively diagnostic device called Dark current
Monitor (DaMon) [21] is installed. Because the measurement of low charge diffrac-
tion pattern is difficult a detector system with a high sensitivity and a sufficient
spatial resolution has been developed (Sec. 3.1) and is located at the very end of
the beamline.

The machine is built for two types of experiments: first a time-resolved electron
diffraction experiment in order to make atomic transitions visible’ [22-24] and sec-
ondly investigations of new plasma-wakefield acceleration schemes [10,25]. Both
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1 Introduction

experiments require a low transverse beam emittance down to 10 7 nmrad (nor-
malized emittance). Hence, there are two challenges: generate such a high quality
and low-charge electron bunch and measure its quantities with high precision.
The design machine and beam parameters are presented in the following design
run - simulated with ASTRA* [26]. The most important machine, cathode laser
and beam parameters are listed in Tab. 1.1. The tracked electron beam is shown
in Fig. 1.3. Only the horizontal and longitudinal directions are shown. Due to the
symmetrical beam optics and identical laser pulse parameters in both transverse
directions only the horizontal direction is depicted without any loss of generality.
The beam optics is mainly realized with so called ’double’ solenoids (see Sec. 2.1.2),
only the first solenoid is a ’single’ or ordinary solenoid which indeed introduces
a net rotation to the electron beam. But due to the symmetric beam a visible
effect cannot be recognized during the beam tracking. The first solenoid Soll is
placed right behind the gun to ’'capture’ the divergent electron beam from the
gun cavity and reduces its spatial growth. Because solenoids have principally a
non-linear field, the assumption of a linear field only holds in the vicinity of the
longitudinal field axis. Therefore the preferred setup of the beam optics is to
keep the beam size especially at position of the solenoids small (see Fig. 1.3, a)).
The transverse emittance stays almost constant from the gun to the exit of the
buncher cavity. After passing it the beam is focused in the transverse as well as
in the longitudinal directions. This causes space charge forces which, due to their
non-linear nature, increases the transverse emittance. Especially the longitudinal
focus forces this emittance growth. Therefore, after the longitudinal focus the
transverse emittance growth stops again. The emittance at position of the target
(target for diffraction experiments as well as the LPA experiments) is still pretty
small. The transverse as well as the longitudinal emittance are already defined
by the laser pulse parameters right at the photo cathode. During the electron
transport the emittance is only growing. For the design run the laser parameters
have been optimized in terms of laser spot size and length at the cathode. A
smaller laser spot yields in principle a smaller transverse emittance but at some
point the space charge forces are too large and counteract the shrinking emittance
and consequently the emittance starts to grow again.
The longitudinal focusing is induced by the buncher cavity. Due to the ballis-
tic bunching [13] the bunch can be focused down to less than 10fs. It reaches

4ASTRA: A Space Charge Tracking Algorithm
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Figure 1.3: Tracking different beam parameters from the cathode to the de-
tector Det: a) RMS beam size, b) norm. RMS emittance, ¢) RMS
bunch length. The horizontal direction is plotted representatively.
The various beam optics relevant elements are indicated by colored
blocks. Cavities are red, solenoids are green and collimators are
black. Their width is correctly scaled to the real objects dimen-
sion.
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the minimal bunch length at the position of the target. Higher order field effects
prevent an even shorter electron bunch. But there exists methods to reduce the
bunch length to a sub-fs level. An almost common method is the correction of the
higher field components imprinted in the longitudinal phase space with a higher
harmonic cavity. Proposed for REGAE by K. Flottmann in [27]. A more sophis-
ticated method has been proposed and published by B. Zeitler in [10,13|. This
concept copes without any additional higher harmonic cavity. Just the right ad-
justment of the phases and amplitudes of the existing cavities is needed to correct
the higher order phase space curvature and to achieve a sub-fs bunch length. The

destgn run is the reference for the performed emittance measurements.

Table 1.1: Relevant design parameters for the REGAE accelerator including ma-
chine, laser and electron beam parameters. All parameters are ex-
tracted from the REGAE design run. The laser parameters are given
at the photo cathode. The electron beam parameters are given at

the target position at z = 5.5m.

Parameter

Value

Gun gradient
Buncher gradient
Laser wave length
Laser focus size
Laser pulse length
Kin. energy
Lorentz factor
Bunch charge
Norm. emittance

Min. bunch length

Ampa,, = 110MV/m
Ampp,, = 25MV/m
A =233nm

TrMs = 711II1

tams = 0.5 ps
Ekin = 5.1 MeV
v=11.0

Q) ~10fC to 500 {C
€ne = 0.015 7 mm mrad

Zems = 2.3pm = 7.71s
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1.2 The LAOLA Experiment at REGAE

To realize the LPA experiments at REGAE the beamline needs to be redesigned
extensively. Only the injector section (illustrated in Fig. 1.1), stays untouched. A
schematic illustration is shown in Fig. 1.4. The high power laser, called ANGUS,
is coupled in closely behind the buncher cavity. The electron bunch needs to pass
the holey incoupling mirror. The electron beam and laser pulse are co-propagating
from there on. Due to the huge gas load, generated by the gas target, a differential
pumping section is integrated. The aperture of the beamline is shrinking towards
the new target chamber bit by bit. The standard REGAE beam optics are almost
untouched just slightly shifted in position and it is extended by a quadrupole dou-
blet to adapt to higher mean beam energies. The doublet is located around Sol67
as close as possible to the target chamber. Not visible at Fig. 1.4 is a transverse
deflecting structure (TDS) [12] which is directly located behind the target chamber.
It will be used to image the longitudinal phase space distribution of the electron
bunch. The main change in comparison to the actual REGAE setup is the shift of
the dipole spectrometer to a place behind the target chamber. It is obviously nec-
essary to measure the beam energy and energy spread of the outcoupled electron
beam from the plasma wakefield. For the outcoupling of the high power laser is
again a holey mirror installed. The electron bunch has to pass this mirror to reach
the dipole spectrometer and further beam diagnostics.

The injection of a REGAE electron beam into the plasma wakefield requires an-
other update of the transverse beam optics. As shown later on really small beta
functions are required at the injection point. In order to realize this in-vacuum
permanent magnetic solenoids (PMS) have been designed [28] and assembled to
reach the demands of the experiment. The required beta function at the injec-
tion point is on the range of 10 mm. This is even challenging at REGAE with its
small transverse emittance. But it will be shown that this is feasible with the new
beam optics. The PMS are located inside the new target chamber on highly precise
movers to achieve a pm alignment precision. The PMS are introduced in detail in
Sec. 4.1.

The whole experiment relies on a pretty crucial property, namely the stability. Sta-
bility means in this context every kind of stability, including the synchronization
of the REGAE accelerator and the high power laser ANGUS but as well the pointing
stability of both sources. The required stability of each system is already pretty
challenging in addition these two systems, located in different buildings, has to
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Figure 1.4:
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Overview of the REGAE beamline adapted to the LPA experiment. Up to the buncher cavity the beamline
is unchanged. Sol45 is slightly shifted upstream and Sol67 a bit further downstream. The interaction
chamber is new and houses beside the new gas target for the LPA experiment new beam optics de-
vices - the permanent magnetic solenoids (PMs). In addition to the conventional electrical solenoids a
quadrupole doublet will be installed to cope with higher energy electrons accelerated during the LPA
process. The dipole spectrometer is shifted from its original place, close behind the buncher, to the end
of the LAOLA@QREGAE beamline section. The in- as well as out-coupling of the high power ANGUS laser
is depicted as well. (Figure by courtesy of B. Zeitler, from [10])
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be synchronized. M. Titberidze developed a unique synchronization setup for this
experiment [29] which meets the required specifications. The mechanisms of the
LPA are introduced in Sec. 2.3 and the injection process is described in Sec. 4.2.
It includes the analytical description of the beam dynamics inside the plasma as
well as the merging of the analytical plasma model and an ASTRA simulation of
REGAE.

11






2

Fundamental considerations

The intention of this chapter is the introduction of required fundamentals for this
work. It starts with a basic introduction of beam dynamics and the description of
particle bunches. It is the base of the later presented emittance measurements but
also of the sophisticated image post-processing routine and the associated studies.
In order to achieve highly precise emittance measurements an outstanding detector
system is needed. The basic components and their functionality are introduced
and explained. The last section is dedicated to the plasma wakefield acceleration
and its principal mechanisms. The acceleration and focusing scheme is revealed

and analytically described.

2.1 Basics of beam characterization and dynamics

To characterize particle distributions as well as their motion an adequate formalism
and theory is needed. This section is geared to [30,31] and intended to give a
short overview of the analytical tools which are required to describe as well as to
manipulate the transverse phase-space of charged particle distributions. Especially,
the characterization of particle distributions is of particular interest for this work.
The emittance as an invariant of the motion and a measure of the beam quality is
a necessary quantity to describe the beam motion. Because it cannot be measured
directly a common method for a indirect measurement is introduced. All required
steps to provide such a method will be introduced. Not every step is presented

13



2 Fundamental considerations

in all details but all necessary concepts are illustrated. One important matter of
fact to theoretically describe charged particle ensembles is emphasized over and
over again. The presented theory holds for RMS beam quantities. Beside the
introduction of the RMS or 2" central moment, it will be shown that it is the RMS

emittance which is an invariant of the motion.

2.1.1 Full 6-dimensional phase space and its subspaces

Speaking about the emittance of an arbitrary particle distribution often the nor-
malized two-dimensional transverse RMS emittance in Cartesian coordinates is
meant. This can be helpful and instructive in most cases but it does not show
the complete picture.

In order to motivate the necessity to describe the full phase space volume called
emittance it is helpful to start with a single particle and then generalize for a
whole particle ensemble. The motion of a single particle can be fully described if
its position and velocity components are known at one point in time. In Cartesian

coordinates these six parameters can be combined to one vector

XT:<x Pz Y Dy 0% (5pz>, (2.1)

where z, y and dz are the horizontal, vertical and longitudinal position and p,,
py and 0p, the corresponding momenta. The main direction of motion shall be 2z
without any loss of generality. The o of the longitudinal components 6z and dp,
indicates a relative position or momentum with respect to a co-moving position
z or a reference momentum p,, respectively. X defines the phase space where a
particle exists and later on the whole ensemble.

To characterize an ensemble of particles with an arbitrary distribution it is neces-
sary to describe the motion of the whole ensemble with quantities which are related
to the complete ensemble and not to its individual particles. For this purpose the
1 moment and 2°¢ central moment of an particle ensemble are introduced. As-
suming N particles forming a ’bunch’ where every particle can be described by a
vector X; (Eq. 2.1) with ¢ = 1,..., N. The first and second central moment of each
component of X is denoted by (). The 1°* moment describes the expected value
of the distribution whereas the 2"¢ central moment its spread. The distribution is
defined in a co-moving frame which travels along the longitudinal direction. The
reference position and momentum are defined as the average longitudinal bunch
position (z) and the average longitudinal momentum (p,) which are equal to the

14



2.1 Basics of beam characterization and dynamics

former mentioned position z and momentum p,. The square root of the 2" cen-
tral moment is also called root-mean square (RMS). For a continuous 2-dimensional

distribution p(z,y) the 2°¢ moment in z-direction is defined as

(2?) = J 2 plz,y)dady (fxp(w,y) dwdy)2
[ p(z,y)dzdy [ p(z,y)dzdy

and consequently +/(x?) = zpys. Furthermore, it can be defined for a discrete

(2.2)

distribution, often given by a pixel detector device, as well
N 9 N 2
R 74 ._ 1 X5
<.1'2> — Zz:l - <Zz_1 ) ) (23>

The second term in Eq. 2.2 as well as in Eq. 2.3 is the square of the first moment

of the ensemble and ’centers’ the calculation of the 274

moment to its barycenter.
Here, the 2"¢ moment of the position is exemplarily shown. In addition to the
moments the correlation between two variables like x and p, can be expressed in

a similar way:

N N N

> i1 Tibai _ Doii1 Ti Do Pa (2.4)
N N? ' '

Later on the validity of using the central moments to describe the dynamics of an

(zps) =

ensemble in the environment of an accelerator will be shown.
On the basis of Liouwille’s theorem [32] it can be shown that the phase space
volume dV occupied by N particles in phase space is a constant of motion

dV
A 2.
dt 0, (2:5)

as long as particle-particle interactions are excluded and a Hamiltonian system
underlies the motion. The phase space volume is directly proportional to the
RMS emittance as long as only linear transformations are applied to the particle
distribution. In this sense the usage of the RMS restricts Liouville’s theorem even
more. The emittance is defined by means of the X-matriz (or beam matriz) and

the central moments of the particle distribution as follows:

************ (wy)  (ep)  (w62)  (xop.)

(x*) (T pa)
(pe)  (D®) ' (pav)  (Dapy)  (P202)  (P2Op2)

s | W ) WA e W (o) 26)

(pyx)  (pype) ' (Dyy) (0 ' (py02)  (pydp.)

LY 22y T 2T

(0zx)  (0zps) (dzy) (0zp,) ' (02°)  (dz0ps)
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2 Fundamental considerations

where every element is defined as
Y= (x;x) withjk=1,...,6. (2.7)

Furthermore, it is important to notice that >, = ;. The normalized 6D emit-
tance €gp is defined by the determinant of the X-matrix:

Vdet X. (2.8)

€n.6D = (mg c)?
If there is no coupling between the different transverse as well as longitudinal
planes, which is a good assumption for most accelerator sections, the ¥-matrix
(Eq. 2.6) reduces to a block-diagonalized matrix, namely the dash-framed elements.
All off-diagonal elements are consequently equal to zero. The determinant of each
block on the other side describes the normalized emittance of the corresponding

2-dimensional plane:

s = mi (22)(p2) — (s,
ens = =0 08) — o) 29)
€. = mtc (622 (6p.2) — (62 5p.)°.

Here, exemplarily for all other directions, the conversion into different expressions
of the emittance is shown for the horizontal direction. From the normalized emit-
tance the geometrical emittance €, can be derived

moC

€z = 7 €ng-
(p-)

Dragging the average longitudinal momentum (p,) inside the square root the mo-

(2.10)

menta can be replaced by the divergence z':

o = L (2.11)

(p2)

This is a good approximation as long as the energy spread is small. The found

expression for the emittance is the often used trace space emittance

e =/ (22)2?) — (z o) (2.12)
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2.1 Basics of beam characterization and dynamics

At this point it is important to emphasize again that the different expressions of
the emittance are all RMS emittances but only the normalized emittance is a con-
stant of the ensemble motion.

Often the 2°¢ central moments (e.g. (x2) or (2/°)) are replaced by the standard
deviations of a Gaussian distribution. Indeed, the handling of a Gaussian distribu-
tion is more comfortable but from a theoretical point of view it is not required and
all statements which have been done and will be done in the following concerning
the calculation and measurement methods for the emittance are valid for arbitrary
particle distributions. A Gaussian distribution is not a fundamental assumption
which is required for the description of a particle ensemble and its motion. The
more general description is obtained by RMS quantities. All issues concerning the
calculation of the RMS beam size are described and discussed in detail in Sec. 3.2.
In addition to the 2-dimensional emittances the 4-dimensional transverse emit-
tance will be of interest. It is equal to the determinant of the 4 x 4 sub-matrix

containing the transverse elements of the 3-matrix in Eq. 2.6:

(@) (zps) (zy) (vpy)
(pz)  (p®)  (D2y) (D2Dy)
(o) (yps)  (W°)  (ypy)
(pyx) (pype) (Pyy) (0%

5 \/det 2413. (213)

Yap =

Y

€4D = (mo c)

2.1.2 Beam dynamics and optics

The particle transport in an accelerator can be described analytically. This section
will introduce the basics of linear beam optics as well as the solenoid as a beam
focusing device in detail due to its importance for the beam optics at REGAE.

Matrix formalism

At this point only a short introduction and overview of linear beam optics will be
given. It is geared to [33,34|. Furthermore, because REGAE is a linear accelerator
(linac) with no regular dispersive elements and only a small energy spread, effects
like chromaticity will be neglected. The equation of motion of a charged particle,
only influenced by linear fields or freely drifting, which moves along the longitudinal
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2 Fundamental considerations

coordinate z, is a second-order linear ordinary differential equation
"+ K(z)xz =0, (2.14)

where K (z) e.g. is the focusing strength of magnets. K (z) is equal to zero for any
drift section. z” is the second derivative of the horizontal coordinate with respect
to z. The solution is a linear combination of independent cosine- and sine-like
solutions

x(z) =20 C(2) + 2’ S(2). (2.15)

This equation can be expressed as a linear transformation

X — (C(Z) S(z)> - Xo, (2.16)
C'(z) S'(2)

where the matrix is called transfer matrix M and X and X, are the particle’s
properties - the position x and divergence x’ with respect to the longitudinal axis
z:

XT = (x x/) . (2.17)

A general solution for the transfer matrix M can be found.

z

cos < K(z) z) \/ﬁ sin ( K(z) z)
—v/K(2) sin( K(2) z> cos( K(z) Z)

M(z) = (2.18)

There are some useful examples for transfer matrices of special devices or sections.
For a simple drift the focal strength is zero and the transfer matrix simplifies to

11
wo (). "

using the small-angle approximation and [ as the drift distance. Another impor-
tant and useful approximation mainly for high energy particles, is the thin lens
approximation for magnets. If the focal length f is much longer than the magnet’s
length [, the particle position inside a magnet is approximately constant and the
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2.1 Basics of beam characterization and dynamics

matrix element M5 can be assumed to be zero and z tends to zero. Applying

these assumptions to Eq. 2.18 yields

10
M =
! (—Kl 1)

1 0
(0 oo

where the small-angle approximation has been applied at first to Ms; and after-
wards — K [ has been replaced by the focal length —1/f.

To fulfill the conservation of the phase space area it is necessary that all transfer
matrices satisfy

det M = 1. (2.21)

The matrix formalism is distinctly separating the beam optics, represented by the
transfer matrix, and the initial and final beam parameters X, and X. As long as
the beam optics is known a transfer matrix can be formulated and the evolution
of an arbitrary particle distribution can be calculated at every position along the
transfer beamline.

Using the matrix formalism and the trivial transformations (see [35,36])

’ 0 n1/2 <I‘7‘J> no__ /
(Trus)' = E(x )= NENE =  (22") = Tpus (Trus)

and
= @) — @) 5 @) =t (),

RMS
it is possible to analytically describe the evolution of the beam size along a transfer
line. The so found envelope equation can be written as

ai
-
Tns~(2) = (J\/fn2 2 My, Mo M122) as (2.22)
as
with ay = xO,RM827

A2 = X0,rms (xO,RMS)/a

€ 2 2
T !
az = 2 + (l'O,RMs) )
Z0,rMS
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2 Fundamental considerations

where o pys and (2o pus)” denote the initial beam conditions. (Zgys)’ is the deriva-

tive of the beam envelope and describes its slope.

Courant-Snyder invariant

Without going too much into details a different formulation of the invariant of
the motion of a particle distribution will be introduced in this subsection. It
follows the famous description of E. D. Courant and H. S. Snyder [37]. It is the
common phrasing for circular accelerators or storage rings where it is really helpful
and required. For linacs these formulations are valid as well but not necessarily
required. In the following all statements are referred to ring accelerators. Speaking
about ring accelerators it is common to switch from the longitudinal coordinate z
to the orbit coordinate s. At the end of this section the made statements are put
in the context of linacs.

The Courant-Snyder invariant is a different expression for the phase-space volume

conservation and is defined as
¢ = va? + aza’ + B’ (2.23)

Because the emittance €, here the trace space emittance, is a constant of motion,
necessarily the right hand side of the equation has to be constant as well. In case
the mean beam energy changes the Courant-Snyder invariant (Eq. 2.23) has to be
scaled with the inverse Lorentz factor v~ to stay valid. Furthermore, the optical
functions (6(s),a(s),v(s)) can be introduced. They are periodic and defined at
each position s only by the beam optics of the accelerator. The evolution of the
phase space is fully described if the beta functions are known. If the emittance is
known as well, the full phase space at every position and revolution inside the ring
accelerator is known. The transfer matrix M can be formulated with help of the

optical functions as:

_ ('Y cos als)  Bls) sin
M(s) = (0 1) M+<—7(s) —a(s)) 1 (2.24)

which is called the Courant-Snyder-Matriz. Because M has to fulfill Eq. 2.21 the
optical functions have to satisfy 3y—a? = 1. p is a phase function and independent
of s. Nevertheless the phase difference between two positions sy and s; inside the
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2.1 Basics of beam characterization and dynamics

ring accelerator is called phase advance ® and is defined as:

o]
o = /SO 505 ds. (2.25)
A change of the phase advance between these two positions means a change of the
transfer matrix itself between these two positions.

In case of a linac the particles move along the beam line only ones and the optical
functions are not periodical anymore. But they are still valid as long as the initial
optical functions are known.

Furthermore the phase space area can be described by the optical functions as an
ellipse whose area is proportional to the emittance. Fig. 2.1 illustrates how the
phase space ellipse is connected with the 2" moment of the particle distribution
as well as the optical functions. Summarized the optical functions can be obtained

from the beam matrix (Eq. 2.6, horizontal sub-phase-space) and the emittance as

ZX:<<as?> <$f€2’>):€x<ﬁz —%)' 2.26)
(a2) (2) —a, 7

In addition o and ~ can be expressed by [ as

follows:

/
et
b (2.27)
V= :
8
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Figure 2.1: Schematic phase space ellipse and illustration of the related beam
parameters and optical functions, respectively. The particle distri-
bution is depicted by the blue dots.

Characterization of the magnetic field of a solenoid

This section is meant to recap the characteristics of the magnetic field of a solenoid
magnet which has been described in [35, 36, 38]. First of all, the rotationally
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2.1 Basics of beam characterization and dynamics

symmetric field of a solenoid can be expanded in a polynomial series [34]:

742 d2 744 d4
B.(zr) = B.g(z) — — LB, L B.o(2).. .,
(2) = Bagl2) = - L BLofe) + L L BLo(2) s
Ber)=— 4 i+ Lp - Ly |
(z,r)=—=—DB,¢(2) + — —=B,0(2) — — —B.o(2) ...
2dz 0 16 dz3 *° 384 dz5 >

At REGAE not only single solenoids but as well double solenoids are in use. A dou-
ble solenoid is a combination of two single solenoids with opposite field polarities.
By means of the integrals of the on-axis longitudinal field different properties can
be calculated. The field integrals are defined as follows:

Fo= (B [ beole)"d, (2:29)
where B, ;4. is the maximal longitudinal field and b, ¢(z) is the normalized on-axis
longitudinal field. The motion of a charged particle through a solenoid is described
by coupled equations of motion. The azimuthal motion induced by the radial field
component couples to the longitudinal field which causes the radial focusing. The
first field integral F} is proportional to the Larmor angle meaning the effective
rotation angle introduced by a solenoidal field to the beam. The Larmor angle
of a double solenoid is zero due to the different field polarities. The introduced
Larmor angle in the first part is compensated in the second part.

The second field integral defines the focal length f:

-1

f(Bzmaz) = [(2 5&))2 F2] (2.30)

with the elementary charge ¢ and the average longitudinal momentum (p,).

A calibration measurement is important to convert the applied electrical current
into a magnetic field. The calibration for the single and the double solenoid is:

B. mao(Iso1) [T] = 0.0005 4 0.0211 Lo [A]

For the focus strength the second field integral has been measured. These are the
results for the single and double solenoid:

Fy(L) [T?m] = 0.2 - 107° + 1.9 - 107" I, *[A?], (single solenoid)
Fy(Iio)) [T*m] = 0.5-107° + 3.6 - 1077, *[A?]. (double solenoid)
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2 Fundamental considerations

Assuming the thin lens approximation (Eq. 2.20) the transfer matrix for each
electrical solenoid can be calculated depending on the current I,. In case of the
double solenoid the transfer matrix has not just been approximated by a thin lens
but instead by two thin lenses connected with a short drift as:

Mgy = My - Mp - My

10\ (1) (1 0

B -+ 1 0 1 ~-+ 1

o 1-/fa In 231
(o —2f)/f3 1—In/fu) '

Ip is the drift distance between the two thin lenses which are located at the ge-
ometrical center of each single solenoid in the double solenoid. The distance is
equal to 0.075m in case of REGAE’s double solenoids (namely: Sol23, Sol45, Sol67
(see Fig. 1.2)). The focus strength of the double solenoid is evenly split between
both solenoids. Therefore, the focus lengths of the single thin lens (tl) and the
double thin lens (dtl) are related as follows:

2 fan = fu-

2.1.3 RMS emittance conservation

It will be shown that the RMS emittance holds under a linear transformation.

Using the matrix formalism an arbitrary linear transformation can be written as:
X =M - Xy, (2.32)
where XT = <:c pz>. The transfer matrix is defined as
My, M
M= (" TP (2.33)
My My
It is necessary to prove that the initial RMS emittance €, is equal to the final
RMS emittance €,. The emittance is defined as shown in Eq. 2.9. The linear

transformations of a single particle can be obtained from Eq. 2.32, here e.g. the

transformation of the position x (analogously for the momentum p,):

x; = My xo; + Mg pros. (2.34)
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2.1 Basics of beam characterization and dynamics

Obviously is the 2°¢ central moment associative, distributive and commutative as
well which will be used in the following as soon as the moments are calculated.

The 2" central moment of the position z is
<$2> = My;? <$02> + My Mo (xo pao) + M;5? <Pz,02>- (2.35)
The product of (z?) and (p,?) is
<ZU2> <Pm2> =My,* My, (9502>2 + Myy® May? <p:r,02>
+ 4 My Myg Moy Mg (0 pao)’
+ 2 My Moy (Myg Moy + Myy Mao) <$02 (%0 Do)
+ 2 Myy Mg (M Moy + Myy Mas) (peo?) (0 pao)
+ (Mi1® Mas® + Mio® Mai?) (30%) (pao”)- (2.36)

And the squared correlation of the position and the momentum is as straight

2

forward as the previous:

<xpz>2 =((M11 2o + Miapro) (Ma1 2 + M22px,0>>2
=M% My,? (9002)2 + Myp® Myy? <Pz,02>2
+ (M1 Moy + Mo ]\421)2 (o px,0>2
+ 2 Myy Moy (Myg Moy + Myy Mas) <9Co2 (0 Do)
+ 2 Mg Moy (Myy My + Myy Mas) (pao®) (20 pao)
+ 2 Myy My My Moo (20%) (pap®)- (2.37)

Combining Eq. 2.36 and Eq. 2.37 to calculate the emittance shows that the RMS
emittance is conserved under linear transformation.

& =(a%) (%) — (e p.)?
= (]\4112 Mas® + Mys® Moy — 2 Myy Mys Moy M22) (o px,0>2
- [(]\4112 Mas? + Mio® Moy — 2 Myy Mo Moy M22) <5U02> (Px,ozﬂ
= <<$02> <p1:,02> - (fEO pz,0>2) SMH My — Moy M12)2
det M

:ELOZ. (238)

For the last simplification the property of the determinant of the transfer matrix
M (Eq. 2.21) has been used.

The whole beam optics theory holds for RMS quantities and therefore the RMS
should always be the favored choice. The practical drawbacks of RMS values will
be discussed in later chapters.
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2.1.4 Emittance measurement via a magnet scan

A commonly used method to determine the transverse emittance of an electron
bunch is a magnet scan [39,40]. Here, the phase advance (Eq. 2.25) between a
magnet and a downstream position is changed by varying the magnet’s current or
magnetic field, respectively. Analyzing the beam size at the downstream position
as function of the focusing strength yields the emittance. Alternatively, it is possi-
ble to measure the beam size at different positions without any additional change
of the optics. At REGAE the first method is used and will be presented in the
following.

The beam envelope equation (Eq. 2.22) can be used to describe the beam size
depending on the magnet strength at the position of the screen. The measured
beam sizes and the corresponding transfer matrices can be introduced to the en-
velope equation. With the method of least-squares [41] the beam emittance and
the initial beam parameters can be determined. The method is fully explained
and discussed in [35]. The method is utilizing errors of the measured quantities as
well which means errors of the beam size determination. If errors are taken into
account the fitness quantity x? (called reduced chi-squared) [42] can be derived. It

is defined as

2

-2 X
= —-———— 2.39
X N—-n—-1’ ( )

where y? is the sum of all quadratic deviations weighted by their errors. N is the
sample number and n the number of free parameters. N —n — 1 is equivalent to
the degrees of freedom. For the emittance measurement the sample number N
has to be at least 5 because there are 3 free parameters (2o s, (Torus)’; €2), the
initial beam parameters and the emittance. %2 ~ 1 indicates a good fit with a
high likeliness. To determine the normalized emittance the kinetic energy of the
electron beam has to be known.

The introduced beam optics model is not taking space charge into account but
due to the low bunch charges at REGAE it can be neglected in most sections of
the machine. Especially in sections used to measure the emittance strong foci
which would enhance the space charge forces. Further models including space
charge effects are described in [35,36,43]. But an experimental proof could not be
adduced at REGAE until now.

It will be shown that this measurement method works pretty well at REGAE.
And again, it is important that this method holds for RMS beam sizes. Often
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2.2 Scintillator based particle detectors

Gaussian fits of the beam projections are used to determine the standard deviation
which is not necessarily the RMS beam size. The introduced method to determine
the emittance is based on the change of the phase advance and the subsequent
measurement of the beam size. The beam size is the width of the projection of the
spatial coordinate of the phase space. The change of the phase advance is rotating
the phase space. Approximated Gaussian profile fits do not follow the theoretical
model in general. So that this approach of an emittance measurement does not
meet the requirement of a precise determination of the emittance. Hence, it should
be given preference to the determination of the RMS beam size. Of course, using
a fit routine to determine the beam size has a distinct advantage: It is far less
sensitive to any kind of disturbing signals which are technically unavoidable like
noise. Therefore, a post-processing routine for images will be introduced to avoid
the influence of noise on the RMS beam size calculation.

2.2 Scintillator based particle detectors

There is a huge variety of different kinds of scintillators which can be used to detect
all kinds of charged or not-charged particles as well as photons of different energies.
The focus of this section lies on the detection of electrons. Via fluorescence the
electrons’ kinetic energy can be 'converted’ to light in the visible wavelength range.
In addition to the scintillator a device is necessary to detect the emitted light.
Commercially available cameras can have different detection devices. Here, the
charge-coupled device (CCD) will be explained. The combination of a scintillator
screen and a CCD camera is a widely used detection system (e.g. at REGAE) and

one of the simplest ways to detect electrons.

2.2.1 Scintillators

In the last decades a broad range of materials has been discovered which can be
used as a scintillator to convert the kinetic energy of electrons into light. There are
organic as well as inorganic materials. Their field of application could be pretty
different. For each application there are different demands a scintillator has to
fulfill. The following properties are important for an ideal scintillator used as a
part of a beam profile monitor [44]:

e conversion of kinetic energy to detectable light with a high efficiency,
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e the material should be transparent to the emitted wavelength and the emit-

ted spectrum should be compatible to the photon detector,

e the decay time has to be short for pulsed electron sources like most acceler-
ators,

e the material should have a practical handling (low hygroscopy, vacuum and
radiation stability),

e and of course the costs.

The spatial resolution of a scintillator depends on the transparency as well as
indirectly on the light yield of the material. With a higher light yield a thinner
scintillator could be sufficient which means effects like electron as well as light scat-
tering can be reduced and the spatial resolution is increased. For some scintillator
materials the light yield is proportional to the kinetic energy of particles hitting
the scintillator. This property can be used to set up a scintillator spectrometer.
This specific aspect has not a high priority compared to former mentioned aspects.
Of particular importance for this thesis are the inorganic scintillators. Inorganic
scintillators are insulators or semiconductors. The scintillation process depends
on the crystal lattice of the material and its energy states (Fig. 2.2). In a pure
crystal the only allowed excitation is from a lower band, called valence band, to an
upper band, called conduction band. In the valence band the electrons are bound
whereas in the conduction band the electrons have enough energy to migrate freely.
Between these two bands is a forbidden band where electrons can never be found.
By absorption of energy an electron can be excited from the valence band to the
conduction band. Due to recombination of an electron into the valence band a
photon is emitted. This process is inefficient and the emitted photon has most
likely (due to the material) a high energy and does not lie in the visible range.
In order to improve the efficiency of the scintillation process the pure material is
doped with another species, called activator. If the activator is well chosen the
transition from an excited state towards its ground state allows emission of light
in the visible range. As a result of the modification of the band structure, en-
ergy states exist in the forbidden gap (Fig. 2.2) that ease the de-excitation of an
electron back to the valence band. The whole process can be illustrated as the
dynamics of an electron-hole pair created by the excitation due to the incident
electrons. The positive hole will quickly recombine with a ground-state electron
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Figure 2.2: Energy band structure of an activated crystalline scintillator.
(From G. F. Knoll [44])

of an activator which will left an ionized activator. A freely migrating electron in
the valence band is able to drop into the activator site. As long as the formed
activator state is an excited configuration which allows a transition down to the
ground state, a de-excitation will quickly proceed and with a high probability emit
a photon. A typical lifetime of such an excited state is 30 ns to 500 ns. In contrast
the migration time of an electron is much shorter with the result that the excited
states are formed almost at once and therefore the half-life, or decay time, of all
excited activator states is a characteristics of the scintillation light.

But just a few inorganic scintillators have only a single decay time, more often the
decay time is more complex. For example, transitions from some excited states to
the ground state can be forbidden and an additional amount of energy is required
to reach the ground state. The source of energy could be thermal which can ex-
tend the decay time dramatically. This process is called phosphorescence and the
‘long-time’ decay component is often called afterglow.

Another possibility is the quenching. It means that an electron is captured at
an activator site and transits without any radiation from an excited state to the
ground state. This mechanism reduces the conversion rate of the particle energy
to scintillation light yield.

As already mentioned the transparency of the scintillator material to the emitted
light is important. In a pure crystal a certain amount of the emitted photons
would be directly absorbed again because the emission and absorption spectrum
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are overlapping. On the other hand, the emission spectrum on the activator side
is shifted relative to the absorption spectrum of the bulk of the crystal and the
light yield is higher.

Of particular interest is the alkali halide cesium-iodide doped with thallium (CsI(T1))
which is used for the REGAE detector system. It has some advantages over other
scintillator materials of this type e.g. sodium-iodide (Nal). Tt is less brittle and
can be bent into various shapes without fracturing. Furthermore it is less hygro-
scopic than Nal. Only high humidity or direct contact with water can deteriorate
the material. Another useful property is: it can be grown on patterned substrates.
This allows to grow small columns where every single column behaves like an op-
tically isolated scintillator. The microstructure reduces the lateral spread of the
emitted photons and a better spatial resolution can be achieved. More details are
presented in Sec. 3.1.2.

2.2.2 ccD based image sensors

The ccp, firstly presented by W. S. Boyle and G. E. Smith [45], is a device to
store and shift electrical charges from the device to an area where the charge can
be manipulated like being digitized. A common application of a CCD chip is the
usage as an image sensor. Here, every pixel of the active area of the sensor is rep-
resented by a metal-oxide-semiconductor (MOS) capacitor. The schematic layout
and function is illustrated in Fig. 2.3. The MOS consists of a silicon substrate, a
silicon dioxide layer and polycrystalline silicon layer on top. Because the silicon
dioxide layer is a dielectric material the structure has the functionality of a capac-
itor. Assuming a p-doped semiconductor (silicon) applying a positive voltage Vi
from the gate to the body creates a depletion layer inside the semiconductor which
is free of any carriers. If the voltage is high enough a thin inversion layer is formed
at the semiconductor-insulator interface. As soon as the density of electrons in the
inversion layer is equal to the density of holes in the body the threshold voltage
is reached. In this state the MOS can be expose to light. The light generates
electron-hole pairs proportional to its intensity inside the depletion layer. Due to
the electric field they will be separated and the electrons move toward the surface
and the holes toward the substrate. The charge is accumulated during the expo-
sure time or until the thermal equilibrium is reached which is called to be a full
well. Therefore the capacity of storing electrons is called well depth.
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Figure 2.3: Schematic illustration of a metal-oxide-semiconductors (MOS) ca-
pacitors. Na denotes the density of the acceptors and p the density
of the holes. In the depletion layer are no holes, whereas in the bulk
Nu = p. Figure originates from [46].

The actual cCD is controlling the charge transportation. By applying different
voltages to certain arrays of electrodes the charge flow can be controlled and stored
charge can be shifted to the next array. In case of an image sensor the array is often
2 dimensional. The closest pixel row will then be shifted to the readout device
which is connected to the cCD and subsequently all remaining rows are shifted
closer to the readout device. By repetition the whole pixel array can be read out
and afterwards cleared for the next exposure. If the charge is not generated by
an incident photon but instead thermally the contribution to the signal is called
dark current. It can be reduced by cooling the CCD. Another source of noise is
the shifting of the charge from one array to another.

2.3 Laser Plasma Acceleration (LPA)

This section motivates the plasma acceleration scheme and summarizes the most
important results of LPA which are required for this work. More detailed studies
and descriptions of this field and especially for a REGAE-like or specific REGAE
case can be found in [10,25]. Due to the LPA experiment new demands for the
transverse optics have occurred. Introducing the general mechanisms of the linear
regime of the LPA results in constraints for the transverse optics. In a later chapter
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simulations with the new transverse beam optics will be presented which fulfill
these constraints.

But first of all the basic mechanism of exciting a plasma oscillation is presented.
Forcing a charge separation in a plasma creates a region of high electrical field
gradients which can be used to accelerate electrons in a controlled manner. As
a driver to generate regions of high field gradient charged particle bunches with
a high beam current as well as short high power laser pulses are used. Here, the
focus lies on the laser based scheme.

The so called ponderomotive force, a nonlinear second order force pushes the plasma
electrons away from their rest position but in good approximation not the much

heavier protons or atoms. The ponderomotive force is given by

Fy=-— Va?, (2.40)

where a = e A/(m.c?) is the normalized vector potential. Depending on the nor-
malized vector potential ag two different regimes of LPA can be entered. For ag > 1
the non-linear regime is entered. Here, the transverse deflection of the plasma elec-
trons due to the electrical field component is strong enough so that the electrons
reach an area of less laser intensity in less than a half period of the laser oscillation.
Because the repulsing force is smaller a net deflection remains. In parallel to this
process the transverse motion couples to the magnetic field component of the laser
field. The magnetic field causes an additional longitudinal motion of the electrons.
Only if the laser intensity change is fast enough during the longitudinal deflection
a net deflection remains in the longitudinal direction. For short laser pulses the
intensity changes even fast enough for a normalized vector potential smaller than
1.

Therefore, even for ag < 1 a longitudinal net deflection of the plasma electrons is
achieved which causes a density modulation of the plasma. An oscillation is ex-
cited and the required regions of high electrical field gradients are generated. The
laser field deflects the plasma electrons in transverse direction as well, otherwise
the longitudinal oscillation would not occur, but due to the lower aq there is no
net deflection. The regime of ay < 1 is called the linear regime and the excited
plasma wakefields have in good approximation a sinusoidal shape which can be
analytically described and solved for all three dimensions. Furthermore it is the
targeted aim of the REGAE experiments to operate in the linear regime. The char-
acteristic length scale of a plasma wakefield period is given by the plasma period
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2.3 Laser Plasma Acceleration (LPA)

Ap and can be expressed as

ne?
W ==
P Me€y

where wy, is the plasma frequency and n is the plasma density.
Assuming a linearly polarized, Gaussian shaped laser pulse the normalized vector
potential is

—iaz ex —T—Q exp [ — & cos e
a(hf)—\/é () p< w(Z)Q) p( 40’3}1) (klg) €T (241)

in the linear regime. Here, the transverse coordinates x and y have been reduced
to the radial coordinate » = y/22 4+ y? and the longitudinal coordinate z has been
transformed to the co-moving coordinate { = z — v, t, where v, is the laser group

velocity. Furthermore the laser pulse length o, and the laser wave number k) have
been introduced to describe the laser vector potential a. The laser beam waist w(z)
describes the laser beam evolution from its focus and a(z) is the amplitude of the
vector potential.

For the wakefield in the linear regime the following expressions can be found:

mec* k2o, 1 k2 o2 22
E — A T a(2)? _pEl 2.42
g = B [P e (B2 - 2 Y sl 22

2 2 ]{;2 2
ET(T, 5) ., 2mec k:p 021 \/E a(Z) exp (_%) sin k, &. (2_43>

e 2 w(z)?

The fields are illustrated in Fig. 2.4. F, and E, have a relative phase shift of 7 /2.
The on-axis focusing strength K (), in dependence on the relative longitudinal
position &, can be determined by deriving E,.(r,§) with respect to r:

e OF, 2ky0.1 [m a(z)? kK2o2 )\ .
K — —_Z A __P 2 . (2.44
(&) ymec? Or lr—o v \/g w(z)? P 2 sinkp €. (2:44)

The lowest plot in Fig. 2.4 compares the accelerating abilities of the longitudinal
field with the focusing abilities of the radial field. The overlap of the focusing and
accelerating phases is only 7/2 and can be used for electron acceleration.
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Figure 2.4: Illustration of plasma wakefield. components close to the longitu-
dinal axis. The laser pulse is at k,§ = 0 but not illustrated in these
plots.
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3

Transverse beam diagnostic for

ultra-low bunch charges at REGAE

This chapter is dedicated to the REGAE detector system which is the most impor-
tant transverse measuring device for a broad spectrum of experiments and beam
diagnostics as the transverse beam emittance measurement at REGAE. It com-
bines a high light yielding scintillator which achieves due to its construction still
a reasonable resolution and a high sensitive EMCCD camera. Both components
as well as the overall performance will be described in detail in the first section
of this chapter. The high qualitative manufacturing and the technical feasibility
to reduce noise to a minimum enables the camera to resolve even smallest bunch
charges down to a few fC. These capabilities offer the possibility to evaluate beam
images with respect to the beam size in a reliable and precise kind. The RMS
beam size is the crucial quantity to calculate the beam emittance by means of the
introduced measuring method (Sec. 2.1.4).

Nevertheless there are still disruptive sources of noise which will be part of the
second section. Especially, noise induced by the detector system itself and by
the nature of electron emissions will be discussed. One important realization is
the dominance of the fundamental shot-to-shot fluctuation of electron emissions in
contrast to the detector camera induced noise. Therefore a fundamental descrip-
tion of the electron fluctuations or respectively the related photon emission in the
detector system is required.
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3 Transverse beam diagnostic for ultra-low bunch charges at REGAE

During the operation of REGAE a distinct beam halo broadening the beam profile
has been observed. The last section of this chapter treats the investigations done
to identify the source of this halo. Its origin has been revealed by different mea-
surements at REGAE and in the laboratory as well as by means of simulations. As
a result it is reasonable to handle the halo as an artifact of the detector system
which has to be neglected to get realistic beam size results. The method to treat
the halo is reliable and influences the common beam diagnostic routine only min-
imally.

The correct treatment of different sources of disturbance offers the possibility to
calculate highly reliable beam sizes from almost arbitrary beam profiles. The in-
troduced routines have proved a high stability during the work at REGAE. The
results of the emittance measurements presented in Chap. 5 are established on the
investigations of this chapter. Their precision could only be achieved due to the
detailed description of different sources of noise, the profound handling of the beam
halo and of course a superb detector system with its ability to reduce technical

sources of noise to a minimum.

3.1 Detector system (D1) at REGAE

The D1 detector system has been designed and integrated at REGAE by H. Delsim-
Hashemi'. It is the main tool to diagnose transverse beam parameters of the elec-
tron beam with a high sensitivity, spatial resolution and an adequate frame rate.
D1 combines a scintillator, light optic and CCD camera and is meant to measure
diffraction patterns at the very end of the REGAE accelerator (see Fig. 1.2). Due
to its capabilities and position it is perfectly suited for all kind of transverse beam
diagnostic applications as well.

It contains a cesium-iodide thallium-doped (CsI(T1)) scintillator. As a specialty
the CsI(T1)-crystals are grown onto a Fiber Optic Plate (FOP) which increases the
spatial resolution of the scintillator and consequently of the whole detector setup.
This element is called Fiber Optic Scintillator (FOS). It has been manufactured
by Hamamatsu Photonics [47]. In order to detect the emitted light of the FOS an
Andor iXon3 camera with a charge sensitive Electron-Multiplying ¢CD (EMCCD)
element [48] is installed. The pixel size of the cCD is 13 pum and the size of each
fiber of the FOS is ~ 6 pm. The overall spatial resolution of this detector system is

'hossein.delsim-hashemi@desy.de
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3.1 Detector system (D1) at REGAE

~ 16 pm due to the light optic merging the scintillator and camera. This resolution
is sufficient for all kind of experiments performed at REGAE and especially for all
presented measurements and results of this thesis. Due to the parameter range
of the accelerator the beam dynamics does not allow strongly focused electron
bunches at this position. One of the smallest measured beam sizes at D1 is still
~ 50 pm.

A schematic layout of the detector system is shown in Fig.3.1. The FOS is ori-
entated perpendicular to the beam propagation. To avoid high-energy photons
or electrons hitting the EMCCD camera a mirror reflects the visible light emitted
by the FOS under 90° in direction of the camera. Furthermore a lead shielding is
placed close to the camera to avoid scattered high-energy photons from the front
of the accelerator hitting the ccD. An Aluminum cover, directly coated onto the
FOS reflects the emitted light of the FOS back in direction of the mirror. The whole
setup is light-tight. D1 is optimized to achieve a high charge sensitivity on the one
hand and still a reasonable spatial resolution on the other hand. Tests done with
this setup have shown that it is able to detect single electrons [49].

The following subsections introduce the camera as well as the FOS in detail. Fi-
nally the detector efficiency will be theoretically estimated and could be verified

by a measurement.

e

Al-cover FOS

Coupling Achromate

mirror

EMCCD visible photon

e

!

Figure 3.1: Layout of the REGAE detector. Figure adapted from [49].

3.1.1 Andor iXon3 EMCCD cameras

The installed ¢CD camera is an Andor iXon3 888 EMCCD camera [48]. It has a
high dynamic range what makes it capable of detecting single photons up to ten

37



3 Transverse beam diagnostic for ultra-low bunch charges at REGAE

thousands of photons per pixel. Furthermore the frame rate up to 9 frames/s makes
it the best solution for a detector system at REGAE. The exact specifications can
be found in Tab. 3.1. As a spare camera an Andor iXon3d 885 is available. Its
specifications are listed as well for completeness.

The signal detection can be described in three to four steps. First the signal
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Figure 3.2: Quantum efficiency of an Andor iXon3 888 back-illuminated EM-
CCD (green curve (BV, BVF)). Figure originates from [48].

in form of photons is hitting the cCD chip and excites an electron. This process
is limited by the quantum efficiency (QE) of the cCD material. The QE of the
iXon3 888 ccCD is shown in Fig. 3.2. Its maximum is reached at a wavelength of
A = 540nm and is ~ 92.5%. The wavelength corresponds perfectly with the used
scintillator material (see Sec. 3.1.2). After the active area of the cCD has been
exposed to the signal the pixels will be shifted to the storage area to clean the
active area and prepare it for the next exposure. The stored pixels will be shifted
row by row to the readout register. Each row will be consecutively readout pixel
by pixel. The two-dimensional array is now one-dimensional. If the EM gain is
activated the readout register will be transferred to the multiplication register and
amplified. This will be explained below. Finally the analog signal will be digitized
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3.1 Detector system (D1) at REGAE

in an analog-digital converter (ADC) to 14 or 16-bit.

The ccD chip is mounted on a Peltier cooling element in an evacuated housing
(see Fig. 3.3, right). The Peltier element uses the thermoelectric effect to rapidly
cool the chip down. The, so called, TE cooler has a cold and a hot end. The
heat is efficiently dissipated via a fan means air cooling or an additional water
cooling to reach even lower temperatures. With the water cooling temperatures
down to —95°C are achievable. This would be required for single electron event
experiments. In case of multi-event detection as at REGAE the normal air chill
down to —70°C is sufficient. The cooling is necessary to reduce thermally induced
noise. The light hitting the sealed CCD chip enters the housing through an anti-
reflection coated window which reduces intensity losses.

The iXon3 models are made to reduce all kinds of noise induced by a camera.

TS IMAGE
SECTION P X
| Permanant,
All-Metal Seal
=
T3 STORE
SECTION ON-CHIP -,
CHARGE TO
VOLTAGE
CONVERSION -
HEEEEEEEEEEEEN cen TECme
Rt BIIBIEEInRIBRIIRNS LLW—'#M*% le) QUTPUT Schematic of a Permanant Vacuum Head
READOUT MULTIPLICATION - -
REGISTER REGISTER

Figure 3.3: Left: Schematic layout of cCD chip and register transfer as well
as gain/multiplication register. Right: Schematic of the iXon3
vacuum head including ccD chip and TE cooler. Figures originate
from [48].

There are several sources of noise. First of all there is dark charge, means charge
thermally excited on the sensitive area of the chip which is added to the signal.
Due to the cooling of the CCD and short integration time this contribution can be
ignored. Another source of noise is the clock induced charge (CI1C). Tt is generated
by shifting the charges from the sensitive area to the storage area. CIC is specified
by the manufacturer with well below 1 e~ /pixel. Even for single electron detection
cic is well controlled with this camera. But in case of electron bunches generating

39



3 Transverse beam diagnostic for ultra-low bunch charges at REGAE

a huge amount of scintillation light CIC is negligible. Another often dominant noise
source is the readout noise. Especially, if the signal is amplified in the ADC, the
readout noise increases by the applied gain. The EMCCD technology amplifies the
signal before it is digitized. The readout noise at the ADC is therefore reduced.
The electron-multiplying of the iXon3 models have a special multiplication register
in addition to the normal shifting register. The multiplication register is operated
at a higher potential so that electrons create additional electron-hole pairs by
ionization and consequently amplifying the signal. This multiplication itself follows
a statistical process as well and is source of noise again. The uncertainty of the
amplification is limited to v/2 what can be theoretically as well as empirically
shown [50]. All the introduced noise sources like dark charge, conventional readout
noise as well as CIC can be neglected due to the technically measures on side of
the camera or the nature of the signal. Therefore there is only the noise of the
signal itself and the multiplication noise factor (y/2) of the camera. This can be

consolidated to the overall noise as
Overall Noise = Signal Noise x V2.

From the high sensitivity of the camera it follows that shot noise of the signal is
the dominant sources of noise. In Sec. 3.2.1 the contributions of the signal and

background noises are explained and an analytical description is introduced.

Table 3.1: Characteristics of Andor iXon3 885/888 EMCCD cameras. Data orig-

inates from [48].

Type iXon 885 iXon 888
Quantum efficiency (@—70°C) ~ 0.65 ~ 0.925
Active Pixels (HxV) 1002x1004 1024x1024
Pixel Size (HxV)[nm] 8x8 13x13
Image output 14-bit 14-/16-bit
Frame rate (full frame) [fps] 31.4 8.9
Min. exposure time [pm] 10 10
Cooling [°C] —95 —95
Pixel Well depth [#e7] 30000 ~80000
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3.1 Detector system (D1) at REGAE

3.1.2 Hamamatsu Fiber Optic Scintillator (Fo0s)

FOS

Prodection Film
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|Fiber oplic plate)|
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Figure 3.4: Left: Schematic composition of a Hamamatsu Fiber Optic Scin-
tillator (FOS). Right: Schematic structure of a Fiber Optic Plate
(FoP). Figures originate from [47].

The Hamamatsu Fiber Optic Scintillator (FOS) [47] is a CsI(T1)-crystal-screen

which is evaporated onto a Fiber Optic Plate (FOP) (Fig. 3.4, left). This setup is a
superior design of a scintillator screen. The CsI(T1) crystals are grown perpendic-
ular to the supporting base, have a needle-like shape and function themselves as a
light guiding structure (Fig. 3.5). CsI(Tl) as a scintillation material has a benefit
in combination with the installed EMCCD chip because the scintillation spectrum
and the quantum efficiency have a huge overlap (compare Fig. 3.2 and Fig. 3.7,
left). Furthermore the light yield per deposit energy is high and stable at room
temperatures (Fig. 3.7, right).
On the other hand the FOP guides the scintillation light. The FOP is a composition
of fiber optics and absorbent glass (Fig.3.4, right; the used FOS has a FOP packed
like the schematic graphic 'a) NA=1.0 ISA METHOD’). Because the fibers accept
just a specific solid angle range they operate as a kind of filter for the angular
distribution of the scintillation light. The narrow emission of the scintillation light
reduces the spherical aberration of the optical system connecting the FOS and the
camera and consequently the overall spatial resolution of the detector system is
improved. The guiding of the fiber optic is illustrated in Fig. 3.6. The acceptance
angle 0.« is described by the numerical aperture (N.A.) which is defined as

N.A. :=n sin O = V112 — no2,

where n; and ny respectively refers to the refractive indices of the core and clad
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3 Transverse beam diagnostic for ultra-low bunch charges at REGAE

glass. The numerical aperture is equal to 1 for the FOP. In air (n = 1) the accep-
tance angle Oy,ay is 90°. Using the refractive index of CsI (Tab. 3.2) . = 35.2°.

All properties of the FOP are shown in Tab. 3.3.

Figure 3.5:

For the later usage it is worth to have a closer look at the core and clad glass of
the FOP. Of special interest is the average density of the FOP. Due to the high
refractive index of the core glass it is probably made of flint glass (SiO,—PbO).
For the clad glass it is not clear. But from Fig. 3.8 the average density of the
the FOP prop can be approximated. The dependency of the refractive index and
the density of glass can be well approximated by an polynomial model, introduced
in [54]. The refractive index and the density of silicate glass behave almost linear.
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Vapour-deposited
column-shaped

CsI(T1) scintillation
crystals  of  very
smooth structure.
Diameter ~ 3pum,
length > 0.5 mm.
Figure originates
from [51].

N.A. 1.00
ny 1.82
No 1.495
dﬁber [llm] 6
Core Glass P.F. [%] 74
Clad Glass P.F. [%)] 24.7

Absorb. Glass P.F. [%] 1.3

Dimensions [mm?|

15 x 15

Thickness [mm]| 3

Table 3.3: Properties of the FopP

contained in the FOS
used at REGAE. The
refractive indices mnq
and ng are defined like
in Fig. 3.6. P.F.
means ’'packing frac-
tion’. Data originates

from [47].



3.1 Detector system (D1) at REGAE

Table 3.2: Comparison of Nal(T1) and CsI(T1). Data originates from [44].

Alkali Halides Densitgy Re.fractive .)\ Tnax.
[g/cm?] index emission [nm]
Nal(T1) 3.667 1.85 415
CsI(T1) 451 1.8 550
Decay time Light yield
[1s] [Photon/MeV]|
NalI(Tl) 0.23 38000
0.68(64%),

CsI(Tl 65000

sI(TD) 3.34(36%)

With the ratio of core and clad glass - given in Tab. 3.3 - contains in the FOP the

obtained average density is propr ~ 4.5 gcm™3.
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3 Transverse beam diagnostic for ultra-low bunch charges at REGAE
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Figure 3.6: Schematic illustration of light guiding inside a fiber optic. The
acceptance angle 6.« is defined by the refraction indices n; and
ng, which defines the critical angle 6. of a total reflection inside a

fiber. Figure originates from [52].
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Figure 3.7: Left: Spectrum of the scintillation light of CsI(Tl) and CsI(Na).
Right: Light output depending on temperature for CsI(Tl) and
CsI(Na). Figures originate from [53].
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Figure 3.8: Relation between material density and refractive index for differ-
ent glass compositions. Plot is based on [54]. Figure originates
from [55].
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3 Transverse beam diagnostic for ultra-low bunch charges at REGAE

3.1.3 REGAE detector system efficiency

Detector efficiency means the conversion from kinetic energy of the accelerated
electrons to scintillation light inside the scintillator and the subsequent conversion
to an electrical signal at the detector camera. For this purpose it is necessary to
determine the light yield of the scintillator depending on the mean beam energy as
well as the angle acceptance of the detector light optic. Furthermore, the conver-
sion of light-to-signal of the EMCCD camera has to be taken into account. Simple
assumptions will be made to describe and estimate the overall detector efficiency

theoretically. Then a measurement will be presented to verify the estimation.

CsI(Tl)-ros light yield

Starting with a pure CsI(Tl) crystal and ignoring the FOP for a moment makes
it easier to estimate the maximum photon number expected from the scintillator
layer. The light yield depends mainly on three properties: the scintillator material,
the scintillator’s thickness and the kinetic energy of the incoming species which are
electrons in this case. These three parameters determine the deposited energy. Due
to the relativistic energies of the electrons the thickness is not negligible because the
electrons are not stopped by the scintillator and just a fraction of the kinetic energy
is deposited inside the scintillator. There are other parameters which influence the
light yield like the temperature and the activator concentration. Theses effects
will be ignored for this simple considerations. Aside from this they are just giving
small variations of the light yield. The temperature influence is shown in Fig. 3.7.
Normally the conditions are close to optimum: the highest scintillation efficiency
of Csl is close to room temperature that can be assumed in case of the REGAE
environmental conditions and furthermore CsI(T1) does not strongly depends on
the T1" concentration [56].

The stopping power P(FEy,) of a material depends mostly on its density. For
electrons there are two mechanisms mainly contribute to their energy loss inside a
material. For electrons below a kinetic energy of roughly 1 MeV it is the collision
with the target’s atoms. The atoms can directly be ionized or excited. For electrons
with a higher kinetic energy the cross section is decreasing and the energy loss
due to coulomb interaction gets more dominant and increases. The electrons are
deflected inside the electromagnetic field of the target and irradiate. This radiation
can be absorbed by the target material again. The sum of both mechanisms yields
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3.1 Detector system (D1) at REGAE

the total stopping power which is deposited inside the target. Fig. 3.9 shows the
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Figure 3.9: Stopping power of Csl. Curves base on data from [57].

stopping power of Csl. Especially, the region of 2MeV to 5 MeV is of interest for
REGAE. The deposited energy of a single electron E,- is given as:

E.-(Bwn) = P(Eun) pa (3.1)

with the density p and the scintillator thickness a in forward direction of the
electrons. To estimate the light yield a mean beam energy FEi;, of 3 MeV which is
typical for REGAE is assumed and a scintillator thickness of @ = 150 pm is used.
Introducing these parameters and the material specific stopping power as well as
the density (Tab. 3.2) to Eq. 3.1 an energy of 95.6 keV will be deposited by a single
electron. The conversion efficiency (light yield per MeV) is given in Tab. 3.2. This
yields 6213 photons over the full solid angle of 4.

The solid acceptance angle of the connecting light optics (illustrated in Fig. 3.10)
determines the fraction of photons reaching the detector camera and is defined by
its setup. Due to the transition between different materials the refraction indices of
Csl has to be known (Tab. 3.2). The refractive indices of the FOP is not essential.
This can be easily shown. By means of Snell’s law each transition between two
media can be expressed as:

Ncst sin (aCsI) = Nyop sin (aFOP)7

(3.2)

Ngop SIN (aFOP) = Nvac sin (Oévac>'
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3 Transverse beam diagnostic for ultra-low bunch charges at REGAE

Ly

Figure 3.10: Light optic of D1. Where a = 150 pm is the thickness of the
Csl scintillator; b = 3mm is the thickness of FOP. sg_o are the
distances between the FOS, lenses and the EMCCD; sg = 400 mm,
51 = 350mm, sy = 300mm. Focal lengths f; and fs of the lenses
L1 and Lo are identical with the distances sy and so. The lenses’

diameter is d = 2”.

Concluding Eq. 3.2 with ny,. = 1 yields for ayac:
Sin (yac) = nesr sin (acg)

which just depends on acg. On the other hand ., is defined by the distance sq
to the first lens L; and its diameter d. Using the approximation for small angles

) d
oo = aresin (| —— |.
2 80 ncst

The corresponding solid angle is a fraction of a 4m-sphere. The resulting three

o can be written as

dimensional object can be imagined as a cone. The solid angle of a cone with apex

angle 2 aggy is defined as:
Oace = 2m (1 — cos (acgr))-

The distance from the FOS to L; is sp = 40cm and the diameter of L is d =
2", This leads to a solid acceptance angle 0,.. of 0.0038sr. The fraction of the
total light yield collected by the detector optic is 0.0038/47 ~ 3.0 x 10~%. The
principle transmittance of the integrated FOP is quoted as 66 % for Lambertain
source [47] at 550 nm from the manufacturer. This fact is negligible because just a
very small solid angle in forward direction is of particular interest. Therefore the
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3.1 Detector system (D1) at REGAE

highest expected light yield of REGAE’s CsI(T1)-FOs should be 6213-3.0 x 1074 ~
1.86 photon /e~ for the assumed machine parameters and geometrical setup of
the detector system. This estimation assumes a perfectly transmitting optic and
ignores the reflecting effect of the Aluminum coating of the FOS which should
increase the light yield in forward direction.

Experimental photon calibration of the REGAE detector system

To verify the former estimated light yield of the FOS it is necessary to calibrate
the used Andor iXon3 EMCCD camera. There are two versions of this type in use
- the 885 and 888. For the measurement the Andor iXon3 888 has been used. To
calibrate the light yield a calibration of the detected beam signal /intensity - stated
in total pixel count - and the incoming photon number is required. Due to the low
bunch charge at REGAE the photon number could be pretty low and therefore the
EM-gain of the cameras is often used. The Andor iXon cameras have a so called
Real-Gain Mode. The gain of the signal should be proportional and the adjusted
gain should be identical with the real magnification of the signal. Means, a gain
of 10 should amplify the signal by a factor of 10.

To measure the total pixel count of a signal, images for different camera gains
with the Real Gain Mode were taken and a linear fit has been used to determine
the ungained pixel count. A measurement as well as the yielded result for the un-
gained signal are shown in Fig. 3.11. As an intermediate result the linearity of the
gain mode and its Real-Gain function could be validated with this measurement.
In order to calibrate the pixel count relative to the incoming number of photons
the quantum efficiency of the ¢CD chip on the one hand and the pixel well depth
on the other hand are needed. These parameters are given by the manufacturer
(Tab.3.1). For the given measurement the camera has been recording 16-bit im-
ages. Therefore a pixel count of 527 889 + 85 324 has been detected. That is equal
to 696 644 £+ 128 355 photons. The measured bunch charge was (82 4+ 1) fC. It was
necessary to choose a comparably low charge because a large range of the gain
should be scanned to perform a calibration like in Fig. 3.11. The resulting overall
detector efficiency is (1.4 4= 0.3) photon/e~. This takes the scintillator conver-
sion efficiency, the light optics geometry and transmission as well as the camera
detection efficiency into account. The result is in good agreement with the esti-
mated result. To measure reasonably and reliably the detector efficiency should
not be below 1 photon/e .
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3 Transverse beam diagnostic for ultra-low bunch charges at REGAE

Due to the detector efficiency of D1 the fluctuations from shot-to-shot of the elec-
tron number is not negligible. A higher detector efficiency, meaning a higher
conversion rate of electrons to photons, would reduce the shot noise of the signal
created by a electron bunch drastically. The tremendous influence on the beam
signal evaluation, if not well treated, will be shown in the next section.
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| Un-gained intensity (EM-gain = 1): 527889.+85324.
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Figure 3.11: Extrapolation of the ungained intensity of the signal detected
by the Andor iXon3 888. The Real-Gain mode has been used
and shows a linear behavior. The fit (red, solid curve) yielded:
Tot. pixel count = —39529.6 + 567419 x EM-gain.

3.2 Image post-processing

For any kind of image-based beam diagnostics the noise and background signals
are an issue which can have tremendous impact on the analysis of the beam sig-
nal. The relevant factor is the signal-to-noise-ratio (SNR). But sources of noise
are manifold. In course of this thesis it is important to distinguish between the
different sources. On the one hand there is the electrical noise generated by the
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3.2 Image post-processing

imaging device. In case of REGAE it is a high-sensitive EMCCD camera. There
are several technical possibilities to reduce the electrical noise of an camera - in
detail presented for the used camera in Sec. 3.1.1. On the other hand a funda-
mental source of noise is the shot-noise, meaning the shot-to-shot fluctuations of
the electron number at a certain point or in case of an imaging diagnostic device
at a certain pixel. On a taken image there are two signals. First, the signal from
an accelerated and transported electron bunch - the required one. The second one
is caused by electrons accelerated from a cavity but in an unintended way. High
RF field gradients emit electrons from the inner cavity surface. The roughness of
the surface leads to field exaltation and the emission of electrons. This signal is
unwanted. It is called dark current. A small amount is always transported through
a beamline and therefore overlaying with the very beam signal on a detector. Be-
cause it is independent of the bunch electron emission, it is easy to take background
images and subtract them from images with a wanted beam signal. The majority
of the dark current signal vanishes but the dark current is shot noise dominated
thus the subtraction of background images generates additional noise. With high
statistics the noise can be reduced but never vanishes. In the first subsection I
take a closer look at the nature of the shot noise to understand and describe it. A
post-processing routine for camera images based on an elementary analysis of the
noise signal is introduced with the final aim to reduce the contribution of noise to
the beam signal evaluation. This is of particular interest for the RMS calculations
of emittance measurements done at REGAE. Due to the low bunch charge, espe-
cially compared to the dark current level, and the high-end imaging device shot
noise is the dominant source of noise at REGAE’s detector system.

The second subsection of this section will take a closer look at the RMS calculation
of an image considering a beam signal overlaid with noise. And in particular an
error estimation will be done to get an impression of the reliability and robustness
of the introduced noise evaluation of the first subsection. Because noise limits the
accuracy of any signal related evaluations which can be obtained from an image,
it is important to know where are the limits and how can they be estimated?
The last subsection faces an experimental problem which occurs at REGAE’s detec-
tor system D1. A distinct beam halo is observable on every image taken with the
detector system. A full discussion of the origin and investigations of this halo will
be done in the next section of this chapter. In the final subsection of this section

only a method to handle images with a halo is introduced and illustrated.
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3 Transverse beam diagnostic for ultra-low bunch charges at REGAE

3.2.1 Theoretical description of noise

The dominance of shot noise at REGAE’s detector system D1 is depicted in Fig. 3.12.
The principal noise level of the camera (upper row) is shown as well as the noise
level introduced by the dark current (middle row). To illustrate the differences
of these two sources it is useful to compare the pixel histograms of both - shown
in the right plot in the last row. In this context a histogram visualize how many
pixels with the same pixel value are included in a pixel array. As a reference the
histogram of a normal distributed ’beam signal’ is plotted as well. The basic dif-
ficulty regarding noise in images can be seen in this plot. The low intensity tails
of the beam signal are overlaid with noise and it is not possible to distinguish be-
tween both. In case of a perfect Gaussian shaped beam profile a fit would help to
derive the standard deviation which is - in this particular case - equal to the RMS
width of the distribution. In any other case a direct calculation of the RMS (see
Eq. 2.3) can be dominated - depending on the noise level - by the noise. Hence,
a reliable post-processing routine to distinguish beam signal and noise based on
basic assumptions to determine the RMS beam size precisely is desirable and aim
of this subsection.

Such a routine can be developed by means of a theoretical description of the
dominant noise source. The phenomenon of shot noise has been described by
W. Schottky [58] in 1918. If the number of particles, which are individually excited
(electrons from the surface of a cavity or photons from a cathode), is sufficiently
small, the uncertainty of these independent random events can be described by a
Poisson distribution like

)\k 67)‘

k!

f(k;A) = (3.3)

k € N is the number of electrons collected on a pixel of the image and A is the
expected value as well as the variance of the distribution. The relative signal
variation can be defined as the expected value of the signal distribution divided by
its width. The width is the square root of the variance of a distribution. In case of
a Poisson distribution this variation is proportional to v/A. Therefore the variation
of the signal depends on the square root of the expected value. In contrast, for a
normal fluctuating signal it would be proportional to the expected value because

the width is not called to the expected value.
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Figure 3.12: In the first row are noise images (left, middle) of the Andor iXon
888 camera shown. The camera is cooled down to —70°C. The
images contain all kind of noise caused by the camera itself. The
right image shows the difference of the first two. The second
row is similar to the first. Here are two real background images
shown. The ’signal’ is dark current. The right image shows again
the difference of the left and middle. The remaining structure
is shot noise caused by the dark current. In the third row the
left plot shows an artificial normal distributed beam profile. The
right plot shows the histograms of the Gaussian distribution as
well as of the two difference plots of the first and second row.
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3 Transverse beam diagnostic for ultra-low bunch charges at REGAE

Considering the subtraction of a background image from a beam signal image
means: subtracting two Poisson-distributed pixel images. The beam image of
course contains the desired signal but it occupies just a small fraction of the whole
image. The larger part is still background dominated. Considering just a single
pixel, the difference of two Poisson-distributed pixel can be described by a so called
Skellam distribution [59] and is defined as

A1

ks/2
p(kg; A1, Ag) = e~ PatA2) (—) T (2 A1A2>, (3.4)
A2

where \; and A, are related to the two Poisson distributions and Iy, (2v/A1 A2)
is the modified Bessel function of the first kind. kg is in contrast to the Poisson
distribution element of Z. To illustrate the Skellam distribution of Eq. 3.4 the
probability mass functions (PMF) for different pairs of A; and Ay are plotted in
Fig. 3.13. The expected value of a Skellam distributed PMF is A\; — Ay and its
variance is A\; + Aq.

For the purpose of demonstration it is worth to mention a different utilization
of the Skellam distribution. In the context of image post-processing, e.g. by Y.
Hwang et al. [60], the Skellam distribution could be used to determine sharp edges
in photos. The difference of two images reveals a drastic change of the noise inten-
sity at sharp edges which corresponds to a drastic change in the photo intensity as
well. This demonstration impressively shows how much information is contained
in the noise of images. Therefore, the Skellam distribution is a well known and
used distribution to describe the difference of two shot noise dominated images.
In the context of this work it will be used to distinguish between noise and the
wanted beam signal. And consequently validate the noise level and determine a
profound intensity cut in order to reduce the noise level.

For two Poisson distributed pixels of the signal and background image the assump-
tion \; = A9 should hold because they have the same source - pixels, dominated
by a wanted signal, are excluded of course. In the following A will replace A; and
Ao. Consequently the variance is equal to 2 \.

Although the Skellam distribution describes the nature of the generated noise very
well, it is unpractical to integrate it into an automatized post-processing routine.
The intended fit routine to determine the parameters of the Skellam distribution
is comparably slow. But another assumption, supported by the middle row and
the histogram of the background noise of Fig. 3.12, can be made if A is comparably
large. For A 2 30 a Poisson distribution tends to a normal distribution and conse-
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Figure 3.13: Shown are PMFs for different pairs of \; and A\ for kg € Z. (The

lines are not indicate continuity.)

quently the difference of two normal fluctuating images yields a normal distributed
noise distribution. The corresponding normal distribution can be formulated as

67k52/4)\

VAT ’

where A is equivalent to the already introduced A of the Skellam distribution. The

fks; A) ~ (3.5)

standard deviation of a normal distribution is equal to the square root of the vari-
ance thus the standard deviation in this particular case is v/A. This assumption
works pretty well for 14- or 16-bit images, where the pixel depth is high. For lower
pixel depths a Skellam distribution is probably more suitable.

The made assumptions are reasonable but again the found simplification of Eq. 3.5
just holds for single pixels. To get a significant sample number hundreds of images
would be necessary. But the used camera has a megapixel CCD, hence the subtrac-
tion of two images contains one million pixel. Even if a fraction is occupied by the
beam signal the statistic would be more than sufficient. Of course it is just valid as
long as all A; (i = 1...N; N: Number of pixels) just slightly differ. The middle row
of Fig. 3.12 is a good example where this assumption not holds. There is a clearly
remaining structure created by the dark current signal in the noise image (middle
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3 Transverse beam diagnostic for ultra-low bunch charges at REGAE

row, right). Therefore the histogram shows not a normal distributed noise contri-
bution but instead a superposition of several normal distributed noise signals all
contained in one image. Empirically proved it seems reasonable to describe such

a distribution by a sum of two normal distributions like

f(kS) — Al V 20 o1 e_(kS_NI)Q/@U%)
1 A2 7 oy e (ks T12)?/ (2 gg)’

where A; are the amplitudes, u; the expected values and o; the standard devia-
tions. The histogram of Fig. 3.14 shows the fit of a subtraction of a beam signal
image and a background image using the introduced function of Eq. 3.6. The
noise is centered at zero that confirms A;; = A; 2. Due to the presence of a beam
signal the intensity distribution is not symmetric anymore. Therefore only the red
colored data points has been used for the fit. The deviation of the taken data
and the fit at the right flank of the histogram shows the contribution of the beam

(3.6)

signal to the pixel histogram.
Nevertheless this description of the noise contained in an image can be used to
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Figure 3.14: Histogram of pixel intensity (blue dots). Red dotes were used for
double Gaussian fit. The green line marks the cut-off value keyt
(90 %-cut).

define a reasonable and reproducible cut-off of the noise for not only any kind of
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3.2 Image post-processing

shot noise dominated but also for any kind of normal distributed noise dominated
images. This cut-off is illustrated by the green line in Fig. 3.14. For every pixel
below this threshold it is not possible to distinguish between noise and beam sig-
nal. For pixel values above the cut-off there are still noise dominated pixels, but
their contribution to the whole signal is much smaller.

Before discussing the optimal threshold the efficiency of this routine will be de-
picted. In Fig. 3.15 an example of an artificial Gaussian beam profile overlaid with
a real background/noise image taken at REGAE is shown. To illustrate the capa-
bility of the post-processing routine the amplitude of the Gaussian beam profile
has been chosen to be comparably low. The added dark current signal is the same
as in Fig. 3.12 (middle, left). The post-processing has been applied like described.
Another background image has been subtracted (Fig. 3.12, midlle row, middle).
Then the intensity cut-off threshold k., has been determined from the histogram
of the background subtracted image. In order to improve the calculation of the
first and second moments (barycenter and RMS) a region of interest (ROI) from
a first RMS estimation of the image has been defined. Such a routine has been
already introduced in [35,61]. The ROI can be clearly seen in the right plot of
Fig. 3.15. The results, shown in Tab. 3.4, are promising. Considering the poor
signal-to-noise ratio and poor statistic of images - normally, several images with
and without beam signal are taken and subtracted - the accuracy of the recon-
structed moments is good.

Speaking of noise, the beam signal itself is dominated by shot noise as well and
has to be taken into consideration. To reduce the uncertainties of the beam signal
it is necessary to increase the statistic. Assuming the machine runs stable for
several shots, it is valid to take multiple images and average them. In addition
several background images should be taken and averaged as well to reduce statis-
tical errors. The statistical error is proportional to 1/ V/N where N is the number
of samples.

In summary, it could be shown that the post-processing routine depends only on
general assumptions of the nature of the noise and is capable of automatically
analyze and reduce the noise level of shot noise dominated beam signal images.
At the same time it has a high reliability.
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3 Transverse beam diagnostic for ultra-low bunch charges at REGAE
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Figure 3.15: Left: Background image from Fig. 3.12 has been added to an
artificial Gaussian beam profile. Right: Same beam profile after

applying whole post-processing routine.

Table 3.4: Theoretical and post-processed barycenter (15 moment) and RMS
(274 central moment) of a Gaussian beam profile (Fig. 3.15). The

moments are given in pixel.

Mode Xrms Yrms Xmean Ymean
theoretical 30 30 400 400

w/o post-processing 179.9 187.3 407.4 414.7
w/ post-processing ~ 33.4  34.0 401.4 400.7

3.2.2 Estimation of RMS error due to intensity cuts

An intensity cut off always affects a part of the wanted beam signal as well and
hence introduces an systematic error to the RMS calculation. To get a profound
impression how noise falsifies the RMS calculation an estimation of the induced
error is performed.

In order to find an analytical description some assumptions for the signal as well
as for the noise are necessary:

1. The noise is homogeneously distributed over the full-range of the image.

2. The beam signal is normal distributed.
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3.2 Image post-processing

The aim is to find the ’optimal’ intensity cut for a given beam image.

The intensity cut of a normal distributed signal confines it to an elliptical area,
called region of interest (ROI) in the following. A study, how a well defined but
arbitrary ROI falsifies a RMS calculation has already be done by myself in [35] and
ultimately based on [62]. Some results will be used in the following. Concluding
already achieved results and new assumptions lead to the following definition of

parameters:

0z4: standard deviations of the 2D normal distributed beam signal
az,: Half-axes of ROI

c: Scaling variable of ROI (a,, = ¢- 0, y)

P(c): Integrated signal fraction lying inside ROI depending on ¢

p(0): Arbitrary point on an ellipse in polar coordinates

P(c) and p(0) are defined as follows:

cos? 6 + sin? 0
o2 o2

In addition it is necessary to transform a centered 2D normal distribution like

22 2 )
202 207

S(z,y) = Smax €xp (— (3.9)

with Spax as the amplitude into polar coordinates to calculate the RMS of S(x,y).
Introducing p(f) (Eq. 3.8) and the scaling factor ¢ into Eq. 3.9 yields

S(r,0) = Shax €xp (— ). (3.10)
These definitions will be of interest below.

The indicator to judge the quality of an intensity cut is the ratio of the calculated
RMS value and the known RMS or standard deviation of a given normal distributed
signal

TRMS

Oz
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3 Transverse beam diagnostic for ultra-low bunch charges at REGAE

It will be shown that this ratio only depends on the signal-to-noise-ratio (SNR) of
the image and the choice of the intensity cut.

The SNR is an important quantity in the field of signal analysis. Depending on the
source of noise and technical applications, different definitions of the SNR can be
found. In the course of this study it is defined as

signal amplitude
SNR = & P

3.11
noise level ( )

The noise level will be identified by the standard deviation of the noise distribution,
already introduced in Eq. 3.5 as v/A. With the signal amplitude Smax Eq. 3.11 can
be written as

Smax
SNR = . (3.12)

VA

A is a result from the noise distribution fit in the course of the intensity cut

routine. In a measurement the real signal amplitude, however, is not accessible
because the signal is always overlaid with noise. For large SNR the assumption
that the maximum pixel value is equivalent to Sp., is a good approximation.

As described in the previous subsection the noise distribution can be approximated
via the Skellam function which tends to a normal distribution for large expectation
values A. Hence, the noise distribution can be described as

g(k) = B exp (%’f) (3.13)

with B as its amplitude and X as the variance and consistently v/\ as the standard
deviation. g(k) is assumed to be centered at zero.
The intensity cut itself can be freely chosen, the cut value will be called k¢y.
It is helpful to connect it with a more meaningful quantity. Here, the relative
integrated noise intensity ¢ of the total integrated noise intensity Ii,; will be used.
It is defined as
JErgkydk =
g="—"— with [ = / g(k)dk. (3.14)

I tot [e¢)

Now an expression for the cut-off intensity k.. can be obtained by solving Eq. 3.14
which yields

ket (N, @) = 2V InvErf(2¢ — 1)
—2VACy(¢) with Ci(q) = InvErf(2¢ — 1), (3.15)
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3.2 Image post-processing

where InvErf is the inverse error-function. Due to the nature of the normal dis-
tribution key (A, ¢) tends to infinity for ¢ — 1 and to minus infinity for ¢ — 0.
Therefore the relative integrated noise intensity ¢ will be only defined in the do-
main (0, 1).

The remaining noise contributes to the calculation of the RMS value. If the remain-
ing noise is assumed to be homogeneously distributed over the ROI, its expectation
value can be added as an offset to the signal S(x,y). The expectation value of
the noise contained in the ROI, denoted as N, in the following, is given by the

expectation value A, of the remaining noise distribution and can be written as

The expectation value A, (1°* central moment) is required and can be found to be
Ji= Bg(h) dh
AN ) = T8
fkcut g(k)dk

exp (—=Ci(9)?)
M Bate (Cr())
= 2/\7Co(q) with @@):%. (3.17)

The RMS (2" central moment) of an image including beam signal (Eq. 3.9) and

noise (Eq. 3.16) can be calculated as follows

2 S 7 2 (S(z,y) + New(A, @) dzdy
WS S5 (S y) + Naw(Aq)) dady
To solve Eq. 3.18 it is convenient to switch to Polar coordinates. Additionally

Eq. 3.7, Eq. 3.8 and Eq. 3.10 have to be introduced. Instead of the integration
over infinity it is now limited to the ROI and Eq. 3.18 yields

fhfo % cos® 0 (S(p',0) + New (X, q)) dr df
f27rf0 T 9 +Ncut(>\ Q)) d?‘d@

, Siax (P(c) —< exp( )) + 2 ¢ New (X, )
Smax P(C) + 9 Ncut()‘v Q)

and the relative RMS error is consequently obtained as

TRMS® Smax <P(c) 2 exp( >> s 3¢ Neuwhy ) (3.20)
0-332 N Smax P(C) + 9 Ncut()\a q) ' '

(3.18)

TRMS =
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3 Transverse beam diagnostic for ultra-low bunch charges at REGAE

It depends on the signal amplitude Sp,.x, the noise expectation value A\ (Eq. 3.13),
the relative integrated noise intensity ¢ and the ROI scaling variable c¢. To reduce
the dependencies it is worth to take a closer look at c¢. Because keui (A, ¢) determines
an elliptical ROI for the total signal S(z,y) + Neuwt (A, ¢) the scaling varibale ¢ is
not arbitrary anymore. It can be easily determined with a, = co, where a, is
the horizontal half-axis of the ROI and o, the horizontal standard deviation of the
beam signal.

S(aza O) + Ncut(>\7 CI) - kcut()\7 q)
2
Qg
Smax exp <_20_ 2) + Ncut<>\7 Q) - kcut(/\7 Q)

T

= a4, =0, \/—2 In (k’wt“’ ‘-’)S— New (), q)>

= ¢ (Sma N q) = 2 = \/—2 In <k‘f“t(A’Q) — NC‘”(A’Q)). (3.21)

O-.Z’ Smax

Using the definition of the SNR (Eq. 3.12) to simplify Eq. 3.20 and Eq. 3.21 they
yield:

s Co(@)sNR (P(O) = 5 exp(=5)) + &
) 2 7 (3.22)
o’ Cs(q) SNR P(c) + &

with
s
Ci(g) =2Ci(q) — C3(q) "

=

Now the relative RMS error (Eq. 3.22) only depends on the SNR and the relative
integrated noise intensity gq.

The assumed, simplified model has some logical and consequently mathematical
limits. An intensity cut k., smaller than N, is meaningless. Mathematically
spoken, ¢ (SNR, q) (Eq. 3.23) is no longer real. It is only real for

Ca(q)

SNR

62
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SNR is per definition positive so that Cy(¢) has to be positive. In case Ny > 0
the lower limit of ¢ can be numerically approximated. C4(q) and the lower limit
are shown in Fig. 3.16, left.

For ¢ tending to qui,, ¢ and consequently the ROI are tending to infinity. Intro-
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Figure 3.16: Left: C4(q) (blue) plotted for whole interval (0,1) of the relative
integrated noise intensity ¢q. The minimal qu,;; can be numerically
determined. It is marked by the red vertical line and is approx-
imately 0.6451. Right: The optimal relative integrated noise
intensity gopt depending on SNR.

ducing ¢ — oo to Eq. 3.22 the relative RMS error tends to infinity or xrys tends
to infinity. This is consistent with the definition of the RMS (Eq. 2.3) assuming
the signal is not falling to zero for x — oo. A special case which illustrates the
consistency of the used model is given by N, = 0, means no noise. Following the
former logic Koyt min = 0 and gmin = 0.5. Introducing eyt min, gmin and ¢ — 00 t