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ABSTRACT

The open superstring effective action is given by the Born-Infeld action with specific derivative
correction terms ¢™M9"FP) added. In particular, it is shown that the world volume of a D-
brane is governed by the Born-Infeld theory. A property of the Born-Infeld theory is that it is
electromagnetic duality invariant. In order to perform the duality invariance test, the condition
for electromagnetic duality invariance of a general Lagrangf&iir ) is derived.

This thesis will show that the expanded Born-Infeld theory is electromagnetic duality invari-
ant up to and including’(’®). The lowest order derivative correction term?9*F4, is also
shown to be electromagnetic duality invariant. A redefinition of Gé= %%) tensor within
the duality invariance condition was necessary in this case. However, starting out with general
a’*9*F*-terms (significantly reduced in number by means of a computer) does not necessarily
give the derivative correction terms belonging to the open superstring effective action by de-
manding electromagnetic duality invariance.
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INTRODUCTION

When | was young, | always liked doing math. Furthermore, | liked reading popular scientific
books about the solar system, but it was not after the fourth grade of high school that | decided
to take on a study in physics. Why? When | attended introductory days of mathematics and
physics, | discovered that the mathematics practiced at high school corresponded best with the
way physicists use mathematics; physicists use mathematics as a tool in understanding physics
and do not worry about what | like to call "fuzzy little things”. Mathematicians have already
proved (for the most part) that physicists are allowed to do what they do.

But why did | not choose to study astrophysics instead? This is due to the fact that | am a
theoretician and like to solve problems. Astrophysics appeared too practical for my taste at the
time. So | started practicing physics. This thesis proofs | do not regret my choice.

Before my study | had no particular job occupation or goal in mind. | would worry about
that after my study. However, during your study you get to hear things and the particular thing |
heard was that there exists a theory called string theory. | was also told its alias is "the theory of
everything”. That sounded like magic to me. | decided that the goal of my study became to learn
and understand more about string theory, because if it finally will be found to be a valid theory,
| will at least know something about "the theory of everything”. Therefore | chose a subject in
string theory as my thesis project. | also thought this was a good opportunity to find out if | enjoy
doing research.

| went to the theoretical physics department and asked what topics as a thesis project they
got in string theory. | got an offer which had something to do with cosmic strings and an offer
in doing something with Born-Infeld and derivative corrections added to it appearing in string
theory. The latter sounded more like doing research to my ears. Less string theory to learn, but
doing real research.

As is clear by now, this thesis is about Born-Infeld and derivative corrections added to it. The
phenomenon of electromagnetic duality is discussed and applied to Born-Infeld and its derivative
corrections. The chapters in summary are:

o Maxwell theory and its incompleteness. The incompleteness involves the self-energy of
a charged patrticle. After that why the Born-Infeld theory is what it is will be discussed;
motivations for its explicit form are explained.

e The Born-Infeld theory enters string theory in several ways. | decided to show one of the
ways Born-Infeld enters by deriving the Lagrangian for the world volume of a D-brane.

e Chapter 3 is about electromagnetic duality invariance of Maxwell and Born-Infeld theory.
In order to show duality invariance a general electromagnetic duality invariance condition



is derived.

e The final chapter is the most important chapter. The first part is about trying to obtain
independent derivative correction terna %) from all possibled*F4-terms. | spend a
great deal of time on writing a computer program which aids me with this process. These
obtained independent terms are subjected to the duality invariance condition in the next
part of the chapter. The last part is about checking the derivative correction terms arising
in string theory and subjecting them to the duality invariance condition and what needed
to be done in order to let them be duality invariant.

e At last, the appendices are there to aid the reader and avoiding large and annoying lit-
tle calculations within the main text. Where necessary the reader will be directed to the
appendices.

It is important to note that electromagnetic duality invariance only works in four dimensions.
Although string theory had > 4, everything we do involving duality is therefore considered
in four dimensions. If we are working in any other number of dimensions, the reader will be
notified explicitly.

Thank you for at least considering to read my thesis report and | hope you will enjoy it all.



1. CLASSICAL ELECTROMAGNETISM

1.1 Maxwell Theory

Electricity and magnetism were discovered somewhere in the nineteenth century. Various scien-
tists became acquainted with these new phenomena (some in a painful way). As time proceeded,
more and more knowledge about electricity and magnetism was gathered. This led to the final
theory of classical electromagnetism, the Maxwell equations. A funny thing is that vector calcu-
lus was not yet known at that time, so Maxwell necessarily published his equations written out in
components. It must have been a tedious job which did not provide much insight. Nevertheless
Maxwell did it. His equations in the absence of any sources and current densities are

~ 10B
OxE=-=-—
x cot’
0-B=0,
0-E=0 1
DXB:}a—E
Cc ot
Or in covariant notation

where the star denotes the Hodge duzfl the field tensor. The second equation of (1.2) is a
shorthand notation of the Bianchi identity. As said these equations constitute the classical theory
of electromagnetism.

After Maxwell constructed his equations, people started realizing they contain unphysical
results (at least what was considered unphysical at that time). First of all the Maxwell equations
are not invariant under Galilean transformations. Secondly a point charge is predicted to have an
infinite self-energy. These were/are considered major problems, but which are inherent properties
of the theory.

We all know that with the discovery of Einstein’s theory of relativity the first problem was
no longer a real problem, because the Maxwell equations need to be invariant under Lorentz
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transformations rather then under Galilean transformations. Still there is the problem of the in-
finite self-energy of a charged patrticle. If one sticks to the Maxwell equation, this problem will
not be solved. In order to fix it, one has to look further then the classical theory of electromag-
netism. But before doing so let us show the calculation of the self-energy. The Lagrangian for
the field spread by a charged point particle (cpp) in covariant form is just the vacuum Maxwell
Lagrangian [1]
A d 1 v
MaX(A\/v uAv) = _ZF[JVF . (1-3)

However we will need the Hamiltonian density, because after integrating it over all space it gives

the total energy of the field produced by the cpp. The Hamiltonian density is given by (see for
example [1])

1., =

The final part of the calculation is settifgequal to zero (particle is at rest) and integrating the
Hamiltonian density over all space

Hyax = / dBx(1E2),
0 2

I AL BN

_ 2/0 dx (D),

which diverges. The self-energy of a charged particle is indeed infinite.

This section showed a brief summary of the main problem of the vacuum Maxwell equations.
Due to this problem we would like to have a better theory than Maxwell. The next section will
give an introduction to a new theory called the Born-Infeld theory which does not contain that
problem.

1.2 Born-Infeld Theory

We have proven that classical electromagnetism leads to an infinite self-energy of a cpp in the
previous section. One of the following methods can be used to solve this problem: a modification
of the old theory or developing a new theory containing the old theory in a limiting case.

By a modification of a theory we mean keeping globally the same assumptions, but for ex-
ample altered by adding more constraints or information. Consider the ideal gas law as an ex-
ample. The assumption on which the law is based, is that the molecules of a gas behave like
non-interacting hard spheres. This is of course true to some extent. If one desires more accuracy
in some measurement, one should take the weak interactions between the molecules into consid-
eration. This is incorporated in the law by altering the potential of a hard sphere by adding an
attractive potential (the Van Der Waals potential). Thus we have modified the theory into a more
accurate one by adding a piece of information (the altered potential).



An illustrative part of physics in which a new theory containing the old theory in a limiting
case occurs, is gravity. Gravity was best described by Newton before the 1920s. We all know that
Newton’s theory is only valid when weak gravitational fields are involved. We know Einstein’s
theory of general relativity is the correct one nowadays, because it is correct for weak and strong
gravitational fields and it predicts the bending of light by massive objects. Therefore Einstein’s
theory of gravity should reduce to Newton’s theory of gravity in its weak gravitational field
limit [2]. Both theories are clearly based on fundamental different "assumptions”. Newton’s
theory is empirically discovered and Einstein’s theory by the ansatz of the curvature of spacetime.
We are going to find a new theory and make the same ansatz Einstein did; the presence of a
charged patrticle influences the metric of space.

Maxwell’'s theory is valid for relativistic charged particles in a Minkowski space. In this
framework the full Lagrangian density of a nonmoving cpp (and its accompanying electromag-
netic field) heuristically is

gcpp = ﬁel +$Max (1-5)

/ 1

The new Lagrangian can be deduced by the same arguments used in general relativity. Like
with gravitation the particle spreads out an electromagnetic field. Therefore introduce a second,
moving cpp. The moving cpp can be said to move freely through space, but then the space is not
Minkowsky anymore due to the electromagnetic field of the nonmoving cpp. As for gravity, the
particle being charged changes the metric of space. To push this argument further, a cpp changes
the metric of space for itselfl The Lagrangian of the nonmoving cpp should therefore contain
an altered metric within the determinant and reduce to (1.6) in the weak field limit and to the
Minkowski metric in the case when there is no field present. It is important to note that the new
Lagrangian will only be of significance close to particles, because then the electric field is very
strong ).

What then do we claim the new Lagrangian to be? There are a lot of creative Lagrangians
possible which have the proper weak field limit. We are interested in only one of them, the
Born-Infeld (BI) Lagrangian which is given by

1
E2_E (E.B)
. Rr2 . . 2
_ b\/l - LS (1.7b)

Equation (1.7b) is the BI Lagrangian in termsbfind B-fields. It was constructed by Max
Born and Leopold Infeld in the 1930s. A nice discussion about the way the Bl Lagrangian was
originally constructed, is given in [3]. The change of the metric is obvious. The corstant
included to fix a particular normalization. Note that adding an arbitrary constant to a Lagrangian
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does not change the equations of motion. Therefore we choose to omit the addition of the con-
stantb? in equations (1.7a) and (1.7b)

1
$B| = —bz\/—de(n’uv + BF’uv)7 (183.)
=2 _ B2 = B)2
= —bz\/l— E°-8° (BB (1.8b)

The constant was originally included to cancel the constant coming from the square-root upon
expanding. The constant from the square-root is actually the rest-energy of the cpp and should
not be excluded.

We are left with the task of showing that the Bl Lagrangian indeed has the proper weak field
limit and that it produces a finite self-energy of a cpp. We will use the Bl Lagrangian density
(1.8b) for this.

First the weak field limit. Neglecting terms of the order field to the power four, we can
immediately write

E2_ &
L =—b%1— 7 (1.9)
Expanding the square-root gives
2 lrz=o = 2 1 uv
Lo =—b —§<E B ) = —b? — ZFuFHY. (1.10)

Hence the lowest order approximation of the Bl Lagrangian is exactly the same as the Lagrangian

(1.6), if b? is identified with the rest energy of a cpp. So the weak field limit is the one desired.
What about the self-energy of a charged particle? It can be argued to be finite by using a nice

feature of BI, the existence of a maximum electric field strength. In the absence of a magnetic

field (1.8b) can be simplified to
2 E2

Remember thaE is the real electric field, with or without a medium present. Because of the
fact that the metric is changed in the presence of an electromagnetic field, the vacuum can be
considered a medium. A nonlinear medium in general. Therefore one can also define the field

in the usual way

D= ai:ﬂ. (1.12)
JE
This field is allowed to become arbitrary large and thus infinite as long as the physicdt field
stays finite. Now calculatB using (1.11) and (1.12)

10



5__ & (1.13)

£2
Vg

Rewriting this to get an expression fargives

E? = b? qﬁz . (1.14)
D2+ b?

It can be seen that however large the magnitud® lsécomes, the magnitude Bfnever becomes
larger tharb. Therefore we have shown the existence of a maximum electric field.

Furthermore it can easily be argued that the self-energy of a cpp is finite at present. The
problem in the classical theory of electromagnetism is that the electric field blows up close to
the particle causing the self-energy to become infinite. With BI theory this is not the case,
because when approaching a charged particle, the electric field at a certain point stops increasing
rendering the self-energy finite!

We have shown that Bl contains the desired properties which Maxwell does not have. Com-
pare Maxwell and Bl with Newton and Einstein respectively. Einstein describes gravity far more
accurately then Newton. For electromagnetism the same is true for Bl. Both Bl's and Einstein’s
theory can be written in terms of the Minkowsky metric (flat space) with the influence of the
fields incorporated by

Einstein: nyy — guv,

(1.15)

We point out that we have introduced BI theory due to the fact that it arises in string theory. The
next chapter will show the occurrence of Bl in string theory.
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2. THE BORN-INFELD LAGRANGIAN IN STRING THEORY

The bulk part of this chapter will be about D-branes and electromagnetic fields living on them
in order to develop some background knowledge. After that the final goal of this chapter will be
discussed, the Lagrangian governing the world volume of a D-brane. Therefore if the reader is
already familiar with D-branes, the way electromagnetic fields live on D-branes and T-duality, it
is suggested he or she continues with the last section of this chapter. As mentioned in the previous
chapter, the specific Lagrangian governing the world volume of a D-brane will be shown to be
the Born-Infeld Lagrangian.

2.1 D-branes

It is know from basic string theory that an open string endpoint (ose) has the possibility to obey
Dirichlet boundary conditiorls These boundary conditions were a clue to the existence of D-
branes. The physical interpretation of a Dirichlet boundary condition is that an ose must remain
attached to some object in that direction. This object got the name D(irichlet)-brane.

In a given spacetime (26 dimensional) @brane (ifp < 25) is a lower dimensional object
with p spatial dimensions on which an ose can end. Once an ose is attacheg-tarari®, it can
never become detached again. At least not without the influences of other D-branes and strings.
The subspace of the ose coordinates coinciding with the coordinates of the whole space minus
the space of the p-brane still have to obey the usual Neumann boundary conditions.

To visualize the concept of afpbrane consider two freely moving pins with a rubber band
spanned in between in 2D-space. The rubber band and pins are analogous to a string with its
endpoints fixed to two P-branes by 2 times 2 Dirichlet boundary conditiops= 23). If one
would look inside the pins one would see the endpoints of the string moving freely on the 23-
dimensional manifold of the D23-brane (Neumann boundary conditions). Imagine that one di-
mension of the D23-brane is unwrapped, i.e. the pin becomes a nail. Figure 2.1 visualizes the
unwrapping. Be careful not to consider the nail integrated into the 2D space. The endpoints of
the rubber band can move freely over the nails just like open string endpoints can move freely
within the world volume of a D23-brane.

Now that the concept of a D-brane is clarified, we can look at how one should quantize open
strings ending on D-branes in order to see what particles the quantization process gives.

1 9:XH(7,0) = 0= 9 X*(t,1)



(25-p)D-subspace

(25-p)D-subs pace D-brane: (p)D-subs pace D-brane: (p)D-subspace

D-brane: (p)D-subspace T

i].

D-brane: (piD-subspace

(a) A string spanned between two pins with hid- (b) A string spanned between two pins with one
den extra dimensions. of the invisible dimensions made visible.

Fig. 2.1: Visualization of a string spanned between two D-branes.

2.2 Quantizing Open Strings Ending on D-branes

We can ask the important question of the way an open string attached pebaabDe p < 25)

should be quantized. The question is not too difficult to answer, because one in fact already
knows how a string attached to a D25-brane is quantized; it is just quantizing the open string
with a Neumann boundary condition for every coordinate.

Consider a p-brane p < 25) with a string attached to it. The endpoints of the string obey
Neumann boundary conditions for the coordinates coinciding with the world volume ofghe D
brane. But as mentioned before, the rest of the coordinates obey Dirichlet boundary conditions.
So the situation is slightly different then the known quantization of open strings.

In order to quantize divide the coordinates of the string into two parts. One part of the
coordinates is strictly tangential and the other part strictly normal to f#fane coordinates

0

X, xt, ..., xP (tangential), xPL xP+2 x5 (normal).

Quantizing the coordinates transversal to the-lidane is already known and fortunately are

the only ones of importance to us. Performing the light-cone quantization on the tangential
coordinates givesp+ 1) — 2 massless states. These states live on the world volume ofghe D
brane. From quantum field theory it is known that if the number of independent states is two
less then the dimension of spacetime, the states are massless vector states (Maxwell field) [4].
Therefore the final conclusion of the quantization procedure is that a Maxwell field lives on the
world volume of a Op-brane.
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2.3 Electromagnetic Field Coupling to the Open String

We have acquired the knowledge of a Maxwell field living on the world volume of a D-brane.
Therefore the validity of the boundary conditions of the open string have to be questioned. They
should be altered if an ose carries charge and indeed it does carry charge (charge distribution of
the string:q(o)), but the how and why will not be shown in this thesis. See for example [5] for
detailed information.

We continue to construct the new Lagrangian giving rise to new boundary conditions. The
Lagrangian will be constructed in analogy to the Lagrangian of a charged particle for which the
vector potentialA,;, couples to the current. Therefore we can write the Lagrangian for the string
with the endpoints coupling to a Maxwell field of a D-brane like

. dxm
S— / dr do L (X, X') + / dt 4o o(0)An(X)
Wherem denotes the coordinates of the world volume of the D-brane and runs frormp @it
p < 25. The interaction terms only play a role at the endpoints of the string. The vatj{e pf

equals 1 forc =1 and -1 forc = 0. After having performed the-integration in the interaction
part of the action we are left with

(2.1)

dxm dx™
S— /drda;fNGxx +/d1:Am X)2 G_l—/oerm(X)W @2

To simplify matters considerably choose a constant electromagneticRigle-Cst, wherdy,=

ImAn — dnAn is the usual field tensor) on the world volume of the-Brane. The vector potential
then becomes

An(X) = %anxm. (2.3)

Proceed by varying the action (2.2) and using (2.3) to give

y /
= [ordo [P0 s XD

X
+5 / A Fun[6X™M:X" + XM, X"

o=lI

—% / A Fran[6X™M9:X" + XM, X"

(2.4)

o=0

The first integr_al contains th_e canonical mome‘?qf_él;)gfi’x) @T and% @fj With-

out the endpoints of the string attached to plrain, the wave equatldEX“ is obtained from

the Nambu-Goto action. The present situation is the same as the free string, except for the end-
points. Therefore the string itself obeys the wave equation as before, but the boundary conditions

for the endpoints are changed. By using* = 0 write (2.4) like

14



§S = /dr do [0 (2 5XH) + 0.( 75 5XH)|

-|-%/dr Frn[6XM0: X" + X9, 6 X"]

o=l

—% / A7 Fran[6X™:X" 4+ XM, X" (2.5)

o=0

Obviously, coordinates normal to the brane obey the usual Neumann boundary conditions, but
the transverse directions do not. To proceed, integrate over sigma and nodg(thdts XH)
gives zero when integrating over The result is

5S— / dt SX™( P8+ FndeX™)

- / de SX™ (75 +FndX™)| . (26)
o=

The boundary conditions for the endpoints thus are

t@%—{—anann:O O':O,I (27)

And using that? = — 795X, for the boundary conditions (2.7) gives

O Xm — 270 Fnnde X" = 0 =0, (2.8)

The boundary conditions for an open string attached tpdEane are obtained. If there is no
electromagnetic field, the boundary conditions reduce to the Neumann boundary conditions. On
the other hand an infinitely strong field will completely freeze the endpoints of the open string
which means we have Dirichlet boundary conditions. The upcoming section will be about the
boundary conditions of the open string attached tgoebbane which has a constant electric field
(Fj = 0; iorj=0)living on its world volume.

2.4  D-branes Containing Electric Fields

About T-duality, T-duality is a transformation which leaves the physics invariant [5]. Due to
this property of T-duality, two to the eye very different systems can be shown to be equivalent.
Therefore new properties and/or insights into either of the systems can be derived from each
other. This section will deal with the T-dual of a D-brane containing an electric field.

But before we go to the T-duality part, we will rewrite the boundary conditions (2.8) into
a more convenient expression. To simplify the upcoming expressions, a constant electric field
along the 10th compactified dimension of thp-Brane is chosen. Choose

Fio=E. (2.9)

The only relevant changes in the boundary conditions of the open string are 6 tred X 10
coordinates. The boundary conditions (2.8) become (keep in mind we raised/lowered indices)

15



X0 — £, X% =0, (2.10a)
X2 — £9:X0 = 0. (2.10b)

Where& = 2na’E. The idea is to write these equations in a matrix, because it enables us to
work with transformation matrices later on. In order to construct a matrix form we define

1 1
dy = 5(8T+8G), J_ = 5(87—86). (2.11)
The boundary conditions can then be written as
0. X0 — &0, X0 =9_XO+ £9_X1°, (2.12a)
—&9. X0+ 9. X0 = £9_X0+ 9_X1°, (2.12b)
In matrix form this becomes
2
XO 14_—6’ E@? xo
2. ( X0 ) _ ( L7 1 o ( 2 ). (2.13)
1-£2 1-¢72

It is known that a p-brane containing no electromagnetic field and a compact dimension
of radiusR is T-dual to a Bp — 1)-brane attached to a point on the dual compact dimension of
radiusR = %’. However, we have a pbrane with a constant electric field along this compact
dimension. It is not clear how a T-duality transformation should be performed in this situation.
Therefore we will try some configuration of a P— 1)-brane in the dual world and transform it
by means of a T-duality transformation back to the present world. Explicitly, we will show that
a D(p— 1)-brane moving along the dual compact dimension with constant velocity leads to the
same boundary conditions as th@Brane with the electric field. The moving(p— 1)-brane
must therefore be the T-dual of theptbrane with the constant electric field, because as said a
T-duality transformation is not supposed to change the physics. Coordinates without a prime are
with respect to the fram8in the dual world which denotes the frame at rest at some point in
the compact dimensior8 is the frame moving along with the(p — 1)-brane. Note thax © is
Neumann an& 19 is Dirichlet. Consider the following expression

X0 1 0 X0

At first sight this expression may look irrelevant; it just sayX® = 9.X'°. This is true, but we

are looking for an expression that has the same form as (2.13) in order to be able to compare the
two. Due to the matrix forms the two expressions will always be comparable. We want to know
what expression (2.14) becomes in the present world. The only way we know how to get to the
present world is by performing a T-duality transformation on (2.14) expressed i&ftlaene.

16



Therefore the required transformations are first a boost fronSttethe S frame and second a
T-duality transformation from the dual world to the present world.

As said, first perform the boost. Suppose 8wrame has a velocity3. The 26 dimensional
spacetime is still assumed to be flat, so the boost is performed in exactly the same manner as we
are used to in 4D spacetime.

X0 = y(X°—pX*),

X100 — p(—pXxO+X19), (2.15)

This is equivalent to

(>Z<<’/100>:7( —lﬁ _1[3)()2((1()0)5'\"()2((100)- (2.16)

Therefore (2.14) can be written like

X0 4(1 0 X0
8+(>~<10)=M1(0 _1)Ma()~(10>. (2.17)

The first transformation is done. Performing the T-duality transformation is not difficult,
because a T-duality transformation only changes a sign in the right movers of a string coordinate

X = X%t+0)+ X2t +0),
X0 = x4+ 0) X3t +0). (2.18)

So thed, and thed_ acting on the 10th coordinate transform like

0, X0 =9, x10 d_X10=_9_x10 (2.19)

From this T-duality transformation matric&s belonging to the two-vecto. (X%, X1%) can be
constructed

(1 0
T = ( 0 41 ) : (2.20)
Equation (2.17), after having applied the T-duality transformation, becomes
X0 _1,-1(1 O X0
o, ( (10 > =T M 1( 0 1 ) MT_o_ ( (10 > (2.21)
Working out the matrix multiplications gives
1482 2B
X0 32 1-32 X0
a—O— ( XlO ) = ( 12[[; i_,_gZ ) J_ ( XlO ) : (222)
1-p2 1-p2



The moment of comparison has arrived. We find ourselves in the present world and have two
relations between the vectods (X X?°) andd_ (X%, X?°), equation (2.13) and (2.22) respec-
tively. We want the two expressions to be the same by T-duality arguments. In order to equalize
the two equations, we make the following identification

& =B. (2.23)

With this relation it is easy to see that the two equations are equivalent in a consistent way.
Therefore we have shown, by means of T-duality, that p-B1)-brane moving along the dual
compact dimension gives the same physics agpdiane with an electric field pointing along

the direction of the compact dimension.

Although the identification of the electric field with the velocity was easily done, it has major
implications. We have actually shown the existence of a maximum electric field strength in string
theory, becausf depends linearly on the velocity and obgg/s< 1 always. Consequently, this
yields forE

1

Bnax =557t

(2.24)

Keep in mind that this is in the absence of a magnetic field. Having a general electromag-
netic field living on the p-brane only results in a different value of the maximum electric field
strength, higher or lower. The point is, there exists a maximum electromagnetic field strength.
The maximum electric field property of string theory points in the direction for the need of a
different theory of electromagnetism, because electromagnetism in string theory is certainly not
fully described by Maxwell’s theory.

2.5 D-branes Containing Magnetic Fields

We have obtained surprising physics by finding the T-dual ofpebiiane containing a constant
electric field on its world volume. Therefore it may also be interesting to find out what physics the
T-dual of a Dp-brane with a constant magnetic field gives. We expect to recover the maximum
electromagnetic field strength property in any case. The space we will consider has the 3rd
dimension compactified. Furthermore we choose the vector potential such that its 3rd component
is the only nonzero one. We have

Ao = 0, Az = BX = Fo3= B, F3>=—B. (2.25)

The T-duality transformation back to the present world will be performed along the compact
dimension. But the burning question again is: what is in this case the T-dual oftedde
containing the magnetic field? Again we state the solution and show tisdah& solution. The
T-dual brane of the given pbrane is a Dp— 1)-brane located at some poifand tilted by an
anglew. We therefore define an auxiliary coordinate sys@mhich has its basis transverse to
the tilted D(p — 1)-brane.
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The time has come to start worrying about boundary conditions. In complete analogy to the
Dp-brane with the electric field, we can write boundary conditions for tpbebEane containing

the magnetic field as
B2
X2 # @ XZ
14?2 1147

WhereZ = 2na’B. As with the electric field case we need an expression for the string coordi-
nates in the dual world that looks similar to the boundary conditions for the string coordinates of
the present world. Again in complete analogy to the previous section we can write the identity

x? 1 0 X?
8+()~<3/):(0 _1)8_(5(‘3/) (227)

Two transformations are again needed. One to rotatStfirmme back by an angle to the
Sframe and after that the T-duality transformation, but first things first. The rotation matrix of a
point around some origin in 2D-space by an angles given by

x? cosw Sinw X2\ [ X2
()”(3'>_(—sinco cosw)(f@):R()N@)' (2.28)

Like in the case of the electric field we write

2 2
a+(§3):R1(é _Ol)R&_<§3>. (2.29)

To see what this equation gives for conditions onXfeand X2 coordinates, T-dual transform
back to the present world. It is known from equation (2.20) of the previous section how to
perform the T-duality transformation. Insert the matrices into the proper places to get

X? 151(1 0 X?
8+(X3>:T+1R1(0 _1)RT_8_(X3). (2.30)

Working out the matrix manipulations gives us the matrix which must be identified with the
matrix of equation (2.26)

X? cosdo —sin2w X?
a*(x?’)_( sin2m  cos 2o )a—(x3>‘ (231)
In the electric field case it was quite clear which identification had to be made to link all the
elements [x,y] of the matrices without contradictions. In the present case it is not clear that if
one makes an identification of for example the entries of [1,1], the identification yields for all

entries [X,y]. Lets just try the identification for the [1,1] entries and see if it is consistent with
other entries as well. Equating the [1,1] entries give

1— 52

T2 cosS = B? =tarf o. (2.32)
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We would like this to be consistent with

24 .
o7 sin 2m. (2.33)

One can easily check by the use of some geometric identities that the above is consistent with
(2.32).

First of all, does equation (2.32) stroke with the notion of a maximum electromagnetic field?
Naively spoken one can raise the valuewfall the way to%n, the value where the tangent
becomes infinite. However b = %n we have effectively interchanged dimensiodsandx?,
because2 can be identified with® andx 3 with —x2. Then we are back to the situation in which
the D(p— 1)-brane is not tilted. Because of the previous argument the only relevant interval for
o giving different physical situations [sr%n, %n]. The maximum value for B is therefore

1

— | (2.34)

Bmax =

Where are we so far? We have learned that@hbbane containing a constant magnetic
field is T-dual to a rotated Op — 1)-brane giving rise to a maximum magnetic field strength.
Furthermore from the tilting of the (» — 1)-brane some interesting conclusions regarding the
vector potential and therefore tké dimension can be drawn. These conclusions will be used in
the next section which deals with the occurrence of Born-Infeld theory in string theory.

The vector potential was chosen (@, Az) = (0,Bx%) with x3 compact with radiu®s. It is
known from string theory that in this case the vector potential is quantized [5]. We have

A~ Ag+ . nez. (2.35)

The interesting thing is that if one starts for exampleat 0 and proceeds in the positivé
direction, the value ofg increases until the value %f;e—?) is reached. TheAg jumps back to its

previous value it had a? = 0. Therefore we have a periodic vector potential and so it can be
claimed that there is a repetition of the physics when proceeding ix*ttieection. This has to

have some impact in the dual world. To find the implications define as the period of the vector
potential in the present world as

A = BLR3' (2.36)
In the dual world, usingy — —n, (2.36) becomes
n|§3 27m|§3 27m|§3
A 2 _ — tanw = ———. 2.37
X a/B  tanw = RN (2.37)

Where we have used equation (2.32). Walking alghgives the same physics after a period of
AX?. We can therefore write an effective domain %8r

~

R3
a'B’

x> € R mod (2.38)
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Fig. 2.2: Visualization of two compactified dimensior$ andx3. Other dimensions are contained in the
surface of the two-torus.

In other words we have compactified the dimension. Suppose the radius of this compact
dimension is given byR,. Then/Ax? = 2R, gives the period of the dimension. Using the result
of equation (2.37) gives

tanw = n& : (2.39)
Ro

Equation (2.39) tells us thad is quantized. The quantization means physically that somebody

walking along the two-torus by an angle arrives exactly at his starting point. The - 1)-

brane lies on the diagonal of a two-torus determined by the Rydeind Rz (figure 2.2). This

result is very important, because we will need it when making the connection of the Lagrangian

of the world volume of a D-brane with the Born-Infeld Lagrangian in the next section.

2.6 Lagrangian Governing the World Volume of a D-brane

This is the final section of this chapter. We will show by means of T-duality the way the BI
Lagrangian enters string theory. To sketch the configuration we will use for this section, the dual
world hasp — 1 compact spatial dimensions and one time dimension which spang the D-
brane’s world volume. Furthermore, the dimensigfhandx® are both compact and form a two-
torus as in the previous section. To begin with the analysis, we equate the masgpfd P

brane in the dual world with the mass of gprane. The mass of a general D-brane is given
by its tension times its volume. Therefore we have for ttig B 1)-brane that the volumé,_1
enclosed by the Op— 1)-brane is equal thgiag, the length of the diagonal on the two-torus times
Vp—2. The tension of the Op — 1)-brane in the dual world we define @g_1(§). In formula

Mp—l = Tp—l(G)Vp—l = Tp—l(@)vp—zl—diag- (2-40)
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2nR;

2xR

Fig. 2.3: A two-torus unfolded with radiR? andRS.

How to construct a Lagrangian from this? Actions are based on the fact that a particle, string
or even a membrane traces out the minimum volume in the target space during the evolution of
the parameters of the world space. The volume needs to be multiplied by a constant in order to
fix the dimensionality of the action. In string theory this factor is the tension of the string, which
multiplied by the volume, gives the string mass. Extrapolating this argument to D-branes, the
Lagrangian of a D-brane is given by

I—p—l = —Tpfl(G) I—diangfZ- (2-41)

We are only interested in what the Lagrangian looks like in the present world. Remembér that
is compact, so it is necessary to know whatg andTp_1(§) transforms like under a T-duality
transformation along this dimensiowy(_»> does not include the dual dimension and is therefore
equal in both worlds).

First we deal withl,_1(§). As mentioned before, T-duality is a transformation which leaves
the physics invariant. Due to this fact the mass of@tPane must be the same as the mass of
its dual D(p— 1)-brane. Therefore equating the masses of the different D-branes gives

2R3 Vp-1Tp(9) = Vp-1Tp-1(G) (2.42)

Equation (2.42) gives the T-duality relation between the tensions in the two worlds. Next we
calculateLgiag. Consider figure (2.3) which is the torus of figure (2.2) unwrapped. It follows
from the Pythagorean theorem that

Ldiag = \/(ZﬂR2)2+ (27Rs)2. (2.43)
Using equation (2.42) and (2.43) together gives for the Lagrangian of the-)-brane

2
Lp-1= —Vp,Z(ZER2>(27'CR3) 1+ (%) Tp(g). (2.44)

Performing the last T-duality transformation on the quotient inside the square root using the
important result (2.39) of the previous section gives

Lp = —VpTp(9)\/1+ (21a’B)2. (2.45)
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Or as a Lagrangian density

Zop-brane=—Tp(0)1/ 1+ (27’ 2(B)2 (2.46)

We have arrived at the final part of this section. We obtained a Lagrangian density for the
world volume of a Op-brane. The only thing left to do is to show that the Lagrangian density
is analogous to the Born-Infeld Lagrangian density (1.8b). Therefore seéttieéd of equation

(2.46) equal to zero to give
2 B 2
g =—b 1+F—|—b . (247)

As one can see, the two Lagrangian densities do not look entirely the same. The strategy we will
use to show that they nonetheless are, is to start with the Born-Infeld Lagrangian density and
argue it equivalent to the pbrane Lagrangian density.

First of all, one can add an arbitrary constant to a Lagrangian density without changing
the equations of motions. Therefore the extra condtdrtan be omitted in the Born-Infeld
Lagrangian; it was originally included to cancel the constant coming from the square-root (upon
expanding it). The constant is now needed to represent the rest energy opthrauie. Then
there is the matter of the constdsttin front of the square-root. The? in the Born-Infeld was
included in order to obtain the Maxwell theory with a particular chosen normalization in the low
field strength limit. The constant in equation (2.46) is clearly different. How to handle this? We
just obtained the constaifig and there is nothing we can do about it. So we have to define

_ 1 — bZ
Tp(9) = 5 =D (2.48)
By those arguments we have obtained our first piece of evidence that the lagrangian density of
the Dp-brane is governed by the Born-Infeld lagrangian density.
Another piece of evidence is to consider the following Lagrangian for a movip1)-

brane in the dual space
N V2

The relativistic factor comes from the fact that we have a movifg-B1)-brane observed by a
nonmoving observer. Using the relation (2.23) obtained in section 2.4 for (2.49) gives

Next, T-dual transform the tension back to the present world by using (2.42) to obtain the La-
grangian

Lp = —27R3Tp(9)Vp-14/1— (2ma’)?E2. (2.51)
Using (2.42) gives
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Lp = —Tp(g)Vpy/1— (2ma’)2E2. (2.52)
Ly =—Tp(9)\/1— (2mar')2E2. (2.53)

Behold, this is the same Lagrangian density as equation (1.8b) by I&tiad@. We now have
two pieces of evidence that world volumes gi{branes are governed by Born-Infeld lagrangian
densities.

As a final argument why the Born-Infeld lagrangian density is the correct one, consider the
lagrangian density

Or as a lagrangian density

Zp = —Tp(9)/— det(Nmn+ 270 Fnp) (2.54)

Remember section 2 of the previous chapter. There was a discussion about how the electric field
changes the metric of spacetime. The same discussion applies to the world volume of a D-brane.
Furthermore the mass of a D-brane arises from its tension. By these heuristics the lagrangian
density (2.54) should be the correct one.

After a great deal of analysis we have arrived at the final goal of this chapter, the lagrangian
density governing the world volume of glEbrane. Keep in mind that that this lagrangian density
only includes massless interactions, but more on this later on. In the next chapter the Born-Infeld
lagrangian density will be discussed in more detail.
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3. ELECTROMAGNETIC DUALITY

In this chapter we will deal with the possibility of containing electromagnetic duality invariance
by some theories of electromagnetism. In particular the electromagnetic duality invariance of the
Born-Infeld theory will be shown. First we will show what electromagnetic duality is all about,
both for the equations of motion and for the Lagrangian themselves by using Maxwell as an
example. After that a general condition for a Lagrangian to be electromagnetic duality invariant
is derived. Born-Infeld theory will be shown to be electromagnetic duality invariant using the
obtained invariance condition in the final part of this chapter.

3.1 Maxwell and Electromagnetic Duality Invariance

As mentioned above, the first thing we will do is show that Maxwell's theory is electromagnetic
duality invariant. Therefore we write down the Maxwell equations (1.1) in ternis ahd B
fields again

. 10B
OxE=_--2"
% cot’
0.-B=0,
- (3.1)
0-E=0,
. 10E
OxB=-"_.
% c Jt

These equations harbor another symmetry besides the familiar Lorentz symmetry. Consider the
transformation that transforms electric into magnetic fields and vice versa

E_aE—bB,
- - - (3.2)

B—aB+bE.
This is the most general transformation for thandB fields which leaves the equations of mo-
tions invariant. The transformation is equivalent to the transformation of the 68, if we
demand the determinant of the transformation matrix to be one. Therefore the final electromag-
netic duality transformation becomes

E — cosa E —sina B,
_ - (3.3)
B — cosa B+ sina E.



Equation (3.3) is the duality transformation (duality stands for electromagnetic duality from now
on) of the Maxwell theory in vector notation.

Next we are going to look at the duality transformation of the covariant Maxwell equations.
We write the Maxwell equations in covariant form, equation (1.2)

au F[,LV - 0,

4
3M*F“V =0. (3.4)

It can easily be checked that the equations of motions are invariant u@lgpatransformation

F[.iV =a Fﬂv"’b *Fuv,

3.5
*FLII,VZC*FMV_{_d F‘uv. ( )

But theGL(2) transformation in (3.5) reduces to tB€)2) transformation, because it is equiva-
lent to equation (3.3).

To conclude, the invariant duality transformation of the Maxwell theory in covariant notation
is

F;iv = cosa Fyy +sina xFyy, 3.6)
= cosa xFyy —sina Fyy . '

The duality transformation applied to the Maxwell theory is sometimes called a Hodge rotation.
We may ask ourselves the question if the Lagrangians giving rise to duality invariant equations
of motions are duality invariant themselves. The next two sections will answer this question.

3.2 Z(F)’s Equations of Motion Electromagnetic Duality Invariant

This section will show that the equations of motion of a general Lagrangian are duality invariant.
To this end we have to know how equations of motion are derived. Consider a general Lagrangian
of electromagnetism which is a function of the vector potential and its derivative
L =2 (AJdA). (3.7)
However, theories of electromagnetism are always expressed in terms of the fieldReGsor-
sequently, we rephrase the notion of general into
£ =2(dA) =Z(F). (3.8)

We will consider really general Lagrangians (for exam@f¢F, JF)) later on. The equations of
motion belonging to a Lagrangian (3.8) are derived by varying the action

SF] = /d“x.,s,ﬂ(F). (3.9)
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The variation of the action gives

4
/d (aFw‘SF“V>
/d4 ( )SFW,
IFuy (3.10)

_ 4
/d (“a W)aAv,

The expression between brackets must be set equal to zero, giving part of the equations of motion.
For convenience define tii@tensor as

¥
JFuv’
This definition is a correct one, because if the Lagrangian is taken to be the Maxwell Lagrangian,
we have

Guv =— (3.11)

GHY = FHY, (3.12)

which gives us Maxwell's equations of motion. By equation (3.10) and (3.11), we state that the
complete set of equations of motion are

a‘uG”v - O,

3.13
duxFHY =0. (3.13)

The Bianchi identity always has to be included, because it is an inherent property of the field

tensor. These equations look like the Maxwell equations of motion, equation (1.2), but they are
valid for a general Lagrangian. The next question to ask is: are these equations of motion duality
invariant? In order to answer this question, consider the follo@h¢p) transformation

G;.LV =a Guv+b *Fuv,

3.14
*Fyy = ¢ xFyy +d Gyy. (3.14)

These transformations are the duality transformations of the equations of motion of any general
Lagrangian dependent only é¢hdue to the definition 0G,,. An additional constraint on the
constants can arise. For example @lg2) symmetry reduces to80Q(2) symmetry in the case

of the Maxwell Lagrangian. Th€&L(2) symmetry can also be restricted to h€(2) symmetry

in the case of the BI theory, because in lowest order it reduces to the Maxwell theory. In fact,
any potential physical Lagrangian trying to describe high field strengths has to reduce to the
Maxwell Lagrangian in the low field limit. Consequently, this gives the duality transformation
of the equations of motion of any physically possible Lagrangian dependent ofly on
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G’uv = coso Gyy — sina *Fyy, (3.15)
= cosa xFyy +sina Gyy. '

We have shown that a general physical Lagrangian has accompanying equations of motion
which are duality invariant. Specifically, the equations of motion containSB¢?) duality
symmetry as the Born-Infeld and Maxwell theory do. But what can be said about the possibility
of having the Lagrangian duality invariant itself? A Lagrangian can be an arbitrary polynomial
of F, which most likely does not inhabit duality invariance. However, in certain cases it does.
The next section will derive a condition on the Lagrangian for it to be duality invariant.

3.3 Electromagnetic Duality Invariant Lagrangians

This section will deal with the duality invariance of Lagrangians. We must stress that by the
duality invariance of a Lagrangian, we mean the way the Lagrangian should transform in contrast
with the transformation of the fields in order to produce the invariant equations of motion. The
simplest example of a duality invariant Lagrangian is the Maxwell Lagrangian

1 =3 —>
imM::?gE2+B%. (3.16)

If we apply the duality transformation, equation (3.3), we obtain the Maxwell Lagrangian once
again, but with a factor in front. This does not matter, because the dual Maxwell Lagrangian still
gives rise to the same equations of motion as the Maxwell Lagrangian. Therefore we say that
the Maxwell Lagrangian is duality invariant, while we keep in mind it is not; its transformation
gives rise to the same equations of motion.

One can check a Lagrangian on duality invariance by just applying the transformations. On
the other hand, one can also derive a duality condition which a Lagrangian has to satisfy in order
to contain duality invariance. The way to find this condition is to consider infinitesimal changes
of the fields

F,L/LV - F‘uv + SFH\/,

3.17

Next compare (3.17) with an infinitesimal electromagnetic duality transformation of equation
(3.15)

*F, =xFy— o G
uv uv v,

G,, =Gy, +a «F (3.18)
uv — Cuv uv-

So if a Lagrangian is to be duality invariant, we have the following condition on the frefdsd
G and therefore o
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6F'uv - a*GMv, (3.19)

Equations (3.19) and (3.20) will be the basis of our derivation of the electromagnetic duality
invariance condition on any Lagrangia#i(F). We would like to get an expression in terms of
% andF only, because then one can substitute the explicit expressia#f fand easily check if
the condition is satisfied.

The condition is derived by writing (3.20) in the following way

%aeﬂvlpap = _8Ifuv (8.2). (3.21)

The Lagrangian is considered a functionHf,. Therefore we have
1 0 10%
o eMVAPE = —— | ==——0F ) 3.22
2% ¢ AP OF .y (28Fm ‘”) (3.22)

Use equation (3.19) to get rid of the varied field tensor and interchange the derivatives. The result
is

1 1 0 0% 1 0.% dGoP
Telvipp = op - —
2¢ " Fap = ~forapC OFuy (8FM) gomab <8Fm OFuy ) ’

1 ¢ 0 (&3)

- 5801’06/3 aFaﬁ aF(yf aF‘uv

(3.23)

Where we have used the fact that the Levi-Chivita tensor is symmetric under the interchange of
the first pair of indices and the last pair. The condition is already in the desired form, but it can
be rewritten in a more manageable way

d 0¥ 9%
uvAp —
£ F)Lp Eotap aF“v (aFm: aF(xﬁ) ) (3.24)
0¥ 0%
A
8,uv7LpF PEHY  _— Scfaﬁmﬂ +C. (3.25)

We already know that the Maxwell Lagrangian is duality invariant up to a minus sign. Fortu-
nately, equation (3.25) is insensitive to this change in minus sign. It can easily be seen that the
Maxwell Lagrangian satisfies equation (3.25) up to the integration corGtabonsequently, it

must be set equal to zero. The condition for a Lagrangian to be duality invariant is thus
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0% 9%
euv/lkapF”v =&rapac

ooy Fr | (3.26)

We have derived a condition which a Lagrangian has to obey in order to be duality invariant.
It is also nice to write the duality condition in a compact way as

[xFF =+GG]| (3:27)

Having obtained the duality condition for a Lagrangian, we will show that Bl is duality invariant
up to and including ordef («®) in the next section.

3.4 Electromagnetic Duality Invariance of Born-Infeld Lagrangian

In this section we will show the duality invariance of the expanded Bl Lagrangian up to and
including &'(a/®). The Lagrangian with rescaled field tengdssgiven by

L = —I+}(TrF2)—i((TrF2)2—4TrF4)
4 32
1 2 4 2\3 6 8
384(12TrF Tr F4— (Tr F2)3— 32TrF )+ﬁ’(F ) (3.28)

In order to use the duality invariance condition (3.26) to check if the Bl Lagrangian is duality
invariant, it is convenient to have calculated the following

ITrF2
B | =41 3.29
o , (3.29)
TrF2)2
IIF)" _  greeror, (3.30)
dFsz
JTrF4
= —8F°"F, F'" 3.31
aFGT uv 9 ( )
JTrF®
GE —12FOHE,, FAPE FVT (3.32)
Knowing these derivatives we can begin to test Bl for duality invariance. Up to Bfthee have
for ‘3",?;31' andsamﬁg%fﬁ'
1 Appendix B
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0 1
i :—F‘”+ZTrF2 FOT_ (F3)0°

IFsz ) (3.33)
= [ATFAFT 4 8TIF2(F%) 7" — 32(F®) " - (TF?)%F 77
0% 1
Eotap FE;I =—*For+ ZTrFZ *xFor — (*FB)GT
o (3.34)
1
= [4TrF4* For+8TF2(xF3) gr — 32(xF°) 57 — (TrF%)% % Fcr] :

Let us see whether we satisfy the duality invariance condition by using equations (3.33) and
(3.34).

0%p 0.

=2 2 — _Tr«FF
EGT(Xﬁ aFGT aFaﬁ >

1
éTrFZTr*FF — 2TrxFF3

_1_16(TrF2)2Tr*FF + %TrFZTr* FF>—Tr(«F)(F?)

J/

F4 termsx F4 terms

1 1 !
—1—6(TrF2)2Tr*FF + ETrFZTr*FF3 —2Tr+FF°+ 21TrF“Tr*FF :

7

F2 termsx F6 terms
(3.35)

The lowest order term has the desired form in order to have duality invariance. We are therefore
left with showing that the remaining higher order terms cancel each other. But first we make a
simplification using the fact tha#F is diagonal

<FF = A(A,0A) 1. (3.36)

We use this property to rewrite equation (3.35) into

. 0.4p 0L
GT(XB aFGT aFaﬁ

Everything works out alright except for the highest order terms. It is not possible to see imme-
diately why they should cancel due to thE3F3-term. Higher order terms contain even more
terms of this kind (for exampleF°F2). This problem can be solved by defining the following
Lorentz invariants

= —TrxFF +%7L(TrF2)2—Tr(*F3)(F3) — ATrF4, (3.37)

2 Appendix C
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P=FuyF* = —2(F§+ F&+ Fés — Fio — Fis — FA) (3.382)
Q = Fuy xF*Y = 4(FogF12 — FooF13+ Fo1Fo3) (3.38b)

If one writes for example H* out, one will see that (this is best done by using a computer
program)

1, 1
4 _ "p2, -2
TR = SP?4 2Q% (3.39)

To make a complete list for traces of the field tensor in termB ahdQ up to and including
O (F®):

TrF?2 = -P, (3.40a)
Tr«FF = —Q, (3.40b)
TIE? = }pz + }Qz’ (3.40c)
2 4
Tr«FFE3 = —%PQ, (3.40d)
TrFS = —%P(P2+ ZQZ), (3.40e)
Tr(+F3)(F%) = 1—16Q37 (3.40f)
Tr«FF° = %Q(P2+ %QZ). (3.400)
Using these equations we can rewrite the Born-Infeld Lagrangian as
o= 3P+ (PP QD) — = (PP +PY) (3.41)
4 32 128 ' '

In order to check if the Born-Infeld theory written in this form is duality invariant, we need the
derivatives ofP andQ with respect to the field tensér

aaFP = 4F°7, (3.42)
oT
o'?aF(i = 4xFO". (3.43)

This gives for the derivatives of the Bl Lagrangian with respect to the field tensor
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aZB|_ o7 1 oT oT
8FM__F +Z(PF +Q*F )

L (3.44)

_ 3_2(Q2F0'T +2PQ*FGT+3P2FGT)

04 1
Eotap 8F—BI =—xFsr + Z(P* For — QFs1)

ap . (3.45)

-5 (Q®* Fyr — 2PQFRy; + 3P? x For)

Collecting same orders gives

F2: Q (3.46a)
F4: %(—PQ+ QP—PQ+QP)=0 (3.46b)
FO: - L(PPQ+ Q)+ (@0 2P°Q+ 3°Q Q- 2PPQ+ 3PQ) =0 (3.460)

We have proved that the Born-Infeld Lagrangian is duality invariant up(®?). If one goes
to higher and higher orders, we recommend using the method of the Lorentz inv&ramis).
The point is arrived where we have a condition for duality invariance of a Lagrangian dependent
only on the field tensor which we used to show the duality invariance of Bl Gi{ ). The next
two chapters will deal with interaction terms added to the Born-Infeld Lagrangian and whether
that Lagrangian is still duality invariant or not.

33



4. CORRECTIONS TO THE BORN-INFELD LAGRANGIAN

The Born-Infeld theory does not only describe the world volume of a D-brane, itis also part of the
effective action of strings and superstrings. The first section deals with the notion of an effective
action. Massive interaction term8K) added to the Born-Infeld Lagrangian will be discussed

in the rest of the chapter. However superstrings and supersymmetry will not be discussed here.
We only claim that the effective Lagrangian of a superstring is the Born-Infeld Lagrangian with
massive interaction terms which corresponds to the Lagrangian of a D9-brane. The original
purpose of this thesis was to construct all independéft* terms and giving them arbitrary
constants and check wether we can create a, unique or not, duality invariant combination of these
terms. This procedure failed due to an incomplete definitio®.dfastly the knowrd*F* terms

arising in string theory were taken and checked for duality invariance. If one demands duality
invariance to be a property of the full effective action, one should red€fin@ds a reminder,
throughout this chapter we are working in four dimensional spacetime.

4.1 Eftective Action

In string theory the full action of a bosonic string is given by the Nambu-Goto action (2.1) or
equivalently the Polyakov action [6]. The string action gives the spectrum of the string from the
massless states until the Planck mass states times infinity. So far there is no problem, but when
one includes string interactions the equations of motion become unknown. On the other hand,
we know that any theory reduces to a field theory at low energies [7]. Therefore the equations of
motion at low energies can be obtained by using perturbation theory in the specific field theory.

Fortunately, because the Planck mass is too large to have any significance in daily life, we
never observe the states/particles of a string higher then the massless ground state; these states
only played a role at the time of the big bang. Therefore we claim there is an effective action
of string theory which only includes the massless states (in-going and out-going states). When
calculating interactions, there are also the virtual massive particles which play a role. Why they
play a role will not be treated in this thesis. A detailed treatment of effective actions can be found
in[7].

We are interested in the effective action for the open superstring, because, as mentioned
before, it is equivalent to the Bl action. This action should depend on the massless modes of the
superstring (dimension is 10). The field of a massless state is a vector field which conventioanlly
is calledA. It can be proven that the Born-Infeld Lagrangian is part of the effective action of an
open superstring by using tleemodel or by showing that D-branes interact with the massless
modes of the open superstring (see for example [8]).
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Fig. 4.1: This figure depicts all derivative terms included in the full superstring effective action. Terms
represented by black dots have known explicit expressions. Grey dots denote terms we know
exist, but for which we have no explicit expression whatsoever.

But as said the full effective action also consists of interactions with virtual massive modes
of the superstring. To derive the full form of the effective action, we consider the propagator of
a massive field and two vertices ¢?)

propagator and two vertices (4.1)

Since the Planck mass is very large and proportiona)td {o’ very small), we can write

propagator and two vertices (14 a/?p?+a/*p*+...). (4.2)

Note that this propagator is expressed in momentum space coordinates. In normal spacetime
the momenta become derivatives. It is therefore, at least intuitively, clear that if one has an
arbitrary number of external lines and internal lines/loops, the full effective Lagrangian for open
superstrings is

geff = B + ZLder. (4-3)

Where_%Z4er consists of the terms given in figure (4.1). Thereféfg, can also be written as

Lder=o/M"FP. (4.4)

Wherem, n andp, by dimensional reasons, obey (see [9] for example)
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2p—2m+n—-4 = 0. (4.5)

The next section tries to construct the lowest order derivative correction terms from scratch. We
start with the most general derivative correction tefifis* and try to obtain the terms by means
of duality invariance obtained in [9].

4.2 Independent d*F# Corrections

As said earlier, this thesis is only concerned with the lowest order interactionat&a@fiF=.

We want to find what the most general Lagrangian looks like in order to constrain it to duality
invariance in 4 dimensions later on. This section deals with the way the independent terms of
the first derivative correction is constructed. We start with the most general Lagrangian which
includes the first derivative correction. It is written like

2L =Ly +Cj$€iel’ (4.6)

Where j runs from 1 to all possible ways to write a terma@fF* (51975 in all). TheC; are
arbitrary constants. The number 51975 is calculated by multiplying the different ways of con-
structing partial derivative/field tensor combinations (5) by the number of ways to construct a set
containing 12 indices which are contracted with each other (10395). A linear superposition of
these terms constitute the most general expressioa“ef. If all these terms would be inde-
pendent of each other, we would have great computational problems. So we have to try to reduce
the number of terms.

To start the elimination procedure, we write the so called bare terms (terms where indices
have yet to be put in) in computer language

99d9F FFF = 00001111 4.7)
Jd90F 9OF FF = 00010111 (4.8)
JdOF 9IF FF = 00100111 (4.9)

d0F 9OF 9F F = 00101011 (4.10)
OF 9F JF OJF = 01010101 (4.11)

Where the "bits” denote respectively the derivativegs and field tensor$l). Writing the bare
terms like this has the nice property that one can conveniently store them in a computer.

Next, contractions need to be added to the bare terms. The total number of indigés for
terms is 12. Consequently there are 6 contractions present irpéaékterm. It was said that
10395 different contracted sets of indices can be constructed out of 12 indices. This number was
obtained while systematically constructing and storing the contracted sets by meang‘#¥the
generator program in a computer.
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Take a contracted set containing only 2 indices, i.e. one contraction. There is only one
contracted set of 2 indices possible (dots are contracted indiced)ext, construct contracted
sets containing two contractions (4 indices) which contain the new indices contracteddrke (
empty spaces): - _ _,-_ - _and- _ _-. Fillin all contracted sets with 2 indices less (in this
case the contracted sef) at the bars and all new possible contracted sets containing one more
contraction are a fact. To extrapolate this method in order to obtain the contracted sets containing
three contractions, put the contracted sets with 2 indices less at the barsof._ _, - _ - __ _,
« __ >+ __+ ___-_and- ____- ltis now possible to construct all possible contracted
sets with any even number of indices in this way using a computer. Furthermore, a formula to
calculate the number of contracted sets of indig®sgiven the number of contractiorihl) can
be constructed

P Nrf (11 2N). (4.12)

A contraction set can be stored in a computer for example like 121233 (contracted indices
are represented by the same number) or like 341265 (position 1 is contracted with position 3 and
vice versa). One method of storing has benefits over the other depending on the task at hand, but
we will not discuss the details of the computer program.

We have a lot of terms (and this is just the lowest order derivative correction) stored in a
computer. To reduce the number of terms, we start with extractingnttependenterms by
performing manipulation on the stored term usingd&* generator computer program.

e First of all, thed*F* terms arise in an action. Therefore it is possible to carry out integra-
tion by parts. A term belonging to one type of bare term can be integrated by parts into
another types of bare terms. We choose to keep bare terms of the form

99F JOF F F, (4.13)
99F JF JF F. (4.14)

e Second, a field tensor only has off-diagonal elements. Therefore terms containing a pair of
contracted indices on a field tensor have to be eliminated.

e A field tensor is antisymmetric under the interchange of its two indices. Therefore inter-
changing two indices (call it a "symmetry” transformation like it is called in the computer
program) on a field tensor gives a new contracted set, but hence, not a new term. Therefore
the terms obtained after symmetry transformations must be left out. Note that this also
applies to terms containing a row of derivatives.

¢ Interchanging indices on a field tensor and the derivative operators in front of it with the
indices on another field tensor with the same number of derivative operators in front (call
it a "supersymmetric” transformation), also produce equal terms which must be deleted.
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Note that after performing a supersymmetric transformation it is still necessary to perform
symmetric transformations to obtain more contracted sets which must be left out.

e As equation (1.2) shows, the factéyF,, corresponds to the vacuum Maxwell equations.
Surely there has to be something which can be done with terms containing these factors?
The Born-Infeld Lagrangian is equal to the Maxwell Lagrangian in lowest order. It is this
term of the Born-Infeld expansion which will be used to get rid of terms containing the
Maxwell equation-like factors. Therefore considgr F*" and for example a term like

Iy FHY doFg, F*P Ff . We use integration by parts within the action to obtain

FuvF*Y — 4FRY (9uAy + 0 8A,) — 45A, I, FHY. (4.15)

The only thing left to do is identifyin@ A, with &aFBVF"‘PFf (field redefinition) and the
term containing the Maxwell equation factor is absorbed into the lowest order term of the
Born-Infeld expansion. This can be done with all terms containing fadidtgs, .

e For the next elimination step we use the Bianchi identities. Bianchi identities transform
two contracted sets into a third one which consequently can be omitted. Because there are
four partial derivatives, it is not trivial which Bianchi transformations should be performed.
Furthermore, the resulting terms can also be manipulated by applying Bianchi identities
and so on. The big question is thus which Bianchi transformations have to be performed
and which ones not. For this reason it is very difficult to let a computer program do it
efficiently. In the present case there are, relatively spoken, a few number of terms left and
therefore it is possible to perform the Bianchi identities by hand in a smart way. After
having checked all terms for Bianchi identities, there is a small number of terms left which
is given in appendix D.1.

e The lastthing that can be done is to check if a total derivative that has theXf¢axp. F JF F F )
elimination procedure. Theecontraction is chosen such that only terms of the two selected
bare terms are nonzero. The total derivatives are important, because they give zero in an ac-
tion and therefore eliminate one term per total derivative. All independent total derivatives
are found by looking at the terms of appendix D.1. Appendix D.2 contains all independent
total derivatives. It also gives which terms of appendix D.1 are contained in each total
derivative. The final set of independent terms are given in appendix D.3.

So there are 11 independent possif&4-terms which could constitute a duality invariant set
in 4D. The next section will explain the procedure tried to obtain duality invariant combinations
of derivative correction terms.

4.3 Duality Invariance Condition for d*F*

In this section the duality invariance condition for the lowest order derivative correction will be
derived. Let us write the duality invariance condition, equation (3.26), again
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. 07 0%
GT(Xﬁ aFaﬁ aFGT '

EuvapFPFHY = (4.16)

The Lagrangian? is the one given by equation (4.6). To find the duality condition for the deriva-
tive corrections, we use that the Born-Infeld Lagrangian is duality invariant an@ tgafd Zyer
terms are of too high an order. Therefore the duality invariance condition for the derivative
correction part is

a-=5/ﬂder

O — *FGT a?
o7

(4.17)
Using this duality condition we silently assumed thi4its only a function oF and consequently
G is the same as in equation (3.11).

The only task left is to calculat%”,%r and giving values to the constants of appendix D.3

such thatZ is duality invariant. Therefore we have to know whatd is, because it is not

trivial what %:?c) is. Consider

0 Lier= _ajder&:m_ (4.18)
This can be written as
0.4
gder(For + 5Fcr> - gder(Fcﬁ = Fder&:cr (4.19)
oT

In order to calculate the derivative it is sufficient to calculate the left side of equation (4.19) and
keeping terms which contain only ode Calculating the derivatives like this gives terms con-
taining factors liked 6F anddd 8F. Looking at equation (4.19) the terms need to be transformed
to terms containing only factors ofF.

The discrepancy of the whole calculation lies in the fact that is one allowed to trangfiffm
into 6F? If it is allowed, the terms we have obtained so far by (4.19) could also be obtained by
taking.Z dependent ofr, JF and ddF and therefore definin® as

< < oA
Gt = 0,0 +d —
‘ p&(afapFuv) Ta(&fﬁw) IF,.y
The corresponding duality condition still i&~F = xGG (derive in the same way as equation
(3.26)).But the discrepancy of getting fros®F to 6F still remains. The only manipulation
possible to go frond6F to JF is integration by parts. We justify the use of it by the fact that

0.4 =0. Put

(4.20)

/ d*x5.% = Q (4.21)
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After having done the integrations by parts, perform a differentiation to obt&fhonce again.
Obtain &=der afdﬂ by taking the expression f@r-# without thedF.

The Iast step in the calculation is to check for duality invariance. It is obvious that a lot of
terms are involved. Therefore we used a computer to aid us in the calculation. Eventually it was
found that any combination of derivative correction terms does not lead to duality invariance.
This is due to the fact that in the calculation GE% all possible different bare terms (bare
term is for exampledddF JFFF) arise which are ‘not able to interact with each other; every
linear combination of a single type of bare term is not duality invariant. However, there still is a
possibility for duality invariance, but we need integration by parts to let different types of bare
terms interact with each other.

Nevertheless, what we have is that there is no duality invariance among derivative correction
terms using this section’s method. If we are somehow allowed to use integration by parts, duality
invariance is not yet ruled out by having other constraints on the constants. However, obtaining
duality invariant combinations from the independent derivative correction terms stopped here,
because we did not know how to allow ourselves to use integration by parts. From now on we
will focus on the attempt to prove that t¥F# derivative correction terms arising in string
theory are duality invariant. The next two sections will deal with this.

4.4  Duality Invariance Condition Revisited

This section’s derivation of the duality invariance condition will use an additional assumption
upon the ones used in the derivation of the duality invariance condition (3.26). Furthermore, we
need to introduce integration by parts. Otherwise no combination of derivative correction terms
is duality invariant as will become clear later on. We let the integration by parts enter by defining
G from the start as

6SF]
ab
F)=- : 4.22
From equation (3.18) in chapter 3 we know that the following yields for the transformati@n of
/ / 0 1
ab(F') = Gab(F) — ax Fap = Gan(F) + 555 ( —70F +F ). (4.23)

By the new definition of5, equation (4.22), we obtain the expression for an infinitesimal trans-
formation of G
e O0SIF'] OSF|] o OSF| 6F & oF

GO == =~ 5F oS " oF oF oFosr 424
Note that we explicitly assum&”’ = .. This is the extra assumption with respect to the previous
derivation. There we only used the way the fields should transform in order to obey duality
invariance. Now we also use the constraint that the Lagrangian after the transformation equals
the old Langrangian (self duality). To continue use also the facithaF’ — a «G from equation
(3.18)to get to
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oF) = -5 (102 2F)) - Sos (103

SF SF/ SF SF/
B SxG(F) & 5% G(F)
= G(F) - aG(F) 2> — <3S (1_a ). (4.25)

In obtaining the final expression for the transformatioiGafe ignore terms of ordex? (a.8S).
This gives us

0*xG(F) i5S: G(F)-i—i (53+ %aG(F)-*G(F)). (4.26)

G/(F') = G(F) — aG(F) =2 — < SE

Combining equations (4.23) and (4.26) gives

0S= —%a(*F F++xGG). (4.27)
Furthermore if we vary the action directly we obtain
0¥ < 1
_ 4 _ 4 _ - _=
68_/d x5$_/d X(aF 8a(aF)>5F Sa+GG (4.28)

Low and behold if we require the expressions &8to be consistent with each other we must
have

[xFF =+GG|. (4.29)

The duality condition (4.29) is derived in two different ways now. The last one being more
general in the sense that it demands an additional constraint on the Lagra#Qjian¥). Fur-
thermore we have learned how to obtain integration by parts by redefininG-taesor. The
next section will test the lowest order derivative correction to the Born-Infeld Lagrangian on du-
ality invariance using equation (4.29) as the duality invariant criteria and equation (4.22) as the
definition forG.

4.5 9*F4-Terms Electromagnetic Duality Invariant

This section will show the duality invariance of the lowest order derivative correction [9]. It is
given by

9*F* = tabcde gk F 2P F 9 F19'FM. (4.30)

Where thd-tensor is to be expanded as
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tapcde fgMEPMSIME'MI" = —2(Tr MiM,Tr MaMg + Tr MiMaTr MaMg +
Tr MiM,Tr MaMs)
+8(Tr M1MoM3Mg + Tr M1M3M>aMy4 +
Tr MiM3aMgMy). (4.31)

In section 4.3 we derived the duality condition for the lowest order derivative correction, equation
(4.17). Using the new definition for tie-tensor we get

0= *FM‘;%”. (4.32)
oT

The explicit form ofg%fj is in the case of equation (4.30)

0Ser / 4 <
= [ d*d,————. 4.33
SFsz P9(dpFsr) (4.33)

The ingredients are ready, so we start the check for duality invariance by calculating

0Ser / 4 keaba =cd ol ef | —gh

*F = [ d*(t OO FAFCU9' ' Fe «FY

oT ( abcde fghOk I (4'34)
+2 tabcdefgh3k3| Fabgkpcdglpef, th).

Note that a total derivative term gives zero under the integral due to boundary conditions. There-
fore we can write the previous equation as

*I:(H-Si%ar = /d4X (tabcdefghakFab8| FedolFefok th) . (4.35)

The derivatives on the field tensors do not have any contraction wittxtdresor. So we write
equation (4.35) in the most general way Bsi§ antisymmetric)

/ 0 (tabece gnFLOFSFE  FS) (4.36)

The labels 1 and 2 are arbitrary and therefore can be interchanged simultaneously. Expand the
t-tensor and after a few trivial simplifications we get

tabcaergnF £ SRy R = —ATHRIR) TR R) — 2THRRITIGRR) () o
8Tr(FiFoF1 % ) + 16 TH(FiF1 R« o). '

In order to show that the above equation gives zero, we rewrite the product of traces to one big
trace using the following
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*FF +xFF = %Tr(*Fle)l, (4.38)

1
+FF = JTIFF)L. (4.39)

These relations are derived in appendix E. Applying them to equation (4.37) gives

tabcdefgthbcmdef * th = —12[Tr(FiF1Fo x Fo) + 12THF1Fo « F1F)] +

(4.40)
8TI’(F1F2F1 * Fz) + 16TI’(F1F1F2* Fz)

The only thing left to show is that TF o x F1F) = Tr(FiF1 R« ). This is a trivial task which
can be acclompished by applying equation (4.38) two times 0y s x F1 ). By this we have
proven that

tabcde fghdkF 2P FC99 FeTakx FIN = 0| (4.41)

The first derivative correction to the Born-Infeld Lagrangian is electromagnetic duality in-
variant! Actually, using equations (4.38) and (4.39) one can also show that an even more general
expression of equation (4.36) gives zero, i.e.

f—gh
tabcdefgthbFZCnge Ff =0. (4.42)

It is fortunate that this thesis can show the result of the first derivative correction being electro-

magnetic duality invariant. It is important to note that we needed a redefinition @&-tkasor

in order to obtain integration by parts and hence duality invariance. These are the main result of
this thesis. The next and last section of this thesis will be a summary of all the previous obtained
results.

4.6 General Derivative Corrections Electromagnetic Duality Invariant?

To recapitulate, the duality invariance condition was derived in two ways. One using the way the
fieldsF andG should transform in order to have duality invariance and one which uses besides
the transformation property the assumption tiédtF') = Z(F). Itis only valid in 4 dimensions

and given by

*FF =+xGG (4.43)
Where we found it is necessary to defl@as
6 Serf[F |
oF
The full effective open superstring Lagrangian is given by

G= (4.44)
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ZLett = LB1 + Ler- (4.45)

We have shown up to order’® that the.%g,-part of the effective Lagrangian is duality invariant

in four dimensions. Furthermore, it can be shown that the Born-Infeld Lagrangian is invariant
up to every order inx’ [10]. The lowest order derivative correction &, has also been shown

by us to be duality invariant. People of the group high energy physics are testing the second
order derivative correctio*F®, on duality invariance at the institute for theoretical physics in
Groningen right now. It is suspected by them that if the calculation works out, the term will be
found to be duality invariant. It is even suspected that all derivative correction terms are duality
invariant due to the fact that the derivatives are contracted only with each other.

But remember the gray dots in figure 4.1. The derivative correction terms the gray dots
represent are terms which we know exist, but with explicit expressions which are a mystery to
us. The original goal of this thesis was to see if we could uniquely obtain the lowest order
derivative correction term by demanding duality invariance. This comes down to findirig the
tensor for the lowest order derivative correction terms. In the case of success we would know
how to obtain the gray dot terms; only demand duality invariance and distaisors for higher
order derivative corrections. This thesis proved that with the old definitida thiis cannot be
done. Unfortunately researchers of the institute also showed it is not possible to obtain unique
higher order derivative correction terms despite using the rede@Aeesor; one always keeps
free parameters. This will also be the case for the 11 independent derivative correction terms
obtained in chapter 4.2 applied to the duality invariance condition @itlefined as (4.44).

The conclusion of this thesis is that the Bl part of the full effective open superstring La-
grangian is duality invariant. The lowest order derivative correction is also shown to be duality
invariant. However one cannot demand duality invariance in order to construct the effective open
superstring Lagrangian.
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A. THE HODGE OPERATOR

This appendix chapter discusses some basic properties of what will be called forms. We use no
fancy mathematical stuff, because the only purpose is clarifying what the Hodge operator applied
to the field tensor is.

We begin with considering an abstract veciom a n-dimensional vector spacé. can be
decomposed into its components contracted with a basis of the vector space

T=Ty vddA. AdX. (A.1)

TheT, ..y are the components of the vecibrand thedx" are a basis in the vector space. They
are called forms. The property of the strangévedge) is

dx* Adx’ = —dx¥ Adxt. (A.2)

If the situation occurs wher€& hask indices which has values running from 1kandk < n,
thenT is called &-form. The basis of this subspace consequently consists of the forms

dxd, ..., dxX&. (A.3)

It is now time to introduce the Hodge operater:The Hodge operator transform&-dorm into
a(n—Kk)-form in the sense that the basis transforms like

*AXEA LA = dXTIA L AdX (A.4)

This means that if a Hodge operator is applied, the basis of one subspace is transformed into the
basis of the so called Hodge dual space. The Hodge dual space is also a subspace of the vector
space and if those two subspaces are wedged together, the complete vector space is recovered.

Next we apply the Hodge operator to the electromagnetic field tensor. Note that the complete
vector space is identified with the four dimensional spacetime now. The field tensor and the
Hodge dual of it are

F = Fyvdx Adx, (A.5)

1
The Levi-Chivita tensor appears, because it is in essence the Hodge operator. Why? The Hodge
operator takes the basis of the subspace to the basis of the Hodge dual space. So we need that
p ando are not equal tu andv the Hodge operator is represented. The Levi-Chivita tensor
accomplishes just that. TherefofE in components is



1

Finally something about Bianchi identities. Consider the 1-fé&cnApplying two d’'s must
give zero. The calculation goes as follows

dA = dyAud’ Ad! = 2 (3vAu — duA )X N = F

So we havadF = 0 and consequentlgx F = 0. More about forms and Hodge duality can be
found for example in [12].
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B. EXPANDING BORN-INFELD

This appendix chapter will show a way Born-Infeld can be expanded. There are multiple ap-
proaches to expand Born-Infeld, but this thesis considers the "straightforward” approach. The
downside is that it is much algebra; it needs three series expansions which need to be substituted
into each other. At first sight we need the series expansion of only the square-root and determi-
nant. But the series expansion of the determinant consists of two series expansions, the series
expansion of the exponent and the natural logarithm.

Suppose we have a diagonalizable ma#ixn this case yields

A=Q'DQ,
detA =detD, (B.1)
detA = gn(detd)

Using the above identities we write

detA — gn(detd) _ dn(detD) _ o5i(InD)ii _ gTr(InD) _ eTr(InQAQ‘l)

. ’ (B.2)
eTr(InQQ +inA) _ eTr(InIA) _ eTr(InA).
By expanding the exponent we obtain
2 Tr(In 1 , 1 3
detA= Z) =1+Tr(InA) + E(Tr(InA)) + é(Tr(InA)) + ... (B.3)

In order to get a polynomial it is necessary to also know the expansion of the natural logarithm.
Consider for smalk

In(l—x): — y_ / %y”dy— > %x”. (B.4)
From this follows
© 1 N 1 1
|nA:n;T(|—A) _—(l—A)—z(l—A)Z—éa—A)3—... (B.5)

The next step is to apply the expansions to the form of the Born-Infeld Lagrangian occurring
in string theory. For convenience it is repeated with indices on the tensors



Lo = —Tp(9)y/—det(Nmn+ 270’ Fhy),

= —Ty(g) /= detnmpy/det(8] + 2xor i),

= —Tp(g)\/det(l + 2na’F). (B.6)

Where we have redefinddas (important!)

F=nF (B.7)
Notice thatF is still anti-symmetric. To continue the expansion of Bl, we make the identification

A=1+2ra'F. (B.8)
Using equations (B.5) and (B.8) together gives
/ / 1 =\2 1 =\3
InI+27rocF:27raF—§(27roc F) +§(27roc F)y°—.. (B.9)

It can be expected from the series expansion that traces of all pow&rsmdf occur in the
expansion of Bl. However, we can simplify the calculation by noting from the start that traces of
any odd power oF can be eliminated. Consider the following forA?¥ (generalizable argument)

TrF3=FPRFe=—FPr F=—TrF? =  TrF=0 (B.10)

Knowing this we apply the series expansion of the natural logarithm to (B.3) and omit traces of
odd powers of to give

det(l +2wa'F) =+

(2ra’)? iy FZ] +

2
1 1
(2ra’)* é(TrFZ)Z—ZTr F4]+ (B.11)
3 1 1
ne | 2 2 4 -+ 233+ 6
(2ra’) _24TrF TrF 48(TrF) 6TrF}+

0 (2na'®)

We have arrived at the point of having obtained the series expansion of the determinant. The
only thing left to do is to put the series expansion of the determinant into the series expansion of
the square-root which is obtained by using Newton’s binomial
X x° x 5¢

:1+§—§+E—@+ﬁ(x5) (B.12)

NIl

(1+x)
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Identify all terms of equation (B.11), excludingwith x and substitute these terms fointo the
series expansion of the square-root to get

Vdet(l +2na’F) = | +% {(2%05’)2 (—%Tr F2) + (2wal)* (%(Tr F2)2— %Tr F4) +
3 1 1
2708 [ =TrF2TrE4— —(TrF?)°—ZTrF%) | —
(7roc)<24r r 48(r ) 6r

1 ne( 1o 2 na(l 22 1 4
5 {(Zna) ( 2TrF )+(27roc) 8(TrF ) 4TrF +
48 6

1 nef 1o 2 na(Llre22 1o a4
16{(2na)(2TrF>+(27ra) 8(TrF) 4TrF +

1 1 2
(2ma’)® (2—34Tr F2TrF4— —(TrF2)3—ZTr FB)] +

3
(2na)® SrEeTrEa— i(Tr F2)3_ LrEs
24 48 6

(B.13)

Collect all orders of up to and including ordef® to get

Vdet(l +2na/F) = | — %(277;05’)2 (Tr F?) + 3i2<2m’)4 ((Tr F?)2 —4Tr F4) +
(B.14)
3—334(2m’)6 (12Tr F2Tr F4— (Tr F%)° - 32Tr FG) +0(F®)

So the expanded Born-Infeld Lagrangian (B.6) is given by

Lo =-T [I - %(2%05’)2 (TrF?) + 3i2(2m’)4 ((TrF3)?—4TrF4) +
(B.15)

384

1
—(2rwa)® (12Tr F2Tr F4— (Tr F2)2—32Tr F6> + ﬁ(FS)}

If one looks at equation (3.26), it can be seen there is no room footsecontained in
the Born-Infeld Lagrangian; the duality conditions is using a rescaled field and Lagrangian.
Therefore we re-scale our Born-Infeld Lagrangian by

= 2na'F, .

F' = 2rnaF (B.16)
1

L = 2 (B.17)

After the re-scaling the varies forms of the Born-Infeld Lagrangians are (discard the primes)
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—\/—det(ny + Fuy) (B.18)

1 2 1 2\2 4
I+4(TrF) 32((TrF) 4TrF?)
_ 1 2 4 2\3 6 8
384(12TrF TrF*— (Tr F?)°—32TrF )+@’(F ) (B.19)

We were able to expand Born-Infeld and we will use the expansion to check Bl for duality
invariance up to ordeF8. If one desires higher order terms of BI, one can easily find them
by using the series expansions of this appendix. We could also have expanded Bl by using the
method of a generating function, but as said the method used is more straightforward.
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C. PROOF THATxFF IS DIAGONAL

We will show thatxFF is diagonal. In componentd-F looks like

*FF ~ &,4p5F*PFY. (C.1)

The approach we use is that we take a valugfand see what valuascan obtain. Take = 3
and obtain the terms

£3019F O1F 2% 4 £3100F 12F 09 + £350F 2OF 10

(C.2)
£3021F P2F 1% 4 £3100F 19F 29 4 35 F 21F 00,

One can see that if for yields v # u, all terms cancel. This is due to the fact that the Levi-
Chivita tensor is antisymmetric under the interchange of two indices next to each other. Only
whenu = v do the terms add up. Sé-F is diagonal and therefore can be written like

«FF = A(A,0A) 1. (C.3)



D. OBTAINING INDEPENDENT04F4 TERMS

D.1 Up To Bianchi Identities

90 FOOFFF
JedtFap  OdediFed  Fab  Fed (D-l)
aea f Fod aea fFac  Fap Fed (D . 2)
JadeFtc  dhdeFta Fap  Fed (D.3)
dadeFfc  OpdfFed Fab Fed (D-4)
acad Fea acad I:eb Fag I:bg (D . 5)
a<:3d Fea acaeFd b Fag I:bg (D . 6)
dadhFed  dadbFed  Fgh  Fgn (D.7)
dd FOFJFF
ad aanc ad Fet aanc Fet (D.8)
ad aane ad Fet aanc Fef (D.9)
aaab Fet e Fae aane Fat (D.10)
aaac':bf ache aane Fat (D.11)
dadbFet  IcFap  dcFda  Fet (D.12)
dadbFet  ddFch  dcFda  Fet (D.13)
ad aerc ad Fet aanc Fat (D . 14)
ad ab Fea ad Fet aanc Fef (D . 15)
dadbFdt  JdcFde daFpe  Fef (D-16)
daddFot  JdcFde daFpe  Fef (D-17)
dhdcFat  dcFde  daFpe  Faf (D-18)

dddFat  IcFde OdaFpe Fet (D.19)



D.2 Independent Total Derivatives Terms

(D.20)
(D.21)
(D.22)
(D.23)
(D.24)
(D.25)
(D.26)
(D.27)
(D.28)

L T A A A

da (Fbc Foc aaad Fet ad Fe f)
da  (Foc Fod OdadcFer ddFef)
da  (Foc Fod  dadeFer  daFer)
da (Fbc Fde dadtFnc JtFyg e)
da  (Foc Fde OadiFod JtFee)
da  (Foc Fde ObdiFed  OdiFce)
da  (Foc Fde OwdiFad OIcFre)
da  (Fae ObFer OiFcd  ObFeq)
da (Fae aerf o Fed ab ch)

Expanding the Total Derivatives

(D.7),(D.8)

(D.5),(D.10), (D.11),(D.14)

(D.5),(D.6), (D.9),(D.15),(D.17), (D.18),(D.19)
(D.1),(D.8)

(D.2),(D.17), (D.18),(D.19)

(D.3),(D.4), (D.11),(D.18)

(D.4),(D.11), (D.18),(D.19)

(D.12),(D.13), (D.16),(D.17),(D.18), (D.19)
No new derivative terms
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(D.20)
(D.21)
(D.22)
(D.23)
(D.24)
(D.25)
(D.26)
(D.27)
(D.28)



D.3 Independent 0*F*-Terms

A 0ediFyg JdediFac Fap  Fed (D.29)
B dcdyFea dcdiFeb Fag Fog (D.30)
C dcddFea OdcdeFap Fag  Fog (D.31)
D dadpFed  dadbFed Foh  Fgn (D.32)
E dydaFve ddFer daFne Fet (D.33)
F dadbFcr  dcFge daFpe Fut (D.34)
G dadpFet JdcFgp  OcFga  Fet (D.35)
H dydeFoc  daFet daFpc  Faf (D.36)
| dydoFea JdoFet daFnc Fet (D.37)
J dadbFyt dcFge daFpe Fef (D.38)
K dadgFot JcFde daFve Fet (D.39)
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E. TRACE RELATIONS (ANTI)SYMMETRIC TENSORS

Start by writing the (anti)symmetric tensdf$ andF? as

«F2xFl = «FZxF1bC (E.1)
_ igbcfggabdq:dzelzlfga (E.2)
— _%3! SRR, (E.3)
_ _% (208FFF 1 904 263F5F 19+ 263F2F1 19), (E.4)
= %(28§F(]|26F1de+4(F1F2)§). (E.5)

From which follows

1 y
(*FZ*Fl—FlFZ)é‘:—§6§EJ-ZF1“. (E.6)
One can also write the previous expression like
1
xF2xFt - FF2 = —ETr(*F’lFZ)I. (E.7)
Next make the identification
Ft=+FL (E.8)
Which gives us
1
*F2FL 4+ FIF2 = ETr(*Fle)I : (E.9)

OrifF=FK

1
+FF = ZTr(xFF)L. (E.10)
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