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I present a search for the extra dimensions in the ATLAS detector at the Large

Hadron Collider. The extra-dimension theory proposes higher dimensional space in

the context of several models. The gravitational force carrier graviton can propagate

in the extra dimension(s). The graviton decays into diphoton final states which can be

detected in the ATLAS experiment. The excellent calorimeter resolution provides a

high performance for the identification of the photons. In this dissertation I analyzed

the ATLAS data taken with
√
s = 7 TeV proton-proton collisions in 2010. Using

the earlier 3.1 pb−1, I tested diphoton physics in a search for One Universal Extra

Dimension in events with diphoton + Emiss
T . This model with ∆R = 20, MD = 5

TeV and N = 6 was excluded for a curvature of 1/R < 729 GeV at 95% C.L.. Then

I performed a search for the Randall-Sundrum (RS) graviton decaying into diphoton
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with MG ≤ 550 GeV for a coupling k/MP l=0.02 and MG ≤ 940 GeV for k/MP l=0.1

at 95% C.L. at
√
s = 7.

iv



TABLE OF CONTENTS

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xviii

CHAPTER

1. THEORY AND MOTIVATION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2. Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1. Quarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2.2. Leptons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2.3. Theories beyond the Standard Model and Hierarchy Problem 6

1.3. Extra Dimension Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.3.1. ADD Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.3.2. Randall-Sundrum Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.3.3. A Model of One Universal Extra Dimension . . . . . . . . . . . . . . . . 11

1.3.4. Collider Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.3.5. Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.4. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2. EXPERIMENTAL APPARATUS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.1. Proton Acceleration to High Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2. Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.3. Overview of the ATLAS Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4. Inner Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

v



2.4.1. Pixel Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.4.2. Semiconductor Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.4.3. Transition Radiation Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.5. Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.5.1. Electromagnetic Calorimetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.5.2. Hadronic Calorimetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.5.2.1. Tile Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.5.2.2. Hadronic Endcap Calorimeter . . . . . . . . . . . . . . . . . . . . . 42

2.5.2.3. Forward Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.6. Trigger and Data Acquisition System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.6.1. The Level-1 Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.6.2. The Level-2 Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.6.3. Event Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.7. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3. RECONSTRUCTION AND PARTICLE IDENTIFICATION . . . . . . . . . . . . 49

3.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2. Calorimeter Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2.1. Sliding-Window Clustering Algorithm . . . . . . . . . . . . . . . . . . . . . . 50

3.2.2. Topological Clustering Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.3. Photon reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.4. Photon Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.5. Expected Performance of the ATLAS Calorimeter for High pT
Photons at

√
s = 14 TeV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.5.1. Efficiency and Fake Rate Definitions . . . . . . . . . . . . . . . . . . . . . . . . 57

vi



3.5.2. Isolation Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.5.3. Efficiency and Fake Rate Measurements . . . . . . . . . . . . . . . . . . . . 57

3.6. Emiss
T reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.7. Other Event Selection Criteria used in UED and RS Graviton
Analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.8. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4. MONITORING AND COMPUTING . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.1. Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.1.1. LAr Shifter Panel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.1.2. Calorimeter Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.2. Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2.1. ATLAS Distributed Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.2.2. ATLAS Distributed Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.3. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5. DATA AND MONTE CARLO SAMPLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.1. Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.1.1. Good Run List . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.1.2. Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.1.3. Data Periods used in UED and RS Graviton Analysis . . . . . . 82

5.2. Monte Carlo Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.2.1. Event Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.2.2. Simulation, Digitization and Reconstruction . . . . . . . . . . . . . . . . 85

5.2.3. MC Samples for Universal Extra Dimension Analysis. . . . . . . . 86

5.2.4. MC Samples for RS Graviton Study . . . . . . . . . . . . . . . . . . . . . . . . 87

vii



5.2.4.1. Samples at
√
s = 14 TeV . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.2.4.2. Fast Simulation Samples for Parameter Scan Study 89

5.2.4.3. Samples at
√
s = 7 TeV . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.3. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6. TEST OF THE DIPHOTON + Emiss
T BACKGROUND MODEL IN

ATLAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.2. Photon Purity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6.3. Data Driven Background Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6.4. Data and MC Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.5. Search Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

6.6. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

7. SEARCH FOR RANDALL-SUNDRUM GRAVITON. . . . . . . . . . . . . . . . . . . . 122

7.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

7.2. Demonstration of Viability of Search in
√
s = 14 TeV . . . . . . . . . . . . . . 122

7.2.1. Trigger per Event . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

7.2.2. Event Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

7.2.3. Sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

7.2.4. Systematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

7.3. Dependence of Search on Free Physical Parameters and on
√
s . . . . . 129

7.3.1. Discussion of Simulation and Generation Methods . . . . . . . . . . 130

7.3.2. Coupling Dependence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

7.3.3. Dependence of Center of Mass Energy . . . . . . . . . . . . . . . . . . . . . . 135

7.3.4. Mass Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

viii



7.3.5. Sensitivity at
√
s = 7 TeV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

7.3.6. Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

7.4. Search in 36 pb−1 of data at
√
s = 7 TeV . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.4.1. Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.4.2. Event Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.4.3. MC Signal Parameterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

7.4.4. Background Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

7.4.5. Statistical Treatment and Result . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

7.4.6. Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

7.5. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

8. CONCLUSION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

APPENDIX

A. DEPENDENCE OF THE GRAVITON DECAY ON THE PRODUCT

MASS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

ix



LIST OF FIGURES

Figure Page

1.1 An ant walking radially on a string represents the graviton traveling
in the curved extra dimension of the RS model [13] . . . . . . . . . . . . . . . . . 9

1.2 A sketch of the Randall-Sundrum Model. The geometry of the uni-
verse is a 5-dimensional space bounded by two (3+1) dimensional
branes; the Planck brane and TeV brane. The Planck brane is
located at φ = 0 and the TeV brane is located at φ = π. The
graviton wave function localized in the Planck brane is exponen-
tially suppressed away from this brane along the extra dimension. . . 12

1.3 The KK particle mass spectrum of the first level KK states, including
radiative corrections, is shown for 1/R= 500 GeV, ΛR = 20,
MD = 5 TeV and αs(Mz) = 0.118 on the left. On the right, the
diagram of the dominant (solid) and rare (dotted) decays of KK
particles is drawn. The starred (*) particles are KK particles,
other particles are from the Standard Model. The notations D

and S respectively the doublet and singlet, respectively. . . . . . . . . . . . . 14

1.4 An illustration of graviton production and decay via virtual graviton
exchange in the proton-antiproton collision according to RS and
ADD models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.5 Feynman diagrams of a graviton decay into a diphoton via virtual
graviton exchange in RS model. The coupling to the graviton
goes as k/M̄P l. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.6 An illustration of the ADD model. A graviton and a single jet of
standard model particles are produced. The graviton escapes
into the bulk, leaving the signature of missing transverse energy
(Emiss

T ) behind. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

x



1.7 95% CL exclusion limits on RS Graviton production, in the plane of
the dimensionless coupling versus the graviton mass, as obtained
by the D0 (left) and CDF (right) experiments at the Tevatron
[31, 32]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.1 LHC accelerators are shown: LINAC2, PSB, PS, SPS and LHC Main
Ring. Proton beams collide at 4 points where LHC experiments
are located. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2 Schematic of the ATLAS detector. In the center, the inner detector is
placed. The electromagnetic calorimeter surrounds the solenoid
magnet and it is surrounded by the hadronic calorimeter. The
muon chambers and toroid magnets are located outside of the
calorimeters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.3 Detection of particles in the ATLAS detector. . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.4 The ATLAS inner detector consists of three main sections; the pixel
detector, the semiconductor tracker and the transition radiation
tracker. It is surrounded by a solenoidal magnet with 5.3 m in
length and 2.5 m in diameter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.5 Structure of the ATLAS barrel inner detector showing the sensors
and structural elements traversed by a charged track of 10 GeV
pT in the barrel inner detector. The radii of the layers in Pixel,
SCT and TRT detectors are given. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.6 Schematic of the ATLAS Calorimeter System. The electromagnetic
barrel calorimeter is located in the innermost region and sur-
rounded by the hadronic tile calorimeter. The electronic endcap
and hadronic endcap calorimeters are placed in two sides of the
calorimeter. The hadronic forward calorimeter is embedded in
the far ends of the calorimeter system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.7 Sketch of an EM shower. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.8 The accordion geometry of EM calorimeter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.9 Sketch of an EM barrel module showing the dimensions of each layer
and the sizes and granularities of the cells in each layer. . . . . . . . . . . . 39

2.10 Sketch of an hadronic shower. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.11 Schematic showing one module of the tile calorimeter. . . . . . . . . . . . . . . . . . . 42

xi



2.12 A block diagram of the TDAQ system is shown. It consists of three
level triggers which reduce the rate from 40 MHz to 100 Hz. The
decision time is 2 µs for L1 and < 10 ms for L2. . . . . . . . . . . . . . . . . . . . 45

3.1 Photon efficiency of the MG = 500 GeV/c2 graviton vs. pT for bar-
rel (left) and endcap (right) without isolation and with a flat
isolation cut of 10 GeV/c. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.2 Optimized E45
T isolation cut as a function of pT in barrel. . . . . . . . . . . . . . . 58

3.3 Photon efficiency for 500 GeV/c2 graviton vs. pT for barrel (left) and
endcap (right) without photon identification cuts, with photon
identification cuts and with identification + isolation cuts. . . . . . . . . . . 59

3.4 Photon rejection for binned dijet samples in the barrel (left) and
endcap (right) calorimeters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.1 The TDAQ IGUI and the LAr Shifter Panel. It consists of three sec-
tions. The left is run control and bottom is MRS window. The
top right includes multiple tabs which can open several calorime-
ter monitoring panels on the right. In the figure, the LAr Shifter
Panel is displayed after 2006 update. The LAr monitoring tools
are implemented and the panel is redesigned to give a simple and
user-friendly look. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.2 Calorimeter monitoring plots.The average cell energy vs (η, φ) in EM
second layer above 1000 MeV energy (left) and energy of clusters
in EM barrel (right) for FDR08 Run 52295. . . . . . . . . . . . . . . . . . . . . . . . . 69

4.3 A scheme of ATLAS Tier cloud model. There are one Tier-0 and
ten Tier-1 centers. Brookhaven National Laboratory (BNL) is
a Tier-1 center of United States. It is associated with many
Tier-2 and Tier-3 centers located in the different regions of the
country. The distributed computing resources in United States
which are centered at BNL are part of the Open Science Grid
(OSG). The access to the data and computing power of the OSG
is available via the two tools called PanDA and GANGA. PanDA
is developed by the BNL distributed computing team. . . . . . . . . . . . . . . 72

4.4 ATLAS Distributed analysis workflow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

xii



4.5 Example output from a HammerCloud test. In this test, 600 jobs,
which contains 20,000 files and 50 million events, are processed
in 12 sites under 24 hours. The pie charts on the left show the
test efficiencies for all sites and for three individual sites. The
turquoise, green and red represent the completed, running and
failed jobs. The overall efficiency of 12 sites is 85%. The left
plots shows the CPU usage and the corresponding event rate. . . . . . . . 75

4.6 Plot showing memory and CPU usage for HighPTV iew job while
running at SMU local computer farm. It was one of the four
analysis jobs used for the STEP09 HammerCloud Stress Testing. . . . . 77

5.1 Trigger efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.2 Schematic representation of MC production system. . . . . . . . . . . . . . . . . . . . . 83

6.1 The pγT/p
jet
T (left) and Eγ,corr

T35 /pγT (right) distributions in MC Min-
Bias6 sample for bremsstrahlung, hard processes and hadron de-
cay photons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.2 The pγT/p
jet
T (left) and Eγ,corr

T35 /pγT (right) distributions in the MC Pho-
tonJet7 sample for bremsstrahlung, hard processes and hadron
decay photons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.3 The pγT/p
jet
T (left) and Eγ,corr

T35 /pγT (right) for the data and two MC
templates: hard processes photons from the PhotonJet7 and
hadron decay photons from the MinBias6. The MC distribu-
tions are normalized to the number of events in data. . . . . . . . . . . . . . . 104

6.4 The χ2/ndf versus the percentage of hard processes photons for
pγT/p

jet
T (left) and Eγ,corr

T35 /pγT (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.5 Data and MC (gamgam15+gamjet17+JF17+JF35+JF70) distribu-
tions for the ET of the first (left) and second (right) most en-
ergetic photons after all baseline cuts. The MC background is
normalized to the number of events in data and the MC sig-
nal is normalized to the expected number of signal events times
100. The distributions of relative differences, (Data-MC)/MC,
are also plotted at the bottom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

xiii



6.6 Data and MC (gamgam15+gamjet17+JF17+JF35+JF70) distribu-
tions for E20

T after all baseline cuts. The MC background is
normalized to the number of events in data and the MC signal
is normalized to the expected number of signal events times 100.
The distribution of relative difference, (Data-MC)/MC, is also
plotted at the bottom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.7 Data and MC (gamgam15+gamjet17+JF17+JF35+JF70) distribu-
tions for Emiss

T for all baseline cuts but the jet cleaning cuts
(left) and for all baseline cuts (right). The MC background is
normalized to the number of events in data and the MC sig-
nal is normalized to the expected number of signal events times
100. The distributions of relative differences, (Data-MC)/MC,
are also plotted at the bottom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.8 Data and MC (gamgam15+gamjet17+JF17+JF35+JF70) distribu-
tions for Emiss

T after baseline + photon isolation cuts (left) and
after baseline + photon isolation + loose photon ID (right). The
MC background is normalized to the number of events in data
and the MC signal is normalized to the expected number of sig-
nal events times 100. The distributions of relative differences,
(Data-MC)/MC, are also plotted at the bottom. . . . . . . . . . . . . . . . . . . . 113

6.9 Data and MC (gamgam15+gamjet17+JF17+JF35+JF70) distribu-
tions for the ET of the first (left) and second (right) most en-
ergetic photons after the baseline cuts + photon isolation cut
+ loose photon ID. The MC background is normalized to the
number of events in data and the MC signal is normalized to the
expected number of signal events times 100. The distributions
of relative differences, (Data-MC)/MC, are also plotted at the
bottom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

6.10 Data and MC (gamgam15+gamjet17pileup+JF17pileup) distribu-
tions for Emiss

T for all baseline cuts. The MC background is
normalized to the number of events in data and the MC sig-
nal is normalized to the expected number of signal events times
100. The distributions of relative differences, (Data-MC)/MC,
are also plotted at the bottom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

xiv



6.11 Data and MC (gamgam15+gamjet17pileup+JF17pileup) distribu-
tions for Emiss

T after baseline + photon isolation cuts (left) and
after baseline + photon isolation + loose photon ID (right). The
MC background is normalized to the number of events in data
and the MC signal is normalized to the expected number of sig-
nal events times 100. The distributions of relative differences,
(Data-MC)/MC, are also plotted at the bottom. . . . . . . . . . . . . . . . . . . . 117

6.12 Data and MC (gamgam15+gamjet17pileup+JF17pileup) distribu-
tions for E20

T after all baseline cuts. The MC background is
normalized to the number of events in data and the MC signal
is normalized to the expected number of signal events times 100.
The distribution of relative difference, (Data-MC)/MC, is also
plotted at the bottom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.13 Data and MC (gamgam15+gamjet17pileup+JF17pileup) distribu-
tions for the ET of the first (left) and second (right) most en-
ergetic photons after all baseline cuts. The MC background is
normalized to the number of events in data and the MC sig-
nal is normalized to the expected number of signal events times
100. The distributions of relative differences, (Data-MC)/MC,
are also plotted at the bottom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

7.1 Reconstructed invariant mass for MG = 500 GeV/c2 (left) and MG =
1 TeV/c2 (right), normalized to 1 fb−1 integrated luminosity.
The bottom row of plots show the contributions from photons
in different regions of the detector and top row shows the results
from all photons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

7.2 Required integrated luminosity to obtain 3 σ and 5 σ excesses as a
function of graviton mass, including systematic uncertainties. . . . . . . . 128

7.3 Comparison of generation and simulation methods. Invariant mass
distributions for MG = 500 GeV/c2, k/M̄P l=0.01 sample at 10
TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

7.4 Comparison of generation and simulation methods. Leading (left)
and second leading (right) pT distributions for MG = 500 GeV/c2,
k/M̄P l=0.01 sample at 14 TeV (top) and 10 TeV (bottom). . . . . . . . . 132

7.5 Comparison of generation and simulation methods. η distributions of
reconstructed (left) and truth photon (right) for MG = 500 GeV/c2,
k/M̄P l=0.01 sample at

√
s=10 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

xv



7.6 Invariant Mass Distribution ofMG = 700GeV/c2 andMG = 1000GeV/c2

sample for k/M̄P l=0.01, 0.05, 0.125. The center of mass energy
is 14 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

7.7 Reconstruction efficiency in barrel (left) and endcap (right) as a func-
tion of truth pT of MG = 500 GeV/c2 signal for k/M̄P l=0.01,
0.013, 0.017, 0.02, 0.025, 0.03, 0.04, 0.05, 0.075. The center of
mass energy is 14 TeV. The photons with ptruthT < 30 GeV are
excluded in efficiency calculation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

7.8 pT distribitions of the leading(left) and second leading reconstructed
photons for MG = 500 GeV/c2, k/M̄P l=0.01 signal sample at√
s=7, 10, 14 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

7.9 Reconstruction efficiency in barrel (left) and endcap (right) as a func-
tion of truth pT of MG = 500 GeV/c2, k/M̄P l=0.01 signal at√
s=7, 8, 9, 10, 14 TeV. The photons with ptT ruth <30 GeV are

excluded in efficiency calculation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

7.10 η Distributions of truth and reconstructed photons at 7 TeV, 10 TeV,
14 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

7.11 Photon invariant mass distribution ofMG = 500GeV/c2 with k/M̄P l=0.01
at

√
s=7, 10, 14 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

7.12 Efficiency*Acceptance vs. center of mass energy MG = 500 GeV/c2

sample at k/M̄P l=0.01 (top left: no Cut, top right: isEM ap-
plied, bottom: isEM+iso applied) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

7.13 Efficiency*Acceptance vs. signal mass at k/M̄P l=0.01 (top left: no
Cut, top right: isEM applied, bottom: isEM+iso applied) . . . . . . . . . . 142

7.14 η distributions of truth and reconstructed photons at MG=300,500
and 1000 GeV/c2 signal samples at 14 TeV center of mass energy. . . 143

7.15 Reconstructed invariant mass for MG = 300 GeV/c2 (left) and MG =
500 GeV/c2 (right) at

√
s = 7 TeV, normalized to 100 pb−1

integrated luminosity. The plots show the contributions from
photons in different regions of the detector. . . . . . . . . . . . . . . . . . . . . . . . . . 144

7.16 Required integrated luminosity to obtain 2 σ, 3 σ and 5 σ excesses
as a function of graviton mass, including systematic at

√
s = 7 TeV. 145

xvi



7.17 Event efficiency vs. coupling vs. signal mass are plotted in 3-D
graphs. Left and right shows the graphs from different angles. . . . . . 146

7.18 Unbinned ML fit to data diphoton mass spectrum from 120-500 GeV. . . 153

7.19 LLR distributions of signal+background (red) and null hypothesis
(black) toy MC experiments for MG = 500 GeV/c2, k/MP l=0.01
(up) and MG = 1000 GeV/c2, k/MP l=0.1 (down). Moreover
LLRexp (blue) and LLRobs (green) are also shown. The LLRexp

is the median of the background only LLR distribution. The
LLRobs is the observed limit and obtained by fitting data to
the extended maximum likelihood function. The LLRexp and
LLRobs values are very close for MG = 500 GeV/c2, but they are
significantly separated for MG = 1000 GeV/c2. . . . . . . . . . . . . . . . . . . . . . 156

7.20 Expected (open) and Observed (closed) CLs+b values for each MC
point using the unbinned fit. The expected values is use the
median value of the background only LLR distribution. . . . . . . . . . . . . . 157

7.21 Expected (open) and Observed (closed) CLs+b values vs. number of
expected signal events for several MC signal using the unbinned
fit. The expected values is use the median value of background
only LLR distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

7.22 The coupling versus signal mass exclusion limits at 95% C.L. with
36 pb−1 data at

√
s = 7 TeV. The red line is the observed limit

from the ATLAS data and the dashed black line is the expected
limit. The area below red line is excluded by ATLAS data. The
blue line shows the CDF and the green one shows the D0 limit. . . . . 160

xvii



LIST OF TABLES

Table Page

1.1 The gauge bosons in the Standard Model and their quantum numbers[3]. 2

1.2 Four fundamental forces of nature, their relative strengths in TeV
scale, effective interaction ranges, and the current theories de-
scribing them. The TeV scale is the energy scale around ≈ 246
GeV which dominates the standard model particles. . . . . . . . . . . . . . . . . 3

1.3 Three generations of quarks, their charges and masses [3]. Also the
associated antiparticles are given. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 The leptons and their charges and masses[3]. The associated antipar-
ticles are also shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.5 95% CL lower limits on the RS graviton mass obtained by D0 and
CDF for the values k/M̄P l = 0.01 and 0.1 [31, 32]. . . . . . . . . . . . . . . . . . . 19

3.1 Photon reconstruction efficiencies for graviton sample (MG = 500 GeV/c2)
without photon identification cuts, with photon identification
cuts and with identification + isolation cuts. . . . . . . . . . . . . . . . . . . . . . . . 59

3.2 Photon rejection rates obtained from photon candidates matching
true jets in dijet samples. These rates are shown with photon
identification selection and with photon identification and isola-
tion selections. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.1 The cross sections (without K-factors) and the number of events of
the MC signal and background samples at

√
s = 7 TeV used in

One Universal Extra Dimension Analysis are listed. . . . . . . . . . . . . . . . . . 88

5.2 Monte Carlo signal and background samples, dataset number, num-
ber of events generated (N), cross section, and generator level
requirements. Diphoton is a private production sample which is
generated with PYTHIA and processed with ATLFAST at SMU
computing farm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

xviii



5.3 Cross section × BR for MC Graviton → γγ signal samples at
√
s =

14 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.4 Cross section × BR for MC Graviton → γγ signal samples at
√
s =

10 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.5 Cross section × BR for MC Graviton → γγ signal samples at
√
s =

7 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.6 Cross section × BR for MC MG = 500 (GeV/c2), k/M̄P l=0.01 signal
samples at

√
s= 7, 8, 9, 10, and 14 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.7 The cross sections and the number of events of the two MC back-
ground samples simulated with ATLFASTII. The are used in the
sensitivity study at

√
s = 7 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.8 Parameters of the RS graviton MC signal datasets of
√
s = 7 TeV. . . . . . 95

6.1 The number of events left after each cut in data, MC background and
MC UED signal (1/R=700 GeV), normalized to the integrated
luminosity 3.1 pb−1. The individual cut efficiencies, calculated
with respect to the previous cut, are also given. . . . . . . . . . . . . . . . . . . . . . 100

6.2 The percentage of the bremsstrahlung, hard processes and hadron
decay photons in the MinBias6 and PhotonJet7 . . . . . . . . . . . . . . . . . . . . 102

6.3 Percentage of photons from hadron decays and hard processes in data
calculated with the χ2 test using pγT/p

jet
T variable. The results

for whole or signal only regions of pγT/p
jet
T distribution are listed.

The minimum χ2/ndf value is also given. . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.4 Percentage of photons from hadron decays and hard processes in
data calculated with the χ2 test using Eγ,corr

T35 /pγT variable. The
results for whole or signal only regions of Eγ,corr

T35 /pγT distribution
are listed. The minimum χ2/ndf value is also given. . . . . . . . . . . . . . . . . 105

6.5 The χ2/ndf values calculated for the comparison of data and MC
Emiss

T distributions with non-pileup and pileup MC samples after
the baseline, baseline+isolation, baseline+isolation+loose pho-
ton identification selections. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

7.1 Number of events generated (N), cross-section, and number of ex-
pected events in 470 < mγγ < 500 GeV/c2 mass window when
scaling to 1 fb−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

xix



7.2 Number of events generated (N), cross-section, and number of ex-
pected events in 970 < mγγ < 1000 GeV/c2 mass window when
scaling to 1 fb−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

7.3 Signal significance in 0.1 fb−1 and 1 fb−1 for MG = 500 GeV/c2 and
MG = 1 TeV/c2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

7.4 Required Integrated luminosity (pb−1) to obtain 3 σ or 5 σ excesses
for gravitons of mass MG = 500 GeV/c2 and MG = 1 TeV/c2. . . . . . . . 127

7.5 Comparison of widths of signal samples simulated with ATLFASTII
and GEANT for 14 TeV center of mass energy. Signal widths
are calculated from Gaussian fit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

7.6 Signal width of the Graviton signal for various masses and couplings
at

√
s = 14 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

7.7 Signal width for MC signal sample MG = 500 GeV/c2, k/M̄P l=0.01
at

√
s= 7,8,9,10,14 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

7.8 Number of events generated (N), cross-section, and number of ex-
pected events in 290 < mγγ < 310 GeV/c2 mass window when
scaling to 100 fb−1. The samples are generated with

√
s = 7 TeV. . . . 144

7.9 Number of events generated (N), cross-section, and number of ex-
pected events in 485 < mγγ < 515 GeV/c2 when scaling to 100
fb−1. The samples are generated with

√
s = 7 TeV. . . . . . . . . . . . . . . . . . 145

7.10 Required Integrated luminosity (pb−1) to obtain 2 σ, 3 σ or 5 σ
excesses for gravitons of mass MG = 300 GeV/c2 and MG =
500 GeV/c2 at

√
s = 7 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

7.11 Number of data events surviving the various selection cuts for data
and two signal MC samples MG = 500 GeV/c2 and MG =
1000 GeV/c2 with k/MP l = 0.01. The number of events for
the MC samples are number of events expected in 36 pb−1 of
data. The overall event efficiency is also given for each selection. . . . 149

7.12 Results for the MC signal fits to the the Voigtian function (Breit-
Wigner

⊗

Gaussian). m is resonance mean, s is Gaussian width
and g is theoretical Breit-Wigner width. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

7.13 Parameters for background function in Eq. 7.6 from unbinned max-
imum likelihood fit to data from 120-500 GeV. . . . . . . . . . . . . . . . . . . . . . 152

xx



A.1 The signal width factor a of massive gauge boson decays (Γ(h̃ →
V V )) for various rV = m2

V /m
2
h̃
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

xxi



This dissertation is dedicated to my husband, Hakan Yagci.



Chapter 1

THEORY AND MOTIVATION

1.1. Introduction

Particle physics is the branch of physics that studies constituents of matter and

their interactions. Since the 6th century BC, it was hypothesized that matter is

composed of fundamental building blocks. The word ”atom” is first used by the

ancient Greek philosopher Democritus to name this basic unit of matter. Atom means

”uncuttable” or ”the smallest indivisible particle of matter” in Greek language. In

the 19th century, the scientist John Dalton said that elements of nature are made of

one unique and single particle. He also listed the some elements of the atomic table

and pointed that the atoms of each element have different sizes, masses and other

properties. At the beginning of the 20th century, experiments showed that the atom

was not the smallest constituent of nature. Then the proton, the neutron and the

electron were discovered. These discoveries initiated the investigation of interactions

between these particles. Through the 20th century, new particles were discovered

and the fundamental forces of nature were better understood. The current knowledge

about particle physics is summarized in the theory of the Standard Model. On the

other hand, limitations in our current mainstream theoretical framework were studied

by particle physicists. The idea that extra dimensions, beyond the normal three

dimensions of space and one dimension of time, which could address these limitations,

has become an important element of the efforts to broaden our understanding. I will

explain the Standard Model and extra-dimension theories in this chapter.
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1.2. Standard Model

The Standard Model (SM) is a theory describing the elementary particles and

their interactions. It says that the fundamental particles of matter are quarks and

leptons. It also classifies all particles in two categories; fermions and bosons depending

on their spin which is the quantum property of intrinsic angular momentum. The

fermions have half-integer spin. They obey Fermi-Dirac statistics and two fermions

cannot occupy the same quantum state. All quarks and leptons belong to the class

of fermions. The bosons carry an integer spin. They follow Bose-Einstein statistics

and can occupy the same quantum state. Elementary bosons include gauge bosons

(photon, gluon, W± and Z bosons), the Higgs boson and the graviton. The gauge

bosons are force-carrying particles. According to the SM, interactions between the

particles result from the exchange of these force carriers. Only gauge bosons have

been experimentally discovered and they have a spin value of 1. Table 1.1 gives the

properties of the SM gauge bosons. The Higgs boson and the graviton are predicted

to have spin 0 and 2, respectively.

Table 1.1. The gauge bosons in the Standard Model and their quantum numbers[3].

Gauge Boson g W± Z γ

Charge (e) 0 ± 1 0 0

Spin 1 1 1 1

Mass (GeV/c2) 0 80.399 91.188 0

Force Strong Weak Electromagnetic

There are four fundamental forces of nature: strong, weak, electromagnetic and

gravitational. The strong force is responsible for holding the quarks together to form

larger particles. The strong force is studied in the field of quantum chromodynamics.
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The force carrier of the strong force is the gluon. The weak force can be observed in the

decay processes of heavy quarks and leptons. TheW+, W− and Z bosons are the force

carriers of weak interactions. The strong and weak interactions will be explained when

discussing quarks and leptons in Section 1.2.1 and 1.2.2. The electromagnetic force

mediates the interactions between charged particles. The oppositely charged particles

attract each other, and the same charged particles repel. The photon is the carrier of

the electromagnetic force. It is a massless and charge-neutral boson. Electromagnetic

interactions are explained in the theory of quantum electrodynamics. In 1967, Steven

Weinberg and Abdus Salam [1, 2] unified the weak and electromagnetic interactions

in one single ”electroweak”. This was the main initial step to the establishment of the

Standard Model. The SM explains these three forces of nature while the gravitational

interaction, occurring between all particles with mass, is not included (See Section

1.2.3). However, all particle theories suggest that the gravitational force is carried by

a particle called the graviton. Table 1.2 lists the four forces, their relative strengths,

their effective ranges, and the current theories describing their interactions [4].

Table 1.2. Four fundamental forces of nature, their relative strengths in TeV scale,

effective interaction ranges, and the current theories describing them. The TeV scale

is the energy scale around ≈ 246 GeV which dominates the standard model particles.

Force Strength Range (m) Theory

Strong 1 10−15 Quantum chromodynamics

Electromagnetic 10−2 ∞ Electroweak / Quantum electrodynamics

Weak 10−13 10−18 Electroweak theory

Gravitational 10−38 ∞ General Relativity

The mathematical formulation of particle interactions can be explained using

group theory. The three forces of nature (except for the gravitational force) are
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associated with unitary groups of different degrees (”U”). Then SU(N) is a special

unitary group of degree N when UU+ = 1 and det U = 1. The SM theory which

contains the three forces is described by the gauge group SU(3)
⊗

SU(2)
⊗

U(1).

The strong force arises from the group SU(3) with eight types of gluons. The group

SU(2)
⊗

U(1) represents the electroweak force. SU(2) and U(1) are generated by

the weak isospin and weak hypercharge, respectively. Weak isospin is related to the

weak interactions and has three gauge bosons; W+,W− and W 0. Weak hypercharge

is associated to the gauge boson B0 and it unifies the weak and electromagnetic in-

teractions. These four of the weak isospin and weak hypercharge bosons are massless

at high energies. When energy decreases to the scale of TeV, B0 mixes with W 0 bo-

son and produce the massive Z0 boson and the massless photon. Also W+ and W−

bosons gain mass. This is called electroweak symmetry breaking. Steven Weinberg

and Abdus Salam [1, 2] theorized the existence of a Higgs field which interacts with

particles to give them mass. After the symmetry breaking, three of the four degrees

of freedom of SU(2)
⊗

U(1) group mix with the W± and Z bosons while the fourth

one becomes the Higgs boson.

The Higgs boson has not yet been discovered, but it is being searched for at the

Fermilab Tevatron and at CERN. The ATLAS and CMS detectors have excluded

most of the possible mass ranges with the 2011 data. Hints of the Higgs boson were

observed around the mass of 116-131 GeV by ATLAS and 115-127 GeV by CMS, but

the measurements are not statistically significant [5, 6]. The existence of the Higgs

boson or its non-existence may be determined with 2012 data at the LHC. If the

Higgs boson is not found, this will tell us that the SM theory should be updated.
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1.2.1. Quarks

Quarks are one of the fundamental constituents of matter. The existence of quarks

was predicted in the 1960s, but the experimental confirmation happened in 1974.

There are six types of quarks: up (u), down (d), charm (c), strange (s), top (t) and

bottom (b). The last quark to be discovered was the top quark, found in 1995 [7, 8].

Quarks are fermions. They carry an electrical charge of −1/3 or +2/3 times the

elementary charge, e, the charge of the positron. The other property of the quark

is color charge. Each quark carries a color of blue, green, or red. They interact

between each other via the strong force depending on the color they possess. This

interaction is studied in quantum chromodynamics. Table 1.3 lists the six quarks and

their properties. The associated anti-quark for each one is also given. The anti-quark

is antimatter which has the same properties of the associated quark. Anti-quarks

carry the opposite electrical charge, color and baryon number of their counterparts.

Baryon number is the approximate conserved quantum number, and it is 1/3 for all

quarks. Moreover, the quarks are categorized into first, second and third generations,

as shown in Table 1.3. The higher generations (2nd and 3rd) have greater masses,

but they are less stable, and so they can decay to the quarks in the lower generations

(1st and 2nd). The weak interaction acts in this process.

Table 1.3. Three generations of quarks, their charges and masses [3]. Also the

associated antiparticles are given.

1st generation 2nd generation 3rd generation

Quark u d c s t b

Charge (e) +2/3 -1/3 +2/3 -1/3 +2/3 -1/3

Mass (MeV/c2) 1.7-3.3 4.1-5.8 1270 101 173100 4190

Antiparticle ū d̄ c̄ s̄ t̄ b̄
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The quarks can create composite particles called ”hadrons”, when they are at-

tracted to each other as a result of the strong force. There are two kind of hadrons:

baryons and mesons. A group of three quarks (anti-quarks) creates a baryon (anti-

baryon) and a group of a quark and an anti-quark creates a meson. The baryons and

mesons are fermions and bosons, respectively. All hadrons have zero color charge.

The color-charged quarks cannot be observed alone as a result of the strong force

binding them. Their long-lived composite states always should be in the form of a

hadron. This phenomenon is called ”color confinement”.

1.2.2. Leptons

Leptons form the other family of elementary fermions. There are six kinds of

leptons: three with a unit electrical charge, and three with zero charge. The charged

leptons are the electron (e−), muon (µ−), and tau (τ−). These charged leptons partic-

ipate in the electromagnetic interaction. The neutral leptons are called neutrinos, and

each charged lepton has one associated neutrino (νe, νµ, ντ ). Recent research shows

that neutrinos have small, but non-zero masses. Similar to the quarks, leptons can

be classified in three depending on their masses. Heavier leptons decay into lighter

particles via weak interactions. One of the decay products is always the associated

neutrino. The other decay products can be a lighter lepton, and its anti-neutrino

or a meson. In some cases, more than one meson can be produced in τ decays [3].

All leptons are fermions, since they have half-integer spins. Table 1.4 shows a list of

leptons and their properties.

1.2.3. Theories beyond the Standard Model and Hierarchy Problem

One important problematic issue about the SM is the gravitational force. The

SM describes strong, weak and electromagnetic interactions, but gravity is left out.
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Table 1.4. The leptons and their charges and masses[3]. The associated antiparticles

are also shown.

1st generation 2nd generation 3rd generation

Lepton e− νe µ− νµ τ− ντ

Charge (e) -1 0 -1 0 -1 0

Mass (MeV/c2) 0.511 <0.000002 1270 <0.19 1776.82 <18.2

Antiparticle e+ ν̄e µ− ν̄µ τ− ν̄τ

General relativity, the modern theory of the gravitational force, is independent from

the quantum field theory, behind the interactions of elementary particles. The SM

could omit the effect of the gravitational force, since it’s very small compared to the

other forces. However it could not explain the huge difference between the strength

of the weak and the gravitational forces in the TeV scale. The TeV (electroweak)

scale is the energy scale around ≈ 246 GeV which dominates SM particles. The 246

GeV is the vacuum expectation value in Higgs field. Even though gravity is weak on

the electroweak scale, it is strong on the Planck scale. The Planck scale corresponds

to the energy scale around 1016 TeV. This discrepancy between the electroweak scale

and Planck scale is addressed by the ”hierarchy problem” which arise from the Higgs

field. The weak and gravitational force formulations include constants of nature:

Fermi’s constant and Newton’s constant. Fermi’s constant and Newton’s constants

define the strengths of the weak and gravitational interactions, respectively. When

the SM is used to calculate the quantum corrections to the Fermi’s constant, this

constant appears to be unnaturally large and close to the Newton’s constant. This

means that the Higgs mass should be very large compared to what appears to be its

actual value. This difference can only be fixed by fine-tuning cancellations between

the bare value of Fermi’s constant and the quantum corrections. However, fine-tuning
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creates the hierarchy problem. Scientists propose higher dimensional space to solve

this problem.

1.3. Extra Dimension Theory

Extra Dimension (ED) theory originates from the search for the unification of

forces in nature. In the 1860s, the unified theory of electric and magnetic forces

was established by Maxwell. In the 1920s, Theodor Kaluza and Oskar Klein sug-

gested to unify electromagnetism and gravity. Their theory is based on the com-

bining Maxwell’s and Einstein’s theories by adding one extra dimension to (3+1)

dimensional space-time. According to this theory, the geometry of space is the prod-

uct of four-dimensional Minkowski space with a circle, like a five dimensional cylinder

of radius R. Figure 1.1 helps to understand this concept. It is a drawing of an ant

on a string. When the ant moves in the radial direction, no displacement occurs in

the longitudinal direction. The longitudinal direction in this picture represents the

(3+1) dimensional world we live in, and the radial direction represents the curved

extra dimension.

The equation of motion in the space with extra dimension is defined as

∂µ∂
µφn(xµ) =

n2

R2
φn(xµ), (1.1)

where φ is the scalar Kaluza-Klein (KK) field of unified electromagnetism and gravity,

xµ is the coordinate at (3+1) dimensions, R is the compactification radius of the extra

dimension, and n=0,1,2... is the KK excitation mode. The KK tower of fields are

generated depending on the Equation 1.1 with masses m2 = n2/R2. KK towers can

only be produced at high energies. When the energy is very small compared to R−1,

the space appears four-dimensional. The ultimate way to detect KK states is via a

collider experiment running at energies of order 1 TeV. [9].
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Figure 1.1. An ant walking radially on a string represents the graviton traveling in

the curved extra dimension of the RS model [13] .

Many extra-dimension models have been established to explain extra-dimension

phenomena and solve the hierarchy problem. In this section, I will describe the most

popular ones and the ones used in my research: Arkani-Hamed-Dimopuolos-Dvali

(ADD), Randall-Sundrum (RS), and One Dimensional Universal Extra Dimension

(UED). Even though I did not study the ADD Model, I include it here in order to

have a complete understanding of the extra-dimension theory and its development.

1.3.1. ADD Model

In 1998, Nima Arkani-Hamed, Savas Dimopuolos, and Giva Dvali suggested a new

scenario to explain the weakness of gravity relative to the other forces [10]. According

to this model, the fermions and gauge bosons in the Standard Model are confined to

a hyperspace with three ordinary spatial dimensions (”a 3-D brane”). The 3-D brane

forms a boundary of space with N compact spatial dimensions (”the bulk”). The force
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carrier of the gravitational force, the graviton, is the only particle that can propagate

in this bulk. Briefly, the gravity is weak in the SM brane because it extends into the

other dimensions [11].

In the ADD model, the Planck scale is lowered to the electroweak scale according

to the relation:

M2
P l ∼ MN+2

S RN (1.2)

where MP l is the fundamental Planck scale in the bulk, MS is the effective Planck

scale on the brane in order of electroweak scale (plays the role of the ultraviolet cutoff

Λ), R is the size of the extra dimension, and N is the number of extra dimensions.

If the number of the extra dimensions is equal to one, the smallest R is required to

be larger than the solar system. Therefore, N = 1 is excluded. In the case of N = 2,

R should be smaller than 1 mm of size, which could not be probed by non-particle

physics experiments. As a result, the N > 2 cases are considered in the ADD search.

This model says that the graviton can couple to SM particles with 1/MS.

1.3.2. Randall-Sundrum Model

In 1999, Lisa Randall and Raman Sundrum developed a model to explain why

the cosmological constant appears to be so small. According to this model, the

universe has a warped geometry. The setup of the RS model is visualized in Figure

1.2. The geometry of the universe is a 5-dimensional space bounded by two (3+1)

dimensional branes; the Planck brane and the TeV brane. The boundary conditions

are applied on the angular coordinate, φ, and the extra fifth-dimension is confined in

the range 0 ≤ φ ≤ π. The distance between two boundary branes is πR, where R is

the compactification radius. The Standard Model particles are restricted in the TeV

brane, placed at φ = π. The gravitational wave function is localized in the Planck

10



brane at φ = 0. The graviton wave function is exponentially suppressed away from the

Planck brane along the extra dimension. Five-dimensional space-time has a curved

metric:

ds2 = e(−2kR|φ|)nµνdx
µdxν −R2dφ2, 0 ≤ φ ≤ π (1.3)

where k is the curvature parameter, xµ is the coordinate at (3+1) dimensional space-

time and nµν is the metric tensor of the Minkowski space-time. The gravitational

scale is specified by

Λπ = M̄P le
−kπR, M̄P l = MP l/

√
8π (1.4)

where Λπ is the modified scale of gravity on TeV brane (effective Planck scale) and

MP l is the fundamental Planck scale. In this model, the hierarchy problem is solved

if Λπ = 1 TeV by requiring kR ≈12. The mass spectrum of the KK graviton is then

given by

mn = xn(k/M̄P l)Λπ (1.5)

where xn is the nth root of the 1st order Bessel function. The coupling k/M̄P l should

be large enough to be consistent with the weakness of gravity and small enough to

keep the theory from being non-perturbative. It is estimated to be in the range

0.01≤ k/M̄P l ≤0.1 [14, 15].

1.3.3. A Model of One Universal Extra Dimension

Another model in extra-dimension theory proposes a universal extra dimension

beyond the (3+1) space-time dimensions [16]. Different from the other extra dimen-

sional models, all standard model fields propagate in this one extra dimension. Thus,
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Figure 1.2. A sketch of the Randall-Sundrum Model. The geometry of the universe

is a 5-dimensional space bounded by two (3+1) dimensional branes; the Planck brane

and TeV brane. The Planck brane is located at φ = 0 and the TeV brane is located

at φ = π. The graviton wave function localized in the Planck brane is exponentially

suppressed away from this brane along the extra dimension.
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it is called universal. This model is valid only if Λ > 1/R, where Λ is the cut-off scale

for the radiative corrections to the KK particle masses, and R is the compactification

radius of the one universal extra dimension, which is often assumed to be in order

of TeV−1. The curvature of the extra dimension (1/R) should be closer to the elec-

troweak scale and ΛR = 20 is the value assumed in many theoretical papers [17].

The value ΛR = 20 is implemented as the default in the PYTHIA event generator

used to produce Monte Carlo samples for UED signal (See Section 5.2). The other

parameter for this model is MD, which is the (4+N) dimensional Planck scale. Most

of the theorists chose the value of MD = 5 TeV for their calculations.

The mass of the KK particle is defined as

m2
n = m2

SM + n2/R2 (1.6)

where n = 1, 2, 3, ... is the index of the excitation mode. The only accessible excitation

state at the LHC is n = 1. The mode n = 0 corresponds to the standard model

particles. The KK excitations, KK gluon and/or KK quark, decay down to the

Lightest KK Particle (LKP), which is an excited photon, and also a SM jet. The left

plot on Figure 1.3 shows the mass spectrum of the first level KK states, including

radiative corrections, for 1/R= 500 GeV, ΛR = 20, MD = 5. The right plot displays

the diagram of the KK particle decay. There are two KK towers, one doublet and

one singlet, for each charged fermion, and there is one doublet tower for neutrinos.

Similar to the Standard Model, KK bosons mix within each level.

The KK particle decays to SM particles and emits a graviton when the space

with one universal extra dimension is embedded into a larger space with N addi-

tional dimensions in eV−1 size. This process is called a gravity mediated decay. The

space with one TeV−1 size extra dimension is considered as a thick brane, where the

universal extra dimension defines the thickness. This thick brane is embedded in a
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Figure 1.3. The KK particle mass spectrum of the first level KK states, including

radiative corrections, is shown for 1/R= 500 GeV, ΛR = 20, MD = 5 TeV and

αs(Mz) = 0.118 on the left. On the right, the diagram of the dominant (solid)

and rare (dotted) decays of KK particles is drawn. The starred (*) particles are

KK particles, other particles are from the Standard Model. The notations D and S

respectively the doublet and singlet, respectively.

larger space of eV−1 size extra dimensions (4+N). Gravity is the only field that can

propagate in these eV−1 size dimensions, while SM particles can move in the TeV−1

size one universal extra dimension [18, 19]. The LKP, excited photon γ∗, decays into

a photon and a graviton (γ∗ → γ + G(∗)) in the case of N = 6 and 1/R < 2.5 TeV.

The graviton appears as a tower of excited states, and the energy difference between

these states is on the of order 1 eV. Therefore the mass distribution of the UED

graviton signal has a continuous shape between 0 and 1/R. The branching ratio of

this gravity mediated decay is ∼ 1 when N = 6 and 1/R < 1500 GeV. MD and N

are the parameters which define the gravitational decay width of the KK particle. It

is possible to see this kind of process in proton-antiproton collisions at the Tevatron.

In proton-proton collisions, two KK partons are produced. These two partons

decay down to two LKPs, and they decay into two photons and two gravitons. The

detection of a graviton is not possible, since it escapes to the eV−1 sized extra dimen-
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sion, but the missing energy (Emiss
T ) can be calculated. Emiss

T is the undetected but

expected energy according to the laws of conservation of energy and conservation of

momentum. In the ATLAS detector, we look for two non-resonant photons + Emiss
T

in each event in order to search for the one universal extra dimension.

1.3.4. Collider Signals

There are two different graviton production processes: virtual graviton exchange

and real graviton emission. Virtual graviton can be produced by the annihilation

of two SM particles. After creation, it can then propagate in the extra dimension.

The graviton finally decays into SM particles, which appear in the TeV brane. The

main processes for the virtual graviton exchange are G∗ → e+e−, G∗ → µ+µ−, G∗ →

τ+τ− and G∗ → γγ. The ADD and RS models produce these kinds of processes.

Figure 1.4 shows an illustration for graviton production from proton-proton collision

and its decay into a photon pair. The diphoton pair is produced as a result of the

perturbations in the gravitational field propagating in the extra dimension. Even

though the photon is massless and chargeless and therefore doesn’t interact with

gravitational field directly, it is affected by the curvature of space bended by the

gravitational field. The Feynman diagrams of the graviton to diphoton decay is shown

in Figure 1.5. The graviton is created from a quark-antiquark pair (left) or gluon-

gluon pair (right). Real graviton emission happens when the graviton is produced

with something else by the interaction of SM particles. The graviton escapes into

extra dimensions, while leaving missing energy behind. The One Universal Extra

Dimension is a model for this type of interaction. This signature of this UED is

two photons + Emiss
T . Also, real graviton production is possible in the ADD model

with the signature of the γ/jet+Emiss
T . Figure 1.6 shows the drawing of the proton-

antiproton collision and the emission of a graviton and a single jet of standard model
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particles.

Figure 1.4. An illustration of graviton production and decay via virtual graviton

exchange in the proton-antiproton collision according to RS and ADD models.

I also discussed the dependence of the graviton processes on the mass of the decay

product in Appendix A. According to my calculations, the signal width, which is

proportional to the branching ratio, is larger for the graviton decaying into low mass

gauge bosons.

1.3.5. Experimental Results

So far, no evidence of graviton production has been observed. However, the anal-

yses at the Large Electron Positron (LEP), Tevatron and LHC colliders put limits on

the graviton mass/scale for each extra-dimension model.
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Figure 1.5. Feynman diagrams of a graviton decay into a diphoton via virtual graviton

exchange in RS model. The coupling to the graviton goes as k/M̄P l.

The initial search for extra dimension is performed on the signatures described

in the ADD model. In 2002, the physicists working on the CDF data at Tevatron

studied the γ+Emiss
T signature and published the first exclusions on the gravitational

(MD) scale as a function of the number of extra dimensions (N) [20]. Then LEP put

more restrictive limits by combining the results from its three experiments in 2004

[21]. The jet+Emiss
T channel is also searched at CDF and D0 and the first exclusions

are presented in 2003 [22, 23]. The recent limits on the MD (gravitational scale) for

the case N = 2 set by the CMS (36 pb−1) and ATLAS (33 pb−1) experiments are

2.29 TeV and 2.3 TeV, respectively. [24, 25]. The first experimental results on the

diphoton and dilepton channels according to the ADD model are again published by

CDF and D0 experiments in 2004. The CMS experiment with 36 pb−1 excluded the

MS <1.80 TeV using the diphoton signature and MS <1.75 TeV using the dimuon

signature for N = 2 [26, 27].

The RS graviton was initially searched for at the Tevatron with the diphoton and

dilepton signatures. D0 put the first limit on the graviton mass in 2005 and excluded

the MG <250 GeV at 95%C.L. with 260 pb−1 data at
√
s = 1.96 TeV [29]. The
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Figure 1.6. An illustration of the ADD model. A graviton and a single jet of stan-

dard model particles are produced. The graviton escapes into the bulk, leaving the

signature of missing transverse energy (Emiss
T ) behind.

18



analysis on the growing Tevatron data put higher limits on the RS graviton mass.

In 2008, D0 excluded the RS graviton with mass MG < 300 GeV for k/M̄P l =0.01

at 95% C.L. with an integrated luminosity of 1 fb−1 [30]. The final limit put by D0

with 5.4 fb−1 of data in 2010 was MG < 560 GeV for k/M̄P l =0.01 [31]. The CDF

experiment also excluded the graviton signal below 459 GeV with 5.4 fb−1 in 2011

[32]. The Tevatron results are shown in Figure 1.7 and listed in Table 1.5.
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Figure 1.7. 95% CL exclusion limits on RS Graviton production, in the plane of the

dimensionless coupling versus the graviton mass, as obtained by the D0 (left) and

CDF (right) experiments at the Tevatron [31, 32].

Table 1.5. 95% CL lower limits on the RS graviton mass obtained by D0 and CDF

for the values k/M̄P l = 0.01 and 0.1 [31, 32].

Value of 95% CL Mass Limit (GeV)

k/M̄P l D0 Expt CDF Expt

0.01 560 459

0.1 1050 963
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The experimental limit calculations on One Dimensional UED model using Teva-

tron collider data of 6.3 fb−1 is published in 2010. The D0 experiment excluded the

curvature 1/R < 477 GeV at 95% C.L. for the parameters ΛR = 20, MD = 5 TeV

and N = 6 [28].

1.4. Summary

In this introductory chapter, I aimed to explain the theories of the particle physics

which are directly related to my research. I firstly summarized the Standard Model

theory which describes the interactions of matter and then I discussed the extra-

dimension models. My main area of interest is the Randall-Sundrum graviton de-

caying into two diphotons. I also studied the diphoton+Emiss
T in the context of one

universal extra dimension. I searched these graviton signatures in the ATLAS detec-

tor which records the proton-proton collision data at the Large Hadron Collider.
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Chapter 2

EXPERIMENTAL APPARATUS

2.1. Proton Acceleration to High Energy

Particle accelerators were developed in the early 20th century [33]. They increase

the energy of the particles by using electromagnetic fields and cause them to interact

at high energies with stationary targets or other beams of particles. The interactions

between the particles at high energies are qualitatively different than those at low

energies. By studying them, we may uncover the unknowns of the fundamental

particles, forces and their relations. Furthermore the incoming energy of the colliding

particles is available to create the masses of new particles which do not exist at the

low energies of our world. Therefore, particle accelerators help us to understand the

dynamics and structure of matter, space and time.

There are two general geometries of particle accelerators: linear and circular. In

linear accelerators, particles are accelerated in a straight line, whereas in circular

accelerators, the particles travel in a ring which allows continuous acceleration over

many revolutions. The synchrotron is one kind of circular accelerator. It has a ring of

constant radius. In order to accelerate the particles’ speed to one close to the speed

of light in a synchrotron, Radio Frequency (RF) resonant cavities are employed. A

resonant cavity is the high frequency analog of an LCR circuit, where RF power builds

up high electric fields to accelerate charged particles. A series of many dipole bending

magnets, each of which produce an oscillating EM field, keeps the particle beam in

constant curvature of the orbit. At certain locations, two oppositely directed beams
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are brought together in one pipe, beams are focused by the quadrupole magnets,

and then head-on collisions occur. The Large Hadron Collider and Tevatron are

powerful synchrotrons. They accelerate protons and collide them at the points where

experiments are located.

2.2. Large Hadron Collider

The Large Hadron Collider (LHC) is the world’s largest and highest energy particle

accelerator [34, 35]. It is designed to collide 7 TeV proton beams and reach a center-

of-mass energy of 14 TeV. It is located on the border of Switzerland and France near

Geneva. The main ring has a circumference of 27 km, and lies 50-175 m underground.

The LHC Project was approved in 1994 by the European Organization for Nuclear

Research (CERN). Initially it was designed to be built only by CERN member states.

In 1996, financial support from non-member states such as the Unites States were

included in the project. Currently, the LHC Project includes over 100 countries and

over 10,000 scientists and engineers.

The first LHC beam was circulated in the accelerator tunnel in September 2008.

However, collisions were postponed due to an explosion that damaged several dozens

of bending magnets. A faulty electric connection between two of the dipole magnets

caused six tonnes of liquid helium, which were used for cooling the system, to leak

into the LHC tunnel. As a result, some parts of the magnet system overheated, and

then a magnetic quench occurred. It took one year to fix the damage caused by this

accident. In November 2009, the first collisions were recorded with center of mass

collision energy of 900 GeV. After the winter shutdown, the LHC started again, and

set the world’s record for high energy collisions with 7 TeV of the combined center

of mass energy on 30 March 2010. The accelerator ran at this energy of 3.5 TeV per

beam during two periods in 2010 and 2011. A higher energy run at 4 TeV per beam
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during 2012 will be followed by an 18 months shutdown. This shutdown will permit

repairs to enable the design goal of 14 TeV collisions in 2014.

The proton beam is accelerated to multi-TeV energy using a series of systems.

In the proton source, hydrogen gas is broken down to its constituent protons and

electrons by applying a strong electric field. Then these protons are accelerated to

100 keV and sent to the Radio Frequency Quadrupole where the beam is focused

and accelerated to 750 keV. The LINear particle ACcelerator (LINAC2), then raises

the proton energy to 50 MeV, and injects the beam into the Proton Synchrotron

Booster (PSB). The PSB is a circular accelerator with 157 m circumference. After

accelerating the beam to 1.4 GeV, the PSB sends it to the Proton Synchrotron (PS),

another circular accelerator of 628 m circumference. In the PS, an oscillating elec-

tromagnetic field accelerates the proton beam to 25 GeV and then transfers it to a

7 km circumference circular accelerator called the Super Proton Synchrotron (SPS).

The SPS accelerates the protons up to 450 GeV, and injects them into the LHC. The

sequence is shown in Figure 2.1.

The LHC tunnel is 3.8 m wide and 27 km long and it contains two parallel beam

pipes. Two separate proton beams travel in clockwise and anti-clockwise directions

and intersect at four points where the LHC experiments are located. The four LHC ex-

periments are A Toroidal LHC ApparatuS (ATLAS), Compact Muon Solenoid (CMS),

LHC-beauty (LHCb), and A Large Ion Collider Experiment (ALICE). Over 2000

dipole and quadrupole superconducting magnets are used in the LHC to bend the

beams in a circular orbit and to focus them. In the LHC, proton beams are acceler-

ated to the highest energy and circulate in the ring for about 10 hours while collisions

occur. At a beam energy of 7 TeV, the particles travel with speed of 0.9999999991c

and make 11,000 revolutions per second. The LHC is designed to have a collision rate

of 40 MHz which permits a luminosity of 1034 cm−2s−1. In 2010, the LHC reached
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Figure 2.1. LHC accelerators are shown: LINAC2, PSB, PS, SPS and LHC Main

Ring. Proton beams collide at 4 points where LHC experiments are located.
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the peak luminosity of 1032cm−2s−1, while the number of bunches per beam was 368,

and the bunch spacing was 150 ns.

2.3. Overview of the ATLAS Detector

ATLAS is the world’s largest general purpose collider detector (Fig. 2.2). It is 46

m in length, 26 m in height and 7000 metric tonnes in weight [36, 37]. The LHC beams

collide in the center of the ATLAS detector. The beam direction defines the z -axis

and the x-y plane is transverse to the beam direction. The positive x -axis is defined

as pointing from the interaction point to the center of the LHC ring, and the positive

y-axis is pointing upwards. The ATLAS uses the right-handed coordinate system.

The azimuthal angle (φ) is measured around the beam axis starting from the positive

x -axis and the polar angle (θ) is the angle from the beam axis starting from the

positive z -axis. The pseudorapidity is defined as η = − ln (tan θ/2), and the distance

∆R in the pseudorapidity-azimuthal angle space is defined as ∆R =
√

∆η2 +∆θ2.

ATLAS is designed to detect many kinds of particles produced from the proton-

proton collisions such as electrons, photons, hadrons, neutrinos, tau (τ) leptons and

muons (µ). Therefore, the LHC will provide more information on many particle

physics subjects such as Standard Model parameters, potential supersymmetric par-

ticles, and extra-dimensions.

The ATLAS detector is designed based on the following criteria:

• good electromagnetic calorimetry for electron and photon identification

• hermetic hadronic calorimetry in η and φ for accurate jet and missing transverse

energy measurements

• high-precision muon measurements

• efficient tracking at high luminosity
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Figure 2.2. Schematic of the ATLAS detector. In the center, the inner detector

is placed. The electromagnetic calorimeter surrounds the solenoid magnet and it is

surrounded by the hadronic calorimeter. The muon chambers and toroid magnets are

located outside of the calorimeters.
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• triggering particles at low transverse energy in order to maintain high efficiency

ATLAS is composed of four major parts: inner detector, calorimeter, muon spec-

trometer, and magnet systems. Each of these components has different functionali-

ties to help identify the particles and measure their properties. The inner detector

is designed to measure the momentum of electrically charged particles and to track

them. The solenoidal magnet outside of the inner detector creates the magnetic field

needed for this job. The calorimeter measures the energies of electrons, photons and

hadrons. The muon spectrometer identifies the muons and measures their kinemat-

ics. The tracking in the muon chambers are very similar to the inner detector. The

charged particle trajectories are bent under the effect of the magnetic field caused

by the toroid magnet located in the muon system. Thousands of charged particle

sensors which are similar to the straws in the inner detector, are used to measure the

momentum of the mouns. The solenoidal magnet and the toroid magnet are the two

elements of the magnet system. Neutrinos are not detected by the ATLAS detector,

but the transverse components of their momenta can be inferred from missing energy

(Figure 2.3 ). Missing energy is the energy which is not detected but calculated using

the conservation of momentum.

Moreover, the ATLAS detector has three more systems in order to create the data

flow. The trigger system selects the interesting events from the collisions. Only 100

out of 1000 million events per second are considered interesting. The Data Acquisition

system transfers the data from detector to storage. And the computing system is used

to reconstruct and analyze these events.

2.4. Inner Detector

The ATLAS inner detector tracks and detects the routes of the charged particles

and it measures their momenta and primary and secondary vertex positions. The
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Figure 2.3. Detection of particles in the ATLAS detector.

latter helps to identify long-lived particles. The dimensions of the inner detector

are 7 m length and 1.15 m radius. The inner detector tracks the particles above

a transverse momentum (pT ) threshold of 0.5 GeV and covers the pseudorapidity

range of |η| < 2.5. A very good granularity is required to obtain high-precision

measurements. The inner detector is contained in a solenoidal magnet which is 5.3

m in length and 2.5 m in diameter. It provides a 2T magnetic field inside the inner

detector with field lines parallel to the beam axis. The magnetic force bends the

particle trajectories, and the momentum is calculated from the radius of the bending

curvature in the plane perpendicular to beam according to the formula p = qBr, where

p is momentum, q is charge, B is magnetic field and r is the radius of curvature.

There are three components of the inner detector: the pixel detector, the Semi-

conductor Tracker (SCT), and the Transition Radiation Tracker (TRT). (Fig. 2.4).
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At the innermost radii, just around the collision vertex, the pixel detectors are placed.

They have the highest spatial granularity in order to track 1000 particles coming from

the collision every 25 ns. Moving outward in radius, the Semiconductor Tracker is

composed of narrow silicon microstrips instead of small pixels. Each track passes 3

pixel layers and eight strip layers before reaching the TRT. This is the outermost

component of the inner detector and measures 36 space points per track provided by

straw tubes [38, 39] (See Fig. 2.5) .

Figure 2.4. The ATLAS inner detector consists of three main sections; the pixel detec-

tor, the semiconductor tracker and the transition radiation tracker. It is surrounded

by a solenoidal magnet with 5.3 m in length and 2.5 m in diameter.
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Figure 2.5. Structure of the ATLAS barrel inner detector showing the sensors and

structural elements traversed by a charged track of 10 GeV pT in the barrel inner

detector. The radii of the layers in Pixel, SCT and TRT detectors are given.
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2.4.1. Pixel Detector

The pixel detector has a very high granularity in order to make measurements very

close to the collision point. The goal is to measure vertices accurately, determine the

impact parameter of tracks and find long lived particles such as B− hadrons and

τ − leptons. The impact parameter is the perpendicular distance between the initial

line of motion of the particle and source of the electric field. Three high-precision

measurements per track are achieved by 80 million pixel sensors. In each pixel sensor,

150 V high voltage creates an area without free charge carriers called the ”depletion

zone”. When a charged particle passes through this zone, the electrons are excited and

electron-hole pairs are generated. Then the electric field, sources from the depletion

voltage, drives the electrons to readout electrode and induce the signal current [41].

In the barrel region, the pixel layers are positioned on concentric cylinders around

the beam axis. In an endcap, pixel layers are arranged as disks which are set perpen-

dicular to the beam axis. The pixel detector is composed of 3 barrel cylinders and

6 endcap disks. The radii of the barrels are approximately 5 cm, 9 cm, and 12 cm,

where the radii of the disks range from 9 cm to 15 cm. The pixel detector consists

of 1456 modules in the barrel and 288 in the endcaps. Each module, which has di-

mension of 62.4 mm length and 21.4 mm width, contains 46,080 pixel sensors and 16

readout chips. Readout chips store the data while awaiting the trigger decision to

select interesting events. They are radiation hardened to withstand over 10 years of

operation.

2.4.2. Semiconductor Tracker

The SemiConductor Tracker (SCT) is the middle layer of the inner detector and

located between the pixel detector and Transition Radiation Tracker. It measures the

momentum precisely and also helps to determine the impact parameter and the vertex
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position. High-precision measurements are provided by the silicon microstrip sensors

in SCT. Each strip has a size of 6.36 cm2 and includes 780 readout elements. Signal

generation in each microstrip sensor is similar to the pixel sensor. The high voltage

causes the excitation of the electrons, and these electrons are derived to readout

electrode to generate the signal.

The SCT is composed of cylinders in the barrel and disks in the endcaps. The

silicon strips are in four layers of modules in the barrel. Each module contains four

strips, where one pair is mounted on one side and the second pair on the other side.

Therefore each track has to pass eight layers of microstrips. The radius of carbon-

fiber cylinders, where barrel modules are attached, are 30.0 cm, 37.3 cm, 44.7 cm,

and 52.0 cm. The structure of endcap modules are very similar to the barrel modules

and they are mounted on three rings on nine wheels.

2.4.3. Transition Radiation Tracker

The Transition Radiation Tracker (TRT), the outer component of the inner detec-

tor, contributes to the pattern recognition. The TRT is composed of straw detectors

which are parallel to the beam direction in the barrel and which are arranged as

planes perpendicular to the beam axis in the endcap. The straws are 4 mm in di-

ameter, a maximum of 144 cm in length and contain gold-plated W-Re wire with

30 µm diameter. Each straw has a spatial resolution of 170 µm. When a charged

particle crosses the straw, the gas inside is ionized. Then the negative ions move to

the readout electrode in the center due to the existing high voltage of 1500V in the

straw and produce a signal. The signals on the straws make a pattern of ”hits” which

give the path of the particle. The TRT allows electron identification by adding xenon

gas which is used to detect transition-radiation photons created in a radiator between

the straws.

32



In the barrel, the straw detectors are located in modules, where each module

contains 329 to 793 straws. It covers the radial range between 56 to 107 cm. For the

first six layers, the coverage is extended to the crack region while being inactive at

the central region of 80 cm in order to decrease the occupancy. Each endcap consists

of 18 wheels at each side. The radial range of the inner fourteen layers is 64 cm to 103

cm, while the outer four wheels cover the range starting at 48 cm radius. There are

50,000 straws in the barrel TRT and 320,000 in the endcaps. The barrel straws are

divided into two at the center and readout channels are mounted in each end. The

readout channels are placed on the outermost of the radial straws at the endcaps.

Thus the total number of TRT readout channels are 420,000.

The studies from simulated and test beam data on the reconstruction of muons,

electrons and pions as a function of transverse momentum (pT ) and pseudorapidity

show that the expected performance for the ATLAS inner detector meets the require-

ments stated in the ATLAS Technical Design Report [36]. For the high-pT muons in

the barrel, the resolution for 1/pT is 0.34 TeV −1 and the resolution for the transverse

impact parameter is 10 µm. Muons with pT ≥ 1 GeV can be identified with efficiency

of 98% in the barrel and this rate goes up to 99.5% for the high-pT muons over the

full η range. The charge of muons and electrons up to 1 TeV are measured with less

than 1% misidentification probability across the complete η range. For tracks around

5 GeV, the electrons and pions are reconstructed with efficiencies between 70% and

95%. The jet fake rates are less than 1% even in the energy range around 50 GeV.

Pions of mass 0.2 GeV can be reconstructed in the inner detector with approximately

50% efficiency. Electron reconstruction efficiency is high in the barrel, but lower in

the endcap region. Therefore, a calorimeter is needed for better reconstruction of

electrons [42].

33



2.5. Calorimeters

The calorimeter system in the ATLAS experiment is designed to measure the

energy of charged and neutral particles. It has a cylindrical geometry and covers the

pseudorapidity range |η| < 4.9. There are two types of calorimeters used in ATLAS

detector: ElectroMagnetic (EM) calorimeter and hadronic calorimeter (See Figure

2.6).

Figure 2.6. Schematic of the ATLAS Calorimeter System. The electromagnetic barrel

calorimeter is located in the innermost region and surrounded by the hadronic tile

calorimeter. The electronic endcap and hadronic endcap calorimeters are placed in

two sides of the calorimeter. The hadronic forward calorimeter is embedded in the

far ends of the calorimeter system.
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ATLAS utilizes sampling calorimetry consisting of two different materials: sheets

of heavy-material absorber and layers of liquid or solid active material. Lead, steel,

copper and tungsten are used in ATLAS calorimetry to absorb the energy of the

particles. The active materials are made of liquid argon (LAr) or scintillator. When

the particles enter the calorimeter, they interact with the absorbers and generate a

series of interactions. The particle production continues until all the incident particle

energy is absorbed. In the LAr calorimeters, these generated secondary particles

create ionization. Then the negatively charged ions drift through the liquid argon,

are collected on the electrodes, and create an electric signal. In the scintillating

calorimeters, the secondary particles emit the absorbed energy in the form of light,

and this light is absorbed by electronic light sensor such as a photomultiplier tube

(PMT). PMT is a very sensitive light detector that converts individual photons into

multiple electrons using the photoelectric effect phenomenon and measures the current

produced by the photomultiplied electrons.

2.5.1. Electromagnetic Calorimetry

The electromagnetic calorimeter detects all energy from particles which interact

solely via electromagnetic forces such as photons, electrons and positrons. The dom-

inant energy loss is through bremsstrahlung for high energy electrons and positrons

and through pair production for photons. In the EM calorimeter, a multi-GeV elec-

tron may radiate thousands of photons as it makes its way through the detector.

Some of these photons are absorbed in calorimeter through Compton scattering and

the photoelectric effects. The photons carrying more energy than 1.02 MeV create

e+e− pairs. The fast electrons and positrons generated in these processes may, in turn,

lose their energy by radiating more photons, which may create more electron-positron

pairs. (See Fig. 2.7). The result is a shower of thousands of electrons, positrons and
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photons. The shower energy is deposited in the absorber material through ionization.

The number of electrons and positrons, and thus the amount of energy deposited in a

slice of given thickness, initially increases with increasing shower depth. However, as

the shower develops, the average energy of the particles decreases until the energy of

the secondary electrons fall below a critical energy of Ec ≈ 600 MeV/Z. The multipli-

cation stops at this depth which is called ”shower maximum”. The electromagnetic

multiplication process is measured at the scale of the radiation length (X0) [40].

Figure 2.7. Sketch of an EM shower.

The ATLAS electromagnetic calorimeter is contained in three cryostats. A cryo-

stat is a refrigeration device designed to maintain cold temperature. ATLAS cryostats,
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which use liquid argon, cover the calorimeter and keep the system at the desired tem-

perature. The central cryostat contains the electromagnetic barrel calorimeter, and

the two endcap cryostats contain the electromagnetic endcap (EMEC) calorimeters.

Both of the EM calorimeters have an accordion shape geometry, which provides full

coverage in the azimuthal angle, φ as shown in Figure 2.8.

Figure 2.8. The accordion geometry of EM calorimeter.

The EM barrel calorimeter, just around the central solenoid, is divided into two

half barrels. The gap between these two identical half barrels is approximately 4 mm

wide in the center at z=0. One half-barrel covers the positive pseudorapidity region

0 < η < 1.475 (z > 0) and the other covers the negative region (z < 0). Each half-

barrel weights 57 tonnes and has a length of 3.2 m. The inner and outer diameters

of the barrel are 2.8 m and 4 m, respectively.

The EMEC calorimeters are located at the ends of the barrel calorimeter. Each

endcap weights 27 tonnes, and has an inner and outer radius of 330 mm and 2098

mm, respectively. It has two coaxial wheels: the inner wheel which covers the region

1.375 < |η| < 2.5 and the outer wheel which covers 2.5 < |η| < 3.2. The gap between
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the two wheels is 3 mm wide.

The EM calorimeter is a lead-LAr detector which uses lead absorber and LAr

sensing element. In order to keep the uniform performance in energy resolution, the

thickness of the absorber is optimized as a function of η. In the barrel, the absorber

thickness is 1.53 mm at |η| < 0.8 and 1.13 mm at |η| > 0.8. In the endcap, it

has a thickness of 1.7 mm for |η| < 2.5 and 2.2 mm for |η| > 2.5. There are 1024

accordion-shaped absorbers in each half-barrel, and the total thickness of the EM

barrel calorimeter is 22-30 X0 at 0 < |η| < 0.8 and 24-33 X0 at 0.8 < |η| < 1.3. The

endcap contains 768 lead absorbers in the outer wheel where the total thickness is

24-38 X0 and 236 absorbers in the inner wheel where the total thickness is 26-36 X0.

The EM half-barrel is composed of 16 modules. Each module covers the azimuthal

range ∆φ = 360/16 = 22.5◦ and is divided into three layers (samplings) in depth.

The first sampling is composed of strip cells and the second one is made of square

cells (See Fig. 2.9). In the endcap, similar to the barrel, there are three layers in

region 1.5 < |η| < 2.5. However the number of layers is decreased to two in regions

|η| < 1.5 and 2.5 < |η| < 3.2. The number of readout cells in one module is 3424

and 3984 in the half-barrel and endcap, respectively. The size of one cell in the 2nd

sampling is ∆η x ∆φ = 0.025 x 0.025. The granularities and the number of readout

channels varies as a function of η and depth.

The EM calorimeter also contains one separate thin liquid-argon layer, called

the ”presampler”. The presampler is implemented in front of the electromagnetic

calorimeter just behind the inner detector. It is used to correct the energy deposited

in the inner detector. The barrel presampler is composed of 64 identical azimuthal

sectors, each one is 3.1 m long, 0.28 m wide and consists of eight modules of different

size depending on η. The number of sectors in each endcap presampler is 32. The

granularity of the presampler is ∆η x ∆φ = 0.025 x 0.1 in both barrel and endcap.
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Figure 2.9. Sketch of an EM barrel module showing the dimensions of each layer and

the sizes and granularities of the cells in each layer.
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The performance of the EM calorimeter is measured using test beam data, from

which the energy dependence of the electron energy resolution is obtained. When data

is fitted to the function σ/E = a/
√
E + b, the sampling term (a) and the constant

term (b) are calculated: a = 9.0 − 9.5% and b = 0.3 − 0.4% for the barrel, and

a ≈ 10.4% and b ≈ 0.3% for the endcap. The angular resolution of the photons is

parameterized as σ/E = a/
√
E which yields a = 53 mrad

√
GeV in the barrel. The

agreement in resolution between simulation data and the observed data is very good.

[44].

2.5.2. Hadronic Calorimetry

The hadronic calorimeter is designed to measure the energy of the hadrons, parti-

cles that interact via the strong force, such as the proton, neutron, pion and kaon. A

hadronic shower is more complicated than an electromagnetic cascade because of the

inelastic production of the secondary hadrons. When a charged hadron penetrates a

block of matter, it will ionize the atoms of the traversed medium. However, neutral

hadrons do not ionize the traversed medium. For these particles, nuclear reactions

are the only option for losing energy. The secondary particles produced from nuclear

reactions may in turn lose their energy by ionization of the medium and/or induce

new nuclear reactions, thus causing a shower to develop. Since the interaction length

(λ), the scale for the hadronic interaction process, is larger than the radiation length

of the EM shower, the hadronic calorimeter of the ATLAS detector is thicker than

the electromagnetic calorimeter and sits behind. (See Fig. 2.10).

The ATLAS detector contains three kinds of hadronic calorimeter: a tile calorime-

ter, a liquid argon hadronic endcap calorimeter, and a liquid argon forward calorime-

ter.
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Figure 2.10. Sketch of an hadronic shower.

2.5.2.1. Tile Calorimeter

The Tile Calorimeter is positioned outside of the electromagnetic barrel. It is

a sampling calorimeter with a steel absorber and scintillating tiles. These tiles are

read out by PMTs. Its inner and outer radii are 2.28 m and 4.25 m, and it has a

radial depth of 7.4 λ. The tile calorimeter is composed of three parts; a central barrel

covering the range |η| < 1.0 and two extended barrels covering 0.8 < |η| < 1.7. The

68 cm gap between the barrels is used to house cables from the inner detector and

EM calorimeter.

The central tile barrel and extended tile barrel calorimeters are divided into 64

modules in the azimuthal direction. Each module has a wedge shape and covers

the angle ∆Φ ∼= 0.1 radian. Longitudinally, it is segmented in three layers having

length of 1.5, 4.1 and 1.8 λ for barrel and 1.5, 2.6 and 3.3 λ for extended barrel. The
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azimuthal thickness of the outer edge of one module is 9.7 λ at |η| = 0. The tiles

are 3 mm thick and mounted radially and normal to the beam line as seen in Figure

2.11. The granularity of the tile calorimeter is ∆η x ∆φ = 0.1 x 0.1 in the first two

layers and ∆η x ∆φ = 0.2 x 0.1 in the last layer for both central barrel and extended

barrel. The energy dependence of energy resolution for the pions is obtained from

test beam data and parameterized to σ/E = a/
√
E + b yielding a ≈ 70

√
GeV% and

b ≈ 5− 6% [44].

Figure 2.11. Schematic showing one module of the tile calorimeter.
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2.5.2.2. Hadronic Endcap Calorimeter

The two Hadronic Endcap Calorimeters (HEC) are embedded in the endcap

cryostats, behind the EMEC. They cover the pseudorapidity range 1.5 < |η| < 3.2.

HEC is a sampling calorimeter which uses copper as the absorber and liquid argon as

an active material similar to the other ATLAS calorimeter sections. It is divided into

two wheels of 2.3 m outer and 0.475 m inner radius. Each wheel contains 32 identical

modules and these modules are longitudinally segmented in two layers. The front

wheel is made of 25 mm thick 24 copper plates and the outer wheel has 50 mm thick

16 copper plates. The granularity of the HEC calorimeter is ∆η×∆φ = 0.1× 0.1 for

|η| < 2.5 and ∆η ×∆φ = 0.2× 0.2 for |η| > 2.5.

2.5.2.3. Forward Calorimeter

The Forward Calorimeters (FCal), located in the endcap cryostats, help to keep

the uniformity of the calorimeter coverage and to reduce the background radiation.

They are recessed by 1.2 m from the EM calorimeter. Each FCal, which has a length

of 10 λ is divided into three modules. The first module is made of copper for the

electromagnetic interactions. The tungsten was chosen as the absorber material in the

second and the third modules for the hadronic processes since the FCAL is required

to have dense hadronic modules. The active material is liquid argon for all modules

and it fills the gaps between the electrode structure rods and the tubes which the

rods are centered at. The FCal tubes are placed parallel to the beam axis [43]. When

the FCAL is tested in beam tests, the fit σ/E = a + b/
√
E + c/E for the energy

dependence of the energy resolution of the electrons yielded b = 24.5
√
GeV [44].
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2.6. Trigger and Data Acquisition System

The ATLAS Trigger and Data Acquisition System (TDAQ) is responsible for

recording the collision data on permanent storage. As mentioned earlier in this

chapter, the collisions are intended to occur every 25 ns at the design luminosity

of 10−34cm−2s−1 which corresponds to the bunch crossing rate of 40 MHz. However it

is not possible to write the data at this rate, and there is not enough storage for such

huge amount of data. For this reason, the trigger is employed to select interesting

events and decrease the recording rate from 40 MHz to 100 Hz.

The trigger system consists of three levels: Level-1 (L1), Level-2 (L2) and Level-3

(L3). The L3 trigger is also called the Event Filter (EF). L2 and EF are classified as

the High-Level Trigger (HLT). Each trigger level refines the decisions from the pre-

vious level and applies extra selection criteria. The Data Acquisition System (DAQ)

receives and buffers the event data from the detector specific readout electronics.

Moreover, the DAQ is responsible for the configuration, control and the monitoring

of the ATLAS detector. The supervision and operation of the detector hardware,

such as gas systems and power-supply voltages, is provided by the Detector Con-

trol System (DCS). DCS also enables the communication with the DAQ in order to

synchronize the state of the detector with data taking. Furthermore, it handles the

communication between the sub-detectors and other systems which are controlled in-

dependently such as the LHC accelerator, the CERN technical services, the ATLAS

magnets, and the detector safety system. Figure 2.12 shows the block diagram of the

TDAQ system [37, 38].

2.6.1. The Level-1 Trigger

The L1 trigger makes the event selection based on information from the muon

chambers and calorimeters. The L1 Calorimeter trigger (L1Calo) is a pipelined dig-
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Figure 2.12. A block diagram of the TDAQ system is shown. It consists of three

level triggers which reduce the rate from 40 MHz to 100 Hz. The decision time is 2

µs for L1 and < 10 ms for L2.
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ital system with around 7000 analog trigger towers using information from the elec-

tromagnetic and hadronic calorimeters. Each tower has a reduced granularity around

∆η×∆φ = 0.1×0.1 in most parts, and the granularity is larger at higher |η|. L1Calo

searches for high pT electrons, photons, jets, and τ -leptons decaying into hadrons and

also events with large missing and total transverse energy. For electron, photon, and

τ triggers, isolation is another selection criteria. Isolation requires that the energetic

particle must have a minimum angular separation from any significant energy deposit

in the same event. The L1 muon trigger looks for the signals in the muon trigger

chambers. The information from L1 muon and calorimeter triggers are processed by

a Central Trigger Processor (CTP). Then CTP forms the L1 trigger decision for each

event by using the ”trigger menu”. The trigger menu is a list of selection criteria

derived from the physics requirements. Each event is accepted by the trigger if these

requirements are satisfied.

Furthermore, the L1 trigger defines the Regions of Interest (ROI’s) for each event.

ROI’s are the regions of the detector which have interesting features according to the

trigger selection criteria. The ROI data which include coordinates, energy, and types

of signals are used by the HLT.

The L1 trigger decreases the rate from 40 MHz to 100 kHz. The time required to

make the decision for each event is about 2 µs. The detector data are temporarily

stored in the pipeline memories until the L1 decision is available. The pipeline mem-

ories are placed inside custom electronics close to the detector where the radiation

levels are high and access is not easy. The pipeline length is short because of the cost

and reliability. [37].
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2.6.2. The Level-2 Trigger

The events selected by the L1 triggers are transferred to the readout drivers

(RODs) where the digitized signals are formulated as raw data according to the gen-

eral ATLAS rules. Then the readout system (ROS), the first stage of the the DAQ,

receives and temporarily stores the data in Readout Buffers (ROBs).

The L2 trigger accesses the required data in ROBs to make the decision. Even

though L2 has access to the whole detector readout for each event, it uses only a

few percent which are interesting according to the ROI information. Hence the ROI

mechanism helps to decrease the decision time to 1-10 ms per event. The L2 trigger

reduces the event rate to ≈1 kHz.

For electrons and photons, the L2 trigger uses the full detector granularity to

evaluate events. Additionally, it requires a matching high pT charged track in the

inner detector for electrons. The inner detector information is very useful for photons

since they do not have any tracks. For physics channels like H → γγ or G → γγ, the

L2 trigger can require two photons per event which provides extra rejection power

[36].

2.6.3. Event Filter

The third level of the trigger system is the Event Filter. The DAQ moves the L2

selected data from ROBs to EF. During this transfer, the event building is performed.

The event builder collects all the information from one event, which were fragmented

in several ROBs, in a single memory. On the fully-built events, the EF uses offline

algorithms and methods to make the final online selection. Then these events are

moved to the permanent storage at the CERN computing center. The average event

processing time is around four seconds in the third level trigger and it reduces the

output rate to 100 Hz.
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The HLT processing system consists of computing farms which are connected each

other via very fast network. During 2010 data taking, HLT farms was composed of

1100 computing nodes. The 800 nodes were configurable to be used in either L2

or EF triggers and the rest was reserved for EF trigger. Each node contains eight

processors with 2.4 GHz speed. The number of nodes per L2 and EF are planned to

be increased to 500 and 1800, respectively, to meet the need when LHC is running at

designed luminosity.

2.7. Summary

I used the data collected by the ATLAS detector for the analysis presented in

this dissertation. The ATLAS detector records the physics events produced from the

collision of two proton beams accelerated in the Large Hadron Collider. I shortly

described the design of the LHC. Then I gave general information about the ATLAS

detector and its components. Since my analysis depends on the diphoton events, I

explained in detail the ATLAS electromagnetic calorimeter where the photons deposit

their energy. I also described the hadronic calorimeter which is used for the Emiss
T

reconstruction (See Sec. 1.3.3). Finally, I discussed the Trigger and Data Acquisition

system responsible for recording the ATLAS data in permanent storage.
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Chapter 3

RECONSTRUCTION AND PARTICLE IDENTIFICATION

3.1. Introduction

This chapter will discuss the reconstruction and identification of photons and

missing transverse energy (Emiss
T ) relevant to this thesis. The reconstruction is the

process of combining the information obtained from the subdetectors of ATLAS for

each particle. It yields information about candidate photons, electrons, muons, tau-

leptons, K0s, jets, Emiss
T , and primary vertices for each event.

The identification of particles is possible based on the information stored in the

reconstructed data. The identification aims to select the signal events from the back-

ground. It is important to understand signal reconstruction efficiency and background

rejection while analyzing the data recorded in the ATLAS detector.

In the following sections, I will first introduce the calorimeter reconstruction,

then I will explain the photon reconstruction and identification. Later, I will present

the expected performance of the ATLAS calorimeter at
√
s = 14 TeV for high pT

photons, which is published in 2008. At the end, I will define the Emiss
T reconstruction

algorithm.

3.2. Calorimeter Reconstruction

The calorimeter reconstruction proceeds in three steps. In the first step, the

digitized RAW data, which are written on the ATLAS storage by the TDAQ system,

are taken as input to the ATLAS Athena Reconstruction Software. Athena is a
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common framework used by the ATLAS experiment for simulation, reconstruction,

and analysis (See Section 4.2). The RAW data contains the information from all

calorimeter cells like energy, time and signal quality. This information is used to create

objects called LArRawChannel and TileRawChannel. In the next step, corrections

are applied to the cell quantities. The corrected cell data build the object called

CaloCell which provides calibrated energy and time. All of the CaloCell information

for each event is stored in the form of Event Summary Data (ESD). Then Analysis

Object Data (AOD) are derived from ESD. The AOD is the summary of the ESD

and has a smaller size, so it’s easier to store the AOD files.

The last step of reconstruction is calorimeter clustering. The cluster is a group

of cells that contains the energy of the incoming particle. The energy of the particle

is mostly deposited in many cells, not just one. The object CaloCluster collects the

information from all these CaloCells. The CaloCluster data are also written on the

ESD and AOD. There are two kinds of algorithms used to build calorimeter clusters:

Sliding-Window Clustering and Topological Clustering.[45, 46]

3.2.1. Sliding-Window Clustering Algorithm

The electromagnetic calorimeter clusters can be reconstructed with the sliding-

window clustering algorithm. This algorithm uses the CaloCells of the EM calorimeter

within the region |η| < 2.5. It is employed to reconstruct the egamma objects which

are the electrons and photons. While building EM clusters, the sliding-window al-

gorithm searches for a region in η − φ space of the EM calorimeter in which the

maximum total energy is deposited. This algorithm has three steps: tower building,

pre-cluster (seed) finding and cluster filling. The EM barrel and endcap calorimeters

are divided into a grid of Nη ×Nφ elements of size ∆η ×∆φ = 0.025× 0.025. In the

first step, the tower energy for each element is calculated. The tower energy of one
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element is the sum of the energy of all cells in all calorimeter layers which overlap

in the η − φ plane. The information about each tower is stored in the CaloTower

object. In the next step, a window of fixed size is moved through the calorimeter

while calculating the window transverse energy. The window transverse energy is the

sum of the tower energies in one window. The size of the windows in an EM clusters

is Nwindow
η ×Nwindow

φ = 5× 5. The size of the window is defined in units of the tower

size which is ∆η × ∆φ = 0.025 × 0.025 for EM cluster. If the window transverse

energy is larger than the threshold energy (Ethresh
T = 3 GeV), a pre-cluster is formed

for this window. The position of the pre-cluster is determined by using a smaller

window (Npos
η × Npos

φ = 3 × 3) around the current position. If the positions of two

clusters are closer than the distance ∆ηdupl × ∆φdupl = 2 × 2, one of the duplicate

cluster with the lower energy is removed. In the last step of the algorithm, the final

EM cluster is formed. The position of the pre-cluster is accepted as the seed of the

final cluster, and the EM cluster is filled with cells located in the rectangle (3 × 5,

3× 7, or 5× 5) which is centered at the seed position.

3.2.2. Topological Clustering Algorithm

Topological clustering is used for the Emiss
T and jet reconstruction. This algorithm

groups the cells depending on their neighboring relations and significance of their

energy content relative to the expected noise. The noise in the calorimeter cells stems

from two factors: electronics and pileup. The term pileup refers to the presence of

multiple pp collisions within the same bunch crossing. The number of the cells in

topological clusters varies. This is the main difference between the topological and

fixed size sliding-window clustering. The topological clustering starts with a seed

cell which has the energy significance (signal to noise ratio) above a large threshold

(tseed). Then neighboring cells having energy significance above the low threshold
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(tcell) are added to the cluster. If the significance of any neighboring cell is above

the medium threshold (tneighbor), this cell is added to the cluster. The topological

clustering algorithm uses three neighboring definitions. The first one contains the

eight neighboring cells around the seed cell in the same layer of the calorimeter. The

second neighboring definition includes the cells in the adjacent layers of the current

calorimeter which partially overlap with the seed cell in the η−φ plane, but excludes

the adjacent layer if it is located in the other calorimeter. The third one can contain

the neighboring cells of adjacent layers from the other calorimeter.

There are two types of topological clusters which are called EM 633 and HAD

420. They are named after the thresholds on the energy significance. The EM 633

clusters use only the EM calorimeter information and energy significance thresholds

are defined as tseed = 6, tseed = 3 and tseed = 3. The HAD 420 clusters can use both

electromagnetic and hadronic calorimeters and the thresholds are given as tseed = 4,

tseed = 2 and tseed = 0. The HAD 420 topological clusters are widely used and

validated in ATLAS, and EM 633 is used in detector monitoring.

3.3. Photon reconstruction

The photons are reconstructed using the electromagnetic clusters built with the

sliding-window algorithm. In the reconstruction process, a loose cut on the transverse

energy observed in the hadronic calorimeters, Ehad
T /ET < 0.2, is applied in order to

decrease the number of photon candidates to be stored in AOD files. The egamma

identification is also applied during the reconstruction. This identification depends

on the shape of the particle showers. The electromagnetic shower shape variables are

calculated around the barycenter of the shower which varies for each sampling (layer).

Moreover, the vertex matching to cluster is performed to be able to distinguish

converted photons. The converted photon is an object that is initially registered as an
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electron, since it is associated with at least one track in the inner detector. Meanwhile,

the unconverted photons do not have any tracks. The vertex matching proceeds as

follows. The vertex for the converted photon candidate is reconstructed, and then

the tracks originating from this vertex are extrapolated to the second sampling of the

EM calorimeter. If the track and the cluster are close to each other, the vertex is

accepted and matched to the cluster, and the object is converted to the photon. [47].

Several corrections are made to the cluster energy. Initially, the cluster energy is

corrected for the η×φ modifications of the calorimeter response and the leaks outside

the cluster in a given window. Additionally, the cluster energy is corrected for the

energy losses between barrel and endcap calorimeters using the crack scintillators.

Also, the η × φ positions are corrected for geometrical effects.

3.4. Photon Identification

The photon identification aims to distinguish photons from the background objects

like jets and pions. Among many identification tools, I used the cut based photon

identification method which selects the photons by placing requirements on certain

parameters. Since the shape of the showers in the calorimeter is the discriminating

factor, a subset of the shower shape variables are used for photon identification [48]:

• ET,had1: transverse energy (ET ) in the first sampling of the hadronic calorimeter

behind the cluster

• ET,had: ET in the hadronic calorimeter behind the cluster

• Rhad1 = ET,had1/ET : The ratio of ET in the first sampling of the hadronic

calorimeters behind the cluster to the ET of the EM cluster.

• Rhad = ET,had/ET : The ratio of ET in the hadronic calorimeters behind the

cluster to the ET of the EM cluster.
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• Reta(37) = E237/E277: The ratio of the transverse energy deposited in the

second sampling of EM calorimeter in a window of size 3×7 compared to size

7×7 (in cell units η × φ).

• wη2: The width of the energy distribution in η in the second sampling of the

EM calorimeter.

• E233/E237: The ratio of the transverse energy deposited in the second sampling

of EM calorimeter in a window of size 3×3 over 3×7 (in cell units η × φ).

• wtots1: The shower width determined in a window corresponding to the cluster

size in the first sampling of the EM calorimeter.

• wη1: The shower width determined using ±1 strip around the one with the

maximal energy deposit in the first sampling of the EM calorimeter.

• fracs1: The shower shape in the shower core : E(±3)−E(±1)]/E(±1), where

E(±n) is the energy in ± n strips around the strip with highest energy in the

first sampling of the EM calorimeter.

• f1: The ratio of the energy reconstructed in all strips belonging to the cluster

in the first sampling to the total energy reconstructed in the electromagnetic

calorimeter cluster.

• e2tsts1: The energy of the cell corresponding to second energy maximum in the

first sampling of the EM calorimeter.

• emins1: The energy reconstructed in the strip with the minimal value between

the first and second maximum in the first sampling of the EM calorimeter.

• ∆E = e2tsts1− emins1

• ∆Emax2 = e2tsts1/(1+ 9(5)× 10−3ET ) where the constant value 9 (5) refers to

low (high) luminosity.
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The cut based photon identification has evolved in time. Initially there was one

standard identification tool used for both photons and electrons, called ”isEM ”. The

isEM was a flag that consisted of a set of bits. Each bit corresponded to one or

more isEM cuts. If one egamma candidate passed one set of cuts, the corresponding

isEM bit was set to zero. If the egamma candidate passed all isEM cuts, then the

isEM flag was set zero (isEM == 0) [49, 50]. Later, in Athena Release 12, the

photon and electron identification were separated. For photons, the isEM flag was

kept, but the original isEM cuts were replaced with the three sets of identification

cuts (tune1, tune2, tune3 ) [51]. For each set of cuts, a bit in isEM is defined. I used

the tune1 cuts, very similar to the original isEM cuts, in my RS Graviton Study

at
√
s = 14 TeV. The photon identification is developed more in Release 13 and in

higher releases. The photons are categorized as ”loose or tight” according to the sets

of cuts on shower shapes variables [52]. For the Parameter Scan Study in Athena

Release 14, I used the tight photon identification which is accepted as the default

isEM selection. I used the loose photon criteria in Universal Extra Dimension Study

and RS Graviton Research at
√
s = 7 TeV while analyzing the real data in Release 15.

The only four shower shape variables are used in loose photon identification: Rhad1,

Rhad, Reta and wη2.

This new photon identification is optimized for isolated photons. The isolation is

a method used for separating a photon which is a decay product of massive particles

like a W boson or a graviton from photons associated with jets. The isolation variable

is the sum of the transverse energy deposited in the EM and HAD calorimeter in a

cone around the photon candidate. Depending on the size of the cone, there are

several isolation parameters calculated and stored during reconstruction. I list the

ones used in my thesis below:

• E45
T : transverse energy in a cone with half-opening angle ∆R = 0.45
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• E20
T : transverse energy in a cone with half-opening angle ∆R = 0.20

• Ecorr
T35 : transverse energy in a cone with half-opening angle ∆R = 0.35 which also

includes the pT and Energy Density (ED) corrections. The pT corrections are

computed as a function of η and cone size. The ED corrections are calculated

from the contribution to the cone from underlying event and/or pileup. This

estimated contribution is subtracted from the normal cone. The two hardest

jets in the event are ignored when finding the median energy density for the η

bin containing the photon [94].

3.5. Expected Performance of the ATLAS Calorimeter for High pT

Photons at
√
s = 14 TeV

The identification of photons has largely been developed in studies for H → γγ

and its backgrounds. The typical momenta of these photons are far below that for

photons from a typical heavy exotic resonance. The high pT photon efficiency and

fake rate were tested to support a high mass G → γγ search. The performance

of photon identification cuts (tune1 ), which are optimized for low pT photons, are

also tested for high pT photons. One MC signal sample MG = 500 GeV/c2 and two

dijet samples with pT = 280-560 GeV/c and pT = 560-1120 GeV/c are employed

for these tests (See Section 5.2.4.1). This section summarizes the estimates of the

γ efficiency and the γ fake rate, and the optimization of the isolation requirement.

The results of this study are used in the RS Graviton analysis at
√
s = 14 TeV. The

expected performance of the ATLAS calorimeter for high pT photons at
√
s = 14 TeV

is included in the book published by CERN in 2008 [53].
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3.5.1. Efficiency and Fake Rate Definitions

The efficiency for photons is calculated by matching true photons from the gravi-

ton sample to reconstructed photons within ∆R(=
√

∆η2 +∆φ2) < 0.2. The gravi-

ton samples are used in order to reach the energy range needed, as well as to determine

the efficiency in physics events as opposed to single particle events.

The jet-to-photon fake rate has been calculated as the ratio of the number of fake

photons to the number of truth jets as a function of pT . Truth jets are reconstructed

by running the jet finding algorithms on the generator level information. A jet is said

to be misidentified as a photon when a truth jet is within ∆R < 0.2 of a reconstructed

photon. This rate is calculated after removal of reconstructed photons which have a

matching truth photon. If a jet is within ∆R < 0.2 of an isolated true photon it is

then marked as a photon in the truth container.

3.5.2. Isolation Optimization

We optimized the isolation cut since a flat cut causes low efficiency at high pT as

seen in Figure 3.1. We used the isolation variable E45
T in this study. To optimize the

isolation cut which would produce a more constant efficiency as a function of pT , we

employed a multivariate approach based on cut optimization [54]. This method was

used to determine the E45
T cut that would give the the optimum efficiency and rejection

for each pT range. This data was then fit to a line to determine the pT -dependent

selection: E45
T < 15 GeV/c + 0.007 ∗ pγT (see Fig. 3.2).

3.5.3. Efficiency and Fake Rate Measurements

The optimized isolation requirement leads to a small inefficiency of 0.1% for barrel

photons, and it causes a 5% drop at 200 GeV/c in endcap efficiency as seen in Figure

3.3. The efficiencies for MG = 500 GeV/c2 in the barrel and endcap are listed in
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Figure 3.1. Photon efficiency of the MG = 500 GeV/c2 graviton vs. pT for barrel

(left) and endcap (right) without isolation and with a flat isolation cut of 10 GeV/c.
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Figure 3.2. Optimized E45
T isolation cut as a function of pT in barrel.
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Table 3.1. Our definition of barrel and endcap photons are photons where |η| < 1.37

and 1.52 < |η| < 2.37 respectively. In the pT range of 200− 300 GeV/c, the rejection

was increased by a factor of 4 and 9 in the barrel and endcap, respectively. This is

shown in Figure 3.4. Table 3.2 provides the measured rejection rates in the barrel

and endcap using the two dijet samples.
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Figure 3.3. Photon efficiency for 500 GeV/c2 graviton vs. pT for barrel (left) and

endcap (right) without photon identification cuts, with photon identification cuts and

with identification + isolation cuts.

Table 3.1. Photon reconstruction efficiencies for graviton sample (MG = 500 GeV/c2)

without photon identification cuts, with photon identification cuts and with identifi-

cation + isolation cuts.

Cut ǫbarrel ǫendcap

no photon identification 0.898± 0.003 0.775± 0.007

with photon identification 0.835± 0.004 0.699± 0.007

with photon identification + isolation 0.835± 0.004 0.640± 0.008
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Figure 3.4. Photon rejection for binned dijet samples in the barrel (left) and endcap

(right) calorimeters.

Table 3.2. Photon rejection rates obtained from photon candidates matching true

jets in dijet samples. These rates are shown with photon identification selection and

with photon identification and isolation selections.

Region fPhID(×103) fPhID+iso(×103)

barrel 1.55± 0.05 6.59± 0.5

endcap 0.84± 0.04 7.66± 1.1
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3.6. Emiss
T reconstruction

The Emiss
T [55, 56] is reconstructed from the HAD 420 topological clusters with

|η| < 4.5 (See Sec. 3.2.2). It is the vector sum of the transverse energy of the

topological clusters:

Emiss
T =

√

(
∑

i

−Ex,i)2 + (
∑

i

−Ey,i)2 , Ex,i = Eicos(φi)sin(θi) andEy,i = Eisin(φi)sin(θi)

(3.1)

where i refers to the individual topological cluster, Ei is the energy of the ith cluster

and φi and θi are the azimuthal and polar angles of the ith cluster, respectively.

In this Emiss
T reconstruction, the information from the muon spectrometer is not

included. Moreover, the Local Hadron Calibration method [57] is employed for the

energy correction in topological clusters. It firstly classifies the cluster as electromag-

netic or hadronic depending on the particle shower type. If it is hadronic, one extra

correction is applied for the invisible or escaped energy. Then the clusters, EM or

hadronic, are corrected for the discarded energy caused by the noise thresholds in

the topological clustering algorithm. Lastly, the Local Hadron Calibration method

corrects for the energy loss in dead material which is outside the active calorimeter

region.

3.7. Other Event Selection Criteria used in UED and RS Graviton

Analyses

Besides photon identification and isolation, there are a few more criteria used in

the selection of diphoton events for the UED and RS Graviton search.

Primary Vertex (PV): The events are required to have at least one recon-

structed primary vertex consistent with the average beam spot position and have at

least three associated tracks and a z position satisfying PVz < 150 mm.
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Object Quality (OQ): The object quality is related to dead optical transmitters

in the readout chain of the EM calorimeter. The Object Quality maps are created

which include two dimensional η× φ histograms showing if an egamma cluster has a

cell in the problematic region. The event is rejected if any of the two most energetic

photon clusters fail this requirement. The MC samples used in UED and RS Graviton

Analysis at
√
s = 7 TeV are processed using the object quality map for Run 155228

[58, 59].

η cuts: Only the photons in the acceptance of the EM calorimeter, where they

can be well measured, are included in the analyses presented in this thesis. The ac-

ceptance of the EM calorimeter is defined as η < 2.37. The photons in the transition

(crack) region between the barrel and endcap, 1.37 < |η| < 1.52, are excluded. The

ηS2 variable, which is the η of the cluster in the second sampling of the EM calorime-

ter, is preferred in studies at
√
s = 7 TeV. The selected acceptance range slightly

differs between the analyses. The acceptance on the presampler, |ηS2| < 1.81, is used

for the UED analysis since the systematics beyond this region were not completely

understood during initial data taking. I will give the exact η selection cuts in each of

my analyses in the associated sections.

ET and pT : The cut on the transverse energy of the the EM cluster and the

transverse momentum are used to reject the low energy photons which are mostly

background to the signal.

Emiss
T : This is a distinguishing variable for the UED analysis and used to reduce

the background events.

Jet/Emiss
T cleaning: The ATLAS jet/Emiss

T group made several recommenda-

tions for the 2010 data in order to reject events which are not coming from proton-

proton collisions and also keep the good quality of the reconstructed jets and Emiss
T .

First, the jets with pT < 10 GeV should not be included in analysis. The jets can
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be mis-reconstructed as a result of hardware problems, LHC beam conditions, and

cosmic-ray showers. There are two types of mis-reconstructed jets: bad and ugly jets.

The bad jets do not originate from the in-time real energy depositions. The ugly jets

have the real energy depositions in the calorimeter, but the energy measurements is

not accurate in the shower region. The optimized jet cleaning cuts are listed in AT-

LAS jet/Emiss
T group documentation [60, 61]. These cuts help to remove the tails of

the Emiss
T distributions where the mis-reconstructed jets may line up with the Emiss

T .

3.8. Summary

Calorimeter reconstruction is very important for my research which is totally de-

pendent on the photons. The photons deposit their energy in the electromagnetic

calorimeter. Moreover Emiss
T is calculated by including the hadronic calorimeter in-

formation. In this chapter, I described the CaloCell and CaloCluster objects used

in the photon and Emiss
T reconstructions. The two clustering algorithms were sum-

marized. Then I discussed the photon identification tools used while selecting the

candidate events. The extra event selection criteria like jet/Emiss
T cleaning, Object

Quality and Primary Vertex were also introduced.

Moreover, I summarized my study to measure the expected performance of the

ATLAS calorimeter for the high pT photons at the
√
s = 14 TeV. This analysis was

performed to support high mass G → γγ search (See Sec. 3.5). I calculated the photon

reconstruction efficiency and jet-to-photon rejection rate. The isolation selection used

to separate signal and background was optimized for high pT photons. The results

were documented in refereed ATLAS Note [53].
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Chapter 4

MONITORING AND COMPUTING

4.1. Monitoring

In this section, I will briefly explain the ATLAS Online Monitoring System and

Calorimeter Monitoring software. During my doctoral research, I contributed to the

development of the LAr Shifter Panel, which is a part of Online Monitoring, and the

Calorimeter Monitoring software package. Both of them are built using the C++

object oriented programming language, and perform in Athena framework (See Sec.

4.2).

4.1.1. LAr Shifter Panel

The ATLAS TDAQ system (See Sec. 2.6) and sub-detectors are monitored reg-

ularly in order to verify the good quality of the data that are sent to permanent

storage. The Online Monitoring system is responsible for routing, transporting and

managing different data types like event fragments, scalars and histograms. There

are several online services monitoring the following; general information, histograms,

messages and errors. The Information Service (IS) provides sharing general informa-

tion between the software applications in the distributed environment. The Online

Histogramming (OH) allows keep access to the histogram data which are based on

the IS. The Message Reporting System (MRS) transports debug information, warn-

ing and error messages among the TDAQ software applications and other related

processes. Moreover the monitoring facility, Gatherer, is employed to complete the
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monitoring tasks. The Gatherer collects and sums up similar monitoring general in-

formation or histograms produced by the online distributed processes. It uses IS and

OH to collect and publish this monitoring information [62, 63].

In order to allow a fast and user friendly control on the ATLAS TDAQ system, the

graphical interfaces like IS Monitor and OHPresenter are employed. The IS Monitor

displays the content of the IS, and OHP is designed to browse and view the histograms

using ROOT, an object oriented data analysis framework (See Sec. 5.2.2). Another

important software component of TDAQ is the Integrated Graphical User Interface

(IGUI). The ATLAS IGUI allows the operator to control and monitor the status of

the current data taking session in terms of run parameters, detector configuration

and state of the TDAQ subsystems. Most of the other online monitoring services

can be reached from IGUI. The TDAQ IGUI consists of three sections as presented

in Figure 4.1. The left section is the run control panel which shows the state of the

system and also the summary of run information. The bottom section is the MRS

window which displays important messages coming from the TDAQ applications. The

top right section contains multiple tabs like Run Control, Run Parameter, TileCal,

LArTrigger, LArOnlineMonitor, LAr Shifter. The TDAQ IGUI software is written in

the Java computing language.

The LAr Shifter Panel is designed to run with the TDAQ IGUI to take calibration

runs for the Liquid Argon Calorimeter. The calibration runs are used to convert

the measured electronic signals to an estimate of energy. There are three types of

calibration runs: pedestal, ramp and delay. The pedestal run is taken when there

is no input signal. The readings from the detector define the offset, noise and noise

autocorrelation. The ramp run is taken while different input current signals are

injected. The gain and slope for these signals are measured. The delay run is taken

when a signal with one single amplitude is injected. The pulse is shifted by steps of
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Figure 4.1. The TDAQ IGUI and the LAr Shifter Panel. It consists of three sections.

The left is run control and bottom is MRS window. The top right includes multiple

tabs which can open several calorimeter monitoring panels on the right. In the figure,

the LAr Shifter Panel is displayed after 2006 update. The LAr monitoring tools are

implemented and the panel is redesigned to give a simple and user-friendly look.
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a nanosecond in order to reconstruct the calibration pulse shape. The information

from three runs are combined to calculate the calibration constants [64, 65]. Each

calibration run is taken in three gains; low, medium and high with relative scales of

approximately 1, 10 and 100, respectively. The signal is amplified by the factor of gain

scale which is determined by the selection mechanism built in Front-End Boards of

the LAr calorimeter [66]. LAr Shifter Panel also allowed to set the number of samples

before the run taking. However it was missing a very important functionality: access

to the LAr Monitoring Tools.

The LAr Monitoring Tools are contained in the LArMonTools software package.

It was developed to monitor the LAr calorimetry using low level hardware quantities

during. It consists of several monitoring tools like FEBMon, SingleDac, OddCellMon

and WaveMon. FEBMon is used for monitoring the Front-End Boards, SingleDacMon

is used for the runs which are taken with fixed pulse height and timing, OddCellMon

for the cells which have the initial sample of the high energy digits that exceeds

a value greater than three times the calibrated pedestal level, and WaveMon is for

monitoring the channels where calibration wave forms, used for deriving the physics

waveform, are reconstructed [67, 68].

In 2006, I updated the LAr Shifter Panel with another SMU graduate student,

Yuriy Ilchenko, upon the request of the TDAQ IGUI experts. I was responsible for

implementing the monitoring tools to the panel. Before starting to add monitoring

tools, we firstly had to redesign the panel. The old panel was very crowded and

disorganized and adding new configuration options would make it more confused. We

simplified the look by using the pop-up boxes for the selection of detector region,

run type, gain, and number of samples. Then I implemented the monitoring tools

to the panel and added buttons for choosing one of the them: FEBMon, SingleDac,

OddCellMon and WaveMon. The new panel became more user-friendly and it is
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easier to add new tools if needed. Figure 4.1 shows the panel after the mentioned

updates. This panel is used by the shifters since 2006 and onward and became the

basis for further improvements [69].

4.1.2. Calorimeter Monitoring

In order to monitor the LAr and Tile calorimeters at the full reconstruction level

during the Cosmic running and first collisions, the CaloMonitoring software packages

is created. The goal is using this package for providing input assessment algorithms

that will give fast feedback on the cells and clusters/towers at all steps of data taking

like cosmic ray signals, single beams and collisions. There are several tools looking

at reconstructed cells, towers and clusters.

In 2008, I worked on the update of CaloCellVecMon and CaloClusterVecMon

tools which monitor the properties of calorimeter cells and clusters using the set of

histograms, respectively. The scripts of these tools are written with ROOT (See

Sec. 5.2.2). For effective presentation, I re-grouped the pop-up menus which allow to

choose the variable to display in both tools. I have fixed the broken buttons and added

new buttons to draw the requested plots. After the update, CaloClusterVecMon shows

the energy, η, φ distributions for various calorimeter regions and energy thresholds,

and CaloCellVecMon displays the energy and timing related quantities for various

calorimeter levels, regions and energy thresholds. The module for drawing all the

available plots also became usable. Moreover, I updated both ROOT macros to be

able to cope with the new filing system in ROOT NTUPLEs which contains the

reconstructed data. The Calo Monitoring software is tested during the two Full Dress

Rehearsal’s in 2008 (FDR08). Figure 4.2 shows the average cell energy vs (η, φ)

in EM second layer above 1000 MeV energy (left) and energy of clusters in EM

barrel (right) for FDR08 Run1 52295 [70]. This software allowed wide use of Calo
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Monitoring tools which themselves are important part of the ATLAS shifts like LAr,

Tile, CaloMonitoring and Jet/Emiss
T .

Figure 4.2. Calorimeter monitoring plots.The average cell energy vs (η, φ) in EM

second layer above 1000 MeV energy (left) and energy of clusters in EM barrel (right)

for FDR08 Run 52295.

4.2. Computing

Computing is very important for the ATLAS experiment. The computing system

must be able to store and manage the huge amount of data which ATLAS will record.

Depending on the bunch crossing rate of 40 MHz at the design luminosity, ATLAS

will write up to 10 PBytes of data each year for the next 10 years of the run. There-

fore data storage and data access are critical issues for the experiment. Particularly

the international distribution of data to collaborators all over the world should be

provided. Furthermore, to be able to analyze these petabytes of data, thousands of

very powerful computers, which are also accessible by the users, are needed. The

ATLAS computing model is structured to meet these requirements. It embraces the
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”grid” computing which refers to the combination of computer resources for running

one task. A high degree of decentralization and sharing of computer resources are the

key factors. In order to reach the required level of computer resources, the off-site

facilities built in various countries are vital to the operation of ATLAS.

ATLAS has used an object-oriented model for the computing software. This model

is based on C++ programming language integrated with FORTRAN and Java. A

common framework, Athena, is designed for a wide range of physics data processing

applications like detector read-out, simulation, reconstruction, event display and anal-

ysis. Athena is composed of software interactive packages called components which

operate different algorithms [71, 72, 73].

In the next two subsections, two components of ATLAS Computing, Distributed

Computing and ATLAS Distributed Analysis, are described. These are the systems

of ATLAS which I worked for few years. The details about my work are also given

below.

4.2.1. ATLAS Distributed Computing

The ATLAS Distributed Computing (ADC) has a hierarchical structure organized

in Tiers. The raw data, accepted by the trigger system, are primarily processed and

archived at a Tier-0 facility based at CERN. Tier-0 distributes the raw and derived

data to 10 Tier-1 facilities located around the world. These Tier-1’s archive the

raw data and provide the capacity for re-processing when needed. They also enable

scheduled analysis of the processed data by physics analysis groups. These derived

data are copied to the Tier-2 facilities. Each Tier-1 has a group of Tier-2 sites which

form a cloud according to their geographical locations. There are more than 35 Tier-2

centers in ATLAS. They allow user analysis and provide simulation capacity. Some

Tier-2 facilities provide the capacity to produce calibrations based on processing raw
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data. A scheme of this ATLAS Tier cloud model is shown in Figure 4.3. Tier-3

centers are smaller university-based farms giving the additional computer resources

for user analyses, simulation jobs and local storage [74, 75].

These computing resources are contained in three large grid Infrastructures: En-

abling Grids for E-SciencE (EGEE) in most of Europe, Canada and Far East, Open

Science Grid (OSG) in the United States and NorduGrid in Scandinavia and a few

other countries. The LHC Computing Grid Project (LCG) is established by CERN to

allow access to the three grid infrastructures from LHC experiments using centralized

systems. In order to enable automatic distribution and processing of a large amount

of data in LCG grid, a complex set of tools and distributed services are deployed

by ATLAS. These components of ADC are monitored continuously by a distributed

team of shifters.

In Spring 2010, I took Comp@P1 shifts, one of the main ADC shifts. The

Comp@P1 shifts are carried out in the main ATLAS Control Room. The respon-

sibilities of Comp@P1 shifters are monitoring merge, reconstruction, and transport

of all raw and processed data at Tier-0, functionality and integrity of ATLAS IT

services at CERN, export of collision data from Tier-0 to Tier-1’s, export of muon

calibration data from Tier-0 to the calibration center at selected Tier-2’s, and report-

ing problems and contacting sites and experts. I was on shift in the ATLAS Control

Room on Tuesday afternoon at 13:06 CEST, March 30th, 2010 which was the first

time the LHC achieved 7 TeV collisions and the ATLAS recorded collision events at

this energy. This was the world-record. [76].

4.2.2. ATLAS Distributed Analysis

The Distributed Analysis System (DA) is a component of ADC which allows each

user from the ATLAS collaboration to run analysis jobs on the large collision or
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Figure 4.3. A scheme of ATLAS Tier cloud model. There are one Tier-0 and ten

Tier-1 centers. Brookhaven National Laboratory (BNL) is a Tier-1 center of United

States. It is associated with many Tier-2 and Tier-3 centers located in the different

regions of the country. The distributed computing resources in United States which

are centered at BNL are part of the Open Science Grid (OSG). The access to the

data and computing power of the OSG is available via the two tools called PanDA

and GANGA. PanDA is developed by the BNL distributed computing team.
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simulation data using the grid computing power. The users can submit jobs from any

location while processing takes place at remote sites. The DA splits a large analysis

job into smaller sub-jobs and distribute them to the many computers of the grid

system in order to decrease the job run time.

The DA system is composed of three main elements: frontends, backends and

grids. Figure 4.4 shows the typical analysis workflow in the ATLAS DA environment.

The frontends are user interfaces designed to prepare and submit analysis jobs. The

jobs are firstly submitted to backends which are workload management systems. The

backends are responsible for splitting the large jobs into smaller ones and sending them

to the available computer nodes in one of the grids. There are three computer grids

(OSG, EGEE, and NorduGrid) as mentioned above. The backends also have three

types: the Production and Distributed Analysis System (PanDA), the Lightweight

Middleware for Grid Computing Workload Management System (gLite WMS), and

the Advance Resource Connector (ARC). There are two kinds of frontends: Pathena

(PanDA Client) and GANGA. Pathena is a python script to enable job submission

to PanDA. It has a simple and straightforward command line interface, compatible

with the ATLAS analysis software, Athena. After the job is submitted to PanDA,

it can be monitored either by command line interface or Panda Monitor web-site.

PanDA is initially designed to distribute the jobs over OSG, but now it is capable

of sending to EGEE and ARC grids. GANGA is the other powerful frontend which

allows users to submit jobs to any backends. It provides command line interface and

also graphical user interface between the user and grid infrastructure. The GANGA

graphical user interface assists with the job building and provides information displays

for job monitoring. It is also possible to monitor the jobs via command line interface

[77].
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Figure 4.4. ATLAS Distributed analysis workflow.

In order to provide an efficient distributed analysis in ATLAS, commissioning and

maintaining the sites are necessary. HammerCloud is a tool to achieve this goal by

sending automated distributed test jobs to all sites. The HammerCloud framework

defines, submits and monitors the two types of grid tests: stress tests and functional

tests. Stress tests are large scale tests meant to verify the behavior of sites under

heavy load. Functional tests are light tests running at each site with high frequency

to ensure that the site functionalities are available at all times. The result of these

tests are displayed on the HammerCloud web-site. Depending on the outcome from

the functional tests, the sites failing the tests are blacklisted. The functional tests help

to identify systematic or temporary site failures quickly and helps to keep effective

distribution of the workload on the available resources. The Figure 4.5 shows the

example output from a HammerCloud test [78, 79].
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Figure 4.5. Example output from a HammerCloud test. In this test, 600 jobs, which

contains 20,000 files and 50 million events, are processed in 12 sites under 24 hours.

The pie charts on the left show the test efficiencies for all sites and for three individual

sites. The turquoise, green and red represent the completed, running and failed jobs.

The overall efficiency of 12 sites is 85%. The left plots shows the CPU usage and the

corresponding event rate.
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In Spring 2009, I worked on the HammerCloud grid testing. One of the four

test jobs planned to be employed in stress tests was my graviton analysis jobs which

are run with HighPTV iew(HPTV ) package (See Sec. 5.2.2. During the STEP09

HammerCloud Stress Testing in June 2009, a significant percentage of the graviton

analysis jobs which are submitted by GANGA failed while running on large simulation

data, whereas PanDA jobs succeeded. I investigated the problem with SMU local

machines and found that memory usage increases in time as seen in Figure 4.6. I

identified the memory leak caused by the large output files produced by HPTV . I

fixed the HPTV package by reducing the output file size and splitting the test jobs

into more sub jobs to alter the memory leak and continue on STEP09 stress testing.

This exposed a weakness in GANGA was then addressed by experts to be able to

deal with large output files by reconfiguring GANGA. Moreover, I also monitored

STEP09 HammerCloud stress testing. I shared the responsibility for verifying that the

processes are running, checking the blacklisted sites and suggesting de-blacklisting,

checking that the sites are getting enough jobs, and reporting problems to the DA

stress testing coordinator.

After completing my work for the grid testing, I joined the ATLAS Distributed

Analysis Support Team (DAST). DAST is the first point of contact for all distributed

analysis questions like analysis tools related problems, DDM related problems, and

offline software problems. It is the highest volume mailing list in ATLAS. The shifters

use a common gmail account for tracking and answering issues and also use skype

chat room for live communication with other shifters and expert shifters. The emails

are answered within 24 hours. The DAST team is composed of around fifteen shifters,

divided in Europe and US time zones. Each zone is covering nine hours of the day

and each shifter has to cover a week for every four weeks. I became one of the expert

members of the US DAST team, and took shifts for one year until August 2010 [80].
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Figure 4.6. Plot showing memory and CPU usage for HighPTV iew job while running

at SMU local computer farm. It was one of the four analysis jobs used for the STEP09

HammerCloud Stress Testing.
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4.3. Summary

In this chapter, I described the two ATLAS software systems in which I was

involved during my graduate study. The ATLAS online monitoring system is re-

sponsible for routing, transporting and managing the data. It can be controlled

using the TDAQ IGUI. In 2006, I contributed to the development of the LAr Shifter

Panel, a component of TDAQ IGUI. It is designed to take calibration runs for the

LAr calorimeters. I implemented the monitoring tools and redesigned the panel (See

Sec. 4.1.1). In 2008, I updated the CaloMonitoring software package written to mon-

itor the LAr and Tile calorimeters in the full reconstruction level. Several fixes are

applied on the CaloCell and CaloCluster monitoring tools to be used in the two Full

Dress Rehearsals in 2008 (See Sec. 4.1.2).

Moreover, I worked for the ATLAS Distributed computing system which is respon-

sible for storing and managing the data. In 2010, I took ADC shifts and monitored

the transportation of the data between the grid sites. I was on the shift at ATLAS

control room on the day of the first collisions at
√
s = 7 TeV on March 30th, 2010

(See Sec. 4.2.1). I was also involved in the ATLAS Distributed Analysis System. It

allows users to perform analyses on ATLAS data using the grid computing facilities

all over the world. I monitored the performance of the grid sites during Hammer-

Cloud STEP09 tests. I identified the memory leak in test jobs due to the weakness

in GANGA frontend which is addressed by the experts later. After STEP09, I joined

the US ATLAS DAST team and committed to solve the user distributed analysis

problems (See Sec. 4.2.2).
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Chapter 5

DATA AND MONTE CARLO SAMPLES

5.1. Data

In my thesis, I used the data of the ATLAS detector which recorded the proton-

proton collisions while LHC was running at 7 TeV center of mass energy. Even though

LHC was planned to run at 14 TeV, the initial run energy was decided to be decreased

to 7 TeV after the accident happened in September 2008 during the first circulation

of the proton beams (See Sec. 2.2). My data was collected during the stable beam

periods at
√
s = 7 TeV energy from March 30th to November 4th in 2010. The whole

amount of collision data recorded in the first run year was about 36 pb−1. This data

was taken in nine periods labeled as A, B, C, D, E, F, G, H, I. The data was written

in local storage after triggering as explained in Section 2.6. In this stage, the data

is called ”RAW”. Then the RAW data was processed by ATLAS Reconstruction

software and stored in ESD and AOD files (See Sec. 3.2).

5.1.1. Good Run List

Before starting to analyze the data, we preselected the events depending on the

Good Run List (GRL). The GRL is the list of run numbers and luminosity blocks

which are considered ”good” according to the ATLAS Data Quality recommendations.

The Data Quality system flags the data with the color code (green, yellow and red)

during the reconstruction. Green refers to the good data and red refers to the bad

data which should not be used. Yellow means degraded data and may be recovered
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after the data quality expert review. The data is flagged yellow or red due to the

problems like power supply trips, noise bursts and stopless removal of parts of the

detector. Additionally, the GRLs may have some differences between the various

physics analyses due to different subsytems employed. I used the GRLs recommended

by the ATLAS egamma working group [81, 82].

5.1.2. Trigger

There are two different triggers used in this analysis of real data: g20 loose and

2g15 loose. The g20 loose trigger is a three level trigger; L1, L2 and EF. At L1,

g20 loose is associated with the L1 EM14 which accepts events having at least one

EM cluster above 14 GeV transverse energy, deposited in a fixed size of 0.2 × 0.2 in

η×φ. For the High Level Trigger (HLT), the transverse energy cut is raised to 20 GeV

and additional cuts depending on the shape of the shower, loose photon identification

(See Sec. 3.4), are applied. The 2g15 loose trigger requires that each event have two

photons with ET > 15 GeV and both photons pass the loose photon identification

criteria.

During early 2010 data taking, the LHC collision rate was not high, therefore L1

output rate was within the tolerable recording range (< 30 Hz) and no High Level

Trigger was needed. For the periods between A to E2, I used the L1 g20 loose trigger

to filter the events in my analysis. As the instantaneous luminosity increased, the HLT

triggers are employed. I applied EF g20 loose trigger on data of periods E3 through F

and EF 2g15 loose trigger on periods after F to allow selecting high energy photons.

In order to calculate the trigger efficiency, I used the bootstrap method. First,

I preselected the events by the L1 EM5 trigger which requires at least one photon

with ET > 5 GeV. Then I calculated the L1 EM14 trigger efficiency with respect to

the L1 EM5 for the MC Signal MG=300 GeV and Data. The trigger efficiency is
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defined as:

Efficiency =
# of reconstructed photons which passes the trigger

# of reconstructed photons
(5.1)

where each reconstructed photon is matched to the nearest trigger object within

∆R < 0.15 at each level.

The Figure 5.1 shows the L1 EM14 trigger efficiency as a function of transverse

energy for barrel (left) and endcap (right). The L1 EM14 is fully efficient above

ET > 25 GeV, which is the selection cut used in both UED and RS Graviton analyses.
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Figure 5.1. The L1 EM14 photon trigger efficiency as a function of transverse energy

for barrel (left) and endcap (right). The reconstructed photons are preselected by the

L1 EM5 trigger.

Moreover I used the photon trigger EF g60 at RS Graviton search at 14 TeV

discussed in Section 7.2. The EF g60 requires each event having at least one photon

with pT > 60 GeV/c. This trigger is highly efficient at high pT regions [53].
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5.1.3. Data Periods used in UED and RS Graviton Analysis

The amount of data analyzed in UED and RS Graviton Study are not the same.

The UED study was finalized in Fall 2010 and only the initial 3.1 pb−1 data was

available. This initial data includes periods A to F which are taken between March

30th to August 30th. The whole 2010 data was ready for the RS Graviton research

that started at the end of the year. Therefore we could use the data of 36 pb−1 inte-

grated luminosity from the run periods D through I. The periods A-B-C (≈ 16 nb1)

are excluded from the RS Graviton analysis to avoid complications about high energy

photon triggering caused by the different configuration in early data taking. This fact

is omitted in UED analysis since the amount of available data was limited.

5.2. Monte Carlo Samples

Monte Carlo (MC) samples are computer simulated events which are generated

from the randomized algorithm. They are very important for the analysis in all

fields of particle physics as well as the ATLAS experiment. Prior to data taking,

researchers employ Monte Carlo samples to prepare the analysis tools for the real

data. The simulated signal and background events are used to estimate the amount

of data needed to reach the discovery or exclusion limits. During the data taking, MC

distributions are compared to real data in order to check the validity of the physics

analysis methods. If the distributions are similar, this serves as a verification of the

analysis tools on real data. Moreover the MC samples are continued to be used for

modeling the signal and background.

Monte Carlo samples are produced through the chain of several general steps;

Generation, Detector Simulation, Digitization and Reconstruction. The generated

events are processed to produce Analysis Object Data (AOD) in a long process called

”Full Chain”. These steps will be explained in the following sub sections. There is also
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a way to shorten the production time and decrease the number of steps. This method

is called ”ATLFAST” and it will be described later in this section. ATLFAST is very

useful for creating private MC samples which are not produced centrally (officially)

by ATLAS Production System. The Figure 5.2 shows the schematic representation

of MC production system [83].

Figure 5.2. Schematic representation of MC production system.
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5.2.1. Event Generation

The word ”Monte Carlo” is used to define the ATLAS simulation samples since

this is the method employed for event generation and also for detector simulation.

Monte Carlo Method is the computation algorithm which produces output depending

on a repeating random sampling. The events are generated using a computation

program called ”event generator”. It is developed to generate physics events created

in the collisions of elementary particles such as pp, e+e−, etc. at high energies. This

program generates the events according to the theories established to explain physics

of the particles. There are many kinds of MC event generators. In my study, most of

the samples are generated with PYTHIA [84, 85] except a few background samples

used in Universal Extra Dimension analysis.

PYTHIA is a commonly used event generator in particle physics and in the ATLAS

experiment. It generates physics processes like hard and soft interactions, parton dis-

tributions, initial and final state parton showers, multiple interactions, fragmentation

and decay. PYTHIA is a Leading Order (LO), showering multi-purpose generator

which includes a model of non-perturbative QCD components. Therefore it is mostly

employed for the QCD final states bulk production. PYTHIA 6 is the version for

the generation of the MC samples used in this thesis. It is written in FORTRAN

computer language.

The other MC generators which are employed to produce some of the background

samples for the UED study are HERWIG/JIMMY, ALPGEN, MADGRAPH and

MC@NLO. HERWIG/JIMMY is a complementary generator to PYTHIA 6 used for

QCD bulk production. ALPGEN is a multi parton generator for bulk production

which takes parton shower and fragmentation from PYTHIA or HERWIG/JIMMY for

hadron level generation. MADGRAPH is another multi parton generator which can

generate amplitudes and events for any process in various models. MC@NLO is the
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Next-to-Leading Order (NLO) generator which uses HERWIG to combine showering

generation with NLO calculations for QCD processes.

5.2.2. Simulation, Digitization and Reconstruction

After the events are generated, they are processed by GEANT4. It is a software

toolkit for the simulation of the passage of particles through matter. ATLAS employs

this tool for detector simulation. In the detector simulation stage of the Full Chain

of MC production, the GEANT4 ”Hits” are created. GEANT4 Hits are the record

for each particle including the path, which the particle traversed in the detector, the

energy deposited, and other properties. Then the GEANT4 Hits are subjected to the

response of the detector in a digitization stage. The GEANT4 Digits, representing

quantities like times and voltage, are produced. The digitized MC data is very similar

to the RAW data from the real detector. The next step is the reconstruction. In this

stage, the GEANT4 Digits are reconstructed into tracks and energy deposits. The

reconstruction algorithm and storage format for MC events are the same as real data

[83].

The full chain for AOD production is described above. As mentioned earlier, ATL-

FAST is the short circuit for the Full Chain. It allows to produce AOD files directly

from generated events. ATLFASTII, new version, is very similar to the GEANT4

simulation except the calorimeter simulation. It replaces calorimeter simulation with

per-particle average shower shapes. As a result, production run time decreases sig-

nificantly.

For most of the physics studies, AOD format is inefficient for performing analysis.

Therefore these AOD files are processed again to produce ROOT NTUPLEs. ROOT

is a C++ based program and library developed by CERN for analyzing large scale

data in particle physics [86]. The NTUPLE format allows easy and fast access to
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the data using ROOT. There are many kinds of ATLAS tools for dumping AOD

information into an NTUPLE. I employed the HighPtView package [87] to create

NTUPLEs for the MC pretesting of the RS Graviton Analysis before 2010 data. The

samples used in UED and final 7 TeV RS Graviton analysis are produced by Standard

Model Working Group using the PhotonAnalysisUtils (PAU) package [88]. Also, a few

samples are processed by individuals from Exotic Working Group including myself.

5.2.3. MC Samples for Universal Extra Dimension Analysis

The MC samples used in Universal Extra Dimension Analysis are generated with 7

TeV center of mass energy. The signal samples with various 1/R values, ranging from

300 GeV to 1000 GeV, are produced depending on the UED parameters ∆R = 20,

MD = 5 TeV and N = 6. Each signal sample consists of 10000 events.

The background to the UED signal includes various MC samples. The direct

diphoton processes, qq̄ → γγ, gg → γγ and qg → qγ → qγγ, form the physics back-

ground. The diphoton MC sample in which every event is generated with two photons

having transverse momentum larger than 15 GeV (p
γ1,2
T,truth >15 GeV/c) is used in this

analysis. This sample is called ”gamgam15” in the text.

The instrumental contribution to the UED background comes from the events

with at least one fake photon. One or two objects in an event may be misidentified

as a photon. The γ+jet sample with pγ1T,truth >17 GeV/c called ”gamjet17”, together

with QCD dijet samples with different energy ranges called ”J4”, ”J5” and ”J6”, are

employed for creating this kind of background. The J4 sample has a jet pT between

140-280 GeV, J5 has 280-560 GeV and J6 has 560-1120 GeV in truth level. In addition

to these dijets, three filtered dijet samples, called ”JF17”, ”JF35” and ”JF70”, are

used. The filtered jet samples are generated with cuts on the transverse momentum

(pT,truth > 15, 33, 65). Then the events are filtered according to the vector sum of
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the pT of all egamma particles. Only the events with |
∑

i ~p
i
T | > 17, 35, 70 GeV are

kept, and all others rejected. Moreover, statistically small gamjet17 and JF17 with

pileup are produced (See Sec. 3.2.2). These two samples are used in comparisons of

data with MC in order to understand the effect of pileup.

Like most of the other MC samples, the samples used in UED analysis are pro-

duced with LO generators. However it is possible to estimate NLO corrections to the

cross section. The LO+NLO cross sections are calculated by running the same LO

PDF (MRST2007LOmod) with some modifications [[89]]. The ratio of LO+NLO to

LO cross sections is called K-factor. The estimated K-factor 2.5 is applied to γγ and

γ + jet events.

Furthermore, there are other background contributions like tt̄, W → e, µ, τν +Npi

(Npi refers to number of partons with i = 0−5), W± → eνγ, W± → µνγ, W± → τνγ,

Z → ℓ+ℓ− +Npi (i = 0− 5; ℓ = e, µ, τ) and Z → νν +Npi (i = 0− 5). These samples

are not used in data to MC comparisons since their contribution to total background

is small relative to the QCD at high Emiss
T , the critical variable for UED analysis

(See Sec.6.1). The tt̄ samples are generated by MC@NLO+JIMMY, W,Z + Npi by

ALPGEN+JIMMY and W+ γ by MADGRAPH+PYTHIA. They are all processed

with the Full Chain.

The signal and background samples, I used in comparison of data and MC study

as a part of the UED analysis, their cross sections and number of events are given in

Table 5.1.

5.2.4. MC Samples for RS Graviton Study

As shown in Chapter 7, my research on RS Graviton is divided into three separate

studies. For each one, I used different sets of MC. Main difference between them is the

collision center of mass energy at generation. I started working on the MC samples
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Table 5.1. The cross sections (without K-factors) and the number of events of the

MC signal and background samples at
√
s = 7 TeV used in One Universal Extra

Dimension Analysis are listed.

Sample σ × BR (pb) # events

Signal 1/R = 700 (GeV) 2.770 10000

γγ (p
γ1,2
T,truth >15 GeV/c) 765.2 × 0.135 99937

γ+jet (pγT,truth >17 GeV/c) 2.2617× 105 × 0.461 4984460

γ+jet (pγT,truth >17 GeV/c) with pileup 2.2617× 105 × 0.461 999853

dijet J4 (p
jet1,2
T,truth=140-280 GeV/c) 8.770× 104 1397401

dijet J5 (p
jet1,2
T,truth=280-560 GeV/c) 2348 1391612

dijet J6 (p
jet1,2
T,truth=560-1120 GeV/c) 33.61 1342654

JF17 1.147× 109 × 0.085 41019296

JF17 with pileup 1.147× 109 × 0.085 9986342

JF35 5.497× 107 × 0.157 15000000

JF70 3.167× 106 × 0.217 998080
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with
√
s = 14 TeV since it was the designed energy for the LHC. During the decision

process for decreasing the LHC center of mass energy at initial run, I studied its effect

on the Graviton analysis. Finally LHC planned to be run at 7 TeV and data taking

started. I used MC samples with
√
s = 7 TeV for the analysis on real data which are

recorded in the 2010 run. I will describe each set of MC samples separately in the

following sub sections.

5.2.4.1. Samples at
√
s = 14 TeV

The Monte Carlo samples used in this analysis were generated using PYTHIA

and simulated with GEANT. The signal samples are G → γγ at two mass points:

MG = 500 GeV/c2 and MG = 1 TeV/c2 with coupling k/M̄P l = 0.01. For background

studies the following MC samples are employed: dijets in two pT ranges, γ+jets in

two pT ranges, and diphoton samples. These samples are listed in Table 5.2 with

their cross-sections and generator level constraints. The Athena Release 12 was used

for the reconstruction of these Monte Carlo samples. They are all officially produced

by ATLAS Productions system except the Diphoton background sample. While this

analysis was being performed, there was not any official high pT diphoton sample.

Therefore, this sample was privately generated with PYTHIA and processed with

ATLFAST using official ATLAS tools at SMU computing farm by Haleh Hadavand,

former Research Associate at SMU.

5.2.4.2. Fast Simulation Samples for Parameter Scan Study

The Parameter Scan Study presented in Section 7.3 is aimed to understand the

effect of k/M̄P l, MG and
√
s on the RS Graviton analysis. For that reason, I gen-

erated and simulated around 200 MC Graviton → γγ signal samples with various

parameters. I used two types of generation method: transformation scripts [90] used
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Table 5.2. Monte Carlo signal and background samples, dataset number, number of

events generated (N), cross section, and generator level requirements. Diphoton is

a private production sample which is generated with PYTHIA and processed with

ATLFAST at SMU computing farm.

Sample Dataset N σ × BR (pb) Requirements/Parameters

Graviton 500 GeV/c2 5623 9750 0.38 k/M̄P l = 0.01

Graviton 1 TeV/c2 6643 5000 0.0127 k/M̄P l = 0.01

Dijet J4 5013 377400 317000 p
jet1,2
T,truth = 140-280 GeV/c

Dijet J5 5014 389350 12500 p
jet1,2
T,truth = 280-560 GeV/c

Dijet J6 5015 377700 360 p
jet1,2
T,truth = 560-1120 GeV/c

γ+JetJ4 5058 299300 187 pjetT,truth = 140-280 GeV/c

γ+JetJ5 5059 385700 11.8 pjetT,truth = 280-560 GeV/c

γ+JetJ6 8078 376000 0.49 pjetT,truth = 560-1200 GeV/c

Diphoton 1789 0.66 p
γ1,2
T,truth > 100 GeV/c

in official MC productions and ATLAS Analysis Workbook method [91]. The official

generation transformation scripts were designed to run at 14 TeV and 10 TeV during

the time of my study. Therefore I had to use general generation method instructed

at ATLAS Analysis workbook for producing signal samples at other center of mass

energies. All the samples I generated are simulated in ATLFAST II. These MC pro-

ductions are performed in Athena Release 14. The comparison of the two generation

methods is discussed in Section 7.3.1. The agreement between the ATLFASTII and

GEANT simulations are also shown in the same section.

Here I listed the MC samples used in this study in five groups:

1.
√
s=14 TeV samples generated with the CSC transformation script and simu-

lated with ATLFASTII. Each sample has 10000 events. The cross sections of

these 137 samples are listed in Table 5.3.
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2.
√
s=10 TeV samples generated with the CSC transformation script and simu-

lated with ATLFASTII. Each sample has 10000 events. The cross sections of

these 14 samples are listed in Table 5.4.

3.
√
s=7 TeV samples generated with ATLAS workbook method and simulated

with ATLFASTII. Each sample has 5000 events. The samples and their cross

sections of these 16 samples are listed in Table 5.5

4. 5 MC signal samples of MG= 500 GeV and k/M̄P l=0.01 at
√
s= 7, 8, 9, 10,

and 14 TeV are generated with ATLAS workbook method and simulated with

ATLFAST II. Each sample consists of 5000 events. The samples and their cross

sections are listed in Table 5.6.

5. Official MC signal sample: MG= 500 GeV and k/M̄P l=0.01 and
√
s = 10 TeV.

It has 15000 events and σ × BR = 0.152 pb. This sample is generated with

transformation script and simulated with GEANT. It is used to show the agree-

ment between ATLFASTII and GEANT simulation. This was the only available

official G → γγ sample produced in Athena Release 14.

I also produced two ATLFASTII background samples to be used in the sensitivity

study at
√
s = 7 TeV described in Sec.7.3.5. Their cross sections and number of

events are shown in Table 5.7.

5.2.4.3. Samples at
√
s = 7 TeV

I used only MC signal samples for the RS Graviton analysis at 7 TeV with real

data. The MC background samples were not needed since I modeled the background

from data which will be explained in Sec 7.4.4. The MC samples are generated in

PYTHIA which has the implementation of RS model and simulated with GEANT4

using the MC09 parameter tune. The ATLAS tuning was used in the generation of
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Table 5.3. Cross section × BR for MC Graviton → γγ signal samples at
√
s = 14

TeV.

↓ MG (GeV/c2) σ × BR (pb)

k/M̄Pl −→ 0.008 0.01 0.013 0.017 0.02 0.025 0.03 0.04 0.05 0.075 0.1 0.125

200 12.225 19.202 32.407 55.643

225 7.562 11.668 19.788 34.087

250 4.912 7.771 12.983 22.188 30.863

275 3.293 5.216 8.756 14.900 20.745

300 2.323 3.594 6.023 10.376 14.382 22.481

350 1.189 1.866 3.175 5.457 7.523 11.736

400 0.663 1.043 1.773 3.032 4.185 6.532 9.387

450 0.608 1.044 1.762 2.472 3.840 5.463 9.777

500 0.375 0.600 1.083 1.489 2.336 3.396 6.099 9.473 21.223

550 0.241 0.411 0.697 0.981 1.510 2.196 3.856 6.081 13.585

600 0.161 0.273 0.470 0.643 1.000 1.456 2.579 4.006 9.043

700 0.077 0.129 0.221 0.309 0.500 0.696 1.237 1.916 4.308 7.595 11.863

800 0.040 0.067 0.115 0.160 0.248 0.360 0.638 0.992 2.224 3.976 6.190

900 0.022 0.037 0.064 0.089 0.137 0.199 0.350 0.546 1.239 2.168 3.417

1000 0.013 0.022 0.037 0.052 0.080 0.115 0.205 0.321 0.719 1.292 1.999

1200 0.005 0.008 0.014 0.020 0.030 0.044 0.077 0.122 0.273 0.482 0.750

1500 0.001 0.002 0.004 0.006 0.009 0.013 0.023 0.036 0.080 0.142 0.216

Table 5.4. Cross section × BR for MC Graviton → γγ signal samples at
√
s = 10

TeV.

↓ MG (GeV/c2) σ × BR (pb)

k/M̄P l −→ 0.008 0.01 0.02 0.05

300 1.101 1.715 6.838 43.125

500 0.102 0.159 0.632 3.995

700 0.029 0.117 0.737
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Table 5.5. Cross section × BR for MC Graviton → γγ signal samples at
√
s = 7

TeV.

↓ MG (GeV/c2) σ × BR (pb)

k/M̄P l −→ 0.01 0.02 0.05

250 1.668

300 0.717 2.876 17.893

350 0.345

400 0.180

450 0.099

500 0.058 0.230 1.426

550 0.035

600 0.022

700 0.009 0.037 0.234

800 0.004

Table 5.6. Cross section × BR for MC MG = 500 (GeV/c2), k/M̄P l=0.01 signal

samples at
√
s= 7, 8, 9, 10, and 14 TeV.

√
s (TeV) σ × BR (pb)

7 0.057

8 0.086

9 0.118

10 0.158

14 0.376
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Table 5.7. The cross sections and the number of events of the two MC back-

ground samples simulated with ATLFASTII. The are used in the sensitivity study

at
√
s = 7 TeV.

Sample σ × BR (pb) # events

γγ (p
γ1,2
T,truth >100 GeV/c) 0.306 99500

γ+jet (pjetT,truth >140 GeV/c) 56 966000

MC samples in order to constraint the model predictions by adding the results from

the recent data and new theoretical studies. The MC09 tune was developed for the

central MC production campaign in 2009 which were considered to be the simulation

of the first collisions events detected at ATLAS at
√
s = 7 TeV [92]. These signal

samples are reconstructed in Athena Release 15 as same as the data. Each sample

includes 10000 events. The samples, couplings, LO cross sections, theoretical signal

width, and dataset numbers are listed in Table 5.8.

5.3. Summary

The data used in my research presented in this dissertation are taken during the

stable beam periods of LHC 2010 run with
√
s =7 TeV. The proton-proton collision

events are recorded with the ATLAS detector. The total integrated luminosity was 36

pb−1. The whole data were used for the Randall-Sundrum graviton search. However

only 3.1 pb−1 early data were used in One Universal Extra Dimension analysis. The

Good Run List and trigger selection criteria are applied on data before the analysis.

I calculated the trigger efficiency and found out that it is fully efficient above pγT > 25

GeV (See Sec. 5.1.2).
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Table 5.8. Parameters of the RS graviton MC signal datasets of
√
s = 7 TeV.

MG (GeV) k/M̄P l Width (GeV) σ ×BR (fb) Dataset #

300 0.01 0.045 1052 106684

500 0.01 0.075 82.5 105623

0.03 0.680 741.8 106644

700 0.05 2.646 329.5 105835

800 0.01 0.120 6.0 106623

0.03 1.088 54.4 105833

0.10 12.09 600.9 105838

900 0.03 1.15 26.94 115560

0.05 2.98 74.99 115561

0.07 5.67 142.8 115562

0.10 12.06 293.1 115563

1000 0.01 0.151 1.56 106643

0.03 1.361 13.9 105834

0.05 3.780 39 105836

0.10 15.12 152.6 105839

1100 0.10 14.93 83.46 115566

0.20 57.6 326.5 115567

1250 0.10 18.90 36.1 105841

0.20 65.2 142.2 115570
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I also employed the MC samples for the RS graviton and UED analyses. Most

of these samples are produced centrally by the ATLAS Production system. The

production proceeds in a chain of steps: Generation, Simulation, Digitization and

Reconstruction. I listed the MC samples used for each analysis in the previous sec-

tions. There is an alternative method to simulate the detector response which is called

”Fast Simulation”. I used this method to produce around 200 Graviton → γγ signal

samples with various center of mass energy, mass and coupling. They are employed

in the study for determining the dependence of Search on Free Physical Parameters

and on
√
s (See Sec. 5.2).
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Chapter 6

TEST OF THE DIPHOTON + Emiss
T BACKGROUND MODEL IN ATLAS

6.1. Introduction

The initial ATLAS data was estimated to be insufficient to put a competitive limit

on Randall-Sundrum (RS) Graviton. Therefore, I worked with ATLAS diphoton +

Emiss
T group to analyze the first data coming from

√
s = 7 TeV proton-proton colli-

sions at the LHC. The diphoton + Emiss
T is a signature for Universal Extra Dimension

Model (UED) with gravity mediated decays. The small amount of data would be ad-

equate for UED exclusion. It was also a good place to test the diphoton physics with

early data and get prepared for the Graviton → γγ search.

This study is aimed to search for the UED graviton using the 3.1 pb−1 ATLAS

initial data from the 2010 run. As explained in Section 1.3.3, the proton-proton

collisions can create two KK partons where each one may decay into a photon and

a graviton. These gravitons are not detectable and they produce missing transverse

energy. As a result, we search for the final state of two non-resonant photons + high

Emiss
T + jets. In this analysis, we used the UED model parameters ∆R = 20, MD = 5

TeV and N = 6 since these are the values usually chosen in theoretical papers.

The overall UED analysis [55, 93] is summarized in this chapter and I detailed

my contributions in Section 6.2 and 6.4. During this research, I studied the purity

of the background samples and then I compared the data and MC distributions for

the selection variables used in the analysis. The data to MC comparisons are very

important for the validity of every analysis in ATLAS. Until the data was taken,
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researchers used only the MC samples which are generated with high center of mass

energy and simulated according to the ATLAS detector systems. These samples

are used to develop many analysis tools by thousands of physicists over 20 years.

The event selection cuts, in UED analysis and all ATLAS analyses, are also tuned

according to the MC studies. Therefore the similarity of the data and MC samples

will confirm that the analysis tools, methods, and event selections developed for the

MC samples can be applied on real data.

The event selection cuts are applied in two steps: baseline and final. The baseline

event selection for the diphoton signal candidates is listed below. The cuts are applied

in the same numbering order.

1. Good Run List: See Section 5.1.1.

2. Trigger: Only the events passing the trigger g20 loose are used. See Section

5.1.2 for details.

3. Primary Vertex (PV): See Section 3.7.

4. Jet/Emiss
T cleaning: This cut successfully removed the high energy tails in the

Emiss
T distribution and only caused 0.05% inefficiency in selected data events.

See Section 3.7 for the description of the jet cleaning selection.

5. η cuts: Both of the most energetic photons in the event are required to be within

the |ηS2| < 1.81 range. The photons in the crack region, 1.37 < |ηS2| < 1.52,

are removed. See Section 3.7.

6. Eγ1,2
T > 25: The two most energetic photons in the event are required to have

transverse energy larger than 25 GeV each.

7. Object Quality (OQ): See Section 3.7.
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In addition to baseline selection, the three other final event selection cuts are

applied to obtain enriched sample of UED signal events.

8. isolation: Each of the two most energetic photons are required to pass the

isolation cut: E20
T < 35 GeV (See Sec. 3.4). This cut was very useful to reject

misidentified multi-jet events while keeping the signal efficiency above 95%.

9. loose ID The two most energetic photons are required to pass the loose photon

identification which is explained in Section 3.4.

10. Emiss
T >75 GeV: The event is required to have Emiss

T above 75 GeV. The studies

show that this cut is an effective way to reduce the background and it does not

cause an inefficiency in signal.

The number of events left after each cut, normalized to the integrated luminosity,

and their individual event selection cut efficiencies, calculated with respect to the

previous cut, for data and MC background and UED signal (1/R=700 GeV) are

summarized in Table 6.1. This table shows that there is no event left after the final

cuts. The event selection efficiencies after each cut in data are similar to the values

for MC background, not close the MC signal efficiencies. However, a discrepancy

between the number of data and MC background events is observed. The number

of events left in data and MC background after the baseline event selection are 9232

and 45400, respectively. The ratio of data to MC background is calculated to be

9232/45400 = 0.203. Since the background is dominated by dijet events (97%), we

normalize the MC dijet events by this ratio in all comparison of data and MC plots.

6.2. Photon Purity

I pursued a study of the composition of data which was a parallel analysis to

the data driven background study included in the published UED analysis. In this
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Table 6.1. The number of events left after each cut in data, MC background and MC

UED signal (1/R=700 GeV), normalized to the integrated luminosity 3.1 pb−1. The

individual cut efficiencies, calculated with respect to the previous cut, are also given.

Cut Data Bgd MC Signal MC

# evts Effi. % # evts Effi. % # evts Effi. %

Baseline cuts

No cuts 193883454

1. Good Run 171322385 88.4 8.68

2. Trigger 4737963 2.77 2.627e+07 8.66 99.7

3. PV 4686624 98.9 2.591e+07 98.6 8.55 98.7

4. Jet/Emiss
T cleaning 4682285 99.9 2.590e+07 99.9 8.55 99.9

5. ≥2 photons 1946834 41.6 1.251e+07 48.3 8.33 97.4

6. η cuts 1224358 62.9 7.718e+06 61.7 6.76 81.2

7. Eγ1,2
T > 25 GeV 10683 0.87 51240 0.66 6.23 92.2

8. OQ cuts 9232 86.4 45400 88.6 5.39 86.5

Final cuts

9. isolation 7843 85.0 36740 80.9 5.12 95.0

10. loose ID 520 6.63 1465 3.99 4.48 87.5

11. Emiss
T >75 GeV 0 0.292 0.02 4.21 94.0

100



section I describe the method I used for determining the photon purity. Then I will

summarize the data driven background study which used a similar method in the

next section.

My photon purity analysis was performed using 17.1 nb−1 of early data. This

small data sample contained mostly low pT photons. Therefore, I used the MinBias6

and the PhotonJet7 Monte Carlo samples which are also composed of low energy

events for modeling the background. The photon selection was very similar, but

not identical, to the final UED analysis final event selection cuts listed in Section 6.1,

since the amount of available data was less. I applied looser photon pT and Emiss
T cuts

in order to keep enough data for the analysis. The most energetic and second most

energetic photons were required to have the pT > 10, and each event was required to

have a Emiss
T > 10 GeV. The isolation, jet cleaning and the trigger selection criteria

were not used.

In this purity study, I chose to use the pγT/p
jet
T and Eγ,corr

T35 /pγT instead of Emiss
T

variable as in the standard UED analysis. The pγT/p
jet
T is the ratio of the photon trans-

verse energy to the matched jet pT . Each photon is matched to the reconstructed

jet which has the minimum ∆R(γ, jet) (See Section 3.5.1). The Eγ,corr
T35 /pγT is the

ratio of the isolation Eγ,corr
T35 to the transverse energy of the photon. These two vari-

ables have substantial discrimination power to distinguish real photons (signal) from

the mis-identified ones (background). The real photons come from bremsstrahlung

and hard scattering processes, and the rest of the photons in data are considered

mis-identified which mostly come from hadron decays. Figure 6.1 and Figure 6.2

show the pγT/p
jet
T (left) and Eγ,corr

T35 /pγT (right) distributions for bremsstrahlung, hard

processes and hadron decay photons in the MinBias6 and the PhotonJet7 samples,

respectively. I calculated the percentage of the bremsstrahlung, hard processes and

hadron decay photons in each sample by counting the number of photons using the
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histograms drawn in these plots. The percentage values are listed in Table 6.2, which

indicates 97.1% of the MinBias6 sample is made of hadron decays and 99.1% of the

PhotonJet7 sample is made of hard processes after the selection cuts. Therefore, I

used the hadron decay photons from the MC MinBias6 sample and hard processes

photons from the MC PhotonJet7 sample in order to model the signal and back-

ground, respectively. The bremsstrahlung photon contribution is neglected since it

has a very small percentage in both samples and its distribution looks like the hard

processes photons. The pγT/p
jet
T (left) and Eγ,corr

T35 /pγT (right) for the data and two

MC templates are plotted in Figure 6.3. The MC distributions are normalized to the

number of events in data. The data and MC agreement is good at high pγT/p
jet
T and

low Eγ,corr
T35 /pγT .

Table 6.2. The percentage of the bremsstrahlung, hard processes and hadron decay

photons in the MinBias6 and PhotonJet7

Sample Bremsstrahlung Hard Process Hadron Decay

MinBias6 2.9 0 97.1

PhotonJet7 0.1 99.1 0.8

I applied a χ2 test to determine the purity of the data. I scanned the percentage of

the hadron decay template and hard processes template of the combined MC sample

while fitting the data. The minimum χ2/ndf value gives the best fit and the fraction

of the photon purity for this fit. The χ2/ndf versus the percentage of hard processes

plots for pγT/p
jet
T (left) and Eγ,corr

T35 /pγT (right) are shown in Figure 6.4. The percentage

of the hard processes photons in data, for the lowest χ2/ndf , best fit to data, is 6.5%

according to pγT/p
jet
T and 4% according to Eγ,corr

T35 /pγT . Then I applied the χ2 test in

signal region which is chosen by excluding the pγT/p
jet
T or Eγ,corr

T35 /pγT ranges where no
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Figure 6.1. The pγT/p
jet
T (left) and Eγ,corr

T35 /pγT (right) distributions in MC MinBias6

sample for bremsstrahlung, hard processes and hadron decay photons.
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Figure 6.2. The pγT/p
jet
T (left) and Eγ,corr

T35 /pγT (right) distributions in the MC Photon-

Jet7 sample for bremsstrahlung, hard processes and hadron decay photons.
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Figure 6.3. The pγT/p
jet
T (left) and Eγ,corr

T35 /pγT (right) for the data and two MC tem-

plates: hard processes photons from the PhotonJet7 and hadron decay photons from

the MinBias6. The MC distributions are normalized to the number of events in data.

signal photon (hard processes) exist. The percentage of the hard processes photons

in data for the signal region only is larger than the percentages when the χ2 test is

applied to whole range. It goes up to 6.5% in the signal region 0.3 < pγT/p
jet
T < 1.0

and goes up to 5.5% in the signal region −0.5 < Eγ,corr
T35 /pγT < 1.0. These results are

summarized in Table 6.3 and Table 6.4 and they are close to the the percentages of

hard processes, hadron decay an bremsstrahlung photons in the MinBias6 and the

PhotonJet7 samples given in Table 6.2.

This purity study tells that the data is mostly composed of misidentified jets

coming from hadron decays. The real photon fraction slightly increases in the high

pγT/p
jet
T region. In the low Eγ,corr

T35 /pγT region, the photon purity is higher and this fact

shows that the Eγ,corr
T35 /pγT ratio can be used to isolate mis-identified photons coming

from hadron decays since real photons are supposed to have low Eγ,corr
T35 /pγT .
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Figure 6.4. The χ2/ndf versus the percentage of hard processes photons for pγT/p
jet
T

(left) and Eγ,corr
T35 /pγT (right).

Table 6.3. Percentage of photons from hadron decays and hard processes in data

calculated with the χ2 test using pγT/p
jet
T variable. The results for whole or signal

only regions of pγT/p
jet
T distribution are listed. The minimum χ2/ndf value is also

given.

Region pγT/p
jet
T % Hard Process % Hadron Decay χ2/ndf

(0.0 , 1.0) 6.5 93.5 1.894

(0.3 , 1.0) 7.5 92.5 1.622

Table 6.4. Percentage of photons from hadron decays and hard processes in data

calculated with the χ2 test using Eγ,corr
T35 /pγT variable. The results for whole or signal

only regions of Eγ,corr
T35 /pγT distribution are listed. The minimum χ2/ndf value is also

given.

Region Eγ,corr
T35 /pγT % Hard Process % Hadron Decay χ2/ndf

(-0.5 , 2.5) 4.0 96 1.723

(-0.5 , 1.0) 5.5 94.5 2.030
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6.3. Data Driven Background Estimation

The data driven background estimation was done by the ATLAS diphoton + Emiss
T

group. I am describing this method since it is a developed version of my photon purity

study and it is important to understand the UED background.

The main background for the UED signal is the QCD background which can have

high Emiss
T values due to resolution and other instrumental effects. The QCD back-

ground is composed of γγ physics background with two real photons and instrumental

backgrounds like γ + jet and dijet with one or more jets misidentified as photons,

respectively. The Emiss
T distribution of the QCD background is modeled using the

data. For modeling the γγ events, Z → ee events from the data are selected. The

γ + jet and dijet distributions are modeled from the subsample of data composed of

the events which pass the baseline and photon isolation cuts but fail the loose selec-

tion. In this subsample of misidentified jets, at least one of the most energetic photon

candidates are required to fail the loose photon identification. The Emiss
T distribution

of the γγ candidates in data after baseline, isolation and loose ID cuts lies between

the Z → ee events and misidentified jets. Therefore the total QCD background can

be modeled as a mixture of these two samples. In order to find the relative contribu-

tion of diphoton and misidentified jet events, the weighted sum of these samples are

fit to the γγ candidate sample. The lowest χ2/ndf value of this fit gives the fraction

of the Z → ee events for the best agreement with data.

There is another small background source from W boson events which have a

genuine high Emiss
T . The W → eν events can pass the selection cuts if the electron is

misidentified as a photon and the second photon comes from a real photon in W + γ

event or a misidentified jet in W+jet events. This background is also modeled using

the data.
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The total background shape is determined by extrapolating the QCD background

in high Emiss
T region and adding the small W boson background. When this pre-

dicted background is compared to the Emiss
T spectrum of the γγ candidates in data,

a very good agreement is observed. According to the data driven background esti-

mation study, the expected number of background events in the signal search region,

Emiss
T >75 GeV, is 0.32± 0.16 (statistical error).

6.4. Data and MC Comparisons

I compared the data and MC distributions of several variables which are used for

the event selection in UED analysis. These comparisons were crucial in the demon-

stration that we understand our backgrounds in the data and could therefore find

a signal if present. Since the data is mostly composed of background events, the

data distributions should be very similar to background. The event selection is tuned

using the MC samples, so agreement of MC with data is crucial for the success of

the selection. Moreover MC background expectation and signal efficiency studies are

important for the UED analysis while setting limits on UED signal. We looked at

the Eγ
T of the two most energetic photons, the E20

T and Emiss
T . In the UED analysis,

the isolation cone ∆R = 0.20 is used instead of ∆R = 0.35, since the low pγT pho-

tons have a smaller lateral ring. As explained in Section 6.3, the main background

for the UED signal is composed of diphoton and QCD events. Therefore I used the

MC gamgam15, gamjet17, JF17, JF35 and JF70 to model the MC background in

comparison study (See Section 5.2.3). I combined the JF samples by applying the

following cuts on the transverse energy of the most energetic photon: Eγ1
T < 45 GeV

for JF17, 45 < Eγ1
T < 80 GeV for JF35 and Eγ1

T > 80 GeV for JF70. The dijet

events, since they are the dominant background (97%), are normalized to the data

using the data to background ratio, 0.203, calculated in Section 6.1. The 2.5 K-factor
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(See Sec. 5.2.3) is applied to the γγ and γ+jet events. The γ+jet events in the MC

JF samples are removed in order to prevent overlapping with the γ+jet events in

MC gamjet17 sample. This removal is done by rejecting the events which have a jet

matched to the one of the two most energetic photons in a cone ∆R < 0.2. The

sum of all background distributions are normalized to the number of events in data.

The normalization factor is calculated after each event selection, separately. In the

data to MC comparison plots, the UED signal (1/R=700 GeV) is superimposed. It

is normalized to the expected number of signal events (Eq. 7.8) and then multiplied

by a factor of 100 for the display clarity. I used this signal display convention in

the data and MC comparison plot included in the UED paper [93]. Moreover the

distributions of the relative differences, (Data-MC)/MC, are plotted at the bottom

of each comparison figure. The average relative difference is calculated by fitting a

horizontal line to (Data-MC)/MC distribution.

Figure 6.5 shows the MC and data distributions for the Eγ
T of the two most

energetic photons after the baseline selection cuts (cuts 1 to 8 in Table 6.1). The

agreement between the data and MC is good. The averages of the relative differences,

(Data-MC)/MC, are ∆Eγ1
T

= 4.0± 7.8% and ∆Eγ2
T

= 4.9± 9.9%.

The E20
T distributions after the baseline cuts are shown in Figure 6.6. The agree-

ment between data and MC is not as good as Eγ1,2
T and the average relative difference

is ∆E20
T

= 10± 12%. This result shows that the isolation may not be a good variable

to estimate the photon purity in data.

Since Emiss
T is a critical distinguishing feature of the signal and primary back-

ground. I tested it in detail using the data and MC distributions plotted for the

following set of cuts:

• All baseline cuts except the jet cleaning cuts (cuts 1 to 3 and 5 to 8 in Table 6.1),
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Figure 6.5. Data and MC (gamgam15+gamjet17+JF17+JF35+JF70) distributions

for the ET of the first (left) and second (right) most energetic photons after all baseline

cuts. The MC background is normalized to the number of events in data and the

MC signal is normalized to the expected number of signal events times 100. The

distributions of relative differences, (Data-MC)/MC, are also plotted at the bottom.
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Figure 6.6. Data and MC (gamgam15+gamjet17+JF17+JF35+JF70) distributions

for E20
T after all baseline cuts. The MC background is normalized to the number of

events in data and the MC signal is normalized to the expected number of signal

events times 100. The distribution of relative difference, (Data-MC)/MC, is also

plotted at the bottom.

110



• all baseline cuts (cuts 1 to 8),

• all baseline cuts plus isolation cuts for the two most energetic photons (cuts 1

to 9),

• baseline + photon isolation cuts, plus the two most energetic photons pass the

loose ID selection (cuts 1 to 10)

As seen in Figure 6.7 (right) the agreement between the data and MC Emiss
T dis-

tributions is acceptable when only baseline selection is applied. The agreement is

also not bad when we removed the jet cleaning cuts from the baseline selection (Fig-

ure 6.7; left). However, the isolation cut causes a small discrepancy between data and

MC as seen in Figure 6.8 (left). The loose photon identification also has a significant

negative effect (Figure 6.8; right). The increased disagreement after the isolation and

photon identification selection can also be observed in the Eγ
T distributions of the two

most energetic photons as shown in Figure 6.9.

The pileup events in data, which stem from the multiple pp collisions within the

same bunch crossing, may be the source of this disagreement between data and MC.

In Figures 6.5-6.8, we compared the non-pileup MC samples with data which includes

pileup events. In order to investigate this problem, I built a new background using

MC JF17 and gamjet17 samples with pileup together with the non-pileup gamgam15

sample to compare data and MC. There wasn’t any available pileup gamgam15 sample

(See Sec. 5.2.3).

The Emiss
T distributions with the pileup samples after the baseline cuts are plotted

in Figure 6.10. When we compared this plot to the non-pileup one, we see that adding

pileup reduced the disagreement between data and MC distributions, significantly.

The χ2/ndf for the pileup (46/27) is better than the non-pileup (150/33; see Figure

6.7 right) after baseline cuts. Also, after baseline + isolation cuts, the χ2/ndf for
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Figure 6.7. Data and MC (gamgam15+gamjet17+JF17+JF35+JF70) distributions

for Emiss
T for all baseline cuts but the jet cleaning cuts (left) and for all baseline cuts

(right). The MC background is normalized to the number of events in data and the

MC signal is normalized to the expected number of signal events times 100. The

distributions of relative differences, (Data-MC)/MC, are also plotted at the bottom.
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Figure 6.8. Data and MC (gamgam15+gamjet17+JF17+JF35+JF70) distributions

for Emiss
T after baseline + photon isolation cuts (left) and after baseline + photon

isolation + loose photon ID (right). The MC background is normalized to the number

of events in data and the MC signal is normalized to the expected number of signal

events times 100. The distributions of relative differences, (Data-MC)/MC, are also

plotted at the bottom.
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Figure 6.9. Data and MC (gamgam15+gamjet17+JF17+JF35+JF70) distributions

for the ET of the first (left) and second (right) most energetic photons after the

baseline cuts + photon isolation cut + loose photon ID. The MC background is

normalized to the number of events in data and the MC signal is normalized to the

expected number of signal events times 100. The distributions of relative differences,

(Data-MC)/MC, are also plotted at the bottom.
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pileup (27/23; Figure 6.11; left) is very good, unlike the samples without pileup

(138/26; Figure 6.8; left). When we apply the loose photon ID cut in addition to the

baseline and isolation selection on the pileup Emiss
T distributions as seen in Figure 6.11

(right), the χ2/ndf decreased little with respect to the non-pileup samples. The

χ2/ndf values are 41/12 with the pileup MC samples and 54/13 with the non-pileup

MC samples after the loose photon identification (Figure 6.8; right). The χ2/ndf

values for non-pileup and pileup Emiss
T data to MC comparisons are summarized in

Table 6.5.

Table 6.5. The χ2/ndf values calculated for the comparison of data and MC

Emiss
T distributions with non-pileup and pileup MC samples after the baseline, base-

line+isolation, baseline+isolation+loose photon identification selections.

Cut Baseline base+isolation base+iso+ID

Non-pileup MC 150/33 138/26 54/13

pileup MC 46/27 27/23 41/12

The Figure 6.12 shows the E20
T distributions for pileup MC and data. The χ2/ndf

(122/37) for the pileup is improved with respect to the χ2/ndf for non-pileup (554/46:

see Figure 6.6), however some discrepancy is still observed. For Eγ1,2
T distributions of

the two most energetic photons with pileup, the data/MC agreement is not degraded

as seen in Figure 6.13. The pileup study shows that the data/MC agreement is

again acceptable after the baseline and baseline + isolation selections. However the

discrepancy is still apparent after the loose photon ID selection even though χ2/ndf

values improved with pileup. The main reason of this problem is the disagreement in

photon identification between the data and MC.
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Figure 6.10. Data and MC (gamgam15+gamjet17pileup+JF17pileup) distributions

for Emiss
T for all baseline cuts. The MC background is normalized to the number of

events in data and the MC signal is normalized to the expected number of signal

events times 100. The distributions of relative differences, (Data-MC)/MC, are also

plotted at the bottom.
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Figure 6.11. Data and MC (gamgam15+gamjet17pileup+JF17pileup) distributions

for Emiss
T after baseline + photon isolation cuts (left) and after baseline + photon

isolation + loose photon ID (right). The MC background is normalized to the number

of events in data and the MC signal is normalized to the expected number of signal

events times 100. The distributions of relative differences, (Data-MC)/MC, are also

plotted at the bottom.
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Figure 6.12. Data and MC (gamgam15+gamjet17pileup+JF17pileup) distributions

for E20
T after all baseline cuts. The MC background is normalized to the number of

events in data and the MC signal is normalized to the expected number of signal

events times 100. The distribution of relative difference, (Data-MC)/MC, is also

plotted at the bottom.
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Figure 6.13. Data and MC (gamgam15+gamjet17pileup+JF17pileup) distributions

for the ET of the first (left) and second (right) most energetic photons after all baseline

cuts. The MC background is normalized to the number of events in data and the

MC signal is normalized to the expected number of signal events times 100. The

distributions of relative differences, (Data-MC)/MC, are also plotted at the bottom.
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The data to MC comparison study helps us to understand the data better and

the acceptable agreement between the data and MC distributions confirm that initial

ATLAS data is mostly composed of background events. The results of this study

contributed to the estimation of systematic uncertainties for UED signal. The average

relative differences for E20
T , Eγ1

T and Eγ2
T are used to calculate the uncertainty due

to the isolation and ET . The data to MC comparison plots before and after the

jet cleaning was drawn to understand the Emiss
T tail which is significant for UED

analysis. The pileup effect was investigated which was another source of uncertainty.

The total uncertainty for the expected UED signal is estimated 12% in 3.1 pb−1 data.

The main uncertainty is coming from integrated luminosity (11%). The other factors

are photon reconstruction and identification including isolation and ET (4%), pileup

(2%), Emiss
T reconstruction and scale including Emiss

T tail and jet cleaning (1%), and

Signal MC statistics (1%) [55].

6.5. Search Result

In the signal search region (Emiss
T >75 GeV) zero events are observed, whereas

the expected number of background events is 0.32 ± 0.16. The MC studies showed

that 3.1 pb−1 data is enough to put a limit on 1/R above 700 GeV. The results of

this study are used with a Bayesian statistical method to calculate the limit based

on the number of observed and expected events. Since no evidence of an excess

above SM predictions was found, we excluded the gravity mediated One Universal

Extra Dimension Model with ∆R = 20, MD = 5 TeV and N = 6 for a curvature of

1/R < 729 GeV at 95% C.L. [93]. This limit is way beyond the recent D0 limit put

on UED signal, 1/R < 477 GeV, with 6.3 fb−1 of data.
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6.6. Summary

I collaborated with the ATLAS diphoton+Emiss
T group to analyze the 3.1 pb−1 of

early data since this amount of data was not enough to put a limit on RS graviton.

However it was a good channel to test the diphoton physics. This group searches for

the one universal extra dimension with gravity mediated decays. My contributions

to this analysis are mainly the photon purity estimation in data and the data to

MC comparisons. I performed the first photon purity study in the UED group with

the 17.1 nb−1 initial data. The photon purity is estimated to be 6.5% while pγT/p
jet
T

distribution is used for calculations and 4% while Eγ,corr
T35 /pγT is used (See Sec. 6.2).

Similar technique is employed for the final data driven background estimation with

Emiss
T distribution. Then I compared the 3.1 pb−1 data to MC background for the

Eγ1
T , Eγ2

T , E20
T and Emiss

T . In the comparison plots, it is observed that the isolation

and photon identification cause a disagreement between the data and MC. The result

of this study contributed to the estimation of systematic uncertainties for UED signal

(See Sec. 6.4).

The diphoton+Emiss
T search for the one universal extra dimension excluded the

curvature 1/R < 729 GeV at 95% C.L. at
√
s = 7 TeV. The details of this analysis

can be reached from the refereed ATLAS note [55] and the results are published in

Physical Review Letters [93].
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Chapter 7

SEARCH FOR RANDALL-SUNDRUM GRAVITON

7.1. Introduction

As described in Chapter 1, narrow diphoton resonances can result from the pro-

duction and decay of gravitons in the Randall-Sundrum Model of extra dimensions

[12]. In this chapter, I explain the analysis I pursued to search for this resonance.

My initial work demonstrated that such an analysis was viable with ATLAS using

simulated 14 TeV collisions. This is discussed in Section 7.2. Subsequently, I studied

the dependence of the search on collision energy and free physical parameters of the

model before collision energy,
√
s, was decided. This study is detailed in Section 7.3.

Lastly, I performed an analysis using 36 pb−1 of data at
√
s = 7 TeV to search for

RS Graviton which is described in Section 7.4.

7.2. Demonstration of Viability of Search in
√
s = 14 TeV

Since the LHC was planned to be run at 14 TeV center of mass energy, I used the

MC samples generated with this energy for the RS Graviton research, initially. This

analysis aims to estimate the integrated luminosity needed for a discovery or for the

purpose of excluding gravitons of various masses at 95% confidence level. Firstly, the

trigger and the event selections are described and then the number of expected events

are obtained according to the selections by counting events. The significance and the

3σ and 5σ excesses are calculated forMG = 500 GeV/c2 andMG = 1 TeV/c2 Graviton

signals. I discuss the systematic uncertainties study at the end of this subsection.
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7.2.1. Trigger per Event

In this analysis, I utilize the photon trigger EF g60 described in Section 5.1.2.

The event based trigger efficiency is calculated by dividing the number of events that

pass the trigger requirement by the total number of events. When no reconstruction

selection is applied, absolute trigger efficiencies of ǫ = 93.0±0.3% (MG = 500 GeV/c2)

and ǫ = 96.5±0.3% (MG = 1 TeV/c2) are achieved. With the requirement of two

reconstructed, isolated and identified photons in an event, as described in the fol-

lowing event selection section (Sec. 7.2.2), the relative trigger efficiencies become

99.86±0.06% and 99.92±0.06% for MG = 500 GeV/c2 and MG = 1 TeV/c2, re-

spectively. When there are reconstructed photons, the trigger is very efficient for

identifying very high pT photons.

7.2.2. Event Selection

We select graviton events having two photons with isolation requirements, photon

identification cuts, and pT > 80 GeV/c each. Each photon is required to be detected

either in the barrel (|η| < 1.37) or in the endcap (1.52 < |η| < 2.37) of the electro-

magnetic calorimeter. In addition, an event must satisfy the trigger requirement.

The backgrounds to the G → γγ signal involve both high pT QCD direct diphoton

processes and instrumental effects (’fake photons’). In the single γ+ jets and QCD

multi-jet events, one or both photons come from the misidentified jets. The same

event selection described above is also applied on the background events with the

exception of the dijet samples. For the dijet samples the photon selection (photon

ID, isolation and pT cut) and trigger requirements were omitted in order to obtain

a statistically significant distribution. The mass distribution was then scaled by the

ratio of the photon fake rate before and after the event selection (rfake). (The detailed

information about the jet-to-photon fake rate in given is Section 3.4). The value of
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the ratio is rbarrelfake = 7.5× 10−4 for the barrel and rendcapfake = 9.1× 10−4 for the endcap.

We have plotted the number of selected events vs. Mγγ as seen in Figure 7.1 after the

event selection cuts. The figure shows the breakdown of the different samples in the

barrel-barrel, endcap-endcap, and barrel-endcap contributions. There are not many

diphoton and γ+jet background events above 500 GeV/c2 mass, thus they are more

significant where MG = 500 GeV/c2 than where MG = 1 TeV/c2.

We describe here an estimate of the expected G → γγ events for two different

mass points: 500 GeV/c2 and 1 TeV/c2. The expected events after the selection cuts

are counted in the ±3σM mass window. The σM is the standard deviation obtained

by fitting the MC signal data to a Gaussian distribution function. The result of these

fits are as follows: σM = 5.3 GeV/c2 for MG = 500 GeV/c2 and σM = 9.1 GeV/c2

for MG = 1 TeV/c2. The mass windows are 470 < mγγ < 500 GeV/c2 for 500

GeV/c2 and 970 < mγγ < 1000 GeV/c2 for 1 TeV/c2 signal points. Tables 7.1

and 7.2 provide an itemization of the number of events generated (N), theoretical

cross sections (σ × BR), total MC events after the event selection cuts in a ±3σM

mass window (Nwindow), and total number of expected events in 1 fb−1 integrated

luminosity (Nwindow
exp ). The expected number of events is calculated according to the

equation:

Nwindow
exp = Nwindow × (σ ×BR) × Luminosity

N
(7.1)

7.2.3. Sensitivity

From the estimated number of expected signal and background events, we calcu-

lated the significance of the diphoton excess from gravitons as

S = 2(
√
s+ b−

√
b) (7.2)
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Table 7.1. Number of events generated (N), cross-section, and number of expected

events in 470 < mγγ < 500 GeV/c2 mass window when scaling to 1 fb−1

Sample N σ × BR (pb) Nwindow Nwindow
exp for 1 fb−1

Graviton 500 GeV/c2 9750 0.38 3533± 59.4 137.7± 2.3

Diphoton 1789 0.66 17± 4.1 6.3± 1.5

γ+JetJ4 304300 199.32 8± 2.8 5.2± 1.9

γ+JetJ5 385700 11.85 17± 4.1 (5.2± 1.3)× 10−1

γ+JetJ6 376000 0.49 32± 5.7 (4.2± 0.7)× 10−2

DiJetJ4 377400 317000 32± 5.7 (1.9± 0.3)× 10−2

DiJetJ5 389350 12500 433± 20.8 (8.9± 0.4)× 10−3

DiJetJ6 377700 360 922± 30.4 (5.3± 0.2)× 10−5

Table 7.2. Number of events generated (N), cross-section, and number of expected

events in 970 < mγγ < 1000 GeV/c2 mass window when scaling to 1 fb−1.

Sample N σ × BR (pb) Nwindow Nwindow
exp for 1 fb−1

Graviton 1 TeV/c2 5000 0.01 2238± 47.3 5.7± 1.2× 10−1

Diphoton 1789 0.66 4± 2.0 1.5± 7.4× 10−1

γ+JetJ4 304300 199.32 0± 1.0 0.0± 6.6× 10−1

γ+JetJ5 385700 11.85 5± 2.2 (1.5± 0.7)× 10−1

γ+JetJ6 376000 0.49 20± 4.5 (2.6± 0.6)× 10−2

DiJetJ4 377400 317000 1± 1.0 (7.0± 4.7)× 10−4

DiJetJ5 389350 12500 38± 6.2 (8.5± 1.1)× 10−4

DiJetJ6 377700 360 550± 23.5 (3.2± 0.1)× 10−5
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Figure 7.1. Reconstructed invariant mass for MG = 500 GeV/c2 (left) and MG =

1 TeV/c2 (right), normalized to 1 fb−1 integrated luminosity. The bottom row of

plots show the contributions from photons in different regions of the detector and top

row shows the results from all photons.
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where s and b are the expected number of signal and background events [96]. This

significance calculation method is preferable in the case for low background compared

to signal [97]. Table 7.3 indicates the value of S calculated for MG = 500 GeV/c2 and

MG = 1 TeV/c2 in 1 fb−1 of collider data. From this definition, a scan is performed

to determine how much luminosity is needed to obtain a 3 σ or 5 σ excess for each

of the two mass points considered; these values are quoted in Table 7.4. Figure 7.2

indicates the integrated luminosity versus graviton mass for these levels of significance

including the systematic uncertainties which are described in Section 7.2.4.

Table 7.3. Signal significance in 0.1 fb−1 and 1 fb−1 for MG = 500 GeV/c2 and

MG = 1 TeV/c2.

Sample Significance in 0.1 fb−1 Significance in 1 fb−1

MG = 500 GeV/c2 5.5 17.7

MG = 1 TeV/c2 0.9 2.9

Table 7.4. Required Integrated luminosity (pb−1) to obtain 3 σ or 5 σ excesses for

gravitons of mass MG = 500 GeV/c2 and MG = 1 TeV/c2.

Sample 3σ 5σ

MG = 500 GeV/c2 30 82

MG = 1 TeV/c2 1100 3100
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Figure 7.2. Required integrated luminosity to obtain 3 σ and 5 σ excesses as a

function of graviton mass, including systematic uncertainties.

7.2.4. Systematics

There are several potential sources of systematic uncertainty. According to the

studies on the systematic uncertainties for the dilepton analyses [53], the two main

sources are parton distribution functions (PDFs) and luminosity. In that reference,

the PDF uncertainty is 5% at 1 TeV mass. We assume this level also for lower

masses. The uncertainty on the luminosity was anticipated to be 20% when we have

100 pb−1, which is the data sample needed for a 5σ excess if MG = 500 GeV/c2. This

should drop to 3% for 10 fb−1 as noted in the reference. We therefore assume an

intermediate value of 10% at 1 fb−1. This is the approximate luminosity needed for

MG = 1 TeV/c2.

We also consider three other sources of systematic uncertainty that can impact

our sensitivity. The photon identification efficiency (See Sec. 3.5) appropriate to the

pT range of this analysis has a statistical uncertainty of 0.1%. There is a 0.3%
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uncertainty on the trigger efficiency for the diphoton signature from a 500 GeV and

also 1 TeV graviton signal (Sec 7.2.1). There is also approximately 1% uncertainty on

the photon fake rate, taken from the statistics in the final identified photon sample

in the multi-jet samples studied in Section 3.5. Taken together, these yield a 0.4%

systematic uncertainty in the yield of two photon events, whether they are from signal

or background processes. For single photon plus jets and multi-jet events, 1% and

2% uncertainties exist, respectively.

The combined PDF and luminosity uncertainties, calculated from the summation

in quadrature, are 20.6% and 11.2% in number of expected events for graviton MG =

500 GeV/c2 and MG = 1 TeV/c2, respectively. Given the relative smallness of the

instrumental backgrounds, their systematic uncertainties have negligible effect on the

projected significance. Figure 7.2 shows the luminosity needed for 3σ and 5σ excess

including the systematic uncertainties described above for the two mass points.

7.3. Dependence of Search on Free Physical Parameters and on
√
s

Even though the LHC was designed to run at 14 TeV, it was decided to run at

lower energy at the beginning as a result of the 2008 accident explained in Section

2.2. Because the final collision energy was undecided, I studied the effect of Center of

Mass Energy on the signal efficiency and kinematics. Besides this effect, I also looked

at how physics parameters such as mass and coupling affects the RS graviton search.

In order to investigate dependencies, I produced around 200 G → γγ MC samples

with various parameters listed below:

• Coupling: k/M̄P l = 0.008 to 0.125

• Center of Mass Energy:
√
s= 7, 8, 9, 10, 14 TeV

• Mass: MG = 200 - 1500 GeV
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These samples were generated with PYTHIA and simulated with ATLFASTII

as explained in Section 5.2.4.2. Firstly, I discussed the consistency of ATLFASTII

simulation method with the Full Chain production of GEANT. Then I presented the

results of my analysis about the free physical parameters.

7.3.1. Discussion of Simulation and Generation Methods

In this section, I compared the ATLFAST II and GEANT simulation methods to

confirm the consistency between them and validity of ATLFASTII simulation. Here I

look at their differences in signal width, photon invariant mass distribution and event

efficiency. The MC signal MG = 500 GeV/c2 with k/M̄P l=0.01 at
√
s = 10 TeV

was used for comparison. Figure 7.3 shows the Mγγ distributions from the privately

simulated ATLFASTII sample and ATLAS official GEANT sample. I calculated the

signal widths for these samples by fitting to the Gaussian function which are listed

in Table 7.5. The GEANT sample has more narrow peak than ATLFAST II samples

and it has a tail in the positive side of the peak. Moreover I also compared the two

generation methods: official transformation script and ATLAS computing workbook.

I had to use workbook generation method in order to produce samples at different

center of mass energies. The ATLFASTII samples used in this study are generated

either by transformation script method or computing workbook method. All GEANT

samples are generated with the transformation script method. The details about

production methods used for each sample are given in Section 5.2.4.2. According to

the Figure 7.3 and Table 7.5, the workbook generation method has a slightly wider

width but within the error range.

I looked at the kinematic distributions (η and pT ) of the MG = 500 GeV/c2 signal

sample for two simulation and generation methods. Figure 7.4 shows the leading

(left) and second leading (right) photon pT for these methods at 10 TeV. The η
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Figure 7.3. Comparison of generation and simulation methods. Invariant mass dis-

tributions for MG = 500 GeV/c2, k/M̄P l=0.01 sample at 10 TeV.

Table 7.5. Comparison of widths of signal samples simulated with ATLFASTII and

GEANT for 14 TeV center of mass energy. Signal widths are calculated from Gaussian

fit.

Generation Method CME σ

ATLFASTII (workbook gen.) 10 TeV 6.101±0.093

ATLFASTII (trans. gen.) 10 TeV 6.077±0.104

GEANT (trans. gen) 10 TeV 5.483±0.071
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distributions are also displayed in Figure 7.5. There is no clear difference between

the methods according to kinematic plots.
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Figure 7.4. Comparison of generation and simulation methods. Leading (left) and

second leading (right) pT distributions for MG = 500 GeV/c2, k/M̄P l=0.01 sample at

14 TeV (top) and 10 TeV (bottom).

Furthermore I tried to overlay the GEANT and ATLFASTII (transf. and work-

book methods) samples while I was plotting the results of my study on the free pa-

rameters in the next sections. The comparison plots showed that consistency between

ATLFASTII and GEANT simulation methods are very good. Therefore, it is not re-

quired to run the full chain, GEANT, for the simulation of the MC signal samples for

this study. The process time of 200 samples with ATLFASTII in grid environment

was significantly shorter than the time spent for GEANT. It was very practical to use

ATLFASTII in this parameter scan study. Also two generation methods do agree, so

it is safe to use the samples generated with workbook and transformation methods

together in my analysis.
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Figure 7.5. Comparison of generation and simulation methods. η distributions of re-

constructed (left) and truth photon (right) for MG = 500 GeV/c2, k/M̄P l=0.01 sam-

ple at
√
s=10 TeV.

7.3.2. Coupling Dependence

I used the MC signal samples at
√
s=14 TeV to understand the dependence of

coupling. I calculated the signal width by fitting diphoton invariant mass distribution

(Mγγ) to the Gaussian function in 10% mass window. For instance, the mass window

is 630-770 GeV for MG=700 GeV signal and it is 900-1100 GeV for MG=1000 GeV

sample. Table 7.6 displays the signal width for various masses and couplings. Full list

is not given here, since these data are enough to understand the pattern. The signal

width increases as the coupling increases where k/M̄P l > 0.05. Below this value,

the effect is not apparent because of the detector resolution. Figure 7.6 shows the

invariant mass distributions of MG=700 GeV and MG=1000 GeV for k/M̄P l=0.01,

0.05 and 0.125. For both signal points, the Mγγ distributions are very similar at

k/M̄P l=0.01 and k/M̄P l=0.05, but the width is clearly wider when k/M̄P l goes up to

0.125.
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Table 7.6. Signal width of the Graviton signal for various masses and couplings at√
s = 14 TeV.

MG (GeV)

k/M̄P l 300 400 500 700 1000 1500

0.008 4.293 5.362 6.048

0.01 4.225 5.436 6.238 8.776 11.560 16.607

0.013 4.241 5.412 6.413 8.538 11.457 16.529

0.02 4.271 5.537 6.293 8.620 11.598 16.969

0.03 5.559 6.649 8.865 12.179 17.827

0.05 7.121 9.526 13.232 19.408

0.075 8.247 10.822 15.645 21.897

0.1 13.371 18.991 27.176

0.125 17.093 23.769 34.402
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Figure 7.6. Invariant Mass Distribution ofMG = 700 GeV/c2 andMG = 1000 GeV/c2

sample for k/M̄P l=0.01, 0.05, 0.125. The center of mass energy is 14 TeV.
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Then, I looked at the coupling effect on reconstruction photon efficiency. The

efficiency is defined as:

Photon Efficiency =
# of truth photons which are matched to the reconstructed photon

# of truth photons
(7.3)

The efficiency of MG = 500 GeV/c2 signal as a function of truth pT is plotted in

Figure 7.7 for nine coupling values ranges between 0.01 and 0.075. The left plot is

the efficiency in barrel EM calorimeter and the right one in the endcap. The efficiency

agrees with different couplings in both calorimeter regions. The inefficiency in high

pT is discussed in Section 3.4.
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Figure 7.7. Reconstruction efficiency in barrel (left) and endcap (right) as a function

of truth pT of MG = 500 GeV/c2 signal for k/M̄P l=0.01, 0.013, 0.017, 0.02, 0.025,

0.03, 0.04, 0.05, 0.075. The center of mass energy is 14 TeV. The photons with

ptruthT < 30 GeV are excluded in efficiency calculation.

7.3.3. Dependence of Center of Mass Energy

In this section, I used the Graviton signal samples of MG = 500 GeV/c2 with

k/M̄P l=0.01 at five different center of mass energies:
√
s=7, 8, 9, 10, 14 GeV. First

of all, I compared the pT distributions of reconstructed leading photons. According
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to the Figure 7.8, the pγT distributions are very similar. Moreover the reconstruction

photon efficiency in barrel and endcap do not show an apparent change depending on
√
s as seen in Figure 7.9. Moreover I plotted the η distributions of reconstructed and

truth photons for
√
s=14, 10 and 7 TeV in Figure 7.10. The η distribution gets wider

as the center of mass energy increases which means there are more forward photons

in higher
√
s samples. The photons with η >2.37, outside of endcap calorimeter,

are called forward photons. When I compared the number of photons in forward

region to the whole range, I found that percentage of forward photons are 15.8%

for 14 TeV, 12.4% for 10 TeV and 9.8% for 7 TeV samples. Since there is a cut on

the reconstructed level which rejects the forward photons, the number of matched

photons are comparatively less in higher
√
s samples.

0 100 200 300 400 500 600 700
10×0

0.01

0.02

0.03

0.04

0.05

0.06
Reco Ph pT, 1st lead

AtlfastII

CM=14TeV

CM=10TeV

CM=7TeV

Reco Ph pT, 1st lead

0 100 200 300 400 500 600 700
10×0

0.01

0.02

0.03

0.04

0.05
Reco Ph pT, 2nd lead

AtlfastII

CM=14TeV

CM=10TeV

CM=7TeV

Reco Ph pT, 2nd lead

Figure 7.8. pT distribitions of the leading(left) and second leading reconstructed

photons for MG = 500 GeV/c2, k/M̄P l=0.01 signal sample at
√
s=7, 10, 14 TeV.
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Figure 7.9. Reconstruction efficiency in barrel (left) and endcap (right) as a function

of truth pT of MG = 500 GeV/c2, k/M̄P l=0.01 signal at
√
s=7, 8, 9, 10, 14 TeV. The

photons with ptT ruth <30 GeV are excluded in efficiency calculation.
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Figure 7.10. η Distributions of truth and reconstructed photons at 7 TeV, 10 TeV,

14 TeV.
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I also calculated the Gaussian width of the graviton signal MG = 500 GeV/c2,

k/M̄P l=0.01 at various center of mass energies. The Mγγ distributions at
√
s=7, 10,

14 TeV are plotted in Figure 7.11. It shows a very slight difference between these

samples. However the small change in the signal width can be seen easier when Mγγ

is fitted to Gaussian. The Table 7.7 lists the Gaussian width for five different center

of mass energies. The small increase in signal width as the
√
s increases is noticeable

here. The worse energy resolution in forward region leads to this increase.
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Figure 7.11. Photon invariant mass distribution of MG = 500 GeV/c2 with

k/M̄P l=0.01 at
√
s=7, 10, 14 TeV.

I studied the event based efficiency, efficiency × Acceptance (ǫ× A), with these

samples. The event based efficiency is defined as:
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Table 7.7. Signal width for MC signal sample MG = 500 GeV/c2, k/M̄P l=0.01 at√
s= 7,8,9,10,14 TeV.

√
s (TeV) Signal width

7 5.909±0.086

8 6.009±0.085

9 6.087±0.095

10 6.101±0.093

14 6.448±0.096

ǫ×A =
# of reconstructed events in barrel and endcap which have two photons with pT > 30 GeV + cuts

# of truth photons
(7.4)

where cuts are: no cut, photon identification, photon identification+isolation. I used

the ”tune2” isEM which is the recommended photon identification in Athena Release

14. The isolation selection is E20
T < 15 GeV/c+0.007 ∗ pγT . The photon identification

and isolation are detailed in Section 3.4. The Figure 7.12 shows the ǫ x A as a function

of center of mass energy after three types of cuts. All three plots indicate that event

efficiency decreases as the
√
s increases. The wider η distribution and so more forward

photons in higher
√
s samples is the primary reason of this effect. Additionally, the

efficiency of the official MC Graviton sample at
√
s=10 TeV is superimposed on the

plots, which shows the agreement with ATLFASTII values.

7.3.4. Mass Effect

In this section, I also explained the mass effect on event efficiency. Figure 7.13

shows the ǫ× A values as a function of Graviton mass with selections: no cut, pho-

ton identification and photon identification + isolation. All samples have a cou-

pling k/M̄P l=0.01. I plotted the efficiencies from 7, 10 and 14 TeV results over-

139



CM energy [TeV]

7 8 9 10 11 12 13 14

E
ffi

ci
en

cy

0.4

0.45

0.5

0.55

0.6

0.65

0.7
AtlfastII, workbook gen

Geant
Atlfast II, trf gen

CM energy [TeV]

7 8 9 10 11 12 13 14
E

ffi
ci

en
cy

0.4

0.45

0.5

0.55

0.6

0.65

0.7
AtlfastII, workbook gen

Geant
Atlfast II, trf gen

CM energy [TeV]

7 8 9 10 11 12 13 14

E
ffi

ci
en

cy

0.4

0.45

0.5

0.55

0.6

0.65

0.7
AtlfastII, workbook gen

Geant
Atlfast II, trf gen

Figure 7.12. Efficiency*Acceptance vs. center of mass energy MG = 500 GeV/c2

sample at k/M̄P l=0.01 (top left: no Cut, top right: isEM applied, bottom: isEM+iso

applied)
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layed to be able to see the center of mass energy effect again. A GEANT sample of

MG = 500 GeV/c2 at 10 TeV is also added. The GEANT sample agrees with the

ATLFASTII one in error range. The efficiencies of 7 TeV samples are higher than the

10 TeV samples and 10 TeV efficiencies are higher than 14 TeV samples as expected

according to the previous section. If we come back to our main point, we see that

ǫ x A increases as mass increases. There are two causes of this behavior. First, more

photons pass the 30 GeV pγT cut at higher masses. Second, there are less forward

photons at higher masses which leads to an inefficiency. We can see this fact by look-

ing at the η distributions of photons. Figure 7.14 shows the truth and reconstructed

photon distributions for MG=300, 500 and 1000 GeV signals at
√
s=14 TeV. Accord-

ing to these plots, the higher mass samples has more centralized distribution, and

less forward photons. The percentage of the forward photons are 17.6% for MG=300,

15.0 % for MG=500 and 11.8 % for MG=1000 GeV. Furthermore, the signal width

increases depending on the increasing mass as seen in Table 7.6.

7.3.5. Sensitivity at
√
s = 7 TeV

After I completed the analysis on the dependence of search, the decision is made

to run LHC at
√
s = 7 TeV in the first few years. Then I performed a sensitivity

study to estimate amount of data required for the discovery or exclusion of graviton

mass with this center of mass energy. I applied a method very similar to the one

followed in 14 TeV sensitivity calculations 7.2.

I used two MC signal samples MG = 300 GeV/c2 and MG = 500 GeV/c2 with

k/M̄P l=0.01 which are simulated with ATLFASTII to study the center of mass energy

dependence. I also produced two background samples with ATLFASTII; diphoton

(pγγT,truth >100 GeV/c) and γ+jet (pjetT,truth >140 GeV/c) (See Table 5.7). These are

the main backgrounds to the graviton signal as shown in Section 7.2.2. The event
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Figure 7.13. Efficiency*Acceptance vs. signal mass at k/M̄P l=0.01 (top left: no Cut,

top right: isEM applied, bottom: isEM+iso applied)
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Figure 7.14. η distributions of truth and reconstructed photons at MG=300,500 and

1000 GeV/c2 signal samples at 14 TeV center of mass energy.

selection criteria requires two photons with pT > 30 GeV/c in each event. Addition-

ally, each of these photons should pass photon identification (”tune2”) and isolation

(E20
T < 15 GeV/c + 0.007 ∗ pγT ). The invariant mass distributions of the candidate

events normalized to 100 pb−1 of MG = 300 GeV/c2 (left) and MG = 500 GeV/c2

(right) are shown in Figure 7.15.

Then I counted the number of events in mass windows of 290 < mγγ < 310 GeV/c2

for 300 GeV/c2 and 485 < Mγγ < 515 GeV/c2 for 500 GeV/c2. The number of ex-

pected events after selection cuts in the signal and backgrounds given in Table 7.8

and Table 7.9 are used to calculate the significance (See Eq. 7.2). The required lumi-

nosity for 2σ, 3σ and 3σ excesses are listed in Table 7.10 and plotted in Figure 7.16.

My estimates tell that 78 pb−1 and 175 pb−1 data are needed to obtain 2σ and 3σ

excesses for MG = 300 GeV/c2 and MG = 500 GeV/c2 with k/M̄P l=0.01.
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Figure 7.15. Reconstructed invariant mass for MG = 300 GeV/c2 (left) and MG =

500 GeV/c2 (right) at
√
s = 7 TeV, normalized to 100 pb−1 integrated luminosity.

The plots show the contributions from photons in different regions of the detector.

Table 7.8. Number of events generated (N), cross-section, and number of expected

events in 290 < mγγ < 310 GeV/c2 mass window when scaling to 100 fb−1. The

samples are generated with
√
s = 7 TeV.

Sample N σ × BR (pb) Nwindow Nwindow
exp for 100 pb−1

Graviton 300 GeV/c2 10000 0.05759 5060 2.9

Diphoton (pγγT,truth >100 GeV/c) 99500 0.306 1192 0.37

γ+jet (pjetT,truth >140 GeV/c) 966000 56.0 25 0.14
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Table 7.9. Number of events generated (N), cross-section, and number of expected

events in 485 < mγγ < 515 GeV/c2 when scaling to 100 fb−1. The samples are

generated with
√
s = 7 TeV.

Sample N σ × BR (pb) Nwindow Nwindow
exp for 100 pb−1

Graviton 500 GeV/c2 10000 0.05759 5060 2.9

Diphoton (pγγT,truth >100 GeV/c) 99500 0.306 1192 0.37

γ+jet (pjetT,truth >140 GeV/c) 966000 56.0 25 0.14

Table 7.10. Required Integrated luminosity (pb−1) to obtain 2 σ, 3 σ or 5 σ excesses

for gravitons of mass MG = 300 GeV/c2 and MG = 500 GeV/c2 at
√
s = 7 TeV.

Sample 2σ 3σ 5σ

MG = 300 GeV/c2 5 11 31

MG = 500 GeV/c2 78 175 485
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Figure 7.16. Required integrated luminosity to obtain 2 σ, 3 σ and 5 σ excesses as a

function of graviton mass, including systematic at
√
s = 7 TeV.
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7.3.6. Result

Figure 7.17 shows the effect of three parameters (k/M̄P l,
√
s, MG) together on

the event based efficiency. It displays the 3-D plots of ǫ x A versus MG versus

k/M̄P l for three center of mass energies from different angles. For making these

plots, I used 27 MC samples with the following parameters: [k/M̄P l=0.01, 0.02,

0.05], [MG = 300, 500, 700 GeV/c2] and [
√
s=7, 10, 14 TeV]. In the right plot, we see

that the pγT >30 GeV/c cut causes lower efficiency at low masses. More centralized

photon distributions at higher masses have also an effect on this change. It also shows

that coupling doesn’t affect the efficiency. The center of mass effect can be observed

in both plots. Samples with the lower center of mass energy have better efficiencies.

This is again due to the wider η distribution in the higher
√
s samples. The shape of

the MG × k/M̄P l plane is not changed much as a factor of the center of mass energy.
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Figure 7.17. Event efficiency vs. coupling vs. signal mass are plotted in 3-D graphs.

Left and right shows the graphs from different angles.
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We know that the integrated luminosity required for discovery of new particles

increases as the center of mass energy of collisions at LHC decreases. However the

better efficiency and acceptance in low
√
s will help to reduce this effect. We estimated

that 78 pb−1 data is required to reach 2 σ excess for graviton signalMG = 500 GeV/c2

with k/M̄P l=0.01 at
√
s = 7 TeV.

7.4. Search in 36 pb−1 of data at
√
s = 7 TeV

As told in Chapter 2, the LHC started to run at
√
s = 7 in 2010, and ATLAS

recorded the collision data at this energy. In this section, I present my analysis on

the 2010 data for the integrated luminosity of 36 pb−1. This analysis includes my

results that contributed to ATLAS Conference Note published in Spring 2011 [98] as

well as a complementary method for searching.

7.4.1. Trigger

The event level trigger efficiency is calculated for using MC and Data events,

which are preselected by L1 EM5 trigger. Similar to the photon trigger efficiency

calculations in Section 5.1.2, I employed the L1 EM14 trigger for MC samples and

L1 EM14, EF g20 loose and EF 2g15 loose triggers for the data. The High Level

Triggers were not available in the MC samples and initial data, since the L1 output

rate was in the recording range during the early data taking and, HLT was not needed.

Before I applied the trigger on data and MC samples, I rejected the events which did

not pass the event selection criteria, explained in Section 7.4.2. In order to preserve

statistics I did not use the last two selections, loose photon ID and invariant mass

cut, for the trigger efficiency calculations. The single event efficiency is 100% for both

data and MC samples.
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7.4.2. Event Selection

The event selection requirements for the RS Graviton → γγ analysis are listed

below. Since these cuts are similar to the ones in One Universal Extra Dimension

analysis except few modifications and they are explained widely there, I just give short

descriptions here. I skimmed the data and MC samples according to these selection

cuts at SMU computing facility and use the skimmed ntuples for the analysis.

1. Good Run List (See Sec. 5.1.1)

2. Trigger (See Sec. 7.4.1)

3. Primary Vertex (See Sec. 3.7)

4. At least two photons in an event

5. Two most energetic photons are required to lie in barrel (|ηS2| < 1.37) or endcap

(1.52 < |ηS2| < 2.37) EM calorimeters (See Sec. 3.7).

6. Two most energetic photons required to have Eγ
T > 25GeV .

7. Object Quality (See Sec. 3.7)

8. Two most energetic photons are required to pass the Loose Photon Identification

(See Sec. 3.4).

The sequence of cuts for both data and MC signals MG = 500 GeV/c2 and MG =

1000 GeV/c2 are shown in Table 7.11. The event level efficiencies with respect to the

total number of events are also given in parentheses.

7.4.3. MC Signal Parameterization

The MC signal samples are used to model the signal. Each sample is fit to the

Voigtian function which is the convolution of a Breit-Wigner and Gaussian. It is a
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Table 7.11. Number of data events surviving the various selection cuts for data and

two signal MC samples MG = 500 GeV/c2 and MG = 1000 GeV/c2 with k/MP l =

0.01. The number of events for the MC samples are number of events expected in 36

pb−1 of data. The overall event efficiency is also given for each selection.

Samples Data MG = 500 GeV/c2 MG = 1000 GeV/c2

Selection Cut # of events # of events Eff. # of events Eff.

No Selection 207038579 2.97 1.00 0.056 1.00

Good Run List 183979867 - - - -

Trigger 5009159 2.94 0.99 0.056 0.99

Primary vertex 4958229 2.90 0.98 0.055 0.98

≥ 2 photons 2193005 2.42 0.81 0.048 0.85

η cuts 2137951 2.28 0.77 0.046 0.81

Eγ1,2
T > 25 42442 2.09 0.70 0.043 0.76

Photon Object Quality 36433 1.80 0.61 0.037 0.65

Loose photon identification 8259 1.72 0.58 0.035 0.62

Mγγ > 120 GeV 1737 1.72 0.58 0.035 0.62

149



commonly used function to describe the shape of the resonance in the present of finite

detector resolution. The Voigtian function is defined as:

Ps(x) =
1

(x−m)2 + 0.25g2

⊗

e(−0.5((x−m)/s)2) (7.5)

where Ps(x) is the signal model function, x is the reconstructed mass, m is resonance

mean, s is the resonance width (resolution) and g is the Breit-Wigner width. The

signal parameters are determined by fixing the Breit-Wigner width to the theoretical

width and fitting the signal MC for the resolution piece described by the Gaussian

width. The fit parameters for several MC samples are listed in Table 7.12. These

results are also used to perform the toy MC experiments. I collaborated with the

ATLAS Exotics Diphoton Resonances working group for the MC signal parameteri-

zation.

7.4.4. Background Modeling

As explained in Section 7.2, the diphoton background for the G → γγ search

is composed of direct photon events and QCD. In γ+jet and dijet events, one or

two jets are misidentified as photons. I did not use the MC samples for background

determination for this analysis. Instead, the data is used to model the background.

The invariant mass distribution of data after the event selection cuts is fit to the

functional form of double exponentials:

gb = Nb × Pb(x) and Pb(x) = f × ea0x + (1− f)× ea1x (7.6)

where Pb(x) is the background model function, Nb is the expected number of back-

ground events, a0 and a1 are parameters of the exponential functions, and f is the

parameter floating between [0, 1]. An unbinned maximum likelihood fitting method

is used. The invariant mass range 120-500 GeV, where no signal event is expected

according to the previous experimental results [31, 32], is chosen for the fit region.
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Table 7.12. Results for the MC signal fits to the the Voigtian function (Breit-Wigner
⊗

Gaussian). m is resonance mean, s is Gaussian width and g is theoretical Breit-

Wigner width.

Signal m s g

MG = 300 GeV/c2 k/MP l = 0.01 299.25 3.54 0.0414

MG = 500 GeV/c2 k/MP l = 0.01 499.14 4.92 0.0688

MG = 500 GeV/c2 k/MP l = 0.03 499.18 4.70 0.642

MG = 700 GeV/c2 k/MP l = 0.05 698.98 5.73 2.43

MG = 800 GeV/c2 k/MP l = 0.01 798.61 6.77 0.1132

MG = 800 GeV/c2 k/MP l = 0.03 798.65 6.70 1.031

MG = 800 GeV/c2 k/MP l = 0.1 798.69 6.46 11.17

MG = 900 GeV/c2 k/MP l = 0.07 898.32 7.42 6.02

MG = 1000 GeV/c2 k/MP l = 0.01 998.13 8.48 0.1432

MG = 1000 GeV/c2 k/MP l = 0.03 997.98 7.83 1.273

MG = 1000 GeV/c2 k/MP l = 0.05 998.31 7.99 3.51

MG = 1000 GeV/c2 k/MP l = 0.1 998.05 8.31 14.2

MG = 1100 GeV/c2 k/MP l = 0.1 1097.4 9.06 15.18

MG = 1100 GeV/c2 k/MP l = 0.2 1095.1 10.61 61.5

MG = 1250 GeV/c2 k/MP l = 0.1 1247.3 9.97 17.72

MG = 1250 GeV/c2 k/MP l = 0.2 1244.9 14.40 68.7
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The fit parameters, given in Table 7.13, are also used to generate toy MC experi-

ments. Figure 7.18 shows the unbinned maximum likelihood fit to data diphoton

mass spectrum from Mγγ=120-500 GeV.

Table 7.13. Parameters for background function in Eq. 7.6 from unbinned maximum

likelihood fit to data from 120-500 GeV.

Parameters Fitted Value

Nb 1.66E3 ± 4.08E1)

a0 -9.27E-3 ± 3.53E-3

a1 -2.68E-2 ± 5.13E-3

f 3.05E-1 ± 2.03E-1

7.4.5. Statistical Treatment and Result

The signal and background determinations are explained in the previous sections

and the model functions are given in Equation 7.5 and 7.6, respectively. We calculate

a maximum likelihood function [99] using these by:

L(θj, Ns, Nb) =
e−NT

NT !

NT
∏

i

Ns × Ps(x)i +Nb × Pb(x)i (7.7)

where Ps(x) and Pb(x) are signal and background functions defined in Equations

7.5 and 7.6, respectively. NT is the total number of events, Ns is the expected

number of signal events, and Nb is the expected number of background events. While

fitting a model with signal and background to data or toy MC’s, there are three free

parameters; Nb, Ns and f . The f is the parameter of the background model function.

Since NT = Nb +Ns, and NT is constant, only two free parameters (f , Nb) remain in

the fit function.
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Figure 7.18. Unbinned ML fit to data diphoton mass spectrum from 120-500 GeV.

Equation 7.7 is different from the standard maximum likelihood function since it

allows to extract the number of signal and background events. The term e−NT

NT !
indi-

cates that the number of events generated is sampled from the Poisson distribution.

As mentioned in the previous sections, I generated toy MC experiments which

are samples of simulation events built from the signal and background models. For

each experiment, the number of events for signal and background fluctuate around

the expected value according to the Poisson distribution. The ROOT package called

ROOFIT is used to create the toy MC experiments [100]. The toy MC’s can be

categorized with two hypothesizes: null (background only) and signal+background.

For the null hypothesis, the number of signal events is zero. It is used to estimate

the expected limits in case of zero signal. The difference between the expected and

observed results from data show the excesses which are the signs of signal events in

data. I generated the null hypothesis toy MC’s depending on the background model
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function in Equation 7.6 and the fit parameters in Table 7.13. The signal+background

toy MC experiments are built from the addition of signal (Eq. 7.5) and background

(Eq. 7.6) models and the fit parameters in Table 7.12 and Table 7.13.

There are two types of signal+background toy MC experiments. They differ in

the method of estimating the expected number of signal events. In the first type,

the expected number of signal events are determined according to the cross-section,

integrated luminosity and the event efficiency as follows:

Nexp = L × σ × BR × ǫ (7.8)

where Nexp is the number of expected signal events and ǫ is the event efficiency. The

efficiencies used in the generation of first type of toy MC’s are taken from the ATLAS

RS graviton backup note [101]. They are very close to the efficiencies calculated by

myself which are used in this analysis and shown in Table 7.11. This slightly effects

Figure 7.20, but it doesn’t have any effect on the final result. This first type of

toy MC’s help to select the graviton mass and coupling combinations close to the

exclusion limit. One set of toy MC’s were generated for each graviton mass and

coupling.

The selected graviton masses are investigated in more detail with the second type

of toy MC experiments. In order to determine a limit for each mass, a scan over the

coupling, k/MP l, needs to be performed. Since Nexp ∝ k/M
2

P l, I scan the number

of expected events. For the selected graviton masses, several sets of toy MC’s with

varying Nexp are generated.

I applied the unbinned maximum likelihood fit to each of the signal+background

toy MC experiments. I calculated a Log Likelihood Ratio (LLR) as:

LLR = −2× [ min(−log(Lb))−min(−log(Ls+b)) ] (7.9)
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The LLR compares the fit of signal+background toy MC’s to signal+background

model function (Eq. 7.7) and to the background model function (Eq. 7.6). The

absolute LLR value is small if the number of signal events is low and it is large if the

number of signal events are high. The LLR distributions of signal+background toy

MC experiments for MG = 500 GeV/c2, k/MP l=0.01 (up) and MG = 1000 GeV/c2,

k/MP l=0.1 (down) are shown in Figure 7.19. The LLR distributions for the null

hypothesis toy MC’s are also superimposed.

I used the frequentist approach to calculate the Confidence Level:

CLobs
s+b =

∫∞

LLRobs
LLR

∫∞

−∞
LLR

and CLexp
s+b =

∫∞

LLRexp
LLR

∫∞

−∞
LLR

(7.10)

where LLRobs is the observed limit obtained by fitting data, and LLRexp is the ex-

pected limit which is the median of the LLR distribution derived from the null hy-

pothesis toy MC’s. The CLs+b is the ratio of the number of signal+background toy

MC experiments whose LLR value is greater than LLRobs or LLRexp to the total

number signal+background toy MC’s. It is calculated for each graviton mass and

coupling combinations.

Figure 7.20 shows the expected and observed C.L. as a function of invariant mass

for various couplings. The signal point is excluded if CLs+b is smaller than 5%. The

dashed horizontal line is the 95% confidence level. The seven points which are close

to the 95% C.L. are selected to be used to calculate the exclusion limit: [MG =

500 GeV/c2, k/MP l=0.01], [MG = 700 GeV/c2, k/MP l=0.05], [MG = 800 GeV/c2,

k/MP l=0.03], [MG = 900 GeV/c2, k/MP l=0.07], [MG = 1000 GeV/c2, k/MP l=0.1],

[MG = 1100 GeV/c2, k/MP l=0.1] and [MG = 1250 GeV/c2, k/MP l=0.1].

In the next step of statistical treatment, I had to find the expected or observed

number of signal events for each mass point at the 95% C.L. for 36 pb−1. I produced

the second type of toy MC experiments which include a set of experiments for each
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Figure 7.19. LLR distributions of signal+background (red) and null hypothe-

sis (black) toy MC experiments for MG = 500 GeV/c2, k/MP l=0.01 (up) and

MG = 1000 GeV/c2, k/MP l=0.1 (down). Moreover LLRexp (blue) and LLRobs

(green) are also shown. The LLRexp is the median of the background only LLR

distribution. The LLRobs is the observed limit and obtained by fitting data to the ex-

tended maximum likelihood function. The LLRexp and LLRobs values are very close

for MG = 500 GeV/c2, but they are significantly separated for MG = 1000 GeV/c2.
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mass with varying number of expected signal events. From these toy MC’s and

real data, I calculated the expected limit and observed limit using the same method

described above. Then I calculated the confidence levels for each mass and plotted the

CLs+b versus number of expected events in Figure 7.21. The intersection of 95% C.L.

horizontal line and the C.L. curve, which is drawn by interpolating the points, gives

me the expected number of events at 95% C.L. for each signal mass. The conversion

of expected number of events to k/MP l and final limit calculations are explained in

the next section.

I collaborated with Haleh Hadavand for the development of the analysis software

tools used in this study. Then I performed the full analysis myself.
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Figure 7.20. Expected (open) and Observed (closed) CLs+b values for each MC point

using the unbinned fit. The expected values is use the median value of the background

only LLR distribution.
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Figure 7.21. Expected (open) and Observed (closed) CLs+b values vs. number of

expected signal events for several MC signal using the unbinned fit. The expected

values is use the median value of background only LLR distribution.
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7.4.6. Result

I derived the cross section limit for each mass from the expected number of events

using the Equation 7.8. Then I estimated the coupling, k/MP l from this cross section

value using:

(k/MP l)i = (k/MP l)ref ×
√

CSi

CSref

(7.11)

where (k/MP l)i is the coupling limit for the graviton mass (MG)i = 500, 700, 800,

1000, 1100, 1250 GeV, CSi is the cross section limit, and (k/MP l)ref and CSref are

reference values from Table 5.8 which are calculated by PYTHIA.

Figure 7.22 shows the coupling versus mass exclusion curve at 95% C.L. with 36

pb−1 data at
√
s = 7 TeV. The red line is the observed limit from the ATLAS data and

the dashed black line is the expected limit. The area below the red line is excluded

by ATLAS data. The blue line shows the CDF limit and the green one shows the D0

limit. Below MG = 1 TeV, D0 limits are better compared to the ATLAS limit with

36 pb−1. However ATLAS can exclude the region of couplings at very high masses

while D0 can not. At MG = 1200 GeV, it excludes the couplings k/MP l ≤ 0.185. It is

definite that the analysis on 2011 ATLAS data can rule out the DO results. According

to my analysis, graviton with MG ≤ 550 GeV for k/MP l=0.02 and MG ≤ 940 GeV for

k/MP l=0.1 are excluded. We see a small excess for observed limit around MG = 1000

GeV, but the statistics are not enough to make a conclusion. My results are very close

to Ref. [98] which I contributed while collaborating with ATLAS Exotics Diphoton

Resonances group. In this note, we did exclude the RS graviton with MG ≤ 545

(920) GeV for k/MP l = 0.02(0.1) with 36 pb−1. The note uses an analysis method

very similar to the my analysis explained in this section except few differences. It

uses the binned maximum likelihood fit instead of the unbinned maximum likelihood

fit. The convolution of Crystal-Ball [100] and Gaussian functions are employed in
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MC signal parameterization while I modeled the signal from the convolution of Breit-

Wigner and Gaussian. Moreover the note used the modified frequentist approach

with the confidence limit definition CLs = CLs+b/CLb while CLb is derived from the

background only (null) hypothesis.
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Figure 7.22. The coupling versus signal mass exclusion limits at 95% C.L. with 36

pb−1 data at
√
s = 7 TeV. The red line is the observed limit from the ATLAS data

and the dashed black line is the expected limit. The area below red line is excluded

by ATLAS data. The blue line shows the CDF and the green one shows the D0 limit.

7.5. Summary

When I started to study RS graviton years ago, the LHC was planned to run at
√
s = 14 TeV. Therefore my initial analysis was performed at this center of mass

energy. I estimated the integrated luminosity required for the discovery or the exclu-
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sion of various masses using MC samples. The significance is calculated in order to

determine the amount of data needed for 3σ and 5σ excesses. The results show that

integrated luminosity to obtain the 3σ evidence is 30 pb−1 for MG = 500 GeV/c2 and

1100 pb−1 for MG = 1 TeV/c2 with k/M̄P l = 0.01 at
√
s = 14 TeV (See Sec. 7.2).

In September 2008, the accident occurred in LHC magnets. This incident started

the discussion about the decreasing the initial center of mass energy of collisions.

During this period, I studied the effect of
√
s on the event efficiency. I also addressed

the mass and coupling dependence of RS graviton search. I produced about 200

G → γγ samples using ATLFASTII. Three conclusions are derived from this study.

1) the signal width increases as the k/M̄P l increases, 2) the event efficiency decreases

as the
√
s increases, 3) the event efficiency increases as the mass increases. After the

decision was made to run LHC at
√
s = 7 TeV, I used these samples to estimate the

required luminosity for the exclusion of the graviton masses at this center of mass

energy. The amount of data needed to reach 2σ and 3σ excesses forMG = 500 GeV/c2,

k/M̄P l = 0.01 are 78 pb−1 and 175 pb−1, respectively (See Sec. 7.3).

Finally, ATLAS started to take data in 2010 and the sufficient data of 36 pb−1 were

collected to search for the RS graviton. I used the unbinned maximum likelihood fit

and frequentist approach to calculate the limits on the graviton mass. The toy MC ex-

periments employed in this analysis were built from the signal and background model

functions parameterized depending on the MC signal samples and data, respectively.

My analysis excluded the MG ≤ 550 (940) GeV for k/MP l=0.02 (0.1) at 95% C.L.

with
√
s = 7 TeV. This analysis method is documented in ATLAS Note [101]. My

results are very close to the standard analysis published in ATLAS conference note

[98], which I contributed. In this conference note, we used slightly different analysis

method and excluded the RS graviton with MG ≤ 545 (920) GeV for k/MP l = 0.02

(0.1) with the same amount of data (See Sec. 7.4).
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Chapter 8

CONCLUSION

I analyzed the proton-proton collision data with
√
s = 7 recorded by ATLAS

detector at Large Hadron Collider in 2010. I searched for the extra dimension signal

in the diphoton final states.

Prior to data taking, I worked on the Monte Carlo simulation samples and mea-

sured the expected performance of the ATLAS electromagnetic calorimeter for high

pT photons at
√
s = 14 TeV. The photon reconstruction efficiency and jet-to-photon

misidentification rate are calculated [53]. These results are used to demonstrate via-

bility of the RS Graviton search at
√
s = 14 TeV. The integrated luminosity needed

for the 5σ discovery is estimated to be 82 pb−1 for MG = 500 GeV/c2 and 3100 pb−1

for MG = 1 TeV/c2 with coupling k/M̄P l = 0.01 [95]. After the 2008 accident at

the LHC that caused a discussion about reducing the initial center of mass energy,

I studied the dependence of the search on free physical parameters and
√
s. The

efficiency is lower at graviton signal samples with high
√
s and low mass as a result

of their more centralized photon distributions. Since the decision was made to run

the LHC with
√
s = 7 TeV, I have been conducting a research for this center of mass

energy.

During early data taking, I tested the diphoton + Emiss
T background with the 3.1

pb−1 initial data in the context of one universal extra dimension model with gravity

mediated decays. I compared the data to MC background samples and studied the

photon purity in background. The universal extra dimension with ∆R = 20, MD = 5

TeV and N = 6 is excluded for a curvature of 1/R < 729 GeV at 95% C.L. at
√
s = 7
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TeV [55, 93].

I employed the whole 2010 data of 36 pb−1 to pursue a search for Randall-Sundrum

graviton. This study present a complementary analysis method to ATLAS Conference

Note which I also contributed [98]. Very good agreement is observed between the

results in the published note and the results explained in this dissertation. I excluded

the graviton signal for MG ≤ 550 GeV with k/MP l=0.02 and MG ≤ 940 GeV with

k/MP l=0.1 at 95% C.L. at
√
s = 7 TeV .
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Appendix A

DEPENDENCE OF THE GRAVITON DECAY ON THE PRODUCT MASS

I discuss the impact of the decay particle mass on the KK graviton processes in

the case of large extra dimensions of the extra-dimension theory (ADD model) 1.3.

The graviton is a spin-2 KK state (h̃). I compare the decay widths to massive and

massless bosons and also to fermions to investigate the mass dependence [102]. The

decay widths for these processes are listed below:

• to massless diphotons:

Γ(h̃ → γγ) =
κ2m3

h̃

160π
(A.1)

where Γ is the decay width, mh̃ is the mass of the KK state, and κ = sqrt16πGN

with the Newton’s constant GN .

• to a pair of massless gluons:

Γ(h̃ → gg) = 8×
κ2m3

h̃

160π
(A.2)

decay width to the gluons are 8 times the diphoton width since there are eight

types of gluons while there is only one type of photon.

• to a pair of massive gauge bosons:

Γ(h̃ → V V ) =
κ2m3

h̃

160π
(1− 4rV )

1/2(
13

12
+

14

39
rV +

4

13
r2V ), rV = m2

V /m
2
h̃

(A.3)

• to a pair of fermions:

Γ(h̃ → ff̄) = Nc

κ2m3
h̃

320π
(1− 4rf )

3/2(1 +
8

3
rf ), rf = m2

f/m
2
h̃

(A.4)
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where color factor Nc is three for quark pairs. The width of this mode has the

same order of magnitude as the diphotons. The σ ×BR, which is proportional

to decay width, for the dielectron decay is half of the diphotons.

• to a pair of massive Higgs bosons:

Γ(h̃ → HH̄) = Nc

κ2m3
h̃

960π
(1− 4rH)

5/2, rH = m2
H/h̃

2 (A.5)

In order to have a better understanding of the mass impact and obtain numerical

confirmation, I calculated the decay width of the massive gauge bosons for several

mass ratio rV = m2
V /m

2
h̃
. If I define the second part of the Equation A.3 as a =

(1 − 4rV )
1/2(13

12
+ 14

39
rV + 4

13
r2V ), the decay with for massive diboson will be a times

the diphoton decay width:

Γ(h̃ → V V ) = a× Γ(h̃ → γγ) (A.6)

The Table A.1 show the a factor for various rV values. According to these numbers,

the decay width (for massive gauge bosons) increases, as the mass of the boson de-

creases. This means that branching ratio of the high mass gauge bosons are lower,

and so these decay processes are less probable. Moreover the decay width to massless

diphotons is higher than the massive dibosons unless rV < 0.05. In the case of the

Γ(h̃ → ZZ) decays with h̃ = 500 GeV, rV is found to be 0.033, which means that the

ZZ decay is as probable as the diphoton decay.

Table A.1. The signal width factor a of massive gauge boson decays (Γ(h̃ → V V ))

for various rV = m2
V /m

2
h̃

rV 0.25 0.20 0.15 0.10 0.05 0.04 0.02 0

a 0 0.522 0.724 0.869 0.986 1.006 1.046 1.083
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