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always agree with some of their methodologies, but this is were the enriched
experience comes from.

v



I am very thankful to the people that make this whole project work and
those who accompany me at CERN, Nikhef and UU: Adinda, AlbertoC, Al-
bertoG, AlbertoJ, Alessandro, Alexandru, Alicia, Alis, Annalisa, Andre, An-
dreaDa, AndreaDu, AndreaR, Andreas, Angélica, Ante, Antonio, Arturo,
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1
Introduction

Apart from gravitation, most of the phenomena found in nature can be ex-
plained by the Standard Model. The Standard Model (SM) combines the elec-
tromagnetic, weak and strong nuclear interactions into one single descrip-
tion. The fundamental fields involved in the SM are 18 - twelve spin 1/2

fermions and six bosons whose main properties are summarised in table 1.1.
The fermions can be divided into quarks (the top six in the table) and leptons
(the middle six). The bosons (at the bottom of the table) are the mediators
of the three fundamental forces of the Standard Model [2]. Charged fields
interact electromagnetically via photon γ exchange. Fields which present
weak isospin interact weakly through W± and Z exchange. Fields with colour
charge interact via the strong force by the exchange of a gluon g.

The physics of strong interactions is described by the field theory called
Quantum Chromodynamics (QCD). Its mathematical foundation consists of a

Field Mass (MeV/c2) Spin Charge (I,I3)weak Colour states
d 4.1 − 5.8 1/2 −1/3 (1/2, −1/2) 3
u 1.7 − 3.3 1/2 +2/3 (1/2, +1/2) 3
s 80 − 130 1/2 −1/3 (1/2, −1/2) 3
c 1200 − 1340 1/2 +2/3 (1/2, +1/2) 3
b 4100 − 4400 1/2 −1/3 (1/2, −1/2) 3
t 172000 1/2 +2/3 (1/2, +1/2) 3

e− 0.511 1/2 −1 (1/2, −1/2) 0
νe < 0.000003 1/2 0 (1/2, +1/2) 0
µ− 105.66 1/2 −1 (1/2, −1/2) 0
νµ < 0.19 1/2 0 (1/2, +1/2) 0
τ− 1777 1/2 −1 (1/2, −1/2) 0
ντ < 18.2 1/2 0 (1/2, +1/2) 0

γ 0 1 0 (0, 0) 0
W± 38419 1 ±1 (1, ±1) 0

Z 91188 1 0 (1, 0) 0
g 0 1 0 (0, 0) 8
H 125000 0 0 (1/2, −1/2) 0

Table 1.1 Field of the minimal Standard Model. The first group correspond to
quarks; the second, to leptons, and the last one, to bosonic fields. Electric charges
are given in units of the positron charge. Extracted from [1].
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QCD αs(Mz) = 0.1185 ± 0.0006

Z pole fit  
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Figure 1.1 The running coupling αsfor the strong interaction and its dependence
on energy scale Q. The measurements are a collection from many experiments us-
ing different techniques at distinct energies. The continuous line is the extrapolation
using QCD theory and the world average procedure indicated in [3].

non-abelian Yang-Mills theory characterised by an internal symmetry whose
representation corresponds to that of a SU(3) group.

In a QCD interaction the strength of the force, quantified by the strong
coupling αs, decreases with the momentum transferred Q2 between the in-
teracting fields. Processes with large Q2, also called hard processes, can be
computed by perturbation theory in the same fashion as for the electromag-
netic and weak forces. In this respect, the contributions to the interaction cross
section between the fields can be computed progressively order by order. This
property of QCD is called asymptotic freedom, since in the limit of extremely
large Q2, or equivalently short distances, the strength of QCD interactions is
very small. Figure 1.1 shows αs measured in several experiments at differ-
ent energies together with the respective perturbative procedure used in the
extraction of αs.

The situation is very different for a soft process (low Q2) since the large
αs prohibits a perturbative treatment. In those regimes, αs becomes so large
that quarks are effectively bound into colourless quantum states: hadrons1.
This property is called confinement. At such regimes a description using
LatticeQCD [4, 5] is usually employed. The latter is a non-perturbative imple-

1Colorless states can be formed by either a quark and and antiquark, called mesons, or three
quarks (three antiquarks) called baryons (antibaryons).

2



Figure 1.2 Phase diagram of QCD matter showing the QCD phases that occur in
nature. The left-most arrow corresponds to path taken in the cosmological evolution
of the universe. The red and blue arrows point towards systems made in current
and future collider experiments. Figure extracted from [6]

mentation of QCD field theory using a discretisation of space-time aimed to
account for the fact that perturbation techniques can not be applied.

An extension of the theory of thermodynamics to nuclear matter has proven
to be useful in understanding the nuclear reactions inside stars [7]. Figure 1.2
shows the thermodynamical phase diagram of QCD matter in terms of tem-
perature and net baryon density. In this diagram, normal nuclear matter,
which is formed by hadrons interacting mainly via the weak force, is located
at almost zero temperature and with a net baryon density of one. As we move
along the horizontal axis, the density of quarks and antiquarks vary and so
does the net baryon density. Neutron stars are formed at κT = 0 with a den-
sity in the range of 3-10 times that of nuclei. When the system is subject to
an increase of temperature or density, baryons and mesons would ultimately
melt into a phase of deconfined QCD matter, where quarks and gluons are
not bound into colourless states, but rather move freely.

1.1 S T U D Y I N G Q C D W I T H H E AV Y I O N C O L L I S I O N S

The study of QCD matter under extreme conditions of temperature and pres-
sure is the main aim of Heavy Ion Collisions (HIC). A wide range of the phase
diagram shown in figure 1.2 can be explored in a systematic and controlled
way through these kind of collisions. Lattice calculations predict that in those

Chapter 1. Introduction 3



Figure 1.3 Evolution of the matter created in nuclear collisions.

regimes the energy density produced would melt nuclear matter into a phase
where quarks and gluons are free [8, 9], followed by the approximate restora-
tion of chiral symmetry.

Previous to the Large Hadron Collider (LHC) era, experiments at the Rela-
tivistic Heavy Ion Collider (RHIC) found that the system produced by collid-
ing Au ions at

√
sNN = 200 GeV is in a state of highly interacting matter which

resembles that of a plasma. In this initial state, called Quark Gluon Plasma
(QGP), quarks and gluons would move freely over a volume of around 10

fm3. Figure 1.3 shows a representation of the time evolution of the system
created in a heavy ion collision. Shortly after the collision, the system reaches
a state of thermal equilibrium, then rapidly expands and cools down from
temperatures as high as ∼ 500 MeV for RHIC top energies (and much hot-
ter at LHC) towards ∼ 170 MeV when hadronisation (or chemical freeze-out)
takes place. At this stage the system is composed of hadrons interacting in
a state that resembles that of a gas. As the system expands, the mean free
path increases leading eventually to a state where hadrons do no interact ef-
fectively anymore. At this point, usually referred to as kinematic freeze-out,
the final momentum of hadrons is established, after which the hadrons stream
free towards the detectors.

Several analyses at CERN and BNL have taught us many aspects of the
dynamics of QCD. The evolution of the system can be studied by analysis

4



of the particles escaping the fireball and being recorded by the detectors. In
HIC, each particle species - either photons, electrons, muons or hadrons -
and the correlation among them provide different information of the system
evolution. Direct photons and lepton pairs, since they do not suffer colour
interaction, are more sensitive to the pre-equilibrium and thermalisation of the
system. They thus can be connected to the temperature of the emitting source.
Jets, group of strongly collimated hadrons, produced by the hard scattering of
quarks and gluons are generated in the initial state. By coupling themselves
to the medium, they provide important information about its properties. In
particular, highly penetrating jets with pT > 10 GeV experience a significant
modification in their pT spectrum, when compared to the one produced in pp
collisions, due to energy loss in the medium. The nuclear modification factor,
also called RAA, quantifies this effect. This factor is also used to quantify
the medium modification of the single particle spectra. RAA is defined as
the ratio between the pT spectra measured in heavy-ion collisions to the pT

spectra from proton–proton collisions scaled by the nuclear overlap function
⟨TAA⟩, according to Eq 1.1.

RAA =
1

⟨TAA⟩
dNAA/dpT

dσ/dpT
. (1.1)

If the particles produced in Pb–Pb collisions result from an incoherent su-
perposition of nucleon-nucleon reactions with no medium effect, then RAA

is one by definition. It is found, however, that this is not the case. Particle
production in heavy ions is suppressed (RAA< 1) or enhanced (RAA> 1) de-
pending on transverse momentum and differently for every species. The sup-
pression and enhancement can be attributed to a combination of collisional
and radiative in-medium energy loss of the partons before hadronisation.

Furthermore, the observation of yields of hidden charmed states, like J/Ψ
or Ψ′, relative to that of the Υ allow for the study of the deconfined state
and colour screening. The width of light vector mesons, like ϕ, ρ and ω, is
predicted to be sensitive to chiral restoration in the QGP which reduces their
constituent quark masses.

Finally, correlations between particles provide deep insight into the prop-
erties of the QGP and its evolution. In particular, the azimuthal correlation
of produced particles probe the degree of spatial asymmetry in the formed
medium and the strength of its coupling. The latter is related to the mean free
path in the interaction between constituents.

Chapter 1. Introduction 5



Figure 1.4 Simulation of a non-central heavy-ion collision with impact parameter
b = 6 fm using the Glauber model. The nucleons that participate in inelastic
interactions are marked with filled circles. The x and y coordinates represent the
laboratory frame. The participant eccentricity ϵpart and the standard deviations
of the participant spatial distribution σx′ and σy′ are also shown. The angle ΨR
denotes the orientation of the reaction plane angle. Extracted from [10].

1.2 A N I S T R O P I C F L O W VN

The particles produced in non-central heavy-ion collisions present an aniso-
tropy in their momentum distribution. This phenomenon is the result of the
interactions in the anisotropic shape of the matter produced in such collisions.
The anisotropy can be quantified by performing an azimuthal expansion of
the momentum distribution of particles around the reaction plane angle (ΨRP)2.
The reaction plane is defined by the vector that connects the centres of the
colliding nuclei and the beam direction, whereas the reaction plane angle is
measured in the transverse plane as the direction of the line formed by the
intersection of the reaction plane and the transverse plane.

2In many references the reaction plane “angle” is referred to as just the reaction plane.
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In such context, it was shown [11] that a Fourier basis has very useful
symmetries which allow for an easy connection between theory and mea-
surements. The Fourier expansion of the azimuthal distribution of momenta
around ΨRP is

E
d3N
dp3 =

1
2π

d2N
pT dpT dy

(1 + 2
∞

∑
n=1

vn cos n(φ − ΨRP)), (1.2)

where the odd (sine) terms of the Fourier expansion vanish by symmetry
[11] and the factor “two” multiplying the vn coefficient allows for a direct
connection between v2 and the p2

x and p2
y asymmetry studied previously [12].

The vn coefficient are usually referred to as the n-th flow harmonic coefficient.
Due to the finite extension of the colliding nuclei, the resulting medium

has an inhomogeneous density profile. The complex shape resulting from a
heavy-ion collision is usually analysed using many angles of symmetry. Fig-
ure 1.4 shows a sketch of the geometry of a system produced by a heavy-ion
collision at the beginning of thermalisation. The reaction plane angle, which
is fixed by the collision geometry, is also drawn in the figure. The filled circles
represent those nucleons undergoing inelastic collisions (also called partici-
pants). The x′ and y′ lines are along the minor and major axis describing the
elliptic (n = 2) symmetry of the formed medium: x′ being the principal axis.
The x′ − z plane is called second-order symmetry plane3. Symmetries of higher
order can be found in the medium also. The orientation of the principal axis
for all these symmetry planes in the laboratory frame are usually referred to
as symmetry plane angles.

Experimentally the principal axis of symmetry can be measured4 from the
azimuthal anisotropy of particles escaping the system. The angles of symme-
try formed by the azimuthal distribution of final state particles are called flow
angles (Ψn).

For instance, for the determination of v2 (elliptic coefficient) an expansion
around the second order flow angle Ψ2 is used in equation 1.2 instead of the
reaction plane. The vn coefficient can be extracted by using the orthonormality
of the Fourier basis

v2 = ⟨⟨cos 2 (φ − Ψ2)⟩⟩ = ⟨⟨e2ı(φ−Ψ2)⟩⟩, (1.3)

where φ represents the azimuthal angle of the particle under study and the
average is taken over those particles and over events. The coefficient can

3In literature this plane is often called participant plane or event plane since the second order
symmetry is the predominant one in non-central collisions.

4A biunivocal relation between the orientation of the symmetry plane angle of the initial state
geometry and the flow angle of the final momentum distribution of particles is implied. Current
studies [13] are testing the limits of such assumption.

Chapter 1. Introduction 7



Figure 1.5 Strange hadron v2 measured in Au+Au collisions at
√

sNN = 200 GeV
by the STAR collaboration. Extracted from [15]

also be constructed using complex notation since the imaginary term (sine)

vanishes by symmetry [14]. The Argand notation is the nomenclature usually

found in literature and therefore adopted in this thesis.

Although the vn coefficients were meant to study particles that have enough

time to interact with the expanding medium (setting a cut off pT of the order

of a couple of GeV/c for LHC energies), these studies are naturally extended

to high transverse momentum, where the vn of identified particles become

sensitive to the path length dependence of their energy loss.

1.3 P R E V I O U S R E S U LT S O N T H I S S U B J E C T

The anisotropic parameter v2 for strange resonances and cascades in Au+Au

collisions at
√

sNN = 200 GeV was recently reported by the STAR experiment

[15]. Figure 1.5 shows the differential v2 for K0
s , Λ, Ξ and ϕ together with a

proposed universal scaling for strange and light quarks. The accuracy for K0
s

and Λ allows for a clear separation in the differential v2 (top left panel), which

8



Figure 1.6 v2 of heavy flavour electrons and open charm measured in Au+Au
collisions at

√
sNN = 200 GeV by the PHENIX collaboration. Extracted from [16]

seems to scale5 rather well when the number of constituent quarks for each
hadron is considered (bottom-right panel). However, the limited pT range and
broad centrality selection only allow for a marginal interpretation of the role
of strange quarks in the dynamical expansion of the QGP.

On the charm sector, many studies of the azimuthal anisotropy produced
in HIC have also been performed. Figure 1.6 shows the anisotropic parameter
v2 for electrons from heavy flavour decays and reconstructed open charm
mesons in Au+Au collisions at

√
sNN = 200 GeV. The results show a non-

zero charm v2 for non-photonic electrons whose origin is mostly from heavy
flavour weak decays. The recent results from direct reconstruction of open
charm mesons is at most marginal, but still compatible with that of heavy
flavour electrons.

The present document contains two flow analysis:
The first part is the analysis of v2 of K0

s and Λ where I was the main anal-
yser: implemented the analysis algorithms, did the particle reconstruction and
performed the Monte Carlo and systematic errors studies. The observables re-
ported here correspond to those measured in Pb–Pb collisions at

√
sNN = 2.76

TeV - more than one order of magnitude higher that those recorded at RHIC
- using the data collected during the first long run period of the LHC. These

5the scalling and all other features of the RHIC data will be discuss in chapter 5 where the
results of this thesis will be presented.
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measurements will be compared to the current state of the art hydrodynamic
models in narrow centrality classes and fine pT bins. Moreover, the exten-
sion in pT up to 12 GeV/c not only allows for a rigorous test of the universal
scaling proposed at RHIC, but also provides insight into mechanism of path
length dependence in the energy loss of strange quarks traveling through the
medium. Furthermore, the new ways to compare the anisotropic parameter
v2 using three different estimates bring a fresh perspective on the effect of
flow fluctuations in the measurement of v2.

The second analysis corresponds to the v2 of D0 where I performed the
v2 measurement using two different methods and published them together
with an independent analysis done by colleagues using a third method. I
was in charge of the systematic uncertainties related specifically to these two
methods and the ones common to all of the methods. The new measurements
on v2 of D0 fully reconstructed in ALICE extend the measurements of charm
v2 up to a much higher transverse momentum with unprecedented accuracy.
These results will be compared to models which describe the transport of
heavy quarks and have successfully described the data at high pT in both
RHIC and LHC energies.

The results of my analyses where published in three refereed journals and
were highlighted for public outreach in several editions of the CERN courier.
In addition, I worked in the quality assurance inspection of the multiplicity
and event plane angle measured with different detectors during the first Pb–
Pb collisions and contributed to the analysis of the D∗+ spectra measured in
pp collisions at 7 TeV by performing Monte Carlo fits to the distribution of
several topological variables used in its reconstruction. These results were
published also, but they are not included in the present manuscript.

The structure of this document is the following: Chapter 2 contains a brief
description of the ALICE sub-detectors relevant for this analysis. In chapter
3, the approach to vn of decaying particles by multi-particle correlations and
reconstruction of the Qn vectors is discussed. Chapter 4 encloses the descrip-
tion of the reconstruction of candidates and their v2. Chapter 5 is where the
measurements are presented and discussed. Final remarks will be given in
chapter 6. Enjoy it!

10



2
The ALICE detector

The Large Hadron Collider (LHC) is the largest and most powerful synchrotron
in the world at the time of the present study. It is designed to accelerate pro-
tons up to an energy in the centre of mass of 14 TeV and lead ions up to 5.5 A
TeV. With a 27 km circumference spanned in both Swiss and French territory,
the LHC collides particles at four different locations which correspond to the
four particle detectors it hosts: ATLAS, CMS, LHCb and ALICE.

A Large Ion Collider Experiment (ALICE) has been designed specifically to
study heavy–ions reactions, although it also has an ambitious pp program.

Figure 2.1 Photograph of the ALICE detector in the LHC ring. The cavern where
it is located is around 50 m below surface in Saint-Genis Pouilly, France.

11



Figure 2.2 Drawing of the ALICE detector showing many of its subdetectors. The
silhouette of two people are shown for scaling purposes.

Its main advantages with respect to other LHC detectors are in low momen-
tum reconstruction and particle identification. The detector allows for distinct
physics studies going from particle multiplicity to reconstruction of complex
structures like decays, showers or jets. Figure 2.1 shows a photograph of the
ALICE detector taken during the final preparations before its first operations
in late 2009. Although the picture was taken for outreach communication, one
can still see the complexity of the sub-detectors as well as the beauty of its su-
perstructure. On the bottom left corner one can see the blocks of concrete
which provide extra shielding for the forward spectrometer when the beams
are present. Those blocks work also as a deck for visitors when the access to
the experiment is open for public.

ALICE’s architecture can be classified in three parts according to their
pseudo-rapidity coverage: a central, a mid–forward and a very-forward de-
tector.

At mid–rapidity |η| ≤ 0.8, ALICE has full azimuthal coverage, high reso-
lution tracking and particle identification capabilities. This allows for precise
measurements of multiplicity density, pT-spectra of charged and neutral par-

12



Figure 2.3 Drawings of the (left) ITS detectors and (right) TPC detector; For ITS
the dimensions are shown in centimetres; for TPC, the silhouette of a person is
drawn for scale purposes.

ticles, jet reconstruction and composition, multi-particle correlations, among
others.

In 2 ≤ η ≤ 4, ALICE features a high resolution multiplicity detector and
a muon spectrometer for heavy quarkonia reconstruction. At approximately
the same pseudo-rapidities, two scintillator systems are installed one on each
side of the interaction point in order to provide a trigger, measure centrality
and estimate beam–gas contamination.

Around 150 meters from the interaction point ALICE has a calorimeter
designed to measure the energy of the spectator particles from the collision.
This detector not only contributes to the determination of centrality, but also
allows for measurements of electromagnetic dissociation and flow.

Figure 2.2 shows a drawing of the ALICE detector and many of its sub–
detectors. In the present document, I will provide details on the detectors
used in this analysis. However, for a complete description of these detectors
the reader should refer to [17].

2.1 C E N T R A L D E T E C T O R S

At the core of ALICE there is a large 7800-ton solenoidal magnet [17] (L3-
magnet), whose yoke is painted in red (see figures 2.1 and 2.2). This device
develops a nominal field of 0.5 T parallel to the beam direction with a homo-
geneity within 2% inside its active volume. Its super-structure extends over
700 m3 and it features switchable orientation of its magnetic field, a feature
very useful when testing e.g. the alignment of the tracking detectors.

The central tracking detectors are mounted inside the L3-magnet and are
designed to provide high-resolution momentum measurement, strong two-
track separation power, precise vertex determination and particle identifica-

Chapter 2. The ALICE detector 13
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Figure 2.4 Left: Impact parameter resolution of tracks reconstructed with the ITS.
Right: Momentum resolution of tracks reconstructed with the combined information
of TPC and ITS detectors.

tion. In terms of event selection, the fast response of its inner layers provide
also a minimum bias trigger, while its tracking capabilities allow for the trig-
ger of event with more specific characteristics in a refined trigger procedure
called High-Level Trigger [18].

2.2 T H E I N N E R T R A C K I N G S Y S T E M

The track density in the range of 3.5 ≤ r ≤ 45 cm from the interaction point is
expected to go from 50 down to 1 particles per cm2. The Inner Tracking System
(ITS) has been designed to function in these extreme density conditions. The
system consists of six layers of silicon detectors with different technologies
and spatial coverage. The first two layers are pixel detectors, the next two are
drift detectors and the last two are strip detectors. Their sensitive areas are
located at r = 3.9, 7.6, 15.0, 23.9, 38.0 and 43.0 cm, respectively, and provide
full azimuthal coverage. The maximum pseudo-rapidity coverage goes from
|η| < 2.0 in the innermost layer to |η| < 0.9 in the outermost layer. The left
side of figure 2.3 shows the schematics of the ITS.

The detector material thickness strongly influences the momentum resolu-
tion below 3 GeV/c. The ITS has been engineered to amount to less than 10%
of a radiation length X0 [19]. In order to resolve accurately momenta above 3
GeV/c other tracking detectors are used in conjunction with the ITS.

The spatial precision in the direction of the azimuthal angle r∆φ is well
below 50 µm in all the ITS and 12 µm for the pixel layers [20]. The precision of
the inner layers allows for a fast estimation of the primary vertex by means of a
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Figure 2.5 Left: First step in seeding of primary tracks; Right: Stopping power as
function of momentum for tracks measured at the TPC.

linear interpolation of tracklets (pseudo-tracks constructed only with the two
first layers of the ITS). This approximate vertex is used as a starting point for
the tracking algorithm in the central barrel as will be discussed below. After
the tracking is done, the primary vertex is recalculated using the information
from the tracks and therefore maximising the resolving power. The resolution
in the vertex determination is therefore more accurate for high multiplicity
events reaching down to 5 µm. The spatial precision also allows for high
resolution in the impact parameter of the tracks at the primary vertex, making
the measurement of heavy-flavoured hadrons possible. Figure 2.4 shows the
detector performance during the first Pb–Pb data taking in 2010. A resolution
below 100 µm in the impact parameter of primary tracks is achievable even
for transverse momenta below 1 GeV/c.

In addition, the last four layers of the ITS provide a measurement of the
specific energy loss in the detector. Although this feature could be used for
particle identification in the non-relativistic region, when tracks are crossing
at least two of these layers, for the present analysis this information was not
used because an equal or more accurate measurement can be achieved from
measurements in the outer detectors.

2.3 T H E T I M E P R O J E C T I O N C H A M B E R

The Time Projection Chamber (TPC) is the main tracking detector at mid-rapidity.
Its cylindrical cage is filled with 90 m3 of Ne/CO2/N2 (90/10/5) gas which
was chosen due to its short drift time, low diffusion length, large radiation
length, and high stability. Spatially it covers a radius from 85 cm to 250 cm
and has an axial coverage of 500 cm (±250 cm). It also covers full azimuth
through eighteen trapezoidal sectors. As the track density is expected to vary
with radial distance from the interaction point, each sector is divided radially
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into two readout chambers. The inner one covers a third of the total radial
coverage and has very dense readout configuration, while the outer chamber
has smaller pad density. The cage is separated into two regions of rapidity by
a central membrane at z = 0 in order to decrease its total drift time and the
resulting dead time [21]. The right side of figure 2.3 shows a 3D–view of the
TPC and its geometrical segmentation.

Due to its spatial resolution and its low material budget (about 3.5% X0), it
provides adequate transverse momentum resolution for an accurate reconstruc-
tion of low momentum particles. The right side of figure 2.4 shows the pT

resolution of tracks reconstructed using ITS and TPC altogether. At pT < 1
GeV/c, the resolution is driven by multiple scattering, while at higher pT,
the resolution scales linearly with the transverse momentum. The pT resolu-
tion reaches ∼ 0.7% for particles with pT around 0.5 GeV/c. At 2 GeV/c the
resolution is still around 1%, while at 20 GeV/c, it is still less than 5%.

The track finding procedure which involves both ITS and TPC is performed
using two steps: a) track seeding and b) tracking following.

The track seeding identifies a potential track and provides a rough estimate
of its direction. Two different strategies are followed. For primary tracks, it
starts with the SPD-based primary vertex and two outer TPC-clusters with a
large separation between the two - by about 20 rows. The three points con-
strain a circumference - see figure 2.5 (left) - which is used in a procedure
to attach clusters along this path and estimate the robustness of the poten-
tial track [22]. For secondary tracks, the strategy is somewhat different and
involves two algorithms depending on the transverse momentum of the can-
didate track, see [22] for a detailed explanation.

The track following uses a Kalman filter technique [23] with three iterative
operations. It starts with clusters reconstructed in the outermost region of the
TPC and moves towards the direction of the primary vertex through a sequen-
tial scanning of clusters using the trajectory obtained during track seeding.
Effects of the material budget on the particle’ s trajectory are taken into ac-
count during this procedure. Once the innermost layer of the TPC is reached,
the found clusters are fit to a helix and the properties of this track are stored
and tagged as tpc-only tracks. The last cluster found is used as seed for a simi-
lar procedure done in the ITS. The next iterative operation uses the innermost
cluster and moves towards the outermost one. A third and final operation
starts from the outermost cluster and goes inwards. The associated clusters
are reassessed during the whole three-step-procedure based on their devia-
tion from the most recent estimation of the track. The tracks resulting from
this procedure are called global tracks.
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Figure 2.6 Left: Cross section of the ALICE central barrel detectors installed be-
fore the first Pb–Pb run; Right: Velocity as function of momentum for particles
measured with the TOF.

The detector features a high efficiency in track reconstruction (above 95%
for momenta higher than 0.8 GeV/c) keeping the rate of fake tracks to less
than 2% even in the most central Pb–Pb collisions. However, due to dead
zones which cover about 10% of the total azimuthal acceptance, the overall
efficiency with respect to generated particles in full acceptance diminishes
down to around 90% for particles with momentum higher than 0.8 GeV/c
when tracking is performed using the TPC exclusively [21].

In addition to its highly efficient tracking features, the TPC provides a mea-
surement of the specific energy loss dE/dx of particles traversing its fiducial
volume. The right side of figure 2.5 shows a two dimensional distribution
of global tracks in terms of the dE/dx (y-axis) and the particle momentum
(x-axis). The black lines are the curves expected from a parametrisation of the
Bethe-Bloch [3] equation.

Below p < 0.5 GeV/c, there is at least a 4σ separation between K± and π±,
and below p < 1.0 GeV/c, protons can be separated from other species.

For relativistic particles, we can profit from the relativistic rise - when the
stopping power rises with the log βγ - to statistically separate particles up to
few tens of GeV/c.

At intermediate pT (up to 4 GeV/c), where the minimum ionisation limit
prohibits a clear separation of species, other detectors can be used. These
detectors are located past the TPC and provide complementary (and partially
redundant) particle identification in this pT region.

2.4 T H E T I M E O F F L I G H T D E T E C T O R

The Time Of Flight (TOF) detector is essential for extending the particle iden-
tification to a few GeV/c. This detector consists of an array of Multi-gap
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Figure 2.7 Left: Schematics of the VZERO-A detector. Right: Pseudo-rapidity dis-
tribution of charged particle multiplicity as measured with several forward detectors
including the VZERO.

Resistive Plate Chambers (MRPC) with full azimuthal coverage. Its fiducial
volume extends from 370 cm to 399 cm in radius and covers a pseudo-rapidity
range of ±0.9 units. It is segmented in 90 modules: 5 segments in the z direc-
tion and 18 segments in azimuth. It features a small material budget which
translates to 30% X0. Three central modules were not installed before the 2010

and 2011 data taking. Figure 2.6 (left) shows a cross section of the central bar-
rel detectors installed for the first Pb–Pb run in 2010. From inside to outside,
one can see the ITS in green, the TPC in blue and the TOF detector in light
red and covering the full azimuth.

The time resolution of each module is 40 ps with high efficiency [24]. Its
efficiency in particle identification depends on both the species and the mul-
tiplicity of the overall event. The right side of figure 2.6 shows a two di-
mensional distribution of global tracks in terms of the measured velocity β

(y-axis) and the particle momentum (x-axis). For Kaons in the range from 0.5
to 3 GeV/c, the efficiency goes from 100% in most-peripheral events down to
80% in the most central ones. The contamination from other species is below
5% for a 3σ deviation from the expected time in this pT range, see [24] for
more details.

2.5 T H E V Z E R O S Y S T E M

The VZERO system (labelled as V0 in figure 2.2) consists of two circular ar-
rays, named VZERO-A and VZERO-C, of plastic scintillators which cover full
azimuth and are positioned on either side of the interaction point. VZERO-A
is located at z = +340 cm and covers 2.8 < η < 5.1; while VZERO-C, installed
at z = −90 cm, covers −3.7 < η < −1.7; see [25] for more details.
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Each VZERO disk is divided into 32 cells: four rings of eight sectors which
are distributed symmetrically in azimuth. Figure 2.7 (left) shows the segmen-
tation of the VZERO-A detector. Each cell is capable of an independent mea-
surement of the number of particles traversing its volume. Figure 2.7 (right)
shows charged particle multiplicity per event as a function of pseudo-rapidity
measured by tracklets reconstructed from the SPD and both VZERO disks in
central Pb–Pb collisions.

Due to its very fast response (few ns), the detector is used for minimum
bias trigger, beam-gas rejection and centrality characterisation. Furthermore
due to its pseudo-rapidity coverage and in spite of its coarse granularity, the
detector is used to estimate the second order flow angle and particle correla-
tions with large η gap as it will be discussed in the following chapters.
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3
The anisotropic coefficient vn for
reconstructed decays in Pb–Pb collisions

The LHC physics program started in November 2009 and continued until
February 2013 with short stops which were used for small reparations and
minor modifications in their detectors. During this period, referred to as LHC
long run 1 (LR1), collisions of several systems were recorded. The following
table summarises the LHC operations:

System
√

s (TeV)
√

sNN (TeV)
November 2009 p–p 0.9
March 2010 p–p 7.0
October 2010 Pb–Pb 2.76

April 2011 p–p 2.76

November 2011 Pb–Pb 2.76

April 2012 p–p 8.0
September 2012 Pb–p and p–Pb 5.02

February 2013 p–p 2.76

ALICE recorded events in all of these beam configurations, however the
analysis presented in this thesis corresponds to Pb–Pb collisions exclusively.
The LHC can deliver Pb–Pb collisions in ALICE at a constant rate for sev-
eral hours. When the beam intensity deteriorates below a certain threshold,
the accelerator team informs the experiments so that they stop the data ac-
quisition. The beam is then dumped and the procedure for beam renewal
begins. The recovery process can take several hours and involves many steps:
beam injection, ramping of energy, stabilisation of beams and focusing for
collisions. Therefore ALICE records events in samples fragmented in time
and organised in run numbers. Some of those samples have problems either
with the data acquisition or with lags in the detector. When the data of any
of the sub-detectors used in this analysis was compromised and could not be
restored by offline recalibration, the run was not considered in this analysis.
See appendix A for a list of the run numbers used in this analysis.

3.1 T R I G G E R A N D C E N T R A L I T Y D E T E R M I N AT I O N

The trigger is the signal sent to the detectors in order for them to start a
recording period. The ALICE strategy uses several trigger solutions in order
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Figure 3.1 Distribution of the VZERO amplitude in Pb–Pb collisions at 2.76 TeV.
The alternating grey and white areas indicate the intervals used for centrality se-
lection. A Monte Carlo model is fitted to the data and allows for the classification
of events into percentiles of the total hadronic cross section. The inset shows an
enlarged view of the region of the small VZERO amplitude which corresponds to
the most peripheral collisions.

to cope with the different physics analyses. For instance, for the analysis of
muons reconstructed with the forward spectrometer, the detectors involved
are only those at forward rapidity and due to their fast response time the
trigger could work at very high rate. However whenever the TPC is included
in the readout partition, the trigger rate levels off with the TPC response time1

(∼ 100 Hz)
For the analysis of 2010 data a minimum-bias trigger was used. This trigger

was constructed by using the total signal registered in the VZERO and the
activity in the integrated circuits of the SPD [26]. The events recorded in
this mode allow us to measure the dependence of elliptic flow on centrality.
Using the events recorded in this period, a pilot study on the elliptic flow of
D0 was also performed which gave us a hint of a remarkably large azimuthal
asymmetry for these particles. Although these results were not made public
they were reported during 2011 ALICE’s collaboration meeting [27]. Based on
the pilot analysis, a dedicated trigger for semi-central collisions was formed and
included in the 2011 data taking. This new trigger relied on the total signal
on the VZERO detectors only tuned for a specific centrality range aiming at
semi-central collisions where the larger anisotropy is expected. The outcome

1This is driven by the readout bandwidth. The intrinsic TPC dead time including the drift time
and the time the gate needs to be closed is 280 µs, which is equivalent to a limiting frequency of
3.5 kHz.
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was a sample three times bigger than the one recorded in the previous year
in the same centrality range.

After the events were recorded, a second stage in the selection was per-
formed by an offline procedure. Here the number of beam-gas collisions is re-
duced by a time coincidence between both VZERO discs and the requirement
of a reconstructed primary vertex by the central tracking system. Detailed
information about the trigger system and the modes configured for the LR1

can be found in [18].
Centrality is determined through the event multiplicity using a geometric

Glauber model [28] for the initial density profile and a particle production
model to connect particle abundance to nuclear overlap. Several detectors are
used in order to measure particle abundances: the total signal measured by
the VZERO (V0M), the number of tracks measured by the TPC (TRK) and the
number of tracklets reconstructed by the SPD (CL1).

The centrality classes obtained are defined in terms of percentiles of the
total hadronic cross section. Due to the increase of the electromagnetic cross
section in very peripheral collisions, the centrality framework works very well
only from 0% to 90% with a resolution of 0.5% in most central up to 2%
for most peripheral. Figure 3.1 shows the centrality percentiles associated
to the VZERO total amplitude for events recorded during 2010. Detailed
information on the centrality determination can be found in [28]. In order
to ensure a good performance of the centrality estimation, only events with
a reconstructed vertex not further than 10 cm along the z-direction from the
nominal interaction point were considered in the classification.

3.2 T H E QN R E C O N S T R U C T I O N

3.2.1 The Qn vector

The Qn vector2 and the flow angle Ψn were formally introduced in [29, 30],
although traces of its conceptual origin might date back to the analysis of
shape variables [31]. The Qn vector is defined as the sum of unit vectors in
the complex plane made out of the direction of the particles produced in a
heavy-ion collisions, according to

Qn ≡
M

∑
i

exp ınφi (3.1)

2When first introduced, Q⃗n was defined as a vector in the transverse plane (with two real
components) in this thesis and in (most) current literature this vector is replaced by a complex
number. Although not formally correct, I will keep calling it vector since that is how is commonly
known by the community.
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Figure 3.2 q2 distribution of two samples generated by a 0.1 million Monte Carlo
events with random Ψ2. In each event, 300 particles are generated with azimuthal
direction given by equation 1.2. Sample A (open markers) corresponds to events
with no anisotropy, i.e. vn = 0. Sample B (full markers) corresponds to events with
only v2 = 0.1 and zero for all other harmonics.

where φi is the azimuthal angle of the transverse momentum vector of the i-th
particle measured in the laboratory frame and the sum runs over all available
particles M in the event. Every Qn vector has associated to it a n-th order
flow angle Ψn which is obtained from the argument of the Qn vector using
the following definition

Qn ≡ |Qn| exp ınΨn. (3.2)

The magnitude of the vn coefficient is directly accessible from the distri-
bution of the length of the Qn vector. When the azimuthal direction of the
particles are not correlated, equation 3.1 equals the sum of unit vectors with
random direction - which is similar to the problem of the random walk [32].
In the presence of non-zero vn, the distribution of |Qn| deviates from that of a
random walk moving its mean to higher values. An analytical approximation
of such distribution reads [33]

dN
dqn

=
qn

σ2
n

exp
(
− a2 + q2

n
2σ2

n

)
I0

(
qna
σ2

n

)
, (3.3)

where I0 is the zeroth order modified besel function of the first kind, qn =

|Qn|/
√

M, σ2
n characterises the width of the distribution, a = vn

√
M, and M

is the multiplicity of the event.
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Figure 3.3 Pseudorapidity (left) and azimuthal (right) distribution of central tracks
for events in centrality class 10-20%.

Figure 3.2 shows the qn distribution of two generated samples of 0.1 mil-
lion events each with fixed multiplicity M = 300. The particles in sample
A were generated isotropically (random walk), while those in sample B were
injected with a direction following a purely elliptical azimuthal distribution
1 + 0.2 cos(2φ) (i.e. v2 = 0.1). The fit parameters obtained when modelling
the distribution using equation 3.3 reproduce the input values quite well.

The Qn vectors used in this analysis are reconstructed from two detectors:
the ITS-TPC (central tracks) and the VZERO (forward pseudo-tracks).

3.2.2 Reconstruction of the reference Qn vectors from central tracks

Central tracks are defined as tracks measured by the combined ITS-TPC track-
ing procedure that pass several quality and topological cuts. These tracks are
required to

• have at least 70 number of TPC space points associated to them, with a
χ2 of the momentum fit per degree of freedom of less than 2 during the
third iteration of the track fitting procedure,

• have a distance of closest approach to the primary vertex inside an el-
lipsoid with axis of 2.4 cm in the xy plane and 3.2 cm in the z direction,

• have pseudo-rapidity in the range of [−0.8,+0.8], and

• have transverse momentum in the range of [0.2, 5.0] GeV/c.

The first two requirements warrant a good balance between efficiency in the
track reconstruction and fake track rejection [22]. The last two requirements
aim to maximise the sensitivity to the azimuthal asymmetry of the event.
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Figure 3.4 Pseudorapidity (left) and azimuthal (right) distribution of forward
pseudo-tracks for events in centrality class 10-20%.

The central tracks are divided into two groups (A and C) according to the
sign of their pseudo-rapidity. Figure 3.3 shows the pseudo-rapidity and az-
imuthal distribution of both sets reconstructed in 1.6 million Pb–Pb collisions
that correspond to the centrality class 10 − 20%. Both sets present full az-
imuthal coverage and homogeneous efficiency. Three Qn vectors constructed
from central tracks are used in the present analysis: QTPC;A

n and QTPC;C
n , con-

structed from central tracks with negative and positive pseudo-rapidity, re-
spectively, and QTPC

n = QTPC;A
n + QTPC;C

n constructed from all central tracks.
All of these Qn vectors are computed using equation 3.1.

3.2.3 Reconstruction of the reference Qn vectors from forward pseudo-tracks

Pseudo-tracks are built using the VZERO detector. The signal extracted from
each VZERO cell is proportional to the amount of minimum ionising particles
crossing it. The strategy adopted in this thesis was to build a pseudo-track for
each cell by acquiring its azimuthal and pseudo-rapidity position. The signal
registered in each cell is used as weight to convert equation 3.1 into:

QVZERO−A
n =

32

∑
i=1

Si × exp (ınφi) (3.4)

where φi measures the azimuthal angle of the centre of the VZERO-A cell
and Si is its corresponding signal. Another Qn vector for VZERO-C was build
accordingly.

During the 2010 data taking, the azimuthal efficiency of the VZERO sys-
tem was not uniform and varied with time. For this period a calibration of
the VZERO system was needed. The details of the calibration procedure is
reported in appendix B.
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Figure 3.4 shows the pseudo-rapidity and azimuthal distribution of the
signal registered in the VZERO detector for 1.6 million Pb–Pb collisions that
correspond to centrality class 10 − 20%. The segmentation of the VZERO de-
tector, shown in figure 2.7, becomes apparent in these distributions. Notice
that each ring of the VZERO-A and VZERO-C records different total signal,
a fact that comes from secondary production and signal normalisation. How-
ever, this pseudo-rapidity scaling has no effect in the reconstruction of the
Q vector, see appendix B. The distribution in azimuth, on the other hand, is
quite flat, as can be seen from the pile distribution in figure 3.4. The overall
difference in the number of counts from sample A and C is reflected on both
distributions.

3.3 VN O F R E C O N S T R U C T E D D E C AY S

The azimuthal anisotropy coefficient vn for reconstructed decays at lower en-
ergies have been reported by PHENIX [34–38] and STAR [15, 39–46]. These
experiments measured vn of decays by analysing the yield of the candidates
in bins of ∆φ which accounts for the difference between the azimuthal angle
of the candidate and Ψ2. This methodology presents several limitations. The
most important one is that the observable is affected by flow-fluctuations in
an uncontrolled way [47] measuring a value somewhere between ⟨v2⟩ and√
⟨v2

2⟩. The actual value depends on the strength of the event-by-event flow-
fluctuations and on the accuracy with which the second order flow angle is
reconstructed, which in turn depends on the multiplicity and v2 of the event
at hand with both quantities being centrality dependent.

It has been shown than multi-particle correlation methods provide a com-
plete control over flow-fluctuations and spurious flow [48, 49] and, thus, they
were adopted in the present analysis. To this end, each reconstructed candi-
date - particle of interest (POI) - is correlated with one or more reference particles
(RPs). The methods used in this analysis and their reach will be explained in
the following section.

3.4 M E T H O D S T O M E A S U R E D I F F E R E N T I A L VN

Since “flow” affects the azimuthal distribution of all particles in the event, it
can be quantified directly by performing an azimuthal correlation between
two or more particles [50].

However, flow is not the only mechanism which imprints azimuthal cor-
relation among particles. Resonance decays and jets also create correlations
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among the particles produced in heavy-ion collisions. Every single correla-
tion not connected to the common plane is called non-flow. Most of these
correlations are localised in phase space3 and therefore can be suppressed by
correlating, for instance, particles from different pseudo-rapidity regions [47].

In this thesis two types of correlations are studied: two-particle correlations
and four-particle correlations.

3.4.1 Two-particle azimuthal correlations

A two-particle azimuthal correlation is an event-wise observable defined as
[50]:

⟨2⟩n ≡ ⟨exp nı
(

φi − φj
)
⟩, (3.5)

where φi and φj denote the azimuthal angle of particle i and j, respectively.
The average is computed over all possible distinct pairs available in a single
event.

When particles i and j are correlated only through the n-order flow an-
gle the correlator can be factorised and directly connected to vn through the
following equation

⟨⟨2⟩n⟩ = ⟨⟨exp nı
(

φi − Ψn + Ψn − φj
)
⟩⟩

= ⟨⟨exp nı (φ − Ψn)⟩⟨exp nı (Ψn − φ)⟩⟩ = ⟨v2
n⟩.

(3.6)

3.4.1.1 vn from the second order Q-Cumulant: vn{2}

The analysis of vn through cumulants, introduced in [50], provides a versatile
technique in order to compute the harmonics from multi-particle correlations.

In order to compute differential vn two Qn-like vectors need to be con-
structed. Following the notation of [51], these vectors are named: Qn, con-
structed from RPs; and pn, made out of POIs in a specific pT, η and mass4

bin.
Using equations 3.2 and 3.5, the relevant two-particle correlator can be

written as [51, 52]

⟨2⟩n;p,Q =
pnQ∗

n − mq

mp M − mq
, (3.7)

where M is the number of RPs, mp is the number of POIs and mq is number of
particles belonging to both sets (zero for reconstructed decays). The cumulant
of this correlator is defined as [14]

dn{2} ≡ ⟨⟨2⟩n;p,Q⟩ (3.8)
3There are, however, long-range correlations, coming from for instance di-jets which introduce

long range - in pseudo-rapidity - correlations and might play also a significant role.
4invariant mass will be properly introduced in the next chapter.
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where the last average is taken over events.
Following the steps shown in equation 3.6, dn{2} can be identified as the

product of the vn for RPs and that from POIs. By replacing p with Q in
equation 3.8 one obtains the cumulant associated with RPs only rn{2}. Thus,
following the prescription of [50], the vn{2} of the particles of interest is com-
puted as

vn{2} =
dn{2}√

rn{2}
, (3.9)

3.4.1.2 vn from Scalar Product method: vn{2; ∆η}

Decaying particles imprint trivial correlations to its daughters due to conser-
vation of energy and momentum. In the presence of such non-flow corre-
lations, a factorisation of the two-particle correlations - as the one shown in
equation 3.6 - is not guaranteed. However since non-flow implies correlation
of particles close in phase space, this component can be reduced by imposing
a pseudo-rapidity difference between the particles being correlated.

There are several ways to incorporate a pseudo-rapidity separation into two
particle correlations. The method used here is called Scalar Product, since it is
based on the inner product of Q vectors made out of particles from different
pseudo-rapidity regions.

Following equation 3.9, the vn is defined as

vn{2; ∆η} ≡
⟨pn Q∗

n/mp M⟩√
⟨Qn Q′∗

n /MM′⟩
(3.10)

where the pn vector is made out of POIs, while the Qn and Q′
n vectors are

made out of two sets of RPs here called set A and set C, respectively. Two
pseudo-rapidity separations are enforced: the first ∆η1 between the POIs and
set A in order to diminish non-flow in the numerator, and the second ∆η2

between set A and C to do the same in the denominator. In principle the
larger the gap, the better the non-flow suppression. In practice ∆η >∼ 0.8
is enough to remove a large fraction of the correlations coming from jet frag-
mentation. To be conservative, the label ∆η in the left-hand-side of equa-
tion 3.10 is taken as the minimum pseudo-rapidity separation achievable, i.e.
∆η = MIN (∆η1, ∆η2).

Some source of non-flow, for instance jets, can introduce correlations to
particles in a broad pseudo-rapidity region. In order to suppress as much
non-flow as possible, large ∆η separation is preferred. This practice usually
involves moving to forward rapidity regions to measure RPs sometimes cre-
ating an imbalance in the degree of anisotropy recorded in Qn and Q′

n. When
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the vn of the RPs in Qn is not the same as in Q′
n, equation 3.10 is no longer

valid. Many adaptations of 3.10 can be found in literature [47]. In this thesis
the following solution was adopted

vn{2; ∆η} ≡ s

√
|⟨pn Q∗

n/mp M⟩⟨pn Q′∗
n /mp M′⟩|

⟨Qn Q′∗
n /MM′⟩ , (3.11)

where s is the sign of the vn coefficient. The sign of the vn coefficient is
evaluated from the sign of the pQ correlations in the numerator.

3.4.2 Four-particle azimuthal correlations

A four-particle azimuthal correlation is an event-wise observable defined as
[50]:

⟨4⟩n ≡ ⟨exp nı
(

φi + φj − φk − φl
)
⟩, (3.12)

where φi denotes the azimuthal angle of particle i. The average is computed
over all possible combinations of four distinct particles.

By performing a similar analysis of that shown for the two-particle corre-
lator, one obtains that the four-particle correlator is proportional to the fourth
power of vn.

3.4.2.1 vn from the fourth order Q-Cumulant: vn{4}

The four-particle correlator can be constructed using three Qn vectors: p, Q
and q. The first two correspond to the ones constructed from particles of
interest and reference particles, respectively. The third one is constructed with
the particles which belong to both groups at the same time. The four-particle
correlation is [52, 53]

⟨4⟩n;p,Q,q =[pnQ∗
n|Qn|2 − q2nQ∗

nQ∗
n − pnQnQ∗

2n + q2nQ∗
2n − 2M pnQ∗

n

− 2mq|Qn|2 + 7qnQ∗
n − Qnq∗n + 2pnQ∗

n + 2mq M

− 6mq]/
(
mp M − 3mq

)
(M − 2) (M − 1)

(3.13)

The cumulant of this correlator is defined as [14]

dn{4} ≡ ⟨⟨4⟩n;p,Q,q⟩ − 2⟨⟨2⟩n;p,Q⟩⟨⟨2⟩n;Q,Q⟩, (3.14)

and it is proportional to the v2 of the particles of interest multiplied three
times by the v2 of the reference particles. The cumulant associated with the
reference particles only can be computed by replacing p and q with Q. This
cumulant - named rn{4} - is equal to the four power of the v2 of reference
particles. Thus vn{4} for the particles of interest can be computed as[14]

vn{4} = − dn{4}
4
√
−rn{4}3 (3.15)
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3.5 VN F L U C T U AT I O N S

Provided that non-flow is not present, the main difference between the ob-
servables vn{2} and vn{4} is in their sensitivity to small fluctuations when
averaging over many events. The size of the fluctuations can be quantified
from equations 3.9 and 3.15 by considering the anisotropy of all particles (set-
ting pn = Qn). Under this consideration these observables become

vn{2} = ⟨v2
n⟩1/2 vn{4} =

(
−⟨v4

n⟩+ 2⟨v2
n⟩2
)1/4

(3.16)

where ⟨ ⟩ denotes the average over events. Thus in the presence of event–to–
event vn fluctuation these observables are clearly biased.

Two types of eccentricity fluctuations are usually considered in literature
[52, 54]: i) Gaussian fluctuations (that would result from statistics), and ii)
Bessel-Gaussian fluctuations (which would result from fluctuations of the Q
vector distribution).

For a purely Gaussian fluctuation we have

vn{2} ≃ ⟨vn⟩+
σ2

2⟨vn⟩
vn{4} ≃ ⟨vn⟩ −

σ2

2⟨vn⟩
, (3.17)

while for Bessel-Gaussian fluctuations we have

vn{2}2 ≃ ⟨vn⟩2 + 2σ2 vn{4} ≃ ⟨vn⟩, (3.18)

where σ2 is the variance of vn when averaging over all events. Both expres-
sions are valid as long as σ ≪ ⟨vn⟩, second order and above corrections were
neglected, an approximation usually used in literature.

Thus the relative size of the fluctuations become experimentally accessible
by combining v2{2} and v2{4} in either of the two following ways

σG
n /⟨vn⟩ ≃

√
2

vn{2} − vn{4}
vn{2}+ vn{4} σBG

n /⟨vn⟩ ≃

√
vn{2}2 − vn{4}2

vn{2}2 + vn{4}2 .

(3.19)
where once more the approximation for small relative fluctuations was used.

These observables will be re-discussed in chapter 5, where the measure-
ment of σBG

n /⟨vn⟩ for both K0
s and Λ will be compared to that for charged

particles.
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Figure 3.5 (Color online) Centrality dependence of charged particles v2 in Pb–Pb
at

√
sNN = 2.76 TeV using 2– and 4–particle azimuthal correlations. The open

markers correspond to correlation of particles of same charge. Computation using
Lee-Yang-Zeroes and fit of the Q distribution methods are also shown. The bands
correspond to measurements in Au–Au collisions at

√
sNN = 200 GeV. Figure

extracted from [49].

3.6 I N T E G R AT E D VN

Integrated vn is defined as

vn =
∫ ∞

0
dpT

dNAA

dpT
(pT)× vn(pT). (3.20)

Figure 3.5 shows the centrality dependence of the integrated v2 of charged
particles measured in Pb–Pb collisions at

√
sNN = 2.76 TeV using several

methods. When computing v2{2} using only like-sign charged particles there
is a small decrease in the correlation with respect to all charged particles for
most peripheral collisions (> 40%). The decrease could be attributed to a
reduction of non-flow from neutral particles decaying into two charged par-
ticles. On the other hand v2{4}, which only contains non-flow coming from
four or more particles, is well below v2 and shows no further reduction when
only same charge particles are used.

3.7 F I N A L R E M A R K S O N T H E VN C O M P U TAT I O N

For the analysis of decaying particles, the reconstructed candidates are clas-
sified in bins according to their invariant mass. The candidates in each mass
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bin enter into the computation of v2 using either the Scalar Product or the
Q-Cumulants method. Previous studies [52] show that the numerical con-
vergence of the flow algorithms depends on two things: the degree of the
azimuthal anisotropy and the amount of particles in the event. In practice,
fortunately, small values of flow are found in most central events - where
multiplicities are the highest; and large values of flow are found in more pe-
ripheral events - where typical multiplicities in acceptance are of the order of
few hundreds particles. However when we measure the elliptic flow of can-
didates as function of mass, for some mass bins - the ones far from the peak
region - not many candidates are available. Since these candidates are corre-
lated with the reference flow particles -whose multiplicity never goes below
100 per event, a very small amount of candidates per mass bin are needed
in order for the algorithm to converge. Notice that this requirement on the
minimum number of candidates per mass bin is for the whole event sample
- since the relevant average is taken over all events. This is crucial since it
allows us to study the anisotropic flow of particles as scarce as the D0.

There is a trivial azimuthal correlation among the reconstructed decay
and its daughters. When measuring the elliptic flow using the Q-Cumulants
method, the Q vector and the daughters of the decay are reconstructed both in
the central barrel in the pseudo-rapidity range [−0.8,+0.8]. In order to avoid
trivial correlations, when doing Q-cumulants via two particle correlation (as
for D0) and when any of the daughters of the reconstructed decay was used
in the construction of the Q vector, the Q vector is modified such that the
contribution of these daughters are excluded. In practice, since for the D0

there is only at most one candidate per event, the correction on the Q vector
is minimal.
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4
The v2 of K0

s , Λ and D0

The particles used in this analysis are reconstructed from their weak decay
into two charged hadrons. The channels used in the reconstruction are the
following:

K0
s → π+ + π− Γi/Γtot = 69.2% cτ = 2.684 cm,

Λ → p + π− Γi/Γtot = 63.9% cτ = 7.89 cm,
D0 → π+ + K− Γi/Γtot = 3.88% cτ = 122.9 µm.

4.1 S E L E C T I O N O F T H E D E C AY D A U G H T E R S

The decay products were reconstructed using the combined ITS and TPC
tracking procedure. The following track properties were considered:

The impact parameters of the track (IPxy and IPz) are defined as the projection
of the distance of closest approach between the primary vertex and the helix
traced by the track in the xy plane and the z axis, respectively. The sign of IPz

depends on the z-position in the laboratory frame, while that for IPxy depends
on the concavity of the track’s spiral, both with respect to the primary vertex
in the transverse plane (xy-plane). For K0

s and Λ reconstruction and due to
their long decay length, tracks with large IPxy were chosen in order to reduce
the combinatorial background. The strategy is opposite for D0 reconstruction,

Figure 4.1 Sketch of the topology of a two–body decay.
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|IPxy| (cm) ≥ 0.1
TPC space points ≥ 70
TPC-refit χ2/n.d.f. ≤ 2.0
pT (GeV/c) ≥ 0.1
η–range [−0.8,+0.8]

Table 4.1 Selection criteria for the daughters of K0
s and Λ

|IPxy| (cm) [0.005, 0.1]
|IPz| (cm) ≤ 0.1
ITS space points ≥ 2
SPD space points ≥ 1
TPC space points ≥ 70
TPC-refit χ2/n.d.f. ≤ 2.0
pT (GeV/c) > 0.5
η–range [−0.8,+0.8]

Table 4.2 Selection criteria for the daughters of D0

where tracks very close to the vertex are preferred. The latter were chosen by

an upper cut in the IPxy and IPz, while leaving a minimum cut in the IPxy so

that the displaced vertex can be resolved.

The ITS–refit and TPC–refit are requirements in the usage of clusters associ-

ated with these detectors during the third iteration of the fitting procedure for

this track [21]. The χ2 of the momentum fit per degree of freedom in the TPC–refit

is used as a quality control parameter in the track selection.

A track can have a maximum of 159 TPC space points associated with it. In

order to ensure a good efficiency and momentum resolution while keeping

the reconstruction of fake tracks to a minimum, each track is required to

contain at least 70 TPC space points. Monte Carlo simulations show that

under these conditions the fake ratio is below 1% and the efficiency for track

reconstruction is close to 100% [22].

Similarly a track can have a maximum of 6 ITS space points associated with

it: two from each sub detector. For D0 reconstruction the tracks are required

to have at least one space point reconstructed in the SPD, the innermost layers

of the ITS.

The selection criteria for the decay daughters are summarised in tables 4.1

and 4.2.
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Figure 4.2 Cosine of pointing angle for reconstructed K0
s candidates compared to

the distribution from real decays. Sample extracted from a Monte Carlo simulation
of particles produced in Pb–Pb collisions propagated through the reconstruction
chain in the ALICE detector.

4.2 R E C O N S T R U C T I O N O F T H E D E C AY V E RT E X

Particles with opposite charge are propagated to their Distance of Closest Ap-
proach (DCA) where the reconstruction of the potential secondary vertex is
performed. Each track is displaced along the helix reconstructed during the
tracking procedure. The magnitude and direction of each track are recom-
puted based on the amount of material that they traverse. The secondary
vertex is placed on the line connecting the two daughters’ tracks at the points
of the DCA. The vertex is determined using the covariance matrix of each
track as weight.

In order to increase the signal over background ratio of the sample and to
minimise the amount of feeddown from other decays, several geometrical cuts
were imposed. The topological cuts used in this analysis are the following:

The cosine of the pointing angle (cos θ
p
xy) is the cosine of the angle in the trans-

verse plane between the reconstructed transverse momentum of the candidate
and the line subtended by the primary and its secondary vertex, see figure 4.1.
Primary particles which decay into two charged hadrons present a relatively
small value of the pointing angle, which leads to values of cos θ

p
xy close to one.

Besides its leverage in signal over background discrimination, this variable is
very powerful in reducing contamination from feeddown decays. Figure 4.2
shows the cos θ

p
xy distribution of signal-like and background-like candidates

for secondary vertices reconstructed using the track selection of a K0
s particle.

In addition to cos θ
p
xy, the cosine of the pointing angle in 3D space was also

used in order to reduced background using directionality in the z-direction.
The cut used was about 10% looser than cos θ

p
xy.

Chapter 4. The v2 of K0
s , Λ and D0
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pT (GeV/c) [0.4 − 1.2] [1.2 − 2.0] [2.0 − 12.0]
Pseudorapidity |η| < 0.8 |η| < 0.8 |η| < 0.8
Rapidity |y| < 0.5 |y| < 0.5 |y| < 0.5
DCA (cm) < 0.5 < 0.5 < 1.0
Rxy (cm) > 5.0 > 5.0 > 1.0
cos θ

p
xy > 0.998 > 0.998 > 0.998

PID daughters yes no no

Table 4.3 Selection criteria used in the decay topology of K0
s and Λ.

The measurement of the cos θ
p
xy requires the ability to differentiate the po-

sition of the secondary vertex with respect to the primary vertex. This can be
enforced in two ways.

1. Method one consists of a minimum cut in the decay radius (Rxy), which is
defined as the distance in the transverse plane from the primary vertex
to the secondary vertex. This method is optimal for particles with long
decay length: K0

s and Λ. For these candidates, the decay radius is chosen
to be above 1 cm for pT > 2 GeV/c and above 5 cm for pT ≤ 2 GeV/c.

2. Method two uses a maximum cut in the product of impact parameters
(IP+

xy × IP−
xy), which is defined as the signed product of the IPxy of both

daughters. For D0 candidates this method has the additional advantage
to remove a large fraction of the combinatorial background as well. The
overwhelming combinatorial background is reduced by rejecting posi-
tive values of IP+

xy × IP−
xy. For D0 the cut was set at ∼ −10−4 cm2.

The cosine of the decay angle (cos θ∗) is the cosine of the angle between the re-
constructed transverse momentum of the candidate in the laboratory frame
and the direction of one of its daughters when the decay is boosted to its
centre of mass as shown in figure 4.3. Due to the asymmetry of the system,
a cut in this variable for the D0 is very useful in removing a large part of the
background. For D0 the decay angle is computed with respect to the kaon
daughter. Only candidates within the range −0.8 < cos θ∗ < +0.8 are ac-
cepted. This cut is not needed for K0

s and Λ since the signal over background
ratio obtained by using cos θ

p
xy and Rxy is already high.

The selection cuts used in the decay topology are summarised in tables 4.3
and 4.4.

4.3 A R M E N T E R O S - P O D O L A N S K I S PA C E

A very useful tool to study strange particle decays was introduced in 1954

by R. Armenteros and J. Podolanski [55]. The method helps to statistically
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pT (GeV/c) [2.0, 4.0] [4.0, 16.0]
Pseudo-rapidity |η| < 0.8 |η| < 0.8
Rapidity |y| < 0.7 |y| < 0.8
PID daughters yes yes

pT (GeV/c) DCA (mm) IP+
xy × IP−

xy (cm2) cos θ
p
xy

[2.0, 3.0] < 0.25 < −4.0 10−4 > 0.991
[3.0, 4.0] < 0.25 < −3.6 10−4 > 0.993
[4.0, 6.0] < 0.25 < −2.5 10−4 > 0.996
[6.0, 8.0] < 0.27 < −1.4 10−4 > 0.998
[8.0 − 12.0] < 0.30 < −5.0 10−5 > 0.995
[12.0 − 16.0] < 0.35 < 0 > 0.995

Table 4.4 Selection criteria used in the decay topology of D0.

Figure 4.3 Decay kinematics in the laboratory and centre of mass frame.
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Figure 4.4 Left: α–q space for relativistic (β = 1) K0
s , Λ and D0 decays. Right: α

and q distribution of candidates in pT [2.0; 2.4] GeV/c after applying the topological
selection of table 4.3. The Armenteros-Podolanski parametrization corresponding
to this pT range for each species is overlaid. The boundary of the cut used in the K0

s
analysis is also shown. Notice the strong separation power for Λ and Λ̄ particles
when using these cuts.

Chapter 4. The v2 of K0
s , Λ and D0
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separate K0
s and Λ by the usage of two kinematic variables: α and q. The

transverse momentum of both daughters is decomposed orthogonally along
the mother’s momentum. α = p+−p−

p++p− is defined as the asymmetry between
the longitudinal components of both daughters. q is defined as the transverse
component of the positively charged daughter - see figure 4.3 (right).

In the α–q space, relativistic particles coming from a physical decay lie on
the line subtended by an ellipse due to energy and momentum conservation.
The relationship between α and q is given by(

α − a
b

)2
+

(
q
p∗

)2
= 1, a =

E∗
+ − E∗

−
m

b =
2p∗

βm
(4.1)

where m is the mass of the decay and β its velocity. p∗, E∗
+, E∗

− are the
momentum and energy of each daughter at the centre of mass - see figure 4.3
(left).

For K0
s decaying into two charged pions (E∗

+ = E∗
−), a equals zero, thus the

centre of the ellipse is at the origin of coordinates. On the other hand, for Λ
decaying into a pion and a proton, the centre of the ellipse will be displaced
to the right, while for Λ̄ decaying into a pion and an anti-proton the centre
will be at the opposite side. Thus, this variable is very useful to separate Λ
from Λ̄, even if the pion and proton are not individually identified.

Figure 4.4 (left) shows the α–q space with the expected curves from rel-
ativistic K0

s , Λ, Λ̄, D0and D̄0 decays. Notice that, by construction, non-
relativistic particles (β < 1) would lie on ellipses with enlarged minor axis
as it transpires from equation 4.1.

Figure 4.4 (right) shows the distribution of α and q for candidates in the
pT range of [2.0 − 2.2] GeV/c that have passed the topological selection. The
candidates were selected from a sample of Pb–Pb collisions in centrality class
10-20%. It can be seen that the three bands - for K0

s , Λ and Λ̄ - are well
separated.

Real decays that were reconstructed using the wrong mass assumptions
for their daughters are called reflections. Since the decay topology for K0

s and
Λ are very similar, both K0

s and Λ are the main source of reflections of one
another. This can be seen in the intersection between the lines shown in fig-
ure 4.4 (right). The amount of reflections was diminished in the K0

s sample
by a cut in the α, q variables. Only candidates passing the requirement of
q > 0.2(GeV/c)−1|α| were accepted. For Λ, where such a cut is impractical, a
rejection criterium using the mass hypothesis of the K0

s reflection was imple-
mented. On the other hand, the D0 particle requires a special strategy since
none of the previous solutions are accurate enough to reduce the reflections
coming from its antiparticle. For candidates compatible with the cuts for both
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D0 and D̄0, the solution was to use the difference found in v2 using both mass
hypotheses as a systematic uncertainty.

In the analysis of Λ, the α variable was used to separate the sample into a
Λ-like and a Λ̄-like set. Additionally a 3σ cut on the dE/dx in the TPC was
imposed to both daughters in order to enhance the signal over background
ratio.

4.4 I N VA R I A N T M A S S A N A LY S I S

The separation of signal over background is done through an analysis of the
invariant mass (W) of the candidates. The invariant mass of a candidate is
computed from the reconstructed momentum of its daughters and their mass
hypothesis using the following expression.

W(p1, p2; m1, m2) =

√(√
m2

1 + p2
1 +

√
m2

2 + p2
2

)2
− (p1 + p2)

2 , (4.2)

where p1, p2 are the reconstructed momentum of the two daughters, and m1,
m2 are the masses associated with each daughter which were taken from [3].

The selection was tested in a Monte Carlo simulation. The simulation con-
sists of 1 million Pb–Pb collisions generated using HIJING [56] that produce
particles which are propagated to the ALICE detector using GEANT3 [57], a
computer package to simulate the passage of particles through matter.

HIJING stands for Heavy Ion Jet INteraction Generator and was chosen by
ALICE to study particle production in Pb–Pb collisions among other observ-
ables. HIJING uses low pT multistring phenomenology together with pQCD
inspired models.

The geometry, material budget and detector response of the ALICE detector
was configured to match the elements installed at the time of the first Pb–
Pb run in 2010. That includes switching off some regions of the ITS, which
were not active, and simulating the variation of the response of the TPC as a
function of time in order to match the conditions present during data taking.
The procedure to reconstruct the event from the raw signal in the detectors
was also the same as the one used for experimental data.

Monte Carlo (MC) particles coming either from the generator, from the in-
teraction with the material or from decays are called MC truth particles. When
one of these particles is close in space to a reconstructed track then the track
is matched to it. The amount of fake matches is kept down by requiring that
a certain fraction of the track’s space points have only one matched track. In
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Figure 4.5 Top: (HIJING) Invariant mass of K0
s (a) and Λ (b) candidates. 100

thousand events in centrality class 10-20% were simulated using Hijing Pb–Pb col-
lisions. The candidates are separated into background and real K0

s and Λ. Bottom:
(Experimental data) Invariant mass of K0

s (c) and Λ (d) in centrality class 10-20%
and 1.2 < pT < 1.4. The data were fitted using MC templates from HIJING.

order to match a decay, four steps were followed: A) both reconstructed daugh-
ters were matched to a MC truth, B) the species of each daughter was required
to be compatible with the decay at hand, i.e. two charged pions for K0

s , and
a (anti)proton and a pion for Λ, C) both MC particles had to come from the
same decay, and finally, D) the species of the mother particle was correct.

Figure 4.5 shows the invariant mass of reconstructed K0
s (left) and Λ (right)

candidates in both MC and data in centrality class 10-20% for candidates with
transverse momentum 1.2 < pT < 1.4. The reconstructed candidates in MC
that were matched to a real K0

s or Λ were separated from the combinatorial
background. According to MC there is a good separation of signal over back-
ground even at low pT (where the combinatorial background without any cut
is overwhelming). There is also a smooth distribution of background candi-
dates around the peak.

The W distributions found in data were fitted with MC templates from
where the shape for signal and background was extracted. The shape of the
invariant mass found in data is reproduced quite well by MC. However the
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Figure 4.6 Invariant mass distribution of reconstructed candidates matched to a
truth K0

s or Λ particle for events in centrality class 10-20%. The distributions were
fitted using four different functions.

relative signal and background fractions - quantified by fsgn and fbgr - are
different. In data there is an enhancement of K0

s and a reduction in Λrelative
to HIJING, most likely due to the inaccurate prediction of HIJING of the
particle ratios produced in heavy-ion collision at LHC energies. The ratio of
the signal to the fit is computed in the upper panel. The deviations found are
smaller than 0.5% and are located mainly close to the mass peak.

The invariant mass distribution of reconstructed particles matched to a MC
truth particle is shown in figure 4.6. Theoretically, the distribution for reso-
nance decays presents an underlying Breit-Wigner probability density function
(pdf), where the decay width Γ, which equals the inverse of the life time h̄/τ,
governs the width of the distribution. Experimentally, the finite momentum
resolution of the daughters causes a smearing on the invariant mass recon-
struction. This smearing is much larger than Γ for K0

s , Λ and D0and therefore
drives the width of the distribution making the expected pdf to be a Gaussian.
A Gaussian profile, however, fails to fit the tails of the distributions as can be
seen in figure 4.6. A Voigt profile - which results from the convolution of a
Breit-Wigner and a Gaussian pdfs - describes somewhat better the long tails
of the distribution but fails in accuracy beyond 1σ. A better fit is found when
two gaussians - both sharing the same mean µ, but with different widths -
are used. The two-gaussian fit was selected as the nominal pdf for signal ex-
traction, while the other pdfs were used as checks in the hunt for systematic
errors. A list of all these pdfs can be found in appendix C

The width of the invariant mass distribution is driven by the momentum
resolution of the reconstructed tracks, which could also bias the momentum
reconstruction of the decay. It is specially important to be able to reconstruct
the momentum of the reconstructed decay with high accuracy, since this anal-
ysis is performed differentially in pT. In order to quantify the momentum
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Figure 4.7 Transverse momentum resolution of K0
s (left) and Λ (right) decays ac-

cording to Monte Carlo for events in centrality class 10-20%.

resolution, the difference between the reconstructed transverse momentum of
the matched candidate and the pT of the MC particle was computed. The dis-
tribution of these differences were fitted with a Gaussian function with width
σ(∆pT). Figure 4.7 shows the momentum resolution (σ(∆pT)/pT) for K0

s and
Λ according to Monte Carlo. As can be seen, the features found in single
tracking are inherited in the reconstruction of secondary vertices from its de-
cay into two charged particles. Above 1 GeV/c the resolution grows almost
linearly with pT from 0.6% up to 2% at 8 GeV/c (and slightly higher for Λ).
Below 1 GeV/c, the resolution is driven by the material budget and degrades
more quickly, however it is not bigger than 2 %, which is much smaller than
the binning used.

In this analysis it is desirable to have a high purity sample, however that
is not always possible. The stricter the cuts, the better is the signal over back-
ground ratio, but also the more particles we loose. The signal fraction is quan-
tified from the fit of the invariant mass distribution as the ratio between the
signal over signal plus background of reconstructed candidates in a 3σ win-
dow around the reconstructed mass µ. The efficiency is defined as the ratio
between the raw yield and the amount of particles generated. The latter are
primaries selected in the same pT, η and rapidity window.

The signal fraction and efficiency for K0
s and Λ as a function of transverse

momentum extracted from MC are shown in the top panel of figure 4.8. The
kinks present in both curves are due to the change in the selection strategy
with pT (reported in table 4.3). The reduction in the overall efficiency below 2
GeV/c is due to the increase in the minimum allowed Rxy for those candidates.
There is an enhancement in the signal fraction below 1.2 GeV/c when the TPC
identification for the daughters of the decay is required. At high pT the signal
fraction reaches a plateau of ∼ 85% for both K0

s and Λ. The signal fraction
extracted from data - shown in the lower panel of the figure - presents the
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Figure 4.8 Top-left: Signal fraction of K0
s and Λ candidates selected with the nom-

inal cuts in 0.1 million Hijing events compatible with centrality class 10-20%. Top-
right: Efficiency for reconstruction of K0

s and Λ particles. Bottom-panels: Signal
fraction of K0

s (left) and Λ (right) for Pb–Pb collisions in centrality class 10-20%.

same pT trend as the one from MC, however an enhancement in the signal
fraction below pT < 3 GeV/c with respect to the MC is present in data.

4.5 S I M U LTA N E O U S F I T O F I N VA R I A N T M A S S A N D V2

Since the vn measurements result from an average over particles of interest
and over events, the azimuthal correlation obtained in each mass bin can be
decomposed1 into a signal-like and a background-like set, according to

(S + B) vn = S vS
n + B vB

n , (4.3)

where S is the set of candidates identified as signal and B is for background
candidates.

In this approach, by definition all candidates belonging to the signal-like
set have the same vn

§, while candidates belonging to the background-like set
are allowed have a vn

B that varies smoothly with invariant mass. The latter

1It is worth mentioning that this additivity is a result of the definition of vn - a harmonic
decomposition of the azimuthal distribution of particles - and therefore is valid for any method
used to calculate vn.
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assumption - supported by the Monte Carlo studies - relies on the fact that
that the background is made out of random combination of particles with no
sudden change in its chemical composition along W. Thus, as a function of
invariant mass, equation 4.3 can be written as

vn(W) = fS(W) vS
n + fB(W) vB

n (W), (4.4)

where fS and fB are the signal-like and background-like fractions, respec-
tively.

The final measurement is obtained with the use of a binned fit to vn(W) us-
ing a linear function for the W dependence of vB

n and the following integrals:

fS(W) =
∫

∆
dw

S(w)

S(w) + B(w)
fB(W) =

∫
∆

dw
B(w)

S(w) + B(w)
(4.5)

where S(w) and B(w) come from the fit of the invariant mass distribution
and ∆ is the mass bin size in the vn(W) computation, chosen wide enough to
ensure numerical convergence.

Figures 4.9, 4.10 and 4.11 show the invariant mass distribution and v2(W)

for K0
s , Λ and D0 candidates, respectively, in several pT bins for Pb–Pb col-

lisions. The invariant mass distributions for K0
s and Λ were fitted using a

Double-Gaussian probability distribution function for the signal and a second
order polynomial for the background. For D0 candidates, a Gaussian pdf was
used for the signal and an exponential function for the background. It is seen
that the v2 is different in the region of the correct mass, which indicates a sig-
nificantly different value of the real vsgn

2 as compared to the relevant ones in
the side bands. A large correlation is found for the combinatorial background.
This can be attributed to the fact that each particle used in the reconstruction
is ultimately correlated with the reaction plane. A background-like candidate
acquires azimuthal anisotropy through its daughters. The main features of the
measured v2(W) are persistent for different centrality classes and transverse
momentum bins. The mass dependence of v2 was fitted with equation 4.4.

4.6 S T U D Y O F S Y S T E M AT I C B I A S E S

In this study, the stability of the observables was tested by changing the par-
ticle selection strategy and the probability distribution functions used for the
signal characterisation. For changes in the selection strategy, the difference
(residuals) between the observable subject to each variation relative to the nom-
inal measurement is computed for every v2 method, centrality and pT bin
analysed. No systematic bias which could incur into a correction was found.
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Figure 4.9 Invariant mass and v2(W) of K0
s candidates for several pT bins in Pb–

Pb collisions for centrality class 10-20%. The distribution have been fitted using
a double-gauss parametrization for the signal and a second order polynomial for
the background candidates (solid line). The background only component (dashed
lines) result from the interpolation of the background function to the peak region.
The mass dependence in v2 have been fit using equation 4.4.

However potential systematic effects were quantified based on the residuals
of quantities for which the observables are expected to be most sensitive and
assigned as an additional uncertainty. The summary of this study is presented
here.

4.6.1 Centrality selection

Inaccuracies in the centrality determination translate into the acceptance of
events with smaller or larger azimuthal anisotropy, which would cause a sys-
tematic shift in the pT trend of each observable. Moreover when averaging
over events, flow and multiplicity fluctuations would bias each observable
differently. Since v2{4} is weighted event-by-event by the fourth power of the
multiplicity, this observable would be most affected by outliers in the central-
ity percentile under study.
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Figure 4.10 Invariant mass and v2(W) of Λ candidates for several pT bins in Pb–
Pb collisions for centrality class 10-20%. The distribution have been fitted using
a double-gauss parametrization for the signal and a second order polynomial for
the background candidates (solid line). The background only component (dashed
lines) result from the interpolation of the background function to the peak region.
The mass dependence in v2 have been fit using equation 4.4.

00-05 05-10 10-20 20-30 30-40 40-50 50-60

K0
s v2{2, 0.0} 0.8% 0.7% 0.4% 0.1% 0.1% 0.2% 0.2%

K0
s v2{2, 0.9} 1.3% 0.8% 0.3% 0.3% 0.2% 0.4% 0.5%

K0
s v2{4} – 2.8% 1.0% 0.3% 0.3% 1.8% 1.9%

Λ v2{2, 0.0} 1.1% 0.8% 0.4% 0.1% 0.1% 0.3% 0.3%
Λ v2{2, 0.9} 0.8% 0.8% 0.5% 0.2% 0.2% 0.2% 0.2%
Λ v2{4} – 2.7% 0.9% 0.6% 0.5% 2.0% 2.0%
D0 v2{2} – 9.0% –
D0 v2{2, 0.9} – 8.8% –

Table 4.5 Potential bias due to centrality selection in 2.0 < pT < 2.1 GeV/c for
K0

s and Λ particles and in 3.0 < pT < 4.0 GeV/c for the D0 meson. The values
are expressed as relative percentages of the nominal value.

48



1.7 1.8 1.9 2 2.1

dN
/d

W

0.0

0.5

1.0

1.5
310×

   [ 2.0 - 3.0 ]
T

p

µ

>σ<

21862.51(124) MeV/c

213.32(145) MeV/c

)2c  (GeV/πInvariant  mass  K
1.7 1.8 1.9 2.0 2.1

{2
}

2v

0.0

0.1

0.2

  0.057 ±   0.243  sgn
2v

  0.005 ±)   0.169  µ(bgr
2v

1.7 1.8 1.9 2 2.1

dN
/d

W

0

100

200

300

400
   [ 3.0 - 4.0 ]

T
p

µ

>σ<

21866.49(112) MeV/c

213.95(120) MeV/c

)2c  (GeV/πInvariant  mass  K
1.7 1.8 1.9 2.0 2.1

{2
}

2v

0.1

0.2

0.3

0.4

  0.052 ±   0.181  sgn
2v

  0.009 ±)   0.262  µ(bgr
2v

1.7 1.8 1.9 2 2.1

dN
/d

W

0

50

100

150

200

250
   [ 4.0 - 6.0 ]

T
p

µ

>σ<

21866.67(133) MeV/c

217.89(150) MeV/c

)2c  (GeV/πInvariant  mass  K
1.7 1.8 1.9 2.0 2.1

{2
}

2v

0.1

0.2

0.3

0.4

  0.050 ±   0.239  sgn
2v

  0.012 ±)   0.264  µ(bgr
2v

1.7 1.8 1.9 2 2.1

dN
/d

W

0
20
40
60
80

100
120    [ 6.0 - 8.0 ]

T
p

µ

>σ<

21865.47(275) MeV/c

225.66(348) MeV/c

)2c  (GeV/πInvariant  mass  K
1.7 1.8 1.9 2.0 2.1

{2
}

2v

0.0

0.1

0.2

0.3

0.4

  0.089 ±   0.225  sgn
2v

  0.028 ±)   0.255  µ(bgr
2v

1.7 1.8 1.9 2 2.1

dN
/d

W

0

20

40

60

80    [ 8.0 - 12.0 ]
T

p

µ

>σ<

21872.15(409) MeV/c

233.62(651) MeV/c

)2c  (GeV/πInvariant  mass  K
1.7 1.8 1.9 2.0 2.1

{2
}

2v

0.0

0.2

0.4

  0.088 ±   0.321  sgn
2v

  0.033 ±)   0.220  µ(bgr
2v

1.7 1.8 1.9 2 2.1

dN
/d

W

0

10

20

30

40
   [ 12.0 - 16.0 ]

T
p

µ

>σ<

21856.07(973) MeV/c

246.86(1084) MeV/c

)2c  (GeV/πInvariant  mass  K
1.7 1.8 1.9 2.0 2.1

{2
}

2v

-0.2

0.0

0.2

0.4

  0.140 ±   -0.022  sgn
2v

  0.051 ±)   0.342  µ(bgr
2v

Figure 4.11 Invariant mass and v2(W) of D0 candidates for several pT bins in Pb–
Pb collisions for centrality class 30-50%. The distribution have been fitted using
a Gauss parametrization for the signal and an exponential function for the back-
ground candidates (solid line). The background only component (dashed lines)
result from the interpolation of the background function to the peak region. The
mass dependence in v2 have been fit using equation 4.4.
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s
particles in centrality class 10 − 20%.

The stability of the observables to the centrality definition was tested by

changing the multiplicity estimator of the events among: i) TPC tracks (TRK),

ii) SPD tracklets (CL1), and iii) VZERO signal (V0M). The residuals were

found to vary around zero with no trend in pT which suggests no change

in the impact parameter range matched to each centrality class. Since effects

due to the flow and multiplicity fluctuations cannot be disentangled from the

pure statistical fluctuations, the root mean square (RMS) of the residuals point

by point was computed to asses the size of any potential bias in this respect.

Table 4.5 shows the relative size of the RMS with respect to the nominal value

in percentage for K0
s and Λ particles in 2.0 < pT < 2.1 GeV/c and for D0 in

3.0 < pT < 4 .0 GeV/c. For all of the observables the RMS is found to be

driven by statistical fluctuations (growing in pT regions where the statistics

is scarce), larger for v2{4} and very small when compared to the statistical

uncertainty.
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4.6.2 Particle selection

Regarding particle selection, loosening or tightening the parameters govern-
ing the reconstruction not only assesses the potential bias in the resolution of
the detector but also changes the purity in the sample. The additional change
in purity allows us to test the background subtraction procedure described by
equation 4.4. It was found that these variations show no systematic effect for
any of the observables presented here.

The stability of the observables to changes in the topological selection was
tested by varying each variable around the nominal set of cuts. Figure 4.12

shows as an example the residuals for K0
s v2{4} in centrality class 10-20% for

several variations in the selection strategy. The acceptance of the decay can-
didate and its daughters was changed by varying the pseudo-rapidity (E5)
acceptance of the daughter tracks and the pseudo-rapidity and rapidity (Y4,
Y6) of the reconstructed candidates. The distance of closest approach between
daughters (D2, D3, D4, D5) and the Cosine of the Pointing Angle (CTP) were
varied significantly. Additionally for K0

s and Λ the decay radius (R2,R4,R6,R8)
and the cuts for the reflections rejection (QT,KM) were released and tightened,
while for D0 the product of impact parameters (D0D0) and the reflection hy-
pothesis (SW) were changed. Moreover the sensitivity to the quality of the
tracks used in the reconstruction are assessed by changing the number of
associated TPC (C65,C80) and ITS space points to the track. Additionally,
for secondary tracks used in the reconstruction of K0

s and Λ below 2 GeV/c
ITS-refit was required improving additionally the accuracy in the secondary
vertex reconstruction (I1, I2, I3, I4). For the three particles, no significant sys-
tematic trend was found. As an example, figure 4.12 shows the RMS of the
residuals for K0

s v2{4} as a function of pT, which in turn is much smaller than
the statistical error.

4.6.3 Signal extraction

In order to study possible effects from signal extraction several models for the
signal and background were tested.

The probability distribution function (pdf) used to model the invariant
mass distribution of the signal are: Gauss, Breit-Wigner, Voigt and Double-
Gauss. The background was described by a second order polynomial function
or an exponential function.

The changes due to the signal extraction were found to be minimal however
finite. The uncertainty due to this source was assigned by quantifying the
maximum deviation from the nominal signal.
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Figure 4.13 Invariant mass (W) distribution and v2{2, 0.9} as function of W for
D0 candidates with 4 < pT < 6 GeV/c in centrality class 30-50%. Three models
for the signal and two for the background were used to quantify up to six different
measurements. The dashed lines represent the backgound model interpolated to
the peak region. The normalized χ2 and the estimation of the vsgn

2 is shown in the
top right corner.

4.6.4 Feeddown

The raw yield extracted from the fits as a function of pT is reported in figure
4.14 (left). The raw yield includes not only primary particles, but also sec-
ondaries coming from production in material or particles with an ancestor
produced in the collision. The latter is called feeddown. Based on the selection
strategy, and according to the Monte Carlo, almost all of our contamination
from secondaries comes from feeddown. The latter comes mostly from very
specific channels.

ϕ → K0
S + K0

L Γi/Γtot = 34%
Ξ → Λ + π Γi/Γtot = 99%
B mesons → D0 + X Γi/Γtot = 8%

The amount of feeddown present in the samples depends on the selection
strategy. For K0

s and Λ, the reconstructed candidates matched to a MC truth
were followed backwards towards the primaries. By doing this, the computed
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Figure 4.14 Left: Raw yield of K0
s and Λ particles selected using the nominal

selection in 0.1 million Hijing events compatible with centrality class 10-20%. Right:
Fraction of particles coming from feedown.
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fraction includes efficiency and acceptance of the selections used, but relies on
the ability of HIJING to correctly account for the multiplicity, particle ratios
and their centrality dependence relative to what is measured experimentally.
HIJING was found to be deficient in the description of particles produced
at low transverse momentum. The strategy used here was to complement
HIJING with another Monte Carlo sample. This Monte Carlo - called MC-
TUNED - was built using as input the spectra of identified π±, K±, K0s, p, p,
Λ, Λ̄, ϕ Ξ±, Ω± published by ALICE [58–60]. These particles were injected
with a v2 and v3 profiles that mimic the ones obtained from preliminary re-
sults. The particles introduced were let to decay in their respective channel
while propagating through the ALICE central detectors. Figure 4.15 shows
the spectra (left) and v2 (right) of identified particles injected into 0.1 million
Monte Carlo events for centrality class 10-20%.
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Figure 4.16 Comparison between the v2 of generated particles (open circles)
and those reconstructed by the ALICE detector using the nominal selection (open
squares). The solid markers correspond to the measurements using either the
ScalarProduct or the Q-Cumulants methods by performing a background subtrac-
tion for the reconstructed candidates as done for data. These figures correspond
to Monte Carlo events for centrality class 10-20%.

Figure 4.14 (right) shows the fraction of feeddown expected from ϕ to K0
s

and Ξ± to Λ. The fraction of Λ from Ξ is found to be slightly below 16% at
low transverse momentum, decreasing with increasing pT and reaching below
10% at 3 GeV/c. The fraction of K0

s from ϕ is much smaller, but with similar
trend in pT going from 5% in the lowest reconstructed pT down to below 2%
at 3 GeV/c. Due to decay kinematics one expects that the K0

s coming from
ϕ scales by two vK

2 (0.5 ∗ pT) = vϕ
2 (pT), while for the Λ coming from Ξ, the

scaling would be less strong. This would regulate the feeddown yield leaving
a somewhat different percentage for the v2.

Figure 4.16 shows the comparison among the flow of primaries generated
in the acceptance (green), the flow of reconstructed particles (cyan) and the
measured flow using v2{2, 0.0} and v2{4} (blue and red, respectively). The
bottom panel shows the ratio of each value with respect to the primary parti-
cles generated in the acceptance. The results show not only that within errors
the measurements reproduce the true flow value, but also that the effective
effect from contamination (difference between green and cyan) is negligible
for all particles in most pT bins.

For D0 the procedure followed was different since full simulation of D and
B hadrons is impractical. The expected spectra of B particles decaying into D0

were estimated using the cross section of produced B particles in pp collisions
from a pQCD calculation scaled to Pb–Pb at centrality 30 − 50%, using the
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assumption that the RAA of B mesons is between 2 to 3 times the one from D
mesons.

The fraction of D0 from B mesons in the selection is defined as the following
ratio

fb =
NRAW

B→D0

NRAW
D0

, (4.6)

where the denominator is the amount of D0 particles selected during the anal-
ysis and the numerator quantifies the amount of those that come from B de-
cays. This last quantity can be written in terms of the RAA (eq. 1.1) as

fb =
RB→D0

AA
NRAW

D0

× ⟨TAA⟩ (∆y∆pT)
d2σFONLL

B→D0

dydpT
(Acc × ϵ)EVGen

B→D0 B.R. Nev (4.7)

where the spectra dNB→D0

AA /dpT has been decomposed further. The accep-
tance and efficiency effects of the cuts used were included in the computation
of fb using a Monte Carlo model for the decay kinematics called EvtGen [61]
and the cross section for pp events was computed using FONLL. The resulting
factor fb was found to be around 18% in the entire pT range.

Since we do not know the v2 of particles with bottom content, the assump-
tion that this value ranges from 0 to the measured vc

2 was taken. Thus the
largest deviation expected comes from the case when vb

2 = 0. This would
correspond to an increase of the measured v2 as vc

2′ → vc
2/fb.
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5
Results and discussion

5.1 K0
S A N D Λ D I F F E R E N T I A L V2

Three different estimates (v2{2, 0.0}, v2{2, 0.9} and v2{4}) of the v2 for K0
s and

Λ as function of transverse momentum and centrality class are presented in
figures 5.1, 5.2 and 5.3, respectively. Even though these three methods have
different sensitivities to non-flow and flow-fluctuations, as was discussed in
chapter 3, they present many similarities. Both K0

s and Λ v2 show a quick
build-up with pT reaching a maximum at different pT values: ∼ 3 GeV/c for
K0

s and ∼ 4 GeV/c for Λ. Beyond each maximum v2 decreases slowly towards
a small, however non-zero, value of anisotropy.
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Figure 5.1 v2{2, 0.0} for K0
s and Λ as a function of transverse momentum and its

evolution with centrality.
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Figure 5.2 v2{2, 0.9} of K0
s and Λ as a function of transverse momentum and

its evolution with centrality. The results for pions and protons, extracted from [26],
show the comparison with particles with no strange flavour.

In addition, a small v2 is present in the most central class 0-5%. For all
other centralities v2 increases as the collisions become more peripheral. The
inclusion of the pseudo-rapidity gap of ∆η > 0.9 (shown in figure 5.2) leads
to a considerable reduction in v2. This difference is expected to be due to a
reduction in the amount of non-flow. As can be seen in figures 5.2 and 5.3,
v2{4} is even smaller than v2{2, 0.9} for all centralities, but shows the same
trend with pT. These characteristics were also found in the v2 of charged
particles [49, 62] at the same collision energies.

The results for v2{2, 0.9} of pions and protons1 are shown in figure 5.2.
Below 2 GeV/c, v2 shows a mass hierarchy: the bigger the mass of the species
is the lower its v2. Between 2 < pT < 5 GeV/c, v2 of the different species
seems to group based on their number of constituent quarks, i.e. mesons vs
baryons. Both features were also found in the v2 of identified particles at lower
beam energies and reported by PHENIX and STAR [15, 34–46, 63–65], where

1Both published in [26], where part of the results obtained in this analysis was also reported.
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Figure 5.3 v2{4} of K0
s and Λ as a function of transverse momentum and its

evolution with centrality.

the observed mass hierarchy was reproduced by hydrodynamics assuming a

radial expansion of the medium in the QGP phase.

5.2 P S E U D O - R A P I D I T Y S E PA R AT I O N I N V2{2}

As indicated also before, v2{2} is sensitive to non-flow from two particle cor-

relations. This non-flow arises from correlations of the products of a decayed

Hyperon or the fragments of a jet involving a K0
s or Λ in their final state.

In such context, one naively expects that the non-flow component present in

v2{2} varies with the relative abundance of different species, that is, a varia-

tion with centrality and transverse momentum is expected.
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A suppression of non-flow is enforced in the observable by the requiring
a pseudo-rapidity separation between the particles being correlated. The ob-
servable v2{2, 0.0} correlates particles with rapidity in the range of −0.8 <

η < 0.0 with particles with rapidity in the opposite range 0.0 < η < +0.8,
thus suppressing effectively most of the non-flow contribution. A stronger
suppression is achieved with v2{2, 0.9} which correlates particles in the cen-
tral rapidity range −0.8 < η < +0.8 with those at forward rapidity, −3.7 <

η < −1.7 and 2.8 < η < 5.1. The relative difference between these two observ-
ables is quantified by the ratio of v2{2, 0.9} over v2{2, 0.0}. Figure 5.4 shows
the ratio for the v2 of K0

s (top panel) and Λ (bottom panel) as function of pT

in several centrality classes.
A small value of the ratio corresponds to a strong residual non-flow com-

ponent in v2{2, 0.0}. Even though we have little knowledge of the actual
mechanisms that generate non-flow in these large pT ranges, the fact that this
ratio shows little variation with transverse momentum is quite striking. Since
v2{2, 0.0} and v2{2, 0.9} grow proportional to each other, it seems that the
introduction of a stronger gap, namely ∆η > 0.9, suppresses a component in
the correlation that relates to the overall flow. Two effects could be responsi-
ble for this observation: 1) a reduction of the event by event fluctuations in
our observables when a pseudo-rapidity gap is increased or 2) a rotation of
the flow angle is present as we move forward in rapidity. These effects are
currently being discussed [66] and investigated.

The ratios show also that the relative size of such component is quite con-
siderable. Depending on centrality, it can account for between 5% to 20% of
the v2 even at low transverse momentum (pT < 2.0 GeV/c) where collective
effects are expected to dominate the particle production.

5.3 F L O W F L U C T U AT I O N S

Assuming that v2{2, 0.9} and v2{4} are free of non-flow, one can estimate the
relative size of the flow fluctuations arising from eccentricity fluctuations in
the initial geometry by combining both measurements into σBG

2 /⟨v2⟩ using
equation 3.19. We are here concerned about the relative flow-fluctuation aris-
ing from Bessel-Gaussian fluctuations of the spatial eccentricity as studied in
[11]. An estimate of fluctuations is provided in each centrality class using
both K0

s and Λ data independently.
In figure 5.5, I quantify the relative fluctuations σBG

2 /⟨v2⟩. The size of the
v2 fluctuations is in the range of 30% to 50% of the average v2 and shows no
significant pT dependence. Moreover, the size of event by event fluctuations in
the v2 is equal within uncertainties for both K0

s and Λ in each centrality class.
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Figure 5.5 shows also a small variation with centrality class indicating that
for the most central collisions the relative fluctuations are more pronounced.
For those centralities, the size of the relative fluctuations becomes so large
that the assumption on σ/vn ≪ 1 is no longer justified and higher order
corrections should be included in the derivations of 3.17 and 3.18. The results
are compared to those for all charged particles reported in [62] and provide
evidence that this observable is independent of constituent quark composition
or particle charge. Both are strong arguments in favour of an observable that
depends solely on the initial state effects.

5.4 H Y D R O D Y N A M I C V2

It has been shown that the medium produced in heavy-ion collisions at RHIC
exhibits a behaviour compatible with that of a strongly coupled plasma that
flows like a liquid [67, 68]. In such context, the dynamics of the QGP phase
can be described macroscopically by hydrodynamics. The motion of matter is
governed by the pressure gradients formed in the medium. The anisotropy of
the initial state is translated into the anisotropy of the momentum distribution
of the particles after the evolution of the medium.

The most significant transport parameter for the build up of the flow co-
efficients vn is the specific shear viscosity (η/s). In general terms the smaller
the shear viscosity, the smaller the in-medium dissipation and the larger the
development of vn [69, 70]. It was shown that a small η/s coefficient char-
acterises better the strongly coupled plasma created in heavy-ion collisions.
Theoretical calculations set a lower bound in the value of η/s even in the limit
of infinitely strong coupled matter at η/s ≥ 1/4π [71, 72]. The values for the
medium found at RHIC and LHC energies are smaller than three times this
limit.

Moreover since radial flow pushes matter radially with a common veloc-
ity, there is a distinctive mass hierarchy in the transverse momentum of the
particles produced [11].

5.4.1 The VISHNU model

The VISHNU model [73] uses a causal viscous hydrodynamic description in
order to characterise the evolution of the system in the QGP phase coupled to
a microscopic hadronic transport algorithm to account for the dynamics after
the phase transition.

The hydrodynamic model is called VISH2+1 [74], which stands for Viscous
Israel-Stewart [75] Hydrodynamics in (2+1)-dimensions. The hydrodynamic
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evolution is set by using the equation of state s95p-PCE [76], which estab-
lishes the relationship between pressure, energy and entropy density in the
deconfined QGP phase based on Lattice QCD computations [77] at high tem-
peratures and on the hadron resonance gas at low ones.

It was found in [73, 78] that η/s between 0.20 and 0.24 fits better the cen-
trality evolution of v2{4} for charged particles, however the model presented
here [79] was tuned to use a lower η/s = 0.162. The initial eccentricity is
obtained by the Colour-Glass-Condensate (MC-KLN [81]) model from where
the initial entropy density profile is estimated. In this version of VISHNU,
the initialisation time t0 is set to 0.9 fm/c so that the pT hadron multiplicity
density and the spectra of charged hadrons below 2 GeV in the most central
collisions are well reproduced [79].

The hadronic transport model is called UrQMD [82, 83], which stands for
Ultra-relativistic Quantum Molecular Dynamics. Within this model the sys-
tem evolves through a sequence of binary collisions and particles are decayed
using vacuum cross sections. The transition from VISH2+1 to UrQMD occurs
at a fixed switching temperature TSW = 165 MeV, which has been established as
the optimal temperature for both descriptions (micro and macro) to hold and
it is close to the theorised critical temperature Tc of the phase transition. It
was found in [84] that the elliptic flow and spectra are not sensitive to reduc-
tions in tSW up to ∼ 30%. The coupling between the two phases requires the
conversion from an isothermal freeze-out surface to the hadron spectra and it
is extensively described in [84].

5.4.2 Comparison with the VISHNU model

Figures 5.6, 5.7, 5.8 and 5.9 shows the differential v2 for K0
s and Λ in several

centrality classes compared with VISHNU computations. The pT differential
v2{2, 0.9} of pions and protons extracted from [26] is also shown for reference.
The range of transverse momentum considered stops at 2.8 GeV/c. However
it is expected that above 2 GeV/c other production mechanisms take over
gradually and the hydrodynamic picture breaks down. It is worth noticing
that VISHNU computes the ⟨v2⟩ and therefore should be contained within
the band made by v2{2, 0.9} and v2{4} as discussed in chapter 3.

In every centrality class, the differential v2 presents mass scaling, i.e. the
heavier the particle, the lower its v2. This feature is expected from the hydro-
dynamic expansion. The mass scaling in vn can be affected by re-scattering af-

2Another important transport parameter is the relaxation time τπ which was set to 0.5τB
π ,

where τB
π = 6(η/s)/T correspond to a classical weakly coupled massless Boltzman gas. How-

ever studies in [74] show that, in the limit where no viscous effects [80] δf are considered, this
parameter has little influence in the anisotropic flow of the system.
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Figure 5.6 pT differential v2 of K0
s and Λ at low transverse momentum compared

to the VISHNU model for centrality classes 05-10% and 10-20%. Three methods
for the v2 estimate are used. Each method has different sensitivity to non-flow and
flow-fluctuations. The results for pion and proton v2{2, 0.9} extracted from [26] are
also shown. The solid lines represent the values computed by VISHNU.

Chapter 5. Results and discussion 65



)c  (GeV/
T

p
0.5 1.0 1.5 2.0 2.5

2v

0.00

0.05

0.10

0.15

0.20
Centrality Class 20-30%

VISHNU
{2; 0.9}2v  ±π
{2; 0.0}2v  s

0K
{2; 0.9}2v  s

0K
{4}4v  s

0K

{2; 0.9}2v  p
{2; 0.0}2v  Λ
{2; 0.9}2v  Λ
{4}4v  Λ

)c  (GeV/
T

p
0.5 1.0 1.5 2.0 2.5

2v

0.00

0.05

0.10

0.15

0.20

0.25 Centrality Class 30-40%

VISHNU
{2; 0.9}2v  ±π
{2; 0.0}2v  s

0K
{2; 0.9}2v  s

0K
{4}4v  s

0K

{2; 0.9}2v  p
{2; 0.0}2v  Λ
{2; 0.9}2v  Λ
{4}4v  Λ

Figure 5.7 pT differential v2 of K0
s and Λ at low transverse momentum compared

to the VISHNU model for centrality classes 20-30% and 30-40%. Three methods
for the v2 estimate are used. Each method has different sensitivity to non-flow and
flow-fluctuations. The results for pion and proton v2{2, 0.9} extracted from [26] are
also shown. The solid lines represent the values computed by VISHNU.
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Figure 5.8 pT differential v2 of K0
s and Λ at low transverse momentum compared

to the VISHNU model for centrality classes 40-50% and 50-60%. Three methods
for the v2 estimate are used. Each method has different sensitivity to non-flow and
flow-fluctuations. The results for pion and proton v2{2, 0.9} extracted from [26] are
also shown. The solid lines represent the values computed by VISHNU.
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Figure 5.9 pT differential v2 of K0
s and Λ at low transverse momentum compared

to the VISHNU model for centrality class 00-05%. Two methods for the v2 estimate
are used. Each method has different sensitivity to non-flow and flow-fluctuations.
The results for pion and proton v2{2, 0.9} extracted from [26] are also shown. The
solid lines represent the values computed by VISHNU.

ter the chemical freeze-out which depends on the cross section of each species.
VISHNU predicts that as a result of re-scattering in the hadronic phase the
proton v2 decreases much more than the v2 of other species, changing effec-
tively the mass ordering. This behaviour, however, is not found in data.

For centrality classes above the 05% percentile (b-g), this tune of VISHNU is
compatible with our measurements for π± and K0

s . However the computation
lies on top or slightly above K0

s v2{2, 0.9}. For Λ v2 in centrality classes from
05% to 20% (b,c) the VISHNU computations are well above the measurements,
while getting closer for most peripheral centralities (d,e,f,g). The situation is
the opposite for protons where VISHNU systematically underestimates the v2

of protons.
The comparison suggests that the evolution in the hadronic phase plays

a stronger role in the development of v2 than modelled and/or the chosen
value for the specific shear viscosity η/s was too small to properly describe
the hydrodynamic expansion.

Moreover, for centrality class 00 − 05% (a), the v2{2, 0.9} as function of
transverse momentum is found to be persistently larger than the one pro-

68



 / n  (GeV/c)
T

p
0.0 0.5 1.0 1.5 2.0 2.5

 / 
n

2v

-0.005

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035 (a) 00-05%

)2 / n  (GeV/cTK
0.0 0.5 1.0 1.5 2.0 2.5

 / 
n

2v

-0.005

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035 (c) 00-05%

 / n  (GeV/c)
T

p
0.0 0.5 1.0 1.5 2.0 2.5

 / 
n 

) 
 / 

 fi
t

2
( 

v

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8
(b) 00-05%  / 2{2; 0.9}2  vs

0K

 / 3{2; 0.9}2  vΛ

)2 / n  (GeV/cTK
0.0 0.5 1.0 1.5 2.0 2.5

s0
 / 

n 
) 

 / 
 fi

t_
to

_K
2

( 
v

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8
(d) 00-05%  / 2{2; 0.9}2  v±π

 / 3{2; 0.9}2  vp

Figure 5.10 v2{2, 0.9} of K0
s and Λ scaled to their number of constituent quarks

in centrality class 00 − 05%.

duced by VISHNU. It is worth pointing out that the VISHNU model does
not incorporate the multiplicity distribution that we have in data for every
centrality class, which can play an important role in the determination of v2

specially at most central collisions.

5.5 C O A L E S C E N C E O F C O N S T I T U E N T Q U A R K S

At intermediate pT, i.e. for 2 < pT < 5 GeV/c, the v2 shows a particular
behaviour. The v2 reaches a plateau or saturation that seems to depends
strongly the number of constituent quarks of each species as can be seen in
figure 5.2. It is worth remarking that this plateau shows little dependence to
the species’ charge, or the flavour of its valence quarks. This phenomenon
was also seen at RHIC energies, where hadronisation models based on quark
coalescence or recombination were proposed as the main hadron formation
mechanism [46, 85–87]. These models rely on the assumption that constituent
quarks degrees of freedom are present before hadronisation occurs, therefore
the fact that the data scale as the model predicts supports the formation of a
deconfined state.
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Figure 5.11 v2{2, 0.9} and v2{4} of K0
s and Λ scaled to their number of con-

stituent quarks as function of scaled transverse momentum for several centrality
classes.

5.5.1 Hadronization via Coalescence / Recombination

Production via the quark coalescence mechanism is expected to be stronger
in the transverse momentum range between ∼ 2 to ∼ 5 GeV/c, that is below
the pT where independent fragmentation dominates. However there is little
insight on where and how rapid this transition occurs.

Quark coalescence models have successfully described hadron production
at RHIC energies in the intermediate transverse momentum region [46, 85, 88].
Besides, results on v2 for identified particles at those energies show a good
agreement of meson and baryon v2 when scaled to their number of constituent
quarks [37, 41]. The results presented in the previous articles provided exper-
imental arguments for the restoration of parton degrees of freedom in the
expanding QCD matter created at RHIC.

5.5.2 Parton v2 assessment

Figure 5.10(a) shows v2{2, 0.9} of π±, K0
s , protons and Λ in centrality class

00− 05% scaled by their respective number of valence quarks. Beyond pT/nq >

1.0 GeV/c, the scaled v2 for the four species come close to each other. At lower
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Figure 5.12 v2{2, 0.9} and v2{4} of π±, protons, K0
s and Λ scaled to their number

of constituent quarks as function of scaled transverse kinetic energy for several
centrality classes. π± and protons v2{2, 0.9} were extracted from [26].

scaled pT the mass ordering from hydrodynamics breaks down the scaling. In
order to extend the scaling to lower pT, another scaling variable was proposed
[46]: transverse kinetic energy. The transverse kinetic energy for each species

can be obtained from KT =
√

m2 + p2
T − m, where m is the rest mass of the

species under consideration. Figure 5.10 (b) shows v2/n as a function of the
scaled transverse kinetic energy. Under this scaling, the data show a better
agreement at low transverse momentum.

In order to quantify the accuracy of the scaling, the ratio between the scaled
v2 for all species to the scaled K0

s v2 was considered. A fifth order polynomial
function was fitted to the scaled K0

s v2. The lower panels of figure 5.10 show
the ratios of the scaled v2 of each species to the fit. Above pT/nq > 1.0 GeV/c
(or Kt/nq > 0.5 GeV/c2) the scaled π± v2 and K0

s v2 are compatible within
uncertainties, while Λ v2 is systematically below K0

s v2 by about 20% showing
little variation with transverse momentum. The v2 of protons is also smaller
than that of K0

s , but the difference is not so large.

The situation is similar for all other centrality classes. Figure 5.11 shows the
ratio of the scaled v2{2, 0.9} and v2{4} to their respective fit as a function of
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Figure 5.13 D0 v2{2} and v2{2, 0.9} as a function of transverse momentum com-
pared to charged hadrons.

scaled transverse momentum for several centrality classes. The ratios found
for v2{4} are essentially the same as the respective ones for v2{2, 0.9}. The
ratios show a weak dependence on transverse momentum which becomes
more evident in centrality class 20-40% reaching a maximum between 1.0 and
1.5 GeV/c of scaled transverse momentum. The relative difference between
the scaled K0

s v2 and Λ v2 is smaller than that found for the most central class.
Effects from the hydrodynamical mass scaling are suppressed by using the
scaled transverse kinetic energy as shown in figure 5.12.

5.6 D0 D I F F E R E N T I A L V2

Figure 5.13 shows the v2 for D0 mesons measured using two particle correla-
tions with and without a ∆η > 0.9 gap. The size of the azimuthal anisotropy
found is remarkably high and comparable with that of charged hadrons. Such
large anisotropy suggests that the charm quark loses so much energy in the
medium that it is ultimately affected by collective effects either participating
directly to the collective motion or acquiring an effective v2 via hadronisation.

In contrast to light quarks that can be produced during the entire evolution
of the medium, charm quarks are produced predominantly in initial hard
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scattering processes and their annihilation rate is expected to be small [89].
Thus they experience the whole evolution of the system.

Several models for the transport of heavy quarks in the medium have com-
puted the amount of v2 expected at LHC energies. Almost all of them re-
produced the anisotropy found at high pT. At these ranges, the models use
perturbative QCD to describe the path-dependence energy loss in the asym-
metric fireball. However, at low pT, these models have different strategies to
describe the coupling of charm to the medium and many of them also describe
the data quite well.

In figure 5.14 the D0 v2 is compared to the calculations of seven different
models. These models have adopted distinct ways to describe the evolution
of the medium, the transport of heavy quarks in it and the hadronisation
mechanism at chemical freeze-out. Some of them include a description of the
hadronic gas phase as well. All of them have reproduced quite well the RAA

and v2 of heavy flavour electrons at RHIC energies.
The WHDG model [90–92] uses a perturbative QCD (pQCD) calculation of

parton energy loss, including both radiative (DGLV [93]) and collisional pro-
cesses. A realistic collision geometry based on the Glauber model is used
for the initial state. WHDG does not describe the hydrodynamical expan-
sion of the medium, i.e. the predicted anisotropy results only from path-
length-dependent energy loss. Hadronisation is performed using fragmenta-
tion functions. The medium density is constrained on the basis of the π0 RAA
in central collisions at RHIC top energy and scaled to LHC energy according
to the increase of the charged particle multiplicity. The model gives an almost
constant v2 ∼ 0.06, which seems much smaller than the measured values in
the range 2 < pT < 6 GeV/cand compatible with the measurements at higher
transverse momentum.

The MCsHQ+EPOS, Coll+Rad(LPM) model [94] also uses pQCD computa-
tions for collisional and radiative energy loss mechanism for heavy quarks
with a running strong coupling constant. The radiative energy loss includes
the Landau-Pomeranchuk-Migdal correction [95]. The medium fluid dynam-
ical expansion is based on the EPOS model [96, 97]. A component of re-
combination of heavy quarks with light-flavour quarks from the QGP is also
incorporated in the model. This model yields a substantial anisotropy (v2 ∼
0.12 at low pT and 0.08 at high pT), which is close to that observed in data.

The TAMU-elastic model [98] is a heavy-flavour transport model based on
elastic processes only. The heavy-quark transport coefficient is calculated
within a non-perturbative approach, where the interactions proceed via reso-
nance formation that transfers momentum from heavy quarks to the medium
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Figure 5.14 v2{2} and v2{2, 0.9} of D0 particles as function of pT compared to
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constituents. The model includes hydrodynamic medium evolution, con-
strained by light-flavour hadron spectra and elliptic flow data, and a com-
ponent of recombination of heavy quarks with light-flavour quarks from the
QGP. Diffusion of heavy-flavour hadrons in the hadronic phase is also in-
cluded. The maximum anisotropy, v2 of about 0.13 at 2 < pT < 4 GeV/c, is
close to that observed in the data. Towards larger transverse momentum, the
model tends to underestimate v2.

The POWLANG model [99, 100] is based on collisional processes treated
within the framework of Langevin dynamics in an expanding deconfined
medium described by relativistic viscous hydrodynamics. The transport co-
efficients entering into the relativistic Langevin equation are evaluated by
matching the hard-thermal-loop calculation of soft collisions with a pertur-
bative QCD calculation for hard scatterings. Hadronisation is implemented
via fragmentation functions. The freeze out temperature was varied from 155

MeV to 175 MeV. The later produced a reduced v2 at low pT suggesting that
the v2 develops strongly in the deconfined phase.

The BAMPS model [101–103] is a partonic transport model based on the
Boltzmann approach to multiparton scattering. Heavy quarks interact with
the medium via collisional processes computed using a running value of the
strong-coupling constant. Hadronisation is performed using fragmentation
functions. The lack of radiative processes is accounted for by scaling the bi-
nary cross section with a correction factor, which is tuned to describe the
heavy-flavour decay electron elliptic flow and nuclear modification factor at
top RHIC energies. When applied to calculations for LHC energy, this cor-
rection factor results in an underestimation of the D-meson RAA for pT > 5
GeV/c and a large azimuthal anisotropy, with v2 values up to 0.20, similar to
those observed in the data.

A Langevin approach for the transport of heavy quarks is implemented
in the UrQMD model [82, 83, 104, 105]. This model includes a realistic de-
scription of the medium evolution by combining hadronic transport and ideal
hydrodynamics. The transport of heavy quarks is calculated on the basis of a
resonance model with a decoupling temperature of 130 MeV. Hadronisation
occurs via quark coalescence. The calculation parameters are tuned to re-
produce the heavy-flavour measurements at top RHIC energies and are kept
unchanged for calculations at LHC energies. The model describes very well
the measured D0 v2.

The Cao, Qin, Bass model [106] is also based on the Langevin approach. In
addition to quasielastic scatterings, radiative energy loss is incorporated by
treating gluon radiation as an additional force term. The space-time evolution
of the medium is modelled using a viscous hydrodynamic simulation. The
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Model QGP Elastic Radiative Hadron. HGP
WHDG – pQCD DGLV Frag. no
MCsHQ+EPOS EPOS pQCD LPM Rec. no
TAMU Hydro Matrix T – Rec. yes
POWLANG Hydro pQCD+HTL – Frag. no
BAMPS – Boltzman – Frag. no
UrQMD Hydro Langevin – Coal. yes
Cao, Qin, Bass Hydro Langevin yes Rec. no

Table 5.1 Comparison of the main features included in the heavy flavour transport
models used in figure 5.14. The second column corresponds to the description
used for the QGP evolution. The third and fourth columns, to the approach used for
the transport of heavy quarks in the medium due to elastic and radiative in-medium
energy loss. The fifth is the hadronisation mechanism used. The sixth indicates
whether a model for the interaction in the hadronic gas phase was included in the
model.

hadronisation of heavy quarks has a contribution based on the recombination
mechanism. The curves presented in figure 5.14were obtained with a very
recent parametrisation for the nuclear shadowing of the parton distribution
functions complementary to the model described in [45], The model, however,
underestimates significantly the measured value of v2.

Table 5.1 summarises the main properties of the models presented here. All
models agree quite well in the characterisation of v2 at high traverse momen-
tum. A flat finite positive v2 is expected as a result of azimuthally anisotropy
energy loss which in data is found to produce a v2 smaller than 0.1.

At low pT, the models present very different predictions. In general, mod-
els which include a hydro-like expansion of the scattering centres (TAMU,
POWLANG LQCD) or a hadronisation mechanism based on recombination
with light-quarks (MCsHQ) or both (uRQMD) reproduce quite well the mea-
sured v2, while models that lack any of those features underestimate the mea-
surement below ptmm < 6 GeV/c. Some models also show little sensitivity
to the initial state geometry description by presenting almost no variation
between Glauber and KLN initial conditions.

It is particularly interesting to see how the Cao, Quin, Bass model underes-
timate the measurements and it is more compatible with the results of WHDG,
event though the former includes a hydro description and hadronisation by
recombination while the latter does not. The reason could be in the inclusion
of radiative processes with seem to attenuate the final state anisotropy. The
same phenomenon occurs in the BAMPS models when radiative corrections
are taken into account.
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Another interesting point is raised by the POWLANG model which shows
very little sensitivity to the decoupling temperature and a larger one to the
non-perturbative QCD approach used.
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6
Summary

The azimuthal anisotropic parameter v2 of K0
s , Λ and D0 particles measured

in Pb–Pb collisions at
√

sNN = 2.76 TeV were shown.
The D0 meson v2 - first measured at ALICE - provides experimental con-

straints to transport models of heavy quarks. The open charm v2 measure-
ments present a significantly large v2 at transverse momentum 2.0 < pT < 6.0,
most compatible with effects caused by an expanding medium. In this trans-
verse momentum range, models that include heavy flavour transport indicate
that the large anisotropy could be accounted for by a mechanism that trans-
fers the properties of the expanding medium to the charm hadrons. Above
pT > 6 GeV/c, the azimuthal anisotropy is positive and small, although less
significant than in the case of strange hadrons v2. This effect could originate
from a path-length dependence of the partonic energy loss.

For K0
s and Λ particles - which extends the measurement v2 for identified

particles to a large pT range, a more precise measurement was obtained using
three different ways of measuring v2. The measured differential v2 reaches a
higher value than at RHIC top energies

√
sNN = 200 GeV, however the v2(pT)

features are quite similar between both systems. The v2 for charged hadrons
rises with transverse momentum for pT < 2 GeV/c (4 GeV/c for Λ) and then
develops a plateau falling off slowly beyond 6 GeV/c. At low pT (< 1 GeV/c)
the dependence of v2 on particle mass is consistent with hydrodynamic cal-
culations where local thermal equilibrium of partons has been assumed. The
VISHNU model predicts quite well the azimuthal anisotropy found in data
for most peripheral collisions. The data favour a rather small value of η/s;
close to the limit established by the AdS/CFT prediction. On the other hand,
the inversion of mass ordering for protons and Λ, expected from VISHNU,
was not found in data suggesting that the build-up of v2 during the hadronic
phase in the model has to be revised. At intermediate pT the differential v2

for K0
s particles reaches a saturation plateau much earlier than that for Λ par-

ticles. This feature was investigated in the context of number of constituent
quark scaling. The results show that quark scaling holds only approximately,
working better for mid central collisions.

The relative eccentricity fluctuations based on a Bessel-Gaussian model
estimated by both K0

s and Λ independently are the same to that found for
charged hadrons.
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The anisotropic coefficient v2{2} of both K0
s and Λ shows a large suppres-

sion when increasing the pseudo-rapidity separation between the charge and
neutral strange hadrons. The relative reduction is equal for both particles and
slightly centrality dependent. The effect could be attributed to a reduction of
the fluctuations for long range correlations or could even indicate a variation
in the flow angle with pseudo-rapidity.
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A
ALICE data sets

The run samples used for the present analysis are the following:

2010 data samples
137161, 137162, 137230, 137231, 137232, 137235, 137236, 137243, 137366,
137430, 137431, 137432, 137434, 137439, 137440, 137441, 137443, 137539,
137541, 137544, 137549, 137595, 137608, 137638, 137639, 137685, 137686,
137691, 137692, 137693, 137704, 137718, 137722, 137724, 137751, 137752,
137844, 137848, 138190, 138192, 138197, 138201, 138225, 138275, 138364,
138396, 138438, 138439, 138442, 138469, 138534, 138578, 138582, 138583,
138621, 138624, 138638, 138652, 138653, 138662, 138666, 138730, 138732,
138837, 138870, 138871, 138872, 139028, 139029, 139036, 139037, 139038,
139105, 139107, 139173, 139309, 139310, 139314, 139328, 139329, 139360,

139437, 139438, 139465, 139503, 139505, 139507, 139510

2011 data samples
167915, 167920, 167985, 167987, 167988, 168069, 168076, 168105, 168107,
168108, 168115, 168310, 168311, 168322, 168325, 168341, 168342, 168361,
168362, 168458, 168460, 168464, 168467, 168511, 168512, 168514, 168777,
168826, 168988, 168992, 169035, 169091, 169094, 169138, 169144, 169145,
169148, 169156, 169160, 169167, 169238, 169411, 169415, 169417, 169835,
169837, 169838, 169846, 169855, 169858, 169859, 169923, 170027, 170081,
170155, 170159, 170163, 170193, 170203, 170204, 170228, 170230, 170268,

170269, 170270, 170306, 170308, 170309
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B
Calibration of the VZERO system

During the first runs of the 2010 data period, there were changes in the gain
of the VZERO cells. This variation was corrected online for the sum of total
multiplicity measured by the VZERO detector and used in the offline trigger,
but it was not accounted for in the read-out of each specific cells for offline
processing. As a consequence the rings of the VZERO detector for this period
do not have a uniform response in azimuth. Figure B.1 shows the situation
for the 2010 data sample compared to the 2011 data sample. The plot shows
an inspection in time of the ⟨Q2⟩ components in x and y computed using RPs
from the TPC (displaced by +0.04 for visualisation purposes) and the VZERO
detector. A procedure for equalisation of cells within a ring was used before
the extraction of the Q vectors from the VZERO.

The procedure requires a previous passage over data in order to store the
total multiplicity per cell as function of time and centrality (c). Since the
conditions of the VZERO response did not vary within each run (r), the time
dependence is encoded into a run dependence in order to increase accuracy.
There calibration values were stored per VZERO cell “i” as Si(r, c) and are
used in order to weigh the signal of each VZERO cell before the computation
of the Q vector. The weight associated to each cell “i” is

wi (r, c) =
∑j Sj(r, c)

Si(r, c)
, (B.1)

13
71

35
13

71
61

13
71

62
13

72
30

13
72

31
13

72
32

13
72

35
13

72
36

13
72

43
13

73
66

13
74

30
13

74
31

13
74

32
13

74
34

13
74

39
13

74
40

13
74

41
13

74
43

13
75

39
13

75
41

13
75

44
13

75
49

13
75

95
13

76
08

13
76

38
13

76
39

13
76

85
13

76
86

13
76

91
13

76
92

13
76

93
13

77
04

13
77

18
13

77
22

13
77

24
13

77
51

13
77

52
13

78
44

13
78

48
13

81
90

13
81

92
13

81
97

13
82

01
13

82
25

13
82

75
13

83
64

13
83

96
13

84
38

13
84

39
13

84
42

13
84

69
13

85
34

13
85

78
13

85
79

13
85

82
13

85
83

13
86

21
13

86
24

13
86

38
13

86
52

13
86

53
13

86
62

13
86

66
13

87
30

13
87

32
13

88
37

13
88

70
13

88
71

13
88

72
13

90
28

13
90

29
13

90
36

13
90

37
13

90
38

13
91

05
13

91
07

13
91

73
13

93
09

13
93

10
13

93
14

13
93

28
13

93
29

13
93

60
13

94
37

13
94

38
13

94
65

13
95

03
13

95
05

13
95

07
13

95
10

16
78

13
16

79
15

16
79

20
16

79
85

16
79

87
16

79
88

16
80

66
16

80
68

16
80

69
16

80
76

16
81

04
16

81
05

16
81

07
16

81
08

16
81

15
16

82
12

16
83

10
16

83
11

16
83

22
16

83
25

16
83

41
16

83
42

16
83

61
16

83
62

16
84

58
16

84
60

16
84

61
16

84
64

16
84

67
16

85
11

16
85

12
16

85
14

16
87

77
16

88
26

16
89

88
16

89
92

16
90

35
16

90
91

16
90

94
16

91
38

16
91

43
16

91
44

16
91

45
16

91
48

16
91

56
16

91
60

16
91

67
16

92
38

16
94

11
16

94
15

16
94

17
16

98
35

16
98

37
16

98
38

16
98

46
16

98
55

16
98

58
16

98
59

16
99

23
16

99
56

16
99

75
16

99
81

17
00

27
17

00
36

17
00

38
17

00
40

17
00

81
17

00
83

17
00

84
17

00
85

17
00

88
17

00
89

17
00

91
17

01
52

17
01

55
17

01
59

17
01

63
17

01
93

17
01

95
17

02
03

17
02

04
17

02
05

17
02

28
17

02
30

17
02

64
17

02
68

17
02

69
17

02
70

17
03

06
17

03
08

17
03

09

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0.05

TPC

VZERO

VZERO equalized

2010 2011

>2,x<Q
>2,y<Q

Figure B.1 Distribution of the mean Qy for TPC and VZERO before and after cali-
bration. See text for details.
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Figure B.2 Distribution of the Q vector normalized by the squared root of the mul-
tiplicity M (total signal in the case of VZERO) for events in centrality class 40-50%.
See text for details.

where the sum ∑j runs over a collection of cells which include the cell “i”.
Two collections were tested: per-ring and per-disk.

Two Q vectors are computed: one for VZERO-A and another for VZERO-C.
The difference between them is the relative weight that each ring has in the
computation of the Q vector. The equalisation per ring gives weights to each
of the four rings according to the total signal registered by that ring, while
the equalisation per disk gives equal weight to all the rings. However, for the
norm of the Q vector distribution, no significant difference between the two
configurations was found.

Once the weights are obtained, the equalised signal of each VZERO cell is
computed on-the-fly for each event. The equalised multiplicity of cell “i” is

seq
i ≡ wi(c, r) ∗ si, (B.2)

where si is the signal originally registered by the VZERO cell “i”. Figure B.1
shown the average components of the Q2 vector computed with the equalised
VZERO (displaced by -0.02 for visualisation purposes). As can be seen from
this figure the bias in time due to anisotropic response is removed.

Figure B.2 shows the distribution of the |Q2| = |QVZEA
2 + QVZEC

2 | nor-
malised by the squared root of their total signal for events in centrality class
40–50%, where the elliptic flow is maximal. Both calibration procedures (per
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ring and per disk) leave us with the same distribution in the norm of Q. This
points to the fact that the relative multiplicity recorded per ring has no effect
in measuring the Q vector. The distribution has a Bessel-Gaussian shape as
expected from a set sensitive to the flow, see chapter 3. The measurement
using central tracks is also shown for comparison.

Chapter B. Calibration of the VZERO system 85
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C
Probability density functions used in this
thesis

Gauss

g(X; µ, σ) =
1√
2πσ

exp
(X − µ)2

2σ2 (C.1)

Cauchy/Lorentz/Breit-Wigner

c(X; µ, γ) =
1
π

(
γ

(X − µ)2 + γ2

)
(C.2)

Voigt

v(X; γ, σ) =
∫ +∞

−∞
dx′c(X − x′; 0, γ)g(x′; 0, σ) (C.3)

Double-Gauss

dg(X; f , µ, σ1, σ2) = f g(X, µ, σ2) + (1 − f ) g(X, µ, σ1) (C.4)
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Samenvatting

Dit proefschrift betreft de azimutale-anisotropieparameter υ2 voor K0
s , Λ en

D0 deeltjes gemeten in Pb-Pb-botsingen bij
√

sNN = 2.76 TeV.

De D0 meson υ2, voor het eerst gemeten bij ALICE, begrenst transportmo-
dellen voor zware quarks. De open charm υ2 meting laat een significante υ2

zien bij transversale impulsen 2.0 < pT < 6.0 GeV/c, hetgeen compatibel is
met effecten van een expanderend medium. In dit transversale impulsbereik
geven modellen die zware quark transport bevatten aan dat de grote anisotro-
pie verklaard zou kunnen worden door een mechanisme dat de beweging van
het expanderende medium overdraagt op de hadronen met een charmquark.
Voor pT > 6 GeV/c is de azimuthale anisotropie positief en klein en minder
significant dan die van hadronen met een strangequark. Dit effect kan ont-
staan door een padlengte-afhankelijkheid van het partonisch energieverlies.

Voor K0
s en Λ deeltjes, waarbij de meting van υ2 voor geı̈dentificeerde deel-

tjes tot een groter pT gebied is uitgebreid, is een nauwkeuriger meting ver-
kregen door gebruik te maken van drie verschillende methoden. De gemeten
differentiële υ2 bereikt een hogere waarde dan bij de hoogste RHIC energie
√

sNN = 200 GeV, terwijl vorm van de υ2(pT) curve vrijwel gelijk is voor
de twee systemen. De υ2 voor geladen hadronen stijgt voor transversale im-
pulsen pT < 2 GeV/c, bereikt een plateau en valt langzaam af tot voorbij
6 GeV/c. Bij lage impuls (< 1 GeV/c), is de afhankelijkheid van υ2 van de
massa van de deeltjes consistent met hydrodynamica waarbij lokaal thermisch
evenwicht van de partonen is aangenomen. Het VISHNU model voorspelt de
azimuthale anisotropie gevonden in perifere botsingen redelijk goed. De data
laten een voorkeur zien voor tamelijk kleine waarden van η/s; dicht bij de
limiet die door Ads/CFT wordt voorspeld. Anderzijds wordt de omgekeerde
massa-rangschikking, verwacht door VISHNU, niet gezien in de data, hetgeen
suggereert dat de opbouw van υ2 gedurende de hadronische fase in dit model
aangepast moet worden. Bij intermediaire pT bereikt de differentiële υ2 voor
K0

s deeltjes veel vroeger een plateau dan voor Λ deeltjes. Dit fenomeen is on-
derzocht in het kader van het ’constituent quark scaling’ model. De resultaten
laten zien dat ’constituent quark scaling’ slechts bij benadering werkt, het best
bij niet-centrale botsingen.

De relatieve excentriciteitsfluctuaties gebaseerd op een Bessel-Gaus model,
onafhankelijk geschat voor K0

S en Λ, zijn gelijk aan die van geladen hadronen.
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De anisotropiecoëfficient υ2 van zowel K0
S als Λ wordt veel kleiner wanneer

het rapiditeitinterval tussen de geladen deeltjes waarmee het reactievlak be-
paalt wordt, en de neutrale vreemde hadronen, wordt vergroot. De reductie is
hetzelfde voor beide deeltjes en hangt slechts zwak af van de centraliteit. Dit
effect kan toegeschreven worden aan de vermindering van de fluctuaties of de
lange-afstandcorrelaties of zou zelfs het gevolg kunnen zijn van verandering
van de ’flow’ hoek als functie van de rapiditeit.
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