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ABSTRACT

Experimental measurements of the ionization loss caused
by charged particles moving with relativistic velocities as they
pass through thin samples of gas are presented. Thisedata dye.
the result of three experiments where gas samples of 1.5 cm of
Argon or Xenon (mixed with small quantities of other gases) were
placed in a beauw of pions, protons and electrons whose momenta

covered the range such that p/moc =1 to 50,000 (where p =

momentwn, m = rest mass).

The shape of the ionization loss distributions obtained,

and the size of the 'relativistic rise' of ionization loss with
particle velocity are compared with new Monte-Carlo theoretical
calculations. The agreement between experiment and theory is

shown to be good, as compared with previous theories, where sig-

nificant discrepancies were ohserved with thin samples of gas.

The theoretical model is also used to make predictions

of ionization detector properties.

(v)
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CHAPTER I

INTRODUCTION

I.1 INTRODUCTION

This thesis is the description of experimenfal worlk and analysis
the aunthor has helped carry out from 1972-1975. Most of this work is
motivated by the underlying question: How does one identify charged parti-
éles at very high energies ? As particle velocities approach the speed of
.light, conventional methods for identifying charged particles become in-
creasingly difficult or, in some cases, impossible without modifications
being made, TFor instance, for bubble chamber techniques to be still feasi-
ble when an incident beam momentum of, say, 200 GeV/e is used, giving secon-
daries cach with momentum typically less than ~ 50 GeV/c, it is necessary
to use external detect;rs which could assist in identifying and in measuring
the position of the secondaries emerging from the bubble chamber. Incident
beam momenta of this magnitude are typical of the FNAL and CERII-SPS
accelerators. It is with the idea of building a detector which could
assist in particle identification that the follovwing investigations have

been carried out,

In the relativistic region of p/moc ~ 5- 200, (p = womentum,
m, = rest mass), just where identification methods appear so difficult,
there exisis a measurable property of charged particle velocities. It is
found that if a charged particle is passed through a sample of gas, the
amount of ionization produced in the gas is dependent on the particle's
velocity. This is caused by the relétivistic change in shape of the par-

ticle's electromagnetic field as its velocity gets nearer and nearer the

speed of light. A more detailed description will be given later.

Three experiments are described in this thesis which investigate

this plhenomenon of ionization loss at relativistic velocities. The first

— il



was an experiment performed at the Stanford Linear Accelerator Laboratory
(SLAC) in 1972, whose prime aim was to measure transilion radiation (which
incidentally is a possible mctﬁod of particle identification at ultra rela-
tivistic velocitics(l‘z), i oG p/moc > 200). However, since all the
apparatus and conditions required for ionization measurements are the same
as for transition radiation, both phenomena were measured. The results of
this SLAC experiment are not as good as was hoped for, because it was
found impossible to get a consistent calibration to a high degrce of accu-
racy., Conseqﬁently it became apparent that a very detailed analysis was
not justified, and in this thesis a very small sample of the data is presen-

ted from which uselul ionization information can be obtained.

The second experiment was performed at the Rutherford High Energy
Laboratory (RHEL) in 1973. Its main purpose was to test a prototype
detector capable of mecasuring both the ionization loss of a charged particle
and its position. HMost of the time in this experiment was used for testing
the position sensitive properties of this detector. As a subsidiary experi-
ment, measurements were made, using a different detector, of ionization loss
in gas Tor various charged particle velocities. Conditions were not
optimized however for this experiment, and so the accuracy of the resultis
leaves something to be desired,. Again there is no justification for an

involved description of the analysis.

A third experiment was performed at the Fermi National Accelerator
Laboratory (NAL) in 1974, whose main aim was to measure ionization loss in
gas accurately, and to find how good particle discrimination is at various
energies using this technique. As will be seen, the experiment was fairly
successful aund it provided information over a wide range-uf particle

velocities,

Besides the three experiments mentionred above, this thesis describesg

the results of theoretical predictions of ionization loss and the methods
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1 atmosphere} are being used the theory as previously developed contains
assumptions that do not apply to our case. Consequently a Monte-Carlo

technique for handling the- theory has been developed.

In the final chapter, comparisons of theory with experiment are

swmarized,

Much of the work in this thesis follows on from the work described
in J.H. Cobb's thesig(ﬁ) to which many references will be made. The group
at Oxford currently working on particle identification techniqﬁeé by ioni-
zation methods is known as the ISIS group, (l_dentification of Secondaries
by Jonization §amp1ing), The members of the group are W.W.M. Allison,

C.B. Brooks, J.N, Bunch, J.H, Cobb, P.D. Shield and R.W. Pleming.

1.2 WHAT IS TONIZATION LOSS ?

When a charged particle passes through a medium, an electromagnetic
interaction can occur between the charged particle and an atom in the
medium, resulting in a transfer of energy from the charged particle to the
atom. The atom becomes excited or, if enough energy is transferred, it
can become ionized. The total energy transferred in the collision processes
that result in ionization of the medium, is the guantity measured in the

experiments described in this thesis.

In these experiments the medium corresponds typically to a 1.5cm
sample of Argon gas at atmospheric pressure. A relativistic‘charged parti-
cle would make on average about 50 collisions on its way through the gas,
but since the process is a statistical one, the number of collisions for

repeated traversals of the sample will obey a Poisson-type distribution

centred about fifty.

In a collision with an Argon atom the most likely result is the

. . ° " + - . . :
production of an ion pair, i.e. (Ar’ e7), with a kinetic energy of a few

e Gy s




eV, this amount depending on the closcuness of the collision. The incident
charged particle momcntum(t)picully of magnitiude EﬁGcV/c) will effectively

be unchanged by the collision,

It is clear frow ihe above that the probability disiribution of

ionization loss scen in a sample of gas is the convolution of two probabi-

lity distributlions, i.e.

T T T T

the probability of pro- i
ducing a certain number &
of collisions, and the :&: = g
seobabllity of the slecs el "

&
tron freed in each colli- g
sion having a particular &l f
energy. This results in 0 5 E é 8 __:Q

Energy Loss(KeV) _
a very wide distribution FagH Landau Distributions for 25GeV/c Protons and Electrons

with a significant tail going to very high energies. It is called the
Landau distribution after L. Landau(4), who first calculated it theorctic-
ally. Fig.1.1 shows examples of such a distribution for 25 GeV/e profons
and electrons (the protons are the peak at lower energy loss). Their
width/peak ~ 1005, The high energy tail corresponds to the small but

finite probability of collisions producing very high energy electrons,

The difference in position and hence the difference in the mean of
" 5 the two distributions in this figure is
the property that can be used to discri-
minate between charged particles of dif-

fering velocity. To explain how this

’
’3 difference arises the following piclwre
xs - .
from reference (5) is outlined,
x, X - Consider a charge q moving with

Fig.1-2 velocity v with respect 1o another frame
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at the point X are given below:

Lot
Franme (x1x2x3

qb'- qb -
By = i T g2 2N : .
r (b2 + ¥ v2 t?)2
B = 0 E
. qvt’ qyvt
= = — I
3 3 (bz+ \zva tz) 2
B! = o | B
Bé = 0 B
B, = 0 B
1
where Y= (1-8%)% ; B =v/e .

1l

Frame (xlxzx

3
ol Yqb
¥y = 2 2,2\
(b=« Yvoi i
0
B! qyvt
0

Thus at high speeds,when Y»1, the peak transverse electric field, E,, of

a charged particle as seen by a stationary observer, becomes equal to Y

times its non-relativistic value (i.e. the transverse field lines become den-

ser with increasing velocity). Also the
duration of appreciable field strengths
at the observer is decreased. A measure
of the time interval overlwhich the
fields are appreciable is given by
b~ 2,

the typical collision time of the inci-

see Fip.1.3, This time is
dent charged particle with an electron

in the mediwn being ionized, When this

E]ﬂégg

Fig.1.3

collision timc becomes greater than the orbital period of. the electron

round its atom, the electron will be able to make many cycles of motion as

the incidenl particle passes slowly by. " Thus it will only be influenced

adiabatically by the fields with no net transfer of energy.

So, as a

charged particle becowmes more relativistic, the shape of its clectromay-

netic field changes in such a way as to make the collision time smaller nt

-5 -
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larger distances which in turn makes energy transfer more effeclive at

largevr distances,

In actual fact, as the incident particle velocity gets faster and
faster, the amount of cnergy transfer to the medium does at first get larger,
but at some point it levels off to a constant value. This is duc to a
screening effect of the atom wundergoing collision by the polarization
effects of the other atoms of the medium. It occurs when the field of the
.charged particle has expanded such that the distance for which energy trans-
fer is possible has becowe comparable with atomic spacing in the medium,

This is known as the density effect.

Figure 1.4 shows schem-atically a plot of how the mean ionization
loss varies with Y (y = (1--%;)_%. NB. P/moc = BY and B~1 for Y2 5.)
It shows the relativistic
rise from y= 5 to 500
and the saturation that ~2-BkeV - UG e
follows due to the den-

sity eifect., The region

below Y¥=95 has not been ~1.8keV 1

Mean lonisation Loss

P —— ——————— -

g

discussed since it is of
little concern in this ' ' in (plmyc)
ihesis, This recgion 1is

_ Fig.14 Diagram showing main features of
adequately described by relativistic rise curve.

semi-classical arguments
e _ ; . (6) :
starting from the Rutherford scattering formula . The fall of ioniza-
tion with velocity in this region is a kincmatic consequence.
The expression for the mean energy Joss as a function of charged

particle velocity is given by the Bethe-Bloch formula(?) 3
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Rate of Total area Relativistic Density
Enerey covered by Rise Effect
loss per electrons
cn, of in medium
palrtl cle = NZ rs
2\2
=NZn(B )
m,C

where N = density of atoms, Z = atomic number, m, = electron mass,
ze = charge of incident particle. 5 is a term to allow for the density

effect, not included in the original Bethe-Bloch formula.

The logarithmic depenAence of energy loss on Y2 can be seen. One
of these factors is due.to the relativistic expansion of the electromag-
netic field as previously described. The other is due to the kinematic
consequence that the maximum energy that can be transferred in a collision

increases with Y.

q T T ¥ g m 1 T T
I i
E (Fig.1.1) - i
1 | | [ 1 1 |
o 2 1 6 8 10 ) 2 4 6 8 19
Energy Loss(KeV) .Mean Energy Loss(KeV)

25 GeY/c Protons and Electrons
Fig.1.5

Returning to Fig.1.1 it can be scen that the difference belween the
Landau distributions for particles having very different Y's (~ 25 for
protons and 50,000 for electrons) is very small compared with the width of

the Landau distribution. This means that to Giscrimivate between particles




11 of different ‘Y with any degree of certainty, repeated measurcmentls of

ionizalion 1osswi;£'eagh pnrtiflo mist be made., Fig.1.5 shows how the

resolution is - if the distribution of the mean of 300

%;15 measurements for each particle is plotted instcad of the Landau distribu-
%% E;_ tion., The theory of the Landau distribution is described in moxe detail
%i ! N in Chapter V,
]
i%% > 1.3 JOW CAN TIONIZATION LOSS BE MEASURED ?
%ﬂ In the experiments described in this thesis the ionization loss of
9 : .
=1 a charged particle, as it passes through a sawple of gas, is measured by
g

ﬁg i using a Multiwire propor-—

tional Counter (MWPC) of g bet

e L K1 plane
some form. SeeTig.1.6 for W cscamsssmmencorswmmmarens TRt nimlongs
side view. A proportional = == Hl jlane

counter produces an elec-
! 28 Fig.1.6 A simple lavout of multiwire
A trical signal whose size proportional chamber

i is proportional to.the total energy of the electrons freedlin the collision
I : procésses. The processes involved in the production of this proportional
signal are as follows. The incidenﬁ charged particle causes ionization of
the gas atowms close to its track. This is called 'primary' ionization.

Some of the electrons produced in this primary ionization will have enough

. b b et T -‘i_ 4 L PYB o s et gt _'-_v 2
et e bl gailwnd Las LG | COLR R RN A R o R

energy to have further collisions with atoms, causing 'secondary' ionization.

okt

i The electrons drift down an electric field towards a thin signal wire. In

the process they will gain energy from the electric field and losc it by

FRSSty'T APy L WP TLCE

inelastic collisions with gas molecules, The ease with which they will

b

lose cnergy to the molecules depends upon the possible excited states of the

g

bl
!

molecule in question, For a noble gas (e.g. Argon), with a closed shell,

there are no low lying states and so electrons drifting in Argon will gain

aatadls’

a lot of encrgy which will make them diffuse rapidly.  With polyatomic

_..‘.. ’{L A L s

RERR
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molecules (e.g. 002) there arc many low lying levels (e.g. vibrational and
rotational) for the electron to excite even when tfavelling at thermal velo-
cities. Thus, in this case, electrons will not gain a lot of energy and

so will not diffuse much(B). As the electron cloud drifts close to the
signal wire, the field intensity increases till, at somwe point, ;ge éléctrons
acquire enough energy to cause further ionization of the gas. Conditions

are controlled in this-amplification process such that the total number of

‘electrons arriving at a wire (hence the size of the signal) is proportional

to the energy of the primary electrons. (Signal wires are typically 25 u

in diameter and the potential differences between IT planes and sigral wires
are typically - 2.0 kV when sﬁaced 2cm from each other.) The characteris-
tic shape of electrical signal (i.e. long tail) is explaincd when.considera_

tion is given to the motion of the positive ions (see refercnce (9)).

Multiwire proportional counters contain many signal wires and come
in many shapes and sizes. For specific examples of MWPC's see Chapters
ITT, IV, V, and for details of the principles and problems of operation, see
reference (10). For other experiments where proportional counters are used

to measure ionization loss see references (11-15),
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CHAPTER 1II

TME SLAC EXPERTMINT

IL.1 INTRODUCTION

An e#periment wvas performed at the Stanford Linear Accelerator in
July 1972, by a collaboration of groups from the Universities of Hawaii,
Maryland, and Oxford (present author not involved) to observe the proper-
ties of the radiation produced by a fast moving charged particle when it
.crosscs a diclectric interface, otherwise known as Transition Radiation.
The experiment was supposed to measure transition radiation over a very
wide range of parameters, e.g. several different charged particle veloci-
ties, radiator thicknesses and spacings, detector gases. As well as
measuring the average number of photons produced per charged particle it
was supposed to measure the transition radiation spectrum (i.e. a spectrum
which was not convoluted with an ionization loss spectrum as obfained by
previous results(l')). A considerable amount of time has been spent try-
ing to analyse this very amhitious experiment by the author and T. Katsura
(University of Hawaii, working independently). Kailsura has up to now, ta

: : 16 , . .
the autliors knowledge, obtained results( )whlch are in severe disagreement

both with results of other experiments and of theory. The present author

has been unable to obtain a calibration of the data that is self consistent

~to better than 15%, in terms of linearity of the scale and in terms of the

: . 1

ahsolute position of the TX spectrum( 7). It has been concluded that
there is not enough information available to improve the calibration, and
so these transition radiation resuits will not be described here since any

conclusions would be highly unreliable.

However, as a by product of this experiment, a large amount of
information was obtained on ionization loss. Because of the poor calibra-

tion it is only possible 1o obtain useful information in a very restricted
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scnse. It is still considercd worthwhile to discuss Lhe ionizalien data
here since it gives an independent check to the theoretical predictions of
jonization loss in ihin gas samples, as dcscribed in Chapter V.  The part

of the experiment relevant.to jonization loss and its analysis will thus

be described very briefly.

1I.2  THE EXPERTMENTAL ARRANGEMENT

A beam from the lincar accelerator, containing electrons and pioas
of defined momentum, was passed through an array of transition radiator

foils as shown in Fig.2.1, Trom the Toils the transition X-rays and

R e

A
& .
e I l H
; |
2

AL J -
>4 transition 0
radialor foils 3-FIELD

SH

el S

Fig.2.1 Schematic diagram of experiment
charged particles of the beam passed through a Helium bag containing 40
permanent magnets, placed along the beam palh, over a distance of 20 meires.
Thus the beam of charged Iparticles vas slowly deflected a small distance
(~ 6 cm in 100 ft.) away from the transition radiation, which continuead to
travel in a light cone about the forward direction. The two beams, i.e.
X-rays and charged particles, then travelled through the two halves respec—
tively of cach of eight closely spaced multiwire proportional counters

(MWPC) along with various scintillation trigger and velo counters. The

identity of cach charged particle was determined using a shower counter

placed behind the MWPC 's,

The particle momenta used were 3,9,15 Ge\’/c for electrons and
9 Gc\-’/c for pions. The MWPC's were sealed and contained Xenon at one
atmosphere. They each contained a central plane of signal wires (stain-

less steel - diamcter 20 - scparation 2pm - aclive area 25 X 25 cmz).

- 11 -
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These wires were at earth potential. One half of these wires were con-
nected together and the signal fed to an amplifier. The other half were
comiected together and fed to a different amplifier. Thus two indepen-

dent signals werc obtained corresponding
Jmm Loom Lwmm Imm

- -

. ) ; s 3 - d
S o signal wices to the transition X-rays (TR or A si e)
L] -
o | ftalede wires and charged particle beam (DEDX or B
<—— chamber window
jgﬂm side) respectively, At a distance of
° 4mm either side of the signal wire plane
0V -2 -2.Lky were placed the cathode planes (Cu wires-—
Fig 2.2 MWPC side view diameter 100 4 — spacing 2umm - wires at

‘right angles to signal wires) at a voltage of -~ 2.3KkV. 3.5mn further
from each cathode plane came the chamber windows made of aluminized mylar.
These were kept at a potential of - 2.4kV (see Fig.2.2). (For further

details of MWPC's used see reference (18).)

.

camac .

eisht bit = G P :
I attenu.zt:ru A M B 4 P Q.9
Tore” | bilirex == eoroutr majlage

Hwee 10 gate
ws “Nons

Fig.2.3 Read out system

The Read-out systew is shown schematically in Fig.2.3, The attenu-

ators were for equalizing the gain on all 16 chamnels (= 8 X TR sides +

8 X DEDX sides).  The awplifiers had a slow rise time (~ 4pus) . The out-

put pulsc had an approximately flat top and was integrated at its peak for

110ns . The ADC 's contained cight bit registers (i.e. 256 channols),
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the gain on the first 128 channels being 4 times the gain on the last 123

channels.

For the DEDX side, two out of the eight MWPC's were not used
for measuring ionization since their associated electronics was used for

other purposes.
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I : e |
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4 — Sy 1= LY g
¥ e —{T) TSty dday H ¢
beam caay [ ~ Mmacler gale
pulse gre | o resel e‘l;c.

. Fig.24 Logic for SLAC experiment

Figure 2.4 shows the logic used in the SLAC experiment. Refer-
ring to this figure and I'ig.2.5, it worked as follows. The beam was
éefined by counters Tl’ T2, T3 in coincidence, The shower counter, SII,
was somelimes in the trigeger to select e's or 1i's, or otherwise its
pulse height was recorded and used later to separate mi's and e's ., The
master trigoer to initiate read-out was delayed by 1.7 pus and could be
vetoed by (a) a sccond (or previous) count in T, within ihe same beam
pulse, (1) a count in one of Al' AB’ AS’ A‘1 (sitnated around Ti) in

coincidence with % (i.e. to eliminate background coming in ncarly the beam

direction),

- 13 -
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FOR MABKETIC SCPARATION RUXS

Fig. 2.5 Experimental Layout

AIT.R)
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11.5 CALTIIMATION 0F SELAC  ENPLUIMENT

The calibration is divided into two parts, (i) the time independent
part which includes wmeasurcments of nonlincarity of electronics, etc., and
(ii) the time dependent part which includes variations with time of the gas
gain of the MWPC's due to variations of gas density and composition, etc.
This calibration procedure is very similar to the one that will be described
in detail for the NAL experiment, It will thus only le described l?cre_

just enough to explain the problems encountered with this caldibration.

(i) The nonlinearity cf the elecctronic amplifier and ADC responsec is
corrccted for, by feeding in test pl.tlses of known size at the signal wires

of the MWPC's and observing the output of the ADC 's. An approximately

256 -
ADC outpul I
channel :
be
number, ol l
w/1 I
YAl i
&/ grad 1= 4 x grad 2 i
(S ! I
: i
229", 1 !
T i ;
0 -4 -13 ~ 47

ADC input volts (“equivalent volts™)
Fig. 2.6

bilinear curve for each of the 16 channcls was obtained of the form shown

in Fig.2.6. (This is only a schematic diagram. The magnitudes of input

test pulses are given in arbitrary 'equivalent volts' units.) As can he
seen there is a deviation from linearity as the pedestal (i.e. zero input

volts) is reached, This calibration was performed at the start of the

experiment, and assumed lo remain constant throughout. However, there is

data 1o show that the pedestal fluctuatles typically by # % between runs,
(15 runs in all). This can be corrected for if ithe shape of Fig.2.6 is

assumned 1o be constant.  Also, during the experiment, the power supply

e 1B o
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for the ADC 's was replaced (duc to a fire in the CAMAC crate ')  This

causcd a change in the pedestals of typically - 2556 .

(ii) The variation of chamber gain with time for the DEDX sides was

weasured by placing an

| 24
Fe‘{s 5.9 keV X-ray source in front of each of the

MWPC 's at approximately 5 hour intervals, (The whole 45 runs took 50 hrs.)

The X-ray spectra so obtained yere corrected for nonlinearity as explained

above and were fitted with a gaussian using a least square minimizing pro-

gram, and hence their peaks were obtained. A typical spectrum is shown in

800

L

400

10 20 30 40
ADC output “equivakent volts”

Typical Fe®Calibration Peak
Fig. 2.7

Fig.2.7. As can be scen the uscful information is contained within about

10 bins of this histogram, This mecans that the confidence level of a fit

with 4 frce parameters (as used) is very low even though it may look very

good. In effcet the fit gives the peak quite accurately, but its method

of calculating ihe error on this peak will not work. Thus it is better

1o estiimate an error.

It is estiwated that the pecak could he determined
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to +% bin width which implies an error of *3 in the conversion factor

L

of equivalent volts to electron volts. The variation of this conversion
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factor, f, with time and chamber is shown in Table 2.1. It can be seen

uE

el

that the conversion factor-is consistently larger for the first chamber,

il

PrENRETT
W
A

i

DEDXO.

TABLE 2.1

Conversion Factor, f, (equivalent vults/ke\’)
for DEDX Sides of MWPC's

TR R TN e

Run No. | DEDXO | DECX: | DEDX2 | DEDXS | DIDX4 | DEDXG | DEDX6 | DEDX7 e
95 1,06 | 0.94 | 0.92 ! 0.98 | 0.94
111 1.11 0.95 I 0.98 ‘ 0.91 =
119 1.06 | 0.7 | 0.07 | 0.8 } 0.88 | 1.01
125 1.07 | 0.96 | 0.95 ! 0.88 . 0.95 1.00
129 1,11 | 1,02 | 0.99 | 0.95 | 1.06 : 1.11

I1 should be mentioned that for the TR sides of the MWPC's,
three different calibration X-rays (5.9 keV, 22 keV, 38 keV) were used.

It vas Toun? that at 38 keV the MWPC's were not proportional to better ‘*' .

than 105 .

There is one further problem in this calibration which will only

be wmentioned here. When data-taking, an X-ray passes through one half of

a MWPC simultaneously with a charged particle passing through the other

half. Capacitative cross talk effects exist such that a signal in one

half of an MWPC induces a signal in the other half of magnitude equal

to - 0.157 X its own magnitude.

e 0, o
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II.4  PARTTAL ANALYSIS OF SLAC DATA

With the calibration as outlined above, it is found that ihe over—
lap hetweén supposedly identical spectra from different chambers 1is not
very good, The positions of the pcaks of ionization distributions differ
by as much as 9% from chamber to chamber. The calibrated distributions
for the first chamber, DEDX0, are almost always lower than for the other

chamhers for all particles and velocities. It is thought unlikely that

Ithis is a real physical effect (e.g. possible bremsstrahlung effects at

exit windows of first chamber ! ) and much more likely to be a calibration
problem (e.g. pessible non-uniformity of gain across DEDXO, since it is
highly unlilkely that the X-ray source was placed in exactly the position

of the beam).

With these problems in mind the amount of useful information is
somevhat limited and thus only the following small subset of the data is
shown, Using the results of only one chamh.er, Figs.2.8 and 2.9 show the
Land@au ionization distrilbutions of 9 GeV/c e's and nu's from data collec-—
ted simultaneously in one run. The relative position of the two distri-
butions is probably thus fairly reliable. Also shown in these two figures
are the theoretical distributions for 1.5 cm Xenon calculated by Monte-
Carlo methods as outlined in Chapter V.*. The agreement is surprisingly
good with respect to the position of the peaks of the Landaus, considering
the accuracy of the calibration. The shape is not so surprising since
very large calibration errors would be needed to have an effect on a dis-
tribution that is ~100% wide. Figs.2.10 and 2.11 show similar distribu-
tions for 3 GeV/c and 15 GeV/c electrons ¥ESpective1y. (The pion statis-
tics for these energies are too low in these runs to obtain any useful

information. )

* The theoretical distributions contain a resolution function with
0= 5%. This is made vp of electronic noise and statistical fluc-—
tuations i the gas amplification process. I1 has neglipgible cffect
on lhese bBraud apeetra.
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11.5 CONCLUSIONS FROM S LA C  EXPERTMENT

The Landau distributions for 3, 9, 15 GeV/c electrons and 9 GeV/c

pions have been shown io be in good agreement with theory,

This is the only useful direct piece of quantitative information

obtained from this experiment by this author. The experiment seems to

have suffered from trying to do too much in too short a tuime and the
analysis hindered by the author not having helped in the running of the

experiment, so not being quite sure exactly what was done.
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CHAPTER 1II

THE RIEBL EXPERIMENT

I1L.1 INTRODUCTION

An experiment was performed by the Oxford I SIS Group at the
.Rutherford High Energy Laboratory (RHEL) in December 1973, using the
P71 test beam line from NIMROD. The measurements made, that will bhe
described in this chapter, are of the ionization loss produced when charged
particles at various velocities pass through a thin sample of 90% Ar/105%
CHy - These are used to plot a 'relativistic rise' curve of the most prob-

able ionization loss against incident charged particle velocity., This

curve is then compared with that generated theoretically by Honte-Carlo

calculation as described in Chapter V.

These measurcments formed a small part of a much bigger test experi-

(19)

ment . They were made in a very restricted time interval during which

it was possible to make only a fairly crude attempt at data collection.

For this rcason the experiment and the analysis are not presented in any

great detail.

IIT.2  APPARATUS ARD METHOD

The ionization detector was a multiwvire proportional counter (MWPC).

It consisted of a plane, 25em square, of signal (anode) wires of diameter

e A e e e e

204 spaced at 2mm intervals., This plane was sandwiched bhetween two

plancs of high voltage (cathode) wires, diameter 100y, also spaced at 2mm
intervals, The distance of the signal wire plane from each of the high
voltage planes was 0.4cm . The high voltage wires were at right angles to

the signal wires. This sandwich of wire planes was contained in a gas—

tight box containing 902 Ar/10% Cliy. The high voltage wires were all con-
nected together to a power supply at ~ -1800 velts. As can be secn, the

chamber was similar to the type used in the SLAC experiment, i.c. sce

| - 22 -
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Fig.2.2, p.12, the only difference being that the voltages used in the two

experiments were different.

The method of data collection is shown in Fig.3.1. Particles of
dcfined momentwn and type (0.5- 2.0 GeV/e m, p,or e) enter the MWPC
causing ionization of the gas. This ionization is amplified and detected
by the signal wires which are all connected together to a coumon amplifier,
The output of this amplifier is fed into an AD C, the AJ)Q being gated for
a fixed time about this output pulse. The ADC pgate was self—friggered
for the calibration X-ray signals and triggered by beam defining scintilla-
tion counters for real particles. The ADC outputs were read via CAMAC

by a PLP8 computer.

Particles were identified using time of flight (to distinguish pro-
tons from pions and electrons), a gas Cerenkov counter (to detect pions and

electrons), and a shower counter (to detect electrons).

For each event, the computer allowed the ADC output to enter the
appropriate histogram plot if it received the correct presclected combina-—
tion of signals from the particle identifying counters mentioned above, and:
if the magnitude of the ADC output was large enough. (The presence of a
software discriminator will be seen at low energies in the spectra that
follow). Histograms of the dE/dx 1loss (in arbitrary AD C channel number
units) for the particles, eﬁ:,ﬂi and p were obtained and written onto
magtape. The histogram for the escape peak in Argon of the 5.9 keV X-rays
of Fe55 was also recorded at various times throughout the experiment for
calibration of the chamber (i.e. conversion of ADC channel number units to

energy units).
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TII-3  DISCUSSION AND TREATMENT OF DATA

Figures 3.2 and 3.3 show typical Landau distributions obtained for
's and e's from this experiment. On these are superimposed theoretical
curves normalized to the experimental number of events aund shifted along -
the x axis till they give the best fit to the data. As can be seen, in
the pion case the fit is very poor and for the electron case, statistics
are so low that it is @ifficult to say anything about the fit. It is
believed that the theoretical shape is good since it agrees with previous
experiments (see Chapter VI). There is not much that can be done to under-
stand these plots better, since no further information is available than
that contained in the plots shown. The pealc at the low energy end of these
distributions is known to be due mainly to electromagnetic pick-up by the
detector, of a quadrupole magnet situated about 1m away from it. This
effect was reduced considerably by putting an eartined conducting sﬁeet be-~
tween this magnet and the chamber. Hew far uwnder the Landau distribution

these low energy 'events' spread is not known.

To obtain a relativistic rise curve from the data, the peaks of the
Landau distributions for all particle velocities nust he obtained and then
calibrated into units of energy from those of AD C channel number. The

methods used in these two steps are described in the next two sections.

Having obtained the experimental relativistic rise curve, it is

then compared with that obtained theoretically.
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IIT.4 DETERMINATION OF PEAXS OF HISTOGRAMS

The low energy noise peak of the type shown in Fig.3.2, and/or
the poor statistics, made the determination of the position of the Landau
peak very difficult. For instance a fit of theory to experiment, by mini-
mizing ¥ is meaningless since the ¥2 is so large. The following proce-—

(20),

dure was thus adopted

The original histogram, whose peak must be determined, is used to
generate four further histograms in the following way. Two empty histo-
gram plots are set up. An event is put into one of these histograms
chosen randomly, and this is repeated until the sum of the contents of
each two correspounding bins in the two new histograms is equal to the
corresponding bin in the old histogram. This procedure is repeated so
that a total of four 'random' histograms is obtained. In a particular
histogram the bin with the largest contents is taken as the peak of that
histogram (the position of the peak within this hin is determined by the
relati?e contents of the two adjacent bins). The five peaks thus obtaincd
from the four 'random' histograms and the original histogram, are averaged
and their rms deviation is taken as the error on the peak. This error |
is the error due to statistical fluctuations in the histogram. It says
nothing about the error in the real peak due to low energy spikes etc.
Errors of this kind can only be estimated in a somevhat crude way. The
error due to the low energy spike was estimated by extrapolating the high
edge of the spilkke under the Landau distribution, then subtracting it out
of the histogram. The resulting change in the position of the peaks is
estimated to be of the order 5 to 10% in the region of P/moc defined by
1.0 GeV/c protons to 1.5 GeV/c pions. For higher values of p/moc where
the Landau peak is furthier from the low energy spike, the position of the

pealk is estimated to change very little. Very roughly this means that

U RATR R AT

e L



points near the minimum of the relativistic rise curve (l"ig.a.f)) would be
shifted up in energy by the length of their error bars, leaving points
further away approximately the same.  This would reduce the size of the

relativistic rise seen,

II1,5 CALIBRATION OF TIIE PCAKS OF TIIE HISTOGRAMS

The X-ray calibration peak used was the Argon escape pealk of the
5.89 keV X-rays from an Fe°° source. (This occurs when the 5.9 keV X-ray
excites an Argon atom with subsequent de-eﬁccitation and escape of a 3 keV
X-ray.) This pealc was measured regularly at various times during each run.
The peak was taken to be at 5.89 — 3.0 = 2.89 keV (the Kq lines in Argon
are at 2.86 keV and the K B line is at 3.19 keV). A typical calibration
histogram is shown in Fig.3.4, the peak on the right of the figure being
the escape peak. Since the calibration histograms are cut off at high

2%|lllli!J_lJJJ__lI]lllIIJ_ll!

o 52 104 156 208 260
ADC Bin Number
Fig.3-4 Typical Fe22 Calibration Spectrum

28 _
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encrgies it is not possible to be certain that the escape peak is com-—
pletely resolved from the main peak. Inﬁompletc resolution would cause

a systematic shift in the direction of making the dE/ ax peaks appear
lover in energy than they really were. It is thourht the absolute norma-

lization of the data could be shifted by as much as 10% due to this effect.

Having determined the calibration peaks and their errors, using
the method described for the Landau peaks, it was found that variation
between peaks for different calibration runs was of the seme order as the
error (due to statistical fluctuations) in determining them and since no
trends were observed in these fluctuations it was decided to assume a
constant calibration peak and to use the mean of all the calibration peaks
to calibrate all histogfams, and the rwms deviation of this mean as the

error in the calibration peak.

I1I.6 RESULTS AND COMPARISON WITH THEORY

The results of this experiment and the theoretical predictions arc
given in Fig.3.5 and Table 3.1, There may be an energy normalization prob-
lem between theory and experiment due to the effective thickness of the
chamber not being known. 1In the theoretical calculation it was taken as
the physical thickness of the gas between high voltage planes, i.e, 8 mm.
Also there could be a normalization problem due to the incomplete resolu-
lion of the escape peak from the main X-ray pealk, as mentioned in the cali-

bration section, In TFig.3,5 the theory has been normalized to the point

where p/moc = 0.8.

On top of these normalization problems the size of the experimental
relativistic rise, as shown in Fig.3.5, might be too large by 5%, due to
systematic errors in determining the Landau peaks around the minimum., (See
previous section on determination of peaks.)

The relativistic rise is found to be 1.8 + 0.5 (error estimatead

from errors in Fig.3.5). Theory gives 1,58,
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2000 1
1900 1
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1700 -
1600 1 l
1500
1400 A
1300 |
1200 1 1 1
1100 1
1000 1
. 900 -
800 -
700 I
600 y ; ¥ :
01 10 10 100-0 1000-0
' p/me
TABLL 3.1
PARTICLE MONENTON _e mm}rz);;z};{muu; ng{ﬁ"
TYPL GeV/e o g
P 0.49 953.4 1604.1 + 291.4 1432
w 0.49 3.5 722.8 £ 64.8 910
et 0.73 1430. 2 1584.2 + 219.7 1420
ol 0.73 5.2 829.8 + 203.1 914
P 0.73 0.8 1818,5 + 203.8 2003
e 0.97 1906.9 1538.5 + 131.8 1423
i 0.97 7.0 812.3 + 56.2 939
T 0.97 7.0 838.2 + 00.2 939
r 0.97 1.0 i218.9 £ 159.2 1556
¢ 1.46 2860.3 1517.5 £ 172.2 1435
w 1.46 10.5 S 011.7 £ 41,0 973
T 1,46 10.5 961.0 + 203.1 973
P 1.46 1.6 969.1 + GO.0 1087
o 1.95 13.9 085.7 + 206.1 1018
P 1.95 2.1 862.2 £ 113.3 981
me 3.41 24.4 1081.2 + 48.6 1034
m 4.69 33.6 1214.8 % 253.9 1178
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I11.7  CONCILUSTON

The quality of the data is not good enough to form any very posi*
tive conclusions. It is not possible to say that theory is definitely
inconsistent with the experimentally determined relativistic rise curve.
It is also not possible to predict frgm these results the upper limit of
the range of p/moc for which particle discrimination is possible by this

technique.

Consecquently the conclusion is made that a more accurate experi-

ment is needed,
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CHAPTER IV

THE NAL FEXPERIMENT

V.4 INTRODUCTION

This experiment was performed at Fermi National Accele?ator Lab.
in January 1975 by W.W.M. Allison, C.B. Brooks, J.N. Bunch, R.VW. Pleming
and P.D. Shield( ). Its aim was to measure the ionization deposited
simultaneously in many samples of gas by charged particles of known type
and velocity passing through the gas. From repeated measurements, proba-
bility distributions of ionization loss were obtained and also distribu-
tions ¢f the mean ionization .loss of all samples for each particle traver-
sal of the gas., The amount of overiap between mean distributions for
different values of charged particle velocily, gives an indication of the
confiderce with which one can hope to discriminate between particles. The
variation of the most probable mean ionization loss with particle velocity
gives the so-called 'relativistic rise' curve. The experiment was alsc
used to investigate correlation effects between the supposedly independent
samples of ionization collected simultaneously, and to test the theory of

(22)

Garybian that the relativistic rise curve as measured, is modified by

effects due to detector windows.

The ionization detector used was a purpose built multi-wire propor-
tional chamber with a small drift region. It will become clear that this
chamber, in which proportional and drift properties are combined, is an
unconﬁentional design. It is built in such a way that it forms a small
prototype of a device which will hopefully bhe able to identify charged

particles in the difficult region of 3- 50 GeV (where other methods fail).
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FLOW DIAGRAM OF NAL EXPERIMENT
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V.2 THE EXPITRIMENTAL ARTLANGEMENT
A simple picture of how the detector works and how the experiment
vas performed is given in the flow diagram, Fig.4.1. A diagram of the

experimental arrangement is shown in llig.4.2,

The particle beam was the N3 hadron beam as used for the 30"
bubble chamber at NAL, The ionization detector was placed 200m up-
strcam of the bubble chamber at a point coinciding with a vertical focus,
where the beam size was approximately 1cm in the vertical direction, and
less than 10cmwide, Particles of defined momentuw were passed through
the upper drift ng‘ion of the detector parallel to and ~1cm away from
“the wire plane, A Cercnkov counter provided particle identification, and
scintillation counters, Si, S2, either side of the Cerenkov counter with
S3 behind the ionization detector, provided information on particle pile
up. An X-ray source of known encrgy in a thick metal box was placed a_l_;_g:.r_q_’f
one of thu channels of the ionizalion detector to provide calibration infor-
mation.  The box had a remotely controlled shutter on it, operated by the

computer,which was opened between particle beam bLursts.

X-ray
L? source
f ) g =————=0 | to 30*

particle | J '
beara o J§ " i butste =
chamber
L cerenkov 52 icnizalion 33
eoepnler » T delector
-~ 20 m —— i

Fig.42 Schematic diagram of main elédments used for measuring
‘ionization loss.
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Iv.3

Iv.5.1

DETATLS OF APPARATUS

The Tonization Measuring Detcctor

A diggram of the detector is shown in Fig.4.,3,

The central signal wire plane consisted of stainless steel anode

wires, length 35cm, diameter 254, spaced at intervals of 0.75cm at

earth potential.

In the same plane and midway between each pair of these

signal wires was a 250 stainless steel cathode wire. At a distance of

3.5cm cither side of the signal wire plane was a flat metal sheet which

acted as a drift electrode,

&
=),
.ho)'

2lectionics
box

Fig.433) Schematic diagram of NAL chamber
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Fig.4.3b)Side view of NAL charnber
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The electrical connections in the chamber to these electrodes: arve
shown in Figs.4.4(a) and (b) Fig.4.4(a) shows pairs of adjacent signal
wvires sharing a cowwmon head amplifier so defining a 1,5cm sample size.
Sixty such samples were created. Each of these channels was alsc; connected

to a common signal generator that generated signals of comparable shape 1o

yeal signals.  This was used to monitor and calibrate the elecctronics.
The thicker cathode wires between the signal wires were uscd to control the

amount of gas amplification around a thin sianal wire, independently of the

drift field, which was determined by the voltage on the iwo drift electrodes.
Fig.4.4(c) shows the electric field lines in the detector for typical operat-
ing conditions(za). As can be seen, all the drift field liues end up on the
signal wires.  This condition is oblained with this geometry when V(signal-

. .
catlode) 2V(signal-drift)/3.55 ('"I), and it ensures that all the electrons

from dcnization proccsses go 1o the signal wires,
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The active region of the deteclor from which data was obtained was
defined as being 10cm away from any cdge of Lhe signal wire planec. It
contained 120 simnal wires and 120 cathode wires. Thus the size of this
active region was 90cm (span covered by signal wires coupled to clec-

tronics) X 10cm (horizontal beam size).

The electrode assembly and head amplifiers were contained in a gas
box as shown in Fig.4.5. The gas box was all metal (AL) so that it also

acted as an electromagnetic screen, The gas used was commercial 805 Ar/

- 20% C0, which was chosen as being the optimum combination of drift and

ionization propertles( 5) and practical and economic availability. It was
passed at a typical rumning rate of 1 litre/min through a baffle system to
ensure complete flushing of the chacber. (The typical purging rate was

10 litre/min and a safe purge pericd was 1 day.)

sluminised mylar window prosure srmsor
l_.____....._._.___._._J'_E | [
eleclren::zs l
7 ©.
yeirio | e ——
Vil P

aluminivm gas

. l:ﬁ‘.g. 2
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] L P é <
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I electronics | 5 ™
::‘al :xch;nge | | (head l
surrounding
er " '| Qtil I
LJS] | vign I u
=3 | 'L -
?|
. |
i I
[ | L b gas
| I exil
Al ne =L
) mylar window
patticle =~
beam

Fig.4-5 The gas system of the NAL chamber



The pressurce and temperature of the gas in the chamber werce moni-
tored conlinuously and were assumed uniform throushout. The electronties
was contained in its own gas-tight box flushed independently of the main
cas box (see Fiz.4.5), so that the possibility of a temperature gradient
being set up across the chamber from the hecat dissipated by the electronics

contained in it was reduced,

Facilities to measure the oxygen concentration in the chamber were
incorporated in the 'systeb but at the time of experiment the oxygen meter
failed. (Oxygen causes electron. attachment, conseguently attenuation of

the signal seen.)

The X-ray : X ray source in plastic container
/Wilh slit acting as collimatar
source was mounted : - 17l
in a box above one —
control
of the 1.5 cm sam- signal to _1 _ﬁﬁﬁL: signal
computor L K-
ples (Channel 2) . ,/f slit {-2mm )
micre
suilch
during data taking cpefated 5-9 Ke

by shutler  Xray
runs., It shone in “
through an alumi-
Fig4.6 X ray shulter box
nized Mylar window s

on the top side of the gas box. A diagram of this X-ray box is shown in

Fig.4.6.

To conclude this section some mechanical aspecis of construction

are detailed,

Uniformily of gas gain and drifi field in the device demand drift
electrode spacing, wire plane positioning, wire spacing, and wire tension-—
ing to be very accurately defined. (Sce calibration table, p.61 for
exactly wvhat this means.) With this, the problem of eleclrical insulation
must be considered, A photo of the deteclor out of its mas Lox is shown
en the following puyre, Tiie lower drift cleclrode was a 3" galuminium
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jig-plate. This provided the mechanical rigidity required and was the i

reference plane of the active region, i.e, the wire plane and top drift

electrode were defined parallel to this lower plate by spacers.

The method of tensioning the cathote wires can also be seen in the
previous photograph. These were complete loops of wire held under the jig
plate by a tensioning screw. The.reason for this arrangement was to stop
the jig plate distorting by ensuring forces on either side were as symmet-
rical as possible. They were each tensioned to 8 kgs by tuning them to

F natural.

The signal wires were mounted by soldering to a printed circuit

board at either end. FEach wire was tensioned hy hanging a weight of 30gm

¥ oo

on it while soldering.
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e Accurate wire spacing was achieved by melting slots in a perspex rod :
b : | !
B~ using a securcly mounted heated razor blade (see above photo). The rods were L

3 vy
Fe H
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slotted when already mounted to the lower jig plate. The jig plate was in

vy

turn mounted on a mill bed, so the accuracy of the spacing of the slots was

w .-‘:._ 22
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cqual to the accuracy of positioning the mill bed., The spacing was

checked using a travelling microscope and was found to be good to < 8

for the signal wires which was very satisfactory. puv Grecvvecy &
o~ £ 5 O

{S!,g,“gl-é‘fmn I = 3 oA L
The top drift clec- i~ JROCE s
h_-—"'_'-'.‘-

g ; top {oll electrod ;
trode was 1/1000" alumlnxgm i 2 OtthlE 7 T top capcitor

foil stretched pneumatic- . o 1505t dring of g

Tem pErspex supgort—> : | bridge circuit
ally onto 1/16" aluminium

frame strengthened on the '.z/!fJ/Jff//IIIIII}?#%&C“W
bottom Jig plate electrode

top side, in the direction
parallel fo the wires of F19.4-7 Capacitor Bridge Technique

the wire plane with {fibre

glﬁss sections (sec previous photo, p.dO). This electrode was mounted on
perspex pillars, machined to 3.5cm, attached to the lower jig plate elcc-
trode, The spacing of the top electrode relative to the boltom onc was
tested, before the wires were put in, using a very sensitive capacitor
bridge technigue, (sce Tig.4.7). Two metal plates were held by a perspex
support near the two drift cleclrodes respectively, in such a way as to
form two capacitors. The change in capacitance of the top capacitor with.

respect to the bottom one, was measured while the support was moved around

the active region., Typical changes of 40 yu in the spacing were measurcd.

The leakage current between drift electrodes and ground was mea-
sured as 8nd, and that between cathode wires and ground as 4 nd, These

were both satisfactory. (A typical mean signal current was 1 pA.)

As can be scen in Table 4.6 the mechanical tolerances achieved wore

very satisfactory, and some useful techniques were learnt for future chambers.
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1V.3.2 The Lleclronics

The electronics scction is divided into (A) measurcwent of the

signal received, and (B) the logic for recognizingz a good cevent and reject—

ing or {lagging an unwanted one,

(A) is shown in Fig.4.8 and in the diagrams and tables on the

following threé pages.

~ Fig.4-8 Measurement of signals received

|

10 L06IC ;\/—
FROM
LOGIC ADC '

~Ta

PN (eXe}
DISALAY  DECTAPE

o BF -

BAS AMPLIFIER
see Ch,JIV,3.1

" HEAD AMPUFIER

p.44

EALARCED PAIR
30in YAYEX CABLE

RECIEVER AMPLIFIER
AX0D PULSE SHAPER
p.45

THRESHOLD CETECTOR
p.45

LECROY ANALOGUE 10
DIGITAL COXYERIOR

CAMAC DATA KIGHWAY

POPB CCMPUTOR

DATA QuTPUT

B T ==

PV il o =T o, e e

CYWE" W AT T . .

2D e

TR ET



-

Fig,1.9(a)

Head Amplifier-low i/p impedance
amplifier - ref  (20)
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¥' TABLE 4.1
] SPECIFICATIONS OF HiAD AMPLIFLER
Rise Time 71 ns
Propagation Time 6 £1.5 ns
Fall Time 11 + 2 ns
1/p Impecance ~ 20 0
0/p Impedance 5010
Gain 6/P 1, 2 39 + 2 mV/pA
Noise (10 Milz BW) 0.8 * 0.05 mV rms
0/p d.c. offset 0.3 % 0.03 mV
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TABLE 4.2
SPECTFICATIONS OF RTCEIVIR AMPLIFIER

Trigoer o/p : Voltage gain ¢
(3.3 K0 Load) Rise time ~ 10 ns
Proparation time ~ 10 ns
Shaped O/P Min. voltage gain | ~ 0.5£0.01 al 1.6 Milz
0 d
(50 0 1o Rise time ~ 25 ns
, Propagation tine ~ 210 ns
A
.
.
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O— e e ——~
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11 0'
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E == T Y ] ¥ T v T
0 400 Boo  looo nS
T
| o
!
': Fig.'}.g(d) Trace of a photo showing the effect of the pulse
: shaper (sce Fig.4.9(b)) and how it removes the
i long tail from the observed signals. This is
: to improve the resolution time of the detectlor.
: Each receiver amplifier had its own pulse shaper.
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(B), the logic, is shown in Fig.4.10. Referring to this figure,

a good event is either (1) a particle coincidence or (2) a calibration

coincidence, These require the following conditions:

(1) (i) The computer recognises a 'BEAM ON' condition. This
requires a signal to the computer from the accelerator
control room, which is in fact the magnet ramp signal

of the main accelerator ring,

(ii) Calibration information is not being received by the
computer, which requires a signal from the X-ray box

saying it is closed,

(iii) A coincidence between the signal wires of two of the
detector's gas samples, spaced far apart from each other,
implying that a particle has passed right through the
detector. Channels 30 and 59 were used for this,

Note these are the only channels that can be classed

as self-triggering when collecting ionization data.

(iv) The appropriate Cerenkov signal corresponding to the

selected particle type passing through the chamber.

(v) The absence of an inhibit signal due to (a) the compu-
ter not being ready, (b) the particle coming in a noisy
interval of the mainscycle, (c) there being more
than one particle going through the chamber within its
resolution time, as seen by the scintillation counters,

i.e. a pile-up condition.

(2) (i) A 'BEAM OFF' condition analogous to (1)(i) above.

(ii) The computer is receiving calibration information analo-

gous to (1)(ii) above.

(iii) A trigger signal from channel 2, i.e. the channel above
vhich the X-ray source is placed, This channel is thus

self triggering in the calibration mode,

(iv) The absence of an inhibit signal analogous to (1)(v).

- 47 _
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As can be seen from Fig.4.10, two-way communication between comwputer
and logic was by a series of bistables making up a status register.  The
status word of each event was recorded on DEC tape along with the event.
Also a title word was recorded. This was from a register set up mwanually

and contained information on particle type etec,

The presence of a mains trigger generator can be seen in Fig.4.10.
This was incorporated since it was necessary to gate out part of each mains
cycle since it was noisy -for the same fraction of each cycle, probably be-

cause of the SCR stabilization of magnet power supplies etc. The effect

of this gate on a fixed size test input signal can be seen in Fig.4.11,
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3 170 182 190 202 218 220
3 ADC Bin Number
:; Effect of Noise Gale on Pulse Height Distribution
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1V.35.5 The Cerenkov Counter

oa ut DlLEL el

)‘_4'

This was an NAL facilily and so was not set up or tested at the

VR
4 time of experiment. Operating conditions as specified by NAL and as
-4
:'ﬁ quoted below, werc assuued reliable and conscquently our knowledge of this
Al
g detector is limpted (2128),
Bk
| ..‘_1‘ v
= Cerenkov counter
! ) = :
! " principle of operation
= 3
;! g mirror
““ ; with -
s 1 i ‘ H
4 8 '_ Coter 003l Cimner
v~ ]
! ;
21 | WA
32 : i particle beam
-t
; h: NaVav
. . i !; !
-
3 ¥ 5
i 7 4 -
i 1 : i
i i 'E Mote: Inper cone = 0-5mR
e Outer cone = 5-30mR
!

! Rig. 4.18

The Cerenkov was a 34m differential counter filled with helium,
capable of working at pressures in the range 0 — 14 psia,. It contained

two pholowultipliers and a mirror system so that it was able to look secpa-

rately at light contained within a cone of angle Smil about the particle

beam and 1light defined between the two cones of angle SnRt and 30 mRil respec—

tively. Fig,4.12 shows schematically the principle of operation of the
S : counter. The operating pressures were calculated from Figs.&.lS(a) and (b),

and are listed in Table 4.3. To find the Cerenkov angle for 100GeV w's,

for exauple, from the two figures,the following proccdure is adopted.

From Tig.4.13(b) for 100 GeV w's the threshold pressure for Cerenkov

radiation is 0.43 psia for helium. Fig,1.15(a) shows that to sce the

m Cerenkov radiation in the inner cone, the pressure must be less than

L
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Cherenkov angle vs. Pressure above threshold
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TABLE 4.3
CERINKOV  OPERATING CONDITIONS

Ifmc»:ss. THRESHOLD PRESSURE :; PRESSURE ADOVE TiRESHOLD | CERENKOV
| psia psﬂiai 4 P e; : j.: psﬂia = ? ¢ " m; E i
7.125] 0.2 | 2.5| 8.9]00.11 | 6.925 | 4.625] 1.775 | 7.125 | 7.015 5.5'4.5 - 5.5
8.55 | 0.45| 5.5|20.0(0]0.25 }l 8.10 5.05 | -11.45 | 8.55 |8.30 i 6.0 | 3.65 - 6.0
(701 | 1.8 | 22.080.0{0 1.0 ] 5.21 | ~14.99 | =73.0 7.01 | 6.01 | HE| = = 52,
11.0 | 7.2 | 90.0 [>100 0 |4.2 | 3.8 | -80.0 [<-90.0 [11.0 |6.80 | 4.1 - |- | 5.5
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The cross-over characteris-
10 F et
tics of this counter as pressure, - 3
hence Cerenkov angle, is increased - m
01 F =
are shown in Tig.4.14. C; and C, E :
g8 i 4
c 5

refer to the inner and outer mirror § ) _ i

¢ : 1
signal's respectively. From this = 9001 E I r% 3
5 [ 1% ]
and Table 4.3 it can be seen that o E J i\ 1
_ = n /_ e ]
for some operating points there is .gaam i } = ]
the possibility of contamination of 'E 5 ~ J .
- o — e . -
data by other particle types. These i s ;. Co ]
' 0.0001 | s B Co =
‘are listed in the next section. 3 —— €;.Co E
' Tl e Ei'Eb N

1 1 L1 L ] 1 1 L1 1

0 12 3 L5 6 78 0 12213

RELIUM  PRESSURE ( psia)
Tig.4.14

Iv.4 RUNNING OF EXPERI?E?EE

Tabie 4.4 gives the main parameters of each run performned when
recording ionization information. The beam spill used was either in a
'pinged' mode or a 'slow spill' mode. This choice was arbitrary as it
appearcd to malke no difference to the resulting data. For the pinged
part of the experiment the beam was being controlled by an experiment fur—
ther down the beam line., Pinged spill consisted of four short bursts of
particles per acceclerator cycle. Each burst was 300 ps long and contained
of the order of 5 particles at the ionization detector. Each burst was
separated from the next by 100ms . Slow spill consisted of one pulse per
accelerator cycle of length ~3 sec and containing about 20 particles., Each
time a particle passed through the chawber the event,which included the out-
puts of the 64 ADC's, the event nuwber, the event status word, énd the

title word, was recorded on DEC tape.
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During that part of the accelerator cycle for which there was ro
spill, calibration data was recorded, i.e. the X-ray source box was opencd.
This data, which all came from channel 2, was histogrammed in core. The

histogram was written to DEC tape and then zeroed once every twenty minutes

approximately.

Before recording ionization information the chamber was scanncd
over its whole area for non-uniformity of gain, etc., and ADC's and ampli-
fiers were adjusted to have equal pedestals, gains cte. The results of

this preliminary period are oullined in tlhe calibration scction following.
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The following peculiarities existed in the 60 signal wire channels:

(1) Chanpel 2 not only acted as a normal ionization measuring
channel but also acted as the self-triggering channel for
looking at X-rays from the calibration source in other-

wise idle times.

(2) Channel 59 was one .of the two channels that made up the
particle trigrer coincidence. As can be seen later in
Fig.4.16 (point warked ‘trig'), this leads to its average

signal size being biased large,

(3) Channel 30 was the other channel in the particle trigger.
ADC 30 did not work and so the ionization information on
this channel was lost (despite the fact that it would have

been biased anyway).

(4) Channel 58 was not a conventional channel. The electronics
of this channel were connected to a pair of thicl 250
wires at the far end of the chamber outside the 'active'
region {instead of the normal 25 signal wire).  Because
of the increased radius no appreciable gas amplification
could take place around these two wires. Hence the signals
seen on this channel were those due to noise and picl up.

An interesting ecffect was observed in this channel and will

be discussed later in the analysis (p.66).

IV.5 CALTBRATION OF NAL DATA

The preliminary calibration and setting up problems at the start
of the experiment are concerned with the linearity and uniformity of the

measuring system. Working in order down the system, the following measure-

ments were made,.

(i) Uniformity of gas gain down the length of each signal wire.
This was measured by scanning signal wires down their length
with a collimated X-ray source, (sce Fig.4.15). Typical vari-

I ’

—e

1 ations in gain were < 2%. The large drop in one of the scaus

bl A
5 e L

W G =

1 of Fig,4,15 is the fall off of gain as the end of the wire is
o reached, It is not in the central 10cem of the wire length

used for measurement,
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(ii) Uniformity of gas gain from signal wire to signal wire.
Two separate measurcments were made: (a) A collimated
X-ray source was scanned across the signal wire plane at
right angles to the signal wires. The variation in gain
vas ‘% (rms deviation from mean signal size). (b) The
peaks of the Landau distributions for 25 GeV/c protons
obtained from each of the 58 channels were compared, see
Fig.4.16. The variation is estimated as o < 5%. (The
accuracy of this second measurement was limited by

statistics.)

(iii) Linearity of gas gain. The signal size from a wire was
measured as a function of various X-ray energies, see
Fig.4.17. In the region used, i.e., 0-8 keV, the gas

gain is proportional,

(iv) Linearity of electronics. Test pulses of similar shape
to real signals were put onto each signal wire. For each
channel a scan was made of ADC output versus size of in-
put test pulse, see Fig.4.18 for a typical channel. All
channels were very similar to this one. The size of lhe
test pulse is measured in arbitrary 'equivalent volts',
since the voltage actually measured should be pultiplied
by an unknown constant factor lo obtain the actual pealc

size of the test pulse in volts.

(v) Linearity of ADC's, Before performing (iv) above, the
zero current of each of the ADC 's was adjusted such that
the required range of signal wires was in the linear region

of the ADC 's response.

(vi) Constancy of the ADC integration gate time. This was
checked throughout the experiment by putting a fixecd d.c.
reference voltage into one of the ADC 's (ADC 63). Its
output was never observed to vary. All ADC 's used the

same gate signal.
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The calibration of the detector during the time that ionization

data was being collected was by use of the X-ray shutter box.

shows a typical calibration spectrum obtained while runiing.

Fig.4.19

The main

5!“
peak corresponds to the ionization from the 5.9 keV X-rays of Fe © (causcd

be electron capture by the F955 nucleus with subsequent de-excitation of

tha Ma 2>

The position of

it.

ion pairs for a
A table of iron

-histograms were

alo m) a

The width

recorded is given below.

given energy loss and in the gas amplification factor

The smaller peak is the argon escape peak at 2.9 keV.
the 5.9 keV peak was determined by fitting a Gaussian to

of this peak is caused by fluctuations in the numwber of

(29)

peaks versus run number and the event numwber at which these

TABLE 4.5
RUN EVENT | AD C BIN KUMBIR RUN EVENT | AD C BIN NUMBER
NUMBER NMIER | OF 5.9 keV PEAK NUGMBER NUMBER| OF 5.9 IkeV PEAK
30 803 217.1 * 0.2 32 1725 | 227.8 % 0.2
(150 Gev/c) | 1224 220, 2 (50 GeV/c) 2095 | 228.0
1699 223.2 3216 | 224.9
2174 224.4 N
2921 226.0 33 2027 | 193.3
3679 227.2 (100 Gev/c) | 5308 | 189.1
4615 228.3 7568 | 184.6
5614 229.0 |
31 836 2212
(150 GeV/c) | 1643 221.7 34 3715 | 213.2
2465 223,1 (25 Gev/c) 4972 | 208.3
2084 223.0 6108 | 203.2
3549 223.1 " 6535 | 200.0
4183 222.9 6735 | 198.5
4722 223, 2 7084 | 197.3
5479 220.9 7844 | 195.8
5756 220,14 8875 | 195.6
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Fig.4.19
Svmmarizing, the following steps are thus performed in the calibra-
tion of an ionization event, (i.c. the conversion of ithe recorded digitized
output of the ADC's into the corresponding nusber of electron volts encrgy
deposited in each sample)

(1) Convert each ADC output bin number to ‘volts' using the
conversion of the type shown in Fig.4,18. This corrects

for non-linearity in clectronic amplification.

(2) Interpolate between the nearest two calibration Fe55 X-ray
peaks cither side of this event in time (more precisely

the interpolation is with respect to event number, not time).

(3j Convert interpolated calibralion peak to 'volts' using

FPig.4.18 again.

(4) Use the known energy of the calibration peal and ihe pro-
portionality of the chamber to give the required result in

energy units, i.e. eV,

(5) Correct the eV result further for density etc. as outlined

below.
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The X-ray calibration automatically corrects for variations in the
gain of the gas amplifier due to variations in gas density. However it

does not correct for variations in the primary ionization by the charged

particle when there are variations in the gas density. This variation is

small and linear, and was eliminated by converting all histograms of ioniza-

——— —

tion loss to NTP using the mean temperature and pressure measured for the

p e |
appropriate run, Y

C e syt Cnt, it
y, £ gra o Bl s

The variation of &ensity (= pressure/temperature) and X-ray peak
during the course of runs 30 anéd 3%, are shown in Figs.4,20(a) ana (b).
As can be seen, the variation of density is not a good measure of the varia-
tion of the X-ray signal size., This is at first surprising but it can be
explained, and in the process leads to the following question. Iow well
defined is the relation between the measurement of an energy deposited by
an X-ray and the measurement of an energy deposited by a charged particle,
and hence what is the usefulness of calibrating with X-rays ? Factors
influencing this relation are the following:

(a) Rate effects. If the rates of either charged particles
or X-rays are too great, the accumulation of charge in the
gas amplification region will change the gain significantly.
This space charge effect was considered non-existent for
this experiment(ao), but the almost certain existence of
another rate dependent effect is outlined in the data ana-

lysis following (p.71).

(b) Gas composition effects. The distance from the signal wire
plane to the conversion point of an X-ray and to the track of
a charged particle, differed by ~2cm in this experiment,
llence the drift distances to the signal wires of the ioniza-
tion electrons in the two processes are different. There-
fore, if there is a change in gas composition, the two pro-
cesses can be affected in different ways. For instance any
oxyren present will attenuate the signals (by attachment of

electrons to the oxygen molecule).
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In Tig.4.21 a plot is made of the variation within a run of gas

gain as measured by X-rays against the gain as measured by the mean ioniza-

tion of a particular type of charged particle. It should be emphasized
that although this plot contains points from all runs it only contains
information about gain variations within a run. (The 'gain variation' as
measurcd by mean ionization would of course vary between runsI! )  The
variation of points from the straight line is this fipure give o= 1.50.
Unfortunately it is not justifiahle.to say that this will be the typical

marnjtude of the variation between runs, since the time intervals between

them were large and also not much is known aboubt changes of gas compo-

sition hetween the diffcrent gas bottles used in different runs, oxr about

changes in beam fluxes. IHowvever, two supposedly identieal runs (30 and 31
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al: 150 GcV/c) were made at different times and the change in tlhe position

% y . . _ . i e ¥y oS0
of the calibrated mean ionization, for mw's and p's, 18 3.%0 between thes

{wo runs. It will be assumed that this is {ypical between any other two runs.

Here a summarv is made of all the errors invelved in the calibration.

First there are the factors that cause the gain to vary within a run and

which act in such a way as to widen the Landau distributions that would

otherwise be obtained,
ances of the detéctor and the accuracy of the elecironics.
sunmarizes these factors.

variations between runs.

rate effectis.

the Landau distributions, as yet not discussed.

TBE 4.6

SOUNCES OF GAIN VARIATION WTTIHIN A RUN

These are mainly causcd by the mechanical toler-

Table 4.6
Secondly, ‘therc are the factors that cause gain

These are thought to be gas composition and/or

Thirdly, there is the possibility of a systematic shift of

Effect
Source Measnrecuent Variation | on Gain
(o)
1,  Drift voltage stability in | Digital voltmeter < 1079
ebsence of charged particle
DPrift voltage ripple Oscilloscope < 1073 < 0.7%
BT wire voltage stability
in ahsence of charzed Digital voltrmeter < 107
particle
HT wire vollage ripple Oscilloscope < 107" < 0.1%
LT power supply and other Observed disper—
:eur;es of sﬁor% tam clec— | sion of test pulse ~ 10~2 ~ 1,06
ronic gain variatiecn, e.z. | respensec averaged
randon elcctronic noise over all channels
(sce Yig.4.11)
4. Gas gain variation with .
time within a particular
run, e.p. due Lo zos compo- . -3 ‘e,
sition variations, fluctua- See Fig.4.21 1510 1“"'%
tions ol d.c. level shift
b. (a) Gos pain variation along| X-ray scan 3 ’
wire Sce Fipg.4.15 ety < 2.0
(b) Gain variation from wire -
. P X-ray scan 20X 10 . 2.0‘,‘5‘
Charpged particles - W el
See Fig.4.16 S50x10°7) & 5.00
6(h) includes :
(i) Wire diameter varviation Laser diffroction 0.2
(ii) Sipnal wirc position Travellina micro- <8 m ~ 2,06
BCope
(iii) HT wire position Trovelling micro- 30 jan
scopc
(iv) Drift clectrote position Capacitor bridpe 10 yra ~ 2,04




1V, 6 INTIR-CILANNEL, CORRTLATIONS

If the ionization data is calibrated as in the previous section,
ihe Landau dislributions obtained have peaks very much lower than expected
from theoretical predictions and other previous comparable experiments.
This is mainly caused by a serious problem.which could not be completely
rectified at the time of experiment (because of lack of time and cowpounents).

It was due to insufficient decoupling capacitance of the drift electrodes

and cathode wires to ground. Thus when a charged particle passed through
the.chamber, the voltage changes on eatch of the signal (anode) wires contri-
buted, via capacitive coupling, to voltage changes on the drift electrodes
and cathode wires (the latter were connected together), This meant that
cach signal wire was seeing effects due to the other (150-1) signé‘I wires,

These d.c. level shifts of the high voltage electrodes reduced the observed

signal sizes, A very crude estimate of the magnitude of this cffect can
be made as follows. In Fig.4.22, a picture vhich is a very rough approXi-

matien of the circuit causing ithis effect is shown,

-0 ohms(in preamplifier)

- :
By 1M T Lo:zgfpting i
EE;; y AR capacitance %
3
Drift electrode or ke
" cathode wires %j
T T |} E
! | : 3
- | 1 ]
X N = = ) = .
3 e Stray capacilance
i e - o )
3 i : (Csignat wire-clectrode
g [ t _ _
- 1 ~— Signal wires
P SR

——~— Copper braid

Fig.4.22
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A rough idea of C(signal wire - electrode) is obtained from the

(1),

standard formula for a wire to plane capacitance

2mree 4
(0]

Czif,n.‘%da

vhere & is length of wire, d is wire to plane spacing, and a is wire
radius. In ;ur case 4 =0.35m, d = 3.5¢cm, a = 0,0025cm giving

C~ 2L pP. Thus if it is assumed the total stray capacitance per signal
vire is 7% pF (two drift planes and cathode wires = 3 X 2%, and since
there are 150 signal wire; (including signal wires not coupled to elec-
tronics) then the induced signal on any pair of wires (for each sample)

is of order

2 X

C(signal-clectrode) X (150 - 2) X (or%ginal @can)
C (decoupling) signal size

~ 0.23 X (original mean signal size)
where we have considered the stray capacitance to a signal wire and the

decoupling capacitance acting together as a voltage divider.

This effect is estimated as described later in this section,; to be
~ 25% but because this figure cannot be obtained accurately by measurement
or calculation, it forces one unknown normalization paramcter into the
results. This effect was also seen on channel 58 with the dwmy signal
wires (see p.55) i.e. a small positive signal was observed (a genuine
signal due to an ionization event is negative going), but since this channel
was not calibrated for positive signals (where the AD C response is nonlinear)

no quantitative information could be obtained.

Another less important source of interchannel correlations was the
nearest neighhbour cross-—talk due to stray capacitance between signal wires
in adjacent channels. This cross-talk was measured, using a calibration

X-ray source to be - (3 * 2)%,
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effects between samples due to O rays, (i.e. high energy electrons from
primary ionization in one sawple travelling through into an adjacent sample
causing secondary ionization on their way) . The magnitude of any O ray
effect is estimated from reference (52) to be of order 16, for adjacent chan-
nels and from this experiﬁent, all that can be said is that it is wvery mnch

smaller in magnitude than 4.5, the capacitative cross tallk magnitude,

Vith the above problems in mind it was decided that the best pro-
cedure for attempting to handle inter-channel correlations was the follow-

inoe:

(=]

(1) Nearest neighbour cross talk., Two calibrated Landau
distributions, (i) and (ii), are obtained for the events in
channel N when the signals measured in channel N+1 are
(i) larger than average, and (ii) smaller than average.

The difference between these two Landaus is compared with
the shape of similar plots obtained theoretically with dif-
ferent values of nearest neighbour cross-talk. (0f course
for zero cross-talk and high statistics there is no differ-
ence between these two Landaus.) This procedure gives a
rough estimate of the nearesi neighbour cross-talk, e.g.
see Fig.4.23(a) where the experimental difference histogram
is shown with one of the Landaus used in the subtraction,
end also with the curve of the best tbcoretical Monte-Carlo
£it, (The 'best fit' is taken as when the positive going
peaks of theory and experiment are approximately the same
height. The odd looking overflow bins are due to the
imperfect calibration causing the overflow bins of the &8

contributing ADC 's not to overlap precisely.)

The best theoretical fit was taken as given by
oa=- 0.045 = 0,01,
where @ 1is defined by

E. = E. + L. E.
i G i-1 3 ¥leMo.n
where € is pulse height obhserved on channel 'i' and

Ei corresponds to the charge actually collected by that
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channel. (Thc +£0.01 comes from the definition of 'average',
Here it is defined such that the twe Landaus, big and small,
have equal statistics. Different definitions can vary a

by +£0.,01). The plots in Figs.4.25 (b,c,d) arc similar
plots to Fi.g.4.23(a) but for channel N when N+2, 3 or 4

is big or small, i.e. non-nearest neighbours. They show
that the effect just described is confined to a nearest neigh-

bour effect. ¥ig.4.24 shows the same for clectrons.

(2) DC level shift. For each energy and each particle, the
peaks of the mean of the lowest 6055 distributions* are
plotted against the equivalent obtained from theory (calcu-
lated with - 4.5% nearest ncighbour cross—tall in it), sce
Fig.4.25. From the gradient of this line the unknown
normalization factor, B, for the experimental data is ob-

tained. 8 1is defined by extending the previous equation

S-B_I'TI'_II_I"_Ill—llll]lllllll|

Theorelical Means (KzY)

PO TR T T U5 20 NN 20 N AN TN TN TN O AN TN NG S AN MG 2 SN S 2 A, AR M N

Ti'i_l'llllillillll'l]‘[]rllI'TT_I_'I

9'8 P IR U O SO (O IO O SR L S U () LB i W] TR 1 [ T e O |
.D 2.5 1.0 1.5 2.0

Experimental Mcans(KeV)

2.5

Comparisen of Means of Experiment and Theory

Fig.4.25

*The mean of the lowest 60% distribution is obtained as follows:
for each event, find which 35 charnels of the lotal 58 mecasuring
ionization loss, have the smallest signals and Lhen deiermine the

mean of these lowest 60%,
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as follows:

g =ul 4% B e 0l = B8

where S 1is a suitably defined mean ionization for a parti-
cular .particle velocity. The value of B obtained was

B=0.25 % 0.05 for BS = 500 £ 100 eV ).
The 'error' quoted for B is the variation of this parameter
due to fluctuations in the d.c. level shift. These are
caused by the Landau fluctuations of the ionization in 120 cm
of gas. (120 cm = distance a charged particle travels across
the signal wires.) The Landau fluctuations are typically 50%
(FWHM) for this thickness of gas(3é) which gives a ¢ of
~ 20%, hence the variation of B.

Thus , in the procedure detailed above, theory has been used in {wo
ways. Firstly, it is used to obtain a value of nearest neighbour cross-
talk by fitting the shape of theoretical (Monte-Carlo) distributions to the
experimental Landau distributions, (using the data from the 25 GeV/c run).
The value for nearest neighbour cross-talk so obtained (-4.5%) 1is consis-
tent with the experimental X-ray measurements (-3 % 2%). Secondly, theory
has been used to give a value to the unknown energy normalization paramete};
8. Again good agreement with a previous crude estimate (see p.65) is ob-

tained (i.e. - 25% as opposed to - 23%).

A further related problem is observed when the equivalent of
Figs.4.23 and 4.24 for 25 GeV/c particles are plotted for any other ener-
gies, e.g. see Fig.4.26 for 150 GeV/c protons. Here a positive long range
correlation is seen. It is not completely understood but it is though£ to
be due to a rate effect related to the recovery time of the d.c. high vol-
tage levels, i.e. in runs other than the 25 GeV/c run, particle rates were
possibly higher, such that the d.c. level did not have time to recover
conpletely between some events, making all the signals lower than average

for such cases. This would produce a long range correlation. Since

- 71 -
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the time constants associaled with the power supplies uscd are not

known, it is difficult to estimate the magnitude of this effect. How-

ever sowe idea of its importance can be oblained from the previous

fipure (Fig.4.21) showing how the X-vay peak fluctuations follow the

mean ionization fluctuations. Deviations from the straight line could

possibly be explained by this rate effect as also could variations

between runs,
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V.7 DISCUSSION AND SMMARY Or RESULTS
0OF NAL EXPERIMENT

The Landau distributions of ionization measured for various parti-
cles and velocities, calibrated ag described in the previous two secctions,
are shown in Fig.4.27. Curve; of enerpgy loss are superimposed vhich are
derived from the theory aé outlined in Chapler V, They contain -;4.5ﬁ
nearest neighbour cross-talk and a resolution function with ¢ = 10% *.
The latter has a negligible effect on broad spectra. The fits are good
compared with previous theories (see Chapter VI), both in terms of shape
and absolute position. The absolute position of course contains one
unknown parameter that has been chosen for the best fit to theory but
nevertﬁeless one parametér can be chosen to satisfy the Landaus for all
different velocities quite well. The errors occurring in icnization loss
measurement have been listed in Table 4.6. They are all so small com-
pared with the width of the Landau (typically 100%3 that they have little
effect on its shape, and so the theoretical and experimental widths aﬁ}ee

to < 5.

The calibrated mean of the lowest 60% distributions for 25 GeV/c
protons, pions and electrons are shown in Figs.4.28(a) and (b). The sepa-
rations seen are of the order of a full width at half maximum for this &8
channel detector. A photograph of 25 GeV/c proton and pion means, is
also shown (p.76) which was taken from the on-line display at the time of
the experiment and is of uncalibrated rav data. (cf. Fig.4.28(h)). The
separation that can be seen in the photograph (p.76 ) is almost completely
due to ionization differences between the two particle {iypes, since gas

gain fluctuations etc. have been shown to be relatively unimportant, It is

-

* This is made up of electronic noise and statistical

fluctuations in the gas amplification process(zg).
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thus a convincing denonstration of how a detector of this form would be

able to discriminate between charged particles of different velocities.

Table 4.7 lists the position of the peaks and widths of all the
mean of the lowest 60% distributions obtained in the experiment. It also
lists the theoretical values derived by Monte-Carlo caiculation. It can
be seen that the theoretical widths (typically G%D are less than the
experimental widths (typically 8%). This is due wainly to the Landau
fluctuations associated with the d.c. level shift, (g = 0.25 % 0.05) which
widens the mean distributions. (Most of the errors listed in Table 4.6

are negligible when averages over 60 channels are taken.)
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TABLE 4.7

THE MEAN OF THE LOWEST 35 OUT OF 58 X 1.5 cms SAMPLES

Argon + 205 CO, at NTP

m hes of | Everigenial Distriiusion | Byerimninl | g, cort
| Mean FWIM Shift (gS) Mean | FWHM

26.6 Protons at 25 GeV/c 1263 1850 165 2324 * 116 2211 | 103

55.3 50 GeV/c 1521 1909 182 2386 + 119 2414 | 116

106.6 100 GeV/c" 2473 2033 177 2541 % 127 2582 | 122

159.4 150 GeV/c 4969 2187 189 2734 + 137 2652 122

179.1 Pions at 25 GeV/e 1968 2185 172 ° 2729 + 136 2730 | 126

716.4 100 GeV/e 2381 2177 190 2721 + 136 2890 133

| 1074.4 150 GeV/c 5568 2340 199 2925 + 146 2012 | 134

i 48924 Electrons at 25 GeV/e 2114 2280 | 212 2850 * 143 2801 | 143
. |_ i
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All energics in electron volts
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Fig.4.29

Pigure 4.29 shows the experimental and thcoretical relativistic
rise curves, i.e., a plot of the peaks of the mean of the lowest 60% dis-
tributions against particle velocity. The error ﬁars on the experimental
points have been taken very conservatively as £5%, These are mainly to
cover the uncertainty of the relative calibration between runs due to rate
effects and gas composition effects and also the uncertaintics associated
with the d.c. level shift. With 1hese crrors theory and experiment are
consistent with cach other.  Although the possibility of some muon con-
tawination of the 25 GeV/c electroﬁs cannot be ruled out, the electron
point is compatible with the 150 GeV/c pion point. The relativistic rise

is B4 % 5% and the Fermi platcau extends from p/moc ~ 500 upwards,



4,8 CONCLUSIONS FROM N AL EXPERDMENT

With the introduction of a single unlknown parameter into the
calibration of the experimental data, the results of Monte-Carlo calcula-
tions of energy loss can be shown to be in good agreement with experimental
measurements of ionization deposited in l.STghmples of argon/20% Co, at
NTP. This holds for charged particle velocities in the range given by

p/m ¢ = 26~ 50,000.

The resolution of the experiment was limited by instrumental effecls

which can be aveided in future.  Nonetheless on-line separation of pions
and protons at 25 GeV/c was obtained and there seems no reason in princi-
ple why very much better separation could not be achieved with improved

systematics and more samples.

The relativistic rise obtained agrees with results measured by
others in gas samples defined by thin windows, (see Chapter VI).  This
argues against the speculation of Garibyan and Ispirian(zg)that the disa-
greement wi#h calculations is due to the effect of the windows. This
experiment shows that the same results are obilained without windows. (See

also reference (34) for independent confirmation of this result.)

The results show that the wechanical construction of the chamber
and the method of ionization measuring used would not stop one from measur-
ing ionization loss to %1 or 2 percent assuming the systematic effects
that were encountered in this experiment conld be eliminated. This is
encouraging from the point of view of using this technique as a means of

particle identification.
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CIHHAPTER V

PUEORETICAL, CALCULATIONS OF ENIRGY LOSS

V.1 INTRODUCTION

The main problem discussed in this chapter is how to obtain theo-
retical probability distributions of energy loss for charged particles of
various velocities, passing through thin samples of various gases. This
chapter first swmuavizes sowme ideas and rcsults of the theory of energy
loss. Secondly it shews how the theorectical cross sections can be applied,
by means of a Monte-Carlo calculation, to obtain predictions of encrgy loss
distributions. Thirdly, some results for various gas compositions, detec~

tor resolutions, evaluation of means, etc. are presented.

Vi g : 3 ,

Thig work is an extension of work stacrted hy Cobb( ). Some of

the results presented here have already heen published in a previous
(35) . s S L ;

paper , which also contains further qualitative ideas concerning the

interpretation of the theory of energy loss in terms of exchange of vir-

tual photons. A simpler Monte-Carlo approach has also been put forward

(56)

recently hy Ispirian

V.2 SUMMARY OF THUE THEORY OF ENERGY L.0OSS

V.2.1  General Ideas

The theory of energy loss seems to be recasonably well understood.
Howgver the application of the theory to explain experimentally obtained
probability distributions of ionization loss has not been very successful
in the case of thin samples of gas until comparatively recently. (By thin'
is meant a few cm ). The reason for this is due to the fact that éertain
simplifying assumplions have becen made in past calculations which do not
hold good for thin samples of gas, To demonstrate this problem the theo-

retical solution of Landau is degcribed hriefly(4).

a0
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The required distribution function will be denoted by £(x,0).
This is the probability that a particle of given initial energy E,, on
traversing a layer x, will lose an amount of energy lying between A and
b+ ah.  Let w(E,e) be the probability (per unit path length) of a single
collision giving an energy loss, €, for a pax.‘ticle of energy, E. Consider-
ing cases where ionization loss is small compared with E;, then
E~E, = vw(Be) ~ w(E, ¢

which will be written as w(e) in future.

The change of the distribution function (3f/dx) dx in a length dx
is equated to the 'collision integral', which expresses the difference
between the number of particles that acquire, .due to ionization losses along
dx, a given energy I, and the number of particles that leave the given
energy interval. The following equation is obtained:

o 7 7
> = 'i, w(€) [f(x,&— g) - f(x,&)j de

(Tke upper limit of integration can be written as « since f(x,4) = 0

for A< O and w(eg) =0 for 6>E0.)

Landau goes on to show how a solution of the above equation can he
obtained by applying the Laplace transformation. The result is a general
expression for f in terms of an integral over energy loss that contains

w(e) . The expression is

1 "1?4' O pax Io w{e)(1- e Pace
£(x,n) = T 'J e dp
Hiet g

(see equation 5 of reference (4)).

To proceed further, the function w(e) must be known. It is at
this point that assumptions are made in the Landau solution which cannot
g
be applied to thin samples. Landau takes w(e)::;-‘lf (Rutherford formula,
€

( 6)), which can be shown to be a valid expression to use when the follow-

ing conditions are satisfied:

= 8 &

e g g CER T WRFWR

TR

—




/e » 1

o}

-

E/e «1

max

wvhere .
x271 Ne pZ

mve A

(m = mass of electron, e = electronic charge, v = velocity of incident
particle, N = Avagadro's number, 0= deusit& of medium, Z = atomic number,
A = atomic weight). & is equal to the energy loss to within a factor of
order unity. ¢, 1is the binding energy of an electron in an atom. v
is the maxinum transferable energy in one collision. The first of thesec
conditions means that the probability of knocking out an electron from an
atom with an energy close to ¢, 1is small, The second condition, which
is satisfied when typical energy losses are much greafer than the binding
energy, means that many electrons arc created of the order of the binding
energy such that their contribution to the fluctuation of ionization losses

is negligible.

These conditions aie reguired because they restrict the significant
centributions to the integral, in the previous expression for f, to a range
of ¢ in which the expression used for w{e) is valid. This range is given
by €, € €« g, - In general the form for w(e) when e approaches €
is not known, |

For thin absorbers the condition §/eb » 1 is no longer satis-
fied, which makes the form of 1ﬂ(€) vhen € approaches ¢, important,
Iven if w(e) is known in this region the solution of the integral becomes
difficult and so numerical techniques are resorted to. In principle tihe
integral could be solved numerically but in practice a Monte-Carlo tech-
nigque was used instead. This should lead to the same results. The
Monte-Carlo method attempts to account correctly for energy transfers close
to the binding enecrgy. 1t also accounts for the diclectric properties of

the medivwm,  As a penaliy, much more detailed knowledge is needed for the
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cross sections for ilie various collision processecs that occur,  Also the
frequency dependence of the dielectric constant of the medium is nceded,

Yortunately, fairly unreal approximations to these quantities can be taken
which will still give pgood results. This method also eliminates the neced
for the concept of a 'mean ionization potentigl“(which is introduced vhen

solving the integral over energy loss in Landau's solution).

To ohtain the cross-sections required for the Monte-Carlo calcu-
lation the treatment of Fan0(37) was followed and is suwmmarised in the next
section. However, before this, mention is made of the review article by
Crispin and Fuwler(sg) who show some interesting ways to consider the theory.
In particular they show how the energy loss process can be represented by a
Feyman diagram with the transfer or propagation of a virtual photon from
the incoming particle to an atom, with the resultant emission of an out-
going particle and an ion pair consisting of an electron and a positively
charged atom, The single photon exchange is then separated into longitu-
dinal and transverse parts (see page 292 of refercnce (38) for definiﬁion).
The two propagators arc modified separately to take account of the effect
of the medium, by introducing the fregquency dependent dielectric constant
into Maxwell's equations that describe the 4-vector potential of the inci-
dent particle. Also the cross section for absorption of these virtual
photons is written as a product of the equivalent cross section for real
photons and a form factor. A aifferential cross section is thus obtained

for the energy loss process in the medium. A similar approach is followed

below.
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V.2.2 Tano's Approach

(57)

This section is a sumuary of the parts of Iano's review article

1Y RS

A

relevant to the setting up of the Monte-Carlo program for generation of

._
X
N P s A % . e o

wd 10

Tt

energy loss distributions. (His notation will be followed exactly. This

e

| i : . :
Lﬁﬂ e means a change in notation from the previous section, €.g. 14(6) = On(En)x
l ?‘ﬁ ; i ' '?-:r,-h PRy v it I'\—‘-n;i ti~,
{ =y X . ey £ . :
T | number of collision centres per ctc.) R serlision o ing ener
| % P s e e o setca &

NS e b energy
|’ | | i F = o ; . ) . tc‘.,g i ih.\.‘f"’t.\nd eers 5’\. 1“1 o
@5 |17« 7! | e’ The cross section for the energy loss of a spinless charged parti-

| -

Iy

P4 }; 3 cle in colliision with an isolated bound atomic electron is obtained using
|R8 o
w4 .E;% a Born approximation and can be written as
d _
Pl b d . >
N % _ 2nz?et lF @)% g, .6,(0))2 Q
| 4 @Q - TR e T Y ¢ — ( __)
i Y Q (1+ 5 0 Eg iy ool
| 3 - 2me [eG+-L) - 2
!1 li; ) anc &uc2_l
H.;ﬁ where ¢ = mementum transfer
i Q g
i o i 2 Q(I X5 =
R _ 2me? am
H%i m = mass of the electron
.él B, = energy transfer (continuous unless specifically
1 stated others, Note, in ihe previous section
: this quantity was €.
:i? Bt = component of B (particle velocity) perpendicular to q
1 - -
_%3 %z = charge of incident charge particle
| E Z = atomic number
g ¥, and En(Q) are the form factors for the interaction of the charged
14 :
N particle with a bound atomic electron, and can be described in terms of a
ilj Jongitudinal (Coulomb) interaction and the propagation of transverse vir-
&:i tual photons respectively. They are defined by
Y5 (al w)| o)
: i = JH:‘! _ 2 i P N
; I‘n(g_) 7 ZJ (nlexp(2mi g X, ;
; Parity ln) = Parity‘D) for non-zero F ,
’ G (1) = Z_Jf %, (n(a. exp(2riq.rx. h)l{));
2 -\~ J =3 -
i Parity ln)=‘- Paritle) for non-zero G ,
| Y



where |n) and lO) are the initial and final states of the atow in which
the jth electron is being excited. F and G are thus matrix elements

of operators of the following form.

F: The Tourier integral of the Coulomb interaction is given by

zez

le-x.

=

each Fourier component representing transfer of momentum hk.

N :; ,Jr aic kK2 exp [ik. (£j~£):|'

G: The absorption of a photon of momentum hk is given by

ecgj.éseqﬂ—ig.gﬁ

where ecyy is the relativistic current operator of the jth

electron and és is the polarization vector of the photon (s=1,2
for two mutually orthogonal directions both at right angles to g,

the momentum transfer). The mechanism of this transverse part of

the interaction is electromagnetic in nature and as such, only be- '

comes important when the particle approaches the speed of light.

The transverse, i.e. second, term in the cross section is responsi-
ble fo; the relativistic rise of encrgy loss as incident particle velocity
increases at high energies. Note, because of the parity changes (see expres—
sions for F and G above) the longitudinal and transverse terms add
incoherently.

The method of Fano is followed fairly closely to obtain,from the
above expression for the cross section, an expression for the probability
of a particular energy loss (En) as a function of En and other measurahle
paranmeters. Fano divides {he cross section up into three intervals of Q,

=%

ee (1) QS0 <Q, (i) Q; 5Q<Q,, (iii) Q,=Q<q__ .

i
Qmin is a function of En‘ the energy loss, and is a kinematic restriction;
is also a kinematic restriction, i.e. s~ B2/ o2 ] 22
%mx «ioa o %Mn %Jﬁw’ %mx 2mvy?~
v ; :
2mv2/(1_-3 - Ql and Q2 are such that in the region Q4 sQ < Q2 the
c .

form Tactor gh(g) ~ 0. Q1 and Q2 are discussed later.

e e
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The various approximations and resulting expressions for the cross

section are as follows:

(1) Low Q _region (Qmin £Q< Ql) |

4 Here dipole transitions will predominate so the following approxi-

mations can be made :

@ ~RlEx),,

12/ 02 = qt /E_

18- () |2 ~ TIN5y ), /022 = 621, 8, fme?

where xj and yj are electron cooxdinates in the directions of

11 0 AL T T P ;
BT L S T B T LS 8 L R B L S R A B

39)

q &nd _Et respectively and f, 1is the dipole oscillator strength( -

T AT

‘;':" ks ]

i Ly For a condensed material Fano shows that, after integrating
P [ ithe expressi : fodd A for : . .

‘;ﬁ iﬁn le expression Iorh ) (p-84) over Q, the longitudinal component

of the cross section can be represented as

s g. =0 Tor En £ B.

b ] n 1 %
T 2 4 f. 2mv -
%it ' 0, = 0; ='E§fi§2— zZ Ei n ———ngi— for E = Ei .
E%i where
A i =1,2, ..., number of (atomic) shells
: {;; E, = Binding energy of each shell
bgj fi = Number of electrons in shell i.

Ei and fi refer to the 'syslem' under consideration, the size

of vhich is given by “’h/q and thus for condensed matter need not

necessarily be an individual atow. However, in the Monte-Carle

ey

calculations performed, Ei and fi are taken as those for an

'w'Ehn‘.l«‘v

4
b

isolated atom unmodified by any bulk effects in the medium, (c.g.

W

there could be effects like upward shifts in the energy levels due

o L

L ".—.

ij to long ranse Coulomb effects as seen in a crystal lattice). Also
1 .

;! i we make Qg = Ei' This will be discussed later

| i
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Note, in all previous theories, the cross section used for
calculations would not contain individual energy levels, but a

'mean ionization potential' would appear instead.

The transverse component of the cross section in a condensed

material is shown to be given by:

| 3
doh i dcm e2 72 62(u0 2 > A ov] 7=
@ “h Taw 21,2 z 1o | (1-B%ey)” + 8" ¢))
n N vl le(U-)l '
' e, (w) B%e, (w) :
& [52 T :1arctan,___ii“~__ﬂ "(see footnote)
le ()| 1- g, (u)

where

En = hw

N = density of atoms per unit volume

el(w)::el(w)4-j 62(w), is the dielectric constant of the

medium and is talten as a sum of Lorentzians, i,e.
fi
e(w) =1 + ofw) =1 + T
Pi g2
-—]-'- 2 % l'

where

E. = binding cnergy of ith atomic level

; = number of electrons in shell i.

Y; = the 'width' of the effective ionization level.

The somewhat crude approximation to reélity involved in writing the
transverse cross-section in terms of the Lorentzian form of the
dielectric constant leads fo problems in the physical interpreta-
tion. In the collision processes, atomic clectrons are excited
from their ground slates either to other bound states or to the
continuum (i.e. ionization). Y; must say something about the

probability of a particular junp occurring. Yi has been chosen

in the Monte-Carlo calculations performed to be given by Y; = L.

* o = ; . ;
See reference (55) for an explanation of how ihe dielectric constant
represents the modification of the transverse virtual photon's range
in a medium,
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Roughly this assumes that either an eleclron will be excited fo
the continuum and will then most likely have a kinetic energy less
ithan Ei' 6r, an electron will be excited to anothcr bound state
which will typically be E; away from the unbound rcgioé?S}It can
be seen that this cross-section includes a part due to excitation
processeslas well as a part due ta ionization. However, often the
de-excitation processes associated with an excitation will result
in the emission of an Auger electron, hence such an excitation
process is effectively an ionization. (Reference will again be
made to this particular problem in the discussion following). It
should be pointed out that, although the choice of Y; = E; cannot
bhe shown to be anything more than vaguely recasonable, the changes to
the Landau distributions that are ohtained when Y; is taken as
Yi = 1eV or ‘G = 0.2 Ei are of order 1% (in terms of shape and
width),

This transversc term, written in terms of the bulk properties
of the medium, leads to the relativistic rise of ionization loss for
increasing charged particle velocity and its subsequent curtailing

due to the density effect,

Intermediate Q region (Q1_$ Q < Qa)

The transverse component is zero for kinematic reasons in
this region (see reference (37) p.11). The longitudinal compo-
nent presenis a problem since there is no easy approximation to
malce for Fn(g), Discussion of this term is deferred until the

high Q region is discussed,

)

In this region typical energy tlransfers are much greater

High Q region (Q2 <Q =Q

max

than atomic binding cnergiecs and so Q ~ En, thevefore the form

yre



factors can be calculated by taking the atowic elcctrons as free,

giving the following cross sections:

2 _ 4 .

9% — "% _ 2yl e 1 longitudinal

b s = 2 : o
o W e nlp (4 o\ component

Jn( ' :&uvz)

do_  ag 2 . B2

n_ _n 2mnz"e Z [_t transverse
dEn x) nve En B o component

Q \=1 ' s

and .8% =\i4 2) —_ (1 = 8 ) .

2me

[Note the above two cross sections combine to give the familiar

(10).

Bhaba cross section formula

ag, 2nzle’ B
un L T %5 (1 =« §° B L ) vhere I - 2n1v2y2]
d“n v I'Jn max A

In the Monte-Carlo calculation the high Q contribution to the

cross section is taken as

dg Doem ot
0 SRR S g —15 (cf w(e) on p.8l)
n myv En

The high Q transverse term is ignored since in the cascs considered

i B it is negligible
(i.e. En « nmax) it is negligibl

Returning to the question of the intermediate Q region, for the
purpose of the Monte Carlo calculation, the approximations are made that

Q2::Q1 and that
.d_o) _(ag
) /long ~ \dQ)/long
highQ int. Q
i,e, that the atomic electron can be regarded as free in the intermediate
Q region as well as the high Q region. This means that at Q::Ql, we
go straight from longitudinal low Q approximations (i.c. bound atomic

electrons with dipole excitation) to lonsitudinal high @ approximations

(frce clectrons). This transition is asswaed to occur at momentum transfers

- 89 =
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whose wavevector corresponds to that of the atomic electron that 1is being
excited, i.e. Q4;°= Ei' It should be noted ithat the above crude assuump-
tions for the longitudinal component still satisfy the sum rule :
IEHIFD(S)‘z B =Q (vhich can be interpreted as the atomic electrons
behaving on average, in terms of energy absorbed, as if they were free,

regardless of atomic binding.)

V.3  MONIE-CARLO CALCULATIONS

The steps in the Monte-Carlo calculations are as follows:

The cross-sections, whose fierivation was sumnarized in the previous
section, are integrated over small energy intervals, Bf%. From this, a
table is set up which gives the probability for a single collision to pro-

LE ;
. .. T
duce an energy loss, in the interval En - g to En + —5— , versus the

2
mean encrgy loss of that interval. (This probability table is thus of

w(e) versus ¢, referring 1o the Landau notation of p.82.) This is

sumsnarized mathematically below:

En"',,(ﬁan/z) dy

3 n ¥
c N —--dﬂn (’U:.n s Wwhere

E - (8K, /2)
&g zqzlet f, 2mv2 ‘
il ERET gem L e N SE) (1o Q longitudinal)
ok, av2 i hﬂ En n i
where Ei = binding energy of ith atomic level

£n4-(£En/2) do |
o, = N ——ﬂﬂn d'En 5 where

E Z(ar /2) a

n n :

. & 5 )
ac 2 2 e, (w) 4 (v B efu
Bl 80, e 2J. £ : Lnr{i-Bzcl)ZJ' B"cl)"’+ﬁ‘c;] +—1——-2-arctan 5
CE, b d¥ xay2n lIC(w)l ¢ le(w) | 1- % e, (W)

{i.
where _&_:(m} =14 u;; ?1‘1‘: (luw Q trausverse)
i .
1
;1-2‘— u.lz—- J Yi w
E +(oE /2)
¢a
v, = N —= dE where
a £y L]
£ -{sE/2) *
n
ag 2 4
~2 -?u- Z L (msgh Q loogl tudinal)
'JLU nve Ei



The differential cross sections giving (o and Gy1 @s used in
the calculation for Argon/20% C0,, are shown in Figs.5.1 and 5.2.  The
cross sections for a variety of different particle velocities are shown
and for the transverse cross seétion the difference giving the relativistic
rise is seen., The longitudinal cross section shows very little change with
particle velocity. Peaks for these cross sections occur at the atomic bind-

ing energies.

Cross section ¢, is a series of spikes at the atomic binding
energies., This is a crude approﬁimation to reality, but as stated carlier
it at least satisfies the sum rule and hence the associated physical conse-—
quences,

Before proceeding, a possible error in the treatment should be
pointed out here. As can be seen in Fig.5.1, the lowest energy loss per
collision was taken as 1 eV.  For Argon{/coz the lowest binding energy
is 17.7eV , thus an energy loss of 1c¢V cannot lead to ionization which
is the guantity measured. Cﬁanging the minimum energy loss to 17.7 eV
systematically, shifts the relativistic rise curve down by 0.9%. The
results following contain this error, but considering the crudity of the
method, the theoretical results are probably not accurate at the 1% level
anyway.

The above cross sections lead to the table of probability versus
energy loss for a single collisiﬁn which is shown pictorially in Fig.5.3 4
for 25GeV protons in the energy loss range 1-500 eV. (There are a few
events above 500 eV not shown.) These figures show the energy intervals
taken for the table, each interval corresponding to one bin in the fipures i
(i.e. their size increascs with energy loss). Similar distributions are
shown for 25 GeV electrons in Fig.5.4. Superimposed (in dots) is the ilrans-

verse component of the proton distribution from the previous figure. The
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componeuls give no detectable change.) From this it should be clear that,
in choosing a gas that will show the greatest relativistic rise, the rela-
tive magnitude of the transverse to longitudinal terms is as important a
consideration as the changes of transverse cross-section with velocity.

Both these considerations depend on the plasﬁa frequency and energy levels

of the gas.

It should be emphasized that in Figs.5.3 and 5.4, most of the colli-
sions are M shell ionizations of Argon atoms (39.5 eV), which is not

so obvious from lhese figures because they are plotted on log scales.

It would be interesting to compare the cross sections derived herc
with experimental mecasurements. However the author hag not yet succeeded
in finding any data suitable for comparison. This is because experimental
neasurements seem only to have been made for incident particle energies
which are very low {c.g. 500eV). Also these experiments have measured
differential cross seétions at particular angles where attention was given
to collision processes resulting in excitation, not necessarily ionization,

cf the atonm.

The probahility tables, as shown in Figs.5.9 and 5.4, are used to
generate probability distributions of energy loss by computer simulating
the passage of a chafged particle through a sample of gas. The amount of
energy loss for each collision that the charged particle makes is obtained
from the probability table using a standarad Monte-Carlo technique. The
total energy loss from all the collisions that the particle makes is thus
obtained, This process is repeated for very many charged particle traver-

sals through the sample and so a probability distribution is built up.
To use the distributions obtained by the above method to make theo-
retical predictions, the following underlying assumption must be pointed

out. The theory gives an ecnerpgv loss distribution whercas most experiments

s WA
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measure ionization deposited in a medium. It is assumed in all the

following comparisons with experiment, that W, the energy lost by an
ionizing particle per ion pair created is, on average, a constant for all
incident particle energies for a given material. (for gases this energy
is always around 30 eV and is about twice the first ionization potential.)
It has been shown for a limited energy range that, for noble gases, W
appears to be energy independent to better than 1%, but for molecular
gases this is only true to within 6%(41X With this asswmption of the
constancy of W, then for an experiment such as the one outlined in

Chapter IV, comparisons between theoretical energy loss and the experi-
nental ionization loss distributions can be made. This is because the
ionization detector is calibrated using an X-ray source with a known energy
loss. Thus subsequent ionization measurements are calibrated in terms of

the energy ahsorbed as ionization bty the detecctor from this X-ray of known

i
L=}
energy, (assuming no loss of ionizatico from the boundaries of the detec-

(42) ).

tor etc,

As the Monte-Carlo calculation has been described so far, the only
comparisons that can be made with experiwment are in terms of the shape and
position of the probability distribution.  To make the theory give predic-
tions about multi-sampling problems, (e.g. see the multi-sample detector of
Chapter IV ), a further Monte-Carlo program was used, This simulated the
passage of a charged particle thfough many samples of gas. From this it
could determine the 'mean' ionization for one charged particle as measured
by the many samples, and hence for many traversals, a mean distribution
could be built up. {The definition of 'mean’ is discusscd in the next

\

scction. This Mon%c-Carlo program had as its input, the probability

distribution of the first Monte-Carlo program.

The Monte-Carlo theory has been applied in the following four ways:
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(a) To investigate velocity vesolution as a function of
various detcctor paramelers and 'mean' ionization
estimators. This is related directly to practical

application.

(v) To compare the ionization properties of different gases.
This is motivated more by theoretical interest since

some of the gases are impractical.

(c) To obtain a value for the unknown parawmeter, B, in
the NA L experiment, as outlined in section TV.5.

It will not be described further in this section.

(ﬁ) To compare theory with experiment in as many casecs as

possible. See Chapter VI.

V.3.1 Velocity Resolution of a Multi-Sample
Ionization Lelector

The difference betwecen the distribution of ionization measurc—
ments of charged particles at various different velocities, decide the

velocity resoluticn of the detector.

The velocity resolution of a multi-sample ionization delector is
dependent on +ihe definiticn of the 'mean' of the many measurements
obtaincd wvhen a particle passes through it. The qualitative reason for
this can be seen in Fig. 1.1, which shows the Landau distributions of
25GeV p's and e's., At the high energy end of the spectrum the differ-
ence betveen the two distributions decreases with increasing energy loss.
Thus this tail contains little information and only serves to degrade the
variance of the mean of the smaller, more probable measurements. There-
fore, for the Landau distribution of output puises obtained for each
charged particle traversal, a fixed fraction of the largest measurements
is discarded, and the mean of the remainder is determined. (See reference
(43) for other definitions of 'mean' ionization loss -~ it is shown that

this method of cstimation is alwost as sood as a maxinum likelihood method.)
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Fig.5.5 shows how resolution varies as a function of this cut. (the reso-
lution in this i‘i‘gure is taken as the spread (F".'.'IIH) of the mean

e jonization mecasurement divided by the separalion of the mcans, of 25 GeV
] i :

p's and e's, i.e, e
' (81, -1,

sty -

resolution = ——m—
Il_ 12

where AL, ~4I..)
As can be seen this quantity is a minimum when the largest 405 of
the measurements are rejected. This then was the cut imposed on all

! experimental and theoretical data.

i Figure 5.6 shows how the resolutinn varies as a function of. number

of samples and device length. Typically a Sm device with 1.5cm samples

is comparable to a Tm device with 3 cm samples. So to get equivalent
resolution with a smaller number of channels the device length must be

increased, reducing angular acceptance.
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Figure 5.7 shows how the resolution is affected if, as is the case
in practice, cress talk between adjacent samples is present, 1i.e. each
ionization measurement is dependent to some extent on the adjacent neigh-
bours. It can be seen that the effect is fairly swall. (In the NAL
experiment analysed previously, this effect was —4.5%.) The most obvious
causes of cross talk in ionization chambers with drift regions (as in the

NAL chamber) are as follows:

(a) Capacitative cross talk due to the stray capacitance betwecn
signal wires. (Negative, i.e. larger signal on one channel

makes the signal smaller on adjacent channel.)

(h) A-ray cross talk due to a fast electron from the primary

icnization producing secondary ionization in its own sample

: ; . : 32
and then travelling through into a neighhouring sample( ),
(Positive).

(¢) Diffusion cross talk, due to the diffusion of some electrons
produced in the ionization process, diffusing towards other

signal wires instead of drifting to the signal wire of their

own sample(25) (Positive).

Figure 5.8 shows the response (i.e. mean of lowest 60%) expected
from a 5w ionization detector mzde up of 330 X 1.5cm samples of argon,
and exposed to a mixture of pions, kaons and protons at 25 GeV/c in the

ratio 10:1:1,

Figure 5.9 shows the same at 60 GeV/c and now tﬁe sepafation is
marginal. An optimum cut between kaons and pions would result in a loss
of about 10% of kaons into the pion peak and the sawe number of pions mis-
identified as kaons. In order to make a definitive comparison between
different gases, a calculation has been made to find at which momentum the

kaon/pion separation is 90% pure in the above sense, sce Table 5.1.
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a) Separation at 25 GeV/c - Theory
Smetres argon=330x1.5 cms.

<—0

b)Separation at 60 GeV/c~Theory
5 metres argon=330x1.5. cms,

1.6

1.2 1.3 1-4
¥io
Fig. 5.8
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V.3.2 Comparison of JTonization Properties

of Different Gases

The Monte-Carlo programs have been run for a wide range of differ-
ent gases and incident charged particle velocities. The parameters varied
were as follows: (i) atomic eﬁergy levels; (ii) number of electrons in
each level; (iii) electron density, written in terms of plasma frequency

/ To2 :
kuﬁ = ——EE———) ; (iv) relative concentrations, in the case of gas mixtures.

41 ¢ w
O 4
The value taken for these various parameters are listed in Table 5.2.

The following effects due to variation of these parameters must

be considered :

(a) The total number of collisions per unit thickness of gas
increases for all parts (i.e. longitudinal and transverse)
of the cross-section with increasing plasma frequency, i.e.

electron density.

(b) The change in the transverse cross-section with particle
velocity, producing the relativistic rise, saturates
earlier as plasma frequency is increascd. (Due to density

effect saturating the range of the transverse virtual photon).

(¢) The relative change in the transverse cross-section with parti-

cle velocity increases as atomic binding energies increase,
(d) For a given mean energy loss in the medium, the resolution
is hetter when the atomic binding energies are smaller due
to the increased statistics of small energy loss collisions.
The results of the various runs made are given in Table 5.1 and are
shown in the following figures. (A11 gases at NTP. Note in Figs.5.10

to 5.13 the ionization, I, refers to the mean ionization of the lowest 60% . )

Figure 5.10, for the noble gases, shows that the relativistic rise
increases with increasing atomic nuwber. This is because the mean binding
energy is increasing faster than the plasma frequency, (i.e. effect (c)

dominates effect (b) in previous list).
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TABLE_ 5.1

CALCULATIONS OF %E/dy for 1.5 ems OF GAS AT NTP

Truncated mean Resolution of Relativistic X/I Most probable Relativistie
ionisation loss (oV) mean (FWHM) Rise limit  ionisation loss (eV) Rise
P/ . 4 4 GeV/e 4
ne 4 32 128 512 5xl0° 4 5.10 4 32 128 512 5xl10

.RARE:
Helium 254 298 342 358 359 §.2% 4,9% 1,41 45 275 325 372 389 390 1,42
Neon 1115 1359 1583 1696 1714 5.4% 5.1% 1.54 50 1117 1380 1616 1724 1760 1.58
Arpon 1961 2403 2733 2995 3095 5.3% '4.8% 1.58 55 2062 2495 2891 3103 3168 1,54
Krypton 3886 4788 5546 5978 6199 5.2% 4.7% 1.60 S5 3921 4905 50699 6156 636S 1,62
Xenon 5323 6655 7734 8581 9025 5.5%. 5.0% 1.70 95 53395 6704 7878 B720 9242 1.73
FINST PERIOD: )
Methane 1417 1685 1851 1918 1922 3.9% 3.9% 1.36 30 1459 1744 1916 1988 1992 1.37
Arsonia 1356 1615 1797 1876 1889 4.2% 4.1% 1.59 45 1390 1664 1855 1936 1970 1.42
Neon 1115 1359 1583 1696 1714 5.4% 5.1% 1.54 50 1117 1380 1616 1724 1760 1.58
Nitrogen 1778 2154 2452 2568 2636 4,6% 4.1% 1.43 45 1858 2255 2570 2703 2743 1,48
MIXTURES:
Arpon 1961 2408 2783 2995 3095 5.3% 4.8% 1.58 55 2062 2495 2891 3103 3168 1.54
Argon/20% Co2 2152 20633 3022 3227 3325 4,9% 4.5% 1.55 55 2244 2713 3096 3363 3404 1,52
Carbordioxide 2915 3523 3969 4167 4226 3,9% 3.7% 1.45 50 3014 3668 4110 4354 4394 1,46

Number of

Collisions/metre
PRIMARY IONISATION:
Arzon/20% Cop 2457 2915 3370 3486 3497 2,1% 1.8% 1.42 65
He/50% Ne J 1050 1242 1442 1544 1545 3.3% 2.6% 1.47 85

For both dE/dx and primary ionisation the quoted resolutions and separations refer to a 5 metre track length,
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Plasma
energy

Binding energies
(eV) and
electrons

per molecule

Helium
0.272

24.5(2)

Neon Argon

0.609 0.816

870 (2) 3196 (2)
54.4(8) 294 (8)
39.5(8)

Argon/20% Coé

He/50% Ne

Atomic date from

TABLE 5.2

ATOMIC DATA USED IN CALCULATIONS

Xrypton Xenon

1,156 1.414
14280 (2) 34612 (2)
1754  (8) 5073 (8)
152 (18) 831 (l8)
39.4(8) 169 (18)
25.8(3)

Plasma energy = 0.834eV
Plasma energy = 0.472eV
Sternheimer (1952) Ref, 44 Chemical

effects neglected,

T o

Methane

0,609

313 (2)
55.8(2)
17.7(2)

13.6(4)

Ammonia

0.609

412 (2)

47.6(2)
31.3(3)
13.6(3)

Nitrogen

0.721

412 (4)
47.6(4)
31,3(6)

Carbon
Dioxide

0.902

313 (2)
55.8(2)
17.7(2)

575 (4)
54.4(4)
39.4(8)
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Table 5.1 shows that the velocity resolution is approximately con-
stant at ~ 5% for all the noble gases. This is because for gases of
increasing Z the statistics of the collision process (Poisson) improve
(in terms of the percent variance of the number of collisions) but the most
likely energy loss per collision is greater. These two effects tend to
cancel each other out, leaving the percent variance of the mean ionization

loss constant.

Figure 5.11 shows the effect of increasing binding energy while
keeping plasma frequency constant, (CH4, NH3 and Ne have equal numbers
of electrons/molecule.) The relativistic rise increases with increasing
binding energy. The total probability of a collision process goes dowp;

which results in a decrease of mean energy loss and a slight worsening of

the velocity resolution (Tahle‘S.l).

Figure 5.12 shows the small effect that the addition of 20% (by

volume) of carbon dioxide has on the relativistic rise of argon. (602

acts as a cooling gas to reduce electron diffusion in drift chambers).
Figure 5.13 compares primary ionization measurements (i.e. mumber
of collisions) with energy loss measurements. The relativistic rise is

smaller for a number of collisions due to the equal weighting of large

and small energy loss collisions. Dut on the other hand the velocity
resolution (Table 5.1) is very much better. Fig.5.14 shows the proba-
hility distributions for 25 GeV protons, pions and electrons, in terms of
number of collisions (cf Fig.1.1, which is the same distribution in terms
of energy loss). It shows how much easier it would be fo obtain a desired
velocity resolution using a technique that measured number of collisions.
There are practical difficulties though. A streamer chamber(qs) is the

only suitable device that is available at present for measuring primary
ionization and this is no good for accurate measurements because a count

of streamers cannot be made with high encugh resolution.
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Table 5.1 shows that the relativistic rise is approximately the same
if measured either in terms of the mean of the lowest 60% of samples, or
in terms of the most probable ionization loss (which is in popular use).
The most probable is defined here as the pealk of a cubic that has heen

least squares fitted to that part of the Landau distribution above 235

of its peak value.

In Appendix I there will be found a more comprehensive list of the

results of all Monte-Carlo calculations performed,

5.4  COKCLUSION

As will be secen, the couparison of the theory wilh experimental
results (Chapter VI) produces good agreement between the two, and removes
discrepancies that existed with previous theories. This gives credibi-
lity to the predictions, that have been made here, of ﬁarticle identifica-
tion properties for different gases, It shows that Argon is very likely
an optimum gas for such purposes since it is both effective; practical and

cheap.
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CHAPTER VI

COMPARISON OF EXPERIMENT AND THEORY

VI.1 INTRODUCTION

This chapter's aim is to summarize, and to compare with theory, the

results of various different experiments in which measurements have been

made of the ionization loss of relativistic charged particles as they pass

through thin sawmples of gas.

VI.2 COMPARISON OF EXPERTMENT AND TiLORY

First, the differenée between the results of Landau(4), Blunk and
Leisegang(4ﬁ) and Monte-Carlo calculations of theoretical probability dis-
tributions for the energy loss of 25 GeV/c protons in 1.5cm Argon are
shown in Fig.6.1. (The areas under the curves, in the range 1.5 to 6.5
keV, are normalized to each other.) The Blunk and Leisegang theory, which
has not been referred to till now, is an attempted modification of the
Landau theory to allow for the effects of atomic binding on the energy loss
distribution, However, for very thin absorbers this approximation fails
for similar reasons to the failure of the Landau theory in this region;
(see p.81 and also reference (47) for further elucidation. Note, the agrec—
ment for thicker samples is good, e.g. see reference (1).)

In Fig.6.2 the Monte-Carlo fit to experimental measurements of
25 GeV/c protons in 1.5cm Argon/20% €0, is shown. (Chamber resolution
and cross-talk effects have been included in the theory; this has little
effect on the theory as is also the case with the inclusion of the CO,,
thus making comparisons between Fig.6.1 and 6.2 possible.) Fig.6.2 is a
repeat of T'ig.4.27, where fits for other energies are also shown. As can
be seen, the Monte-Carlo theory gives a very good fit to the shape of the
probability distribution which would obviously not be the case with the
other two theories shown in Fig.6.1. This is not surprising since, as has

been stated previously, these other two theories contain assumptions which

are explicitly stated not to hold in this region of thin absorber and high
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velocity.  However the comparison does serve to emphasize the need for a

new calculation to explain this region.

G = 0.01 G = 0.003

g6 2.8 4.8 5.0 8.0 2.0 1.6 2.0 3.0 4.0

KeV KeV
Fig.6.9

Comparison of Monte-Carlo theory (histogram)
with the Symon theory (curve

To show that the Monte-Carlo theory agreecs with other theories in

the region where they are supposed to hold, a comparison of the Monte-Carlo

. -f;-' £
(48 ismade. The Symon theory can be consi-

theory with the Symon theory
dered herc as a convenient parametrization of the Landau theory. Onc of
the paramcters of the Symon theory is given by G = §/ Busist (see p.82 for

definition of 5 and ¢ The miniwum value of G for which Symon's

max)'
theory holds is given by G = 0.01, corresponding to the 'thinnest' absor-
bers (Note: G for Fig.6.2 is "'10‘6). Tig.6.5(a) shows a comparison
of Monte-Carlo theory with Symon's theory for G = 0.01. Fig.6.3(b) shows
a similar comparison for G = 0.003, which is now just outside the limits
of the Symon theory, and where it can be scen that the Monte-Carlo theory
has given a slightly wider distribution. Figs.6.3(a) ana (b) were chosen

because they were used to fit to yield curves in the experiment described

in reference (49). This was an experiment in which 4.[3}1&1’&‘}; alpha
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particles were fired at a Nitrogen-15 gas target to study the reaction
le (e, Y) Flg. When extracting a yield curve for a particular resonance
in Flg, allowance had to be made for the straggling of the incident «
particle encrgy, hence the need to know the energy loss distribution. The
Monte-Carlo curves gave slightly better fits hut the difference from the

Symon theory was too small, and the test not sensitive enough, to make any

definite statements.

A criticism of thé cowparison made in Fip.6.2 is that the experi-
mental data has been normalized in terms of energy (i.e. shifted alons the
x axis) to give the best fit to theory, since in this experiment, therc

was one unknown parameter (see p.70). This though does not invalidate the

comparison hetween the shapes oi the distributions. Three further compari-
sons are now shown of theoretical and experimental probability distribu-

tions vhere no free parameters are used either in experimeni or theory.

Figures 6.4{a) - 6.4(d) show the comparison of theory with Xenon

data as obtained ir the SLAC experiment (Chapter II). As has been

mentioned, even though the fits are good, the absolute position of the
experimeatal peaks is uncertain to 9% but the width of the distribution
is good Lo <1%. Figs.6.5(a)~6.5(d) show another comparisor with Xenon

data from an experiment by Willis et 31(50). Azair quite good agreement

is obtained. The agrecment seems better for Figs.6.5(a) and (b) than

for Pigs.6.5(c) end (d). A possible reascn for this is the choice of gas

mixture used for tne data of the latter two figures, (i.e. 41% Xe/’41%l€e/
18% Methylal).  Xenon and Helium have very different densities and it is

thought that this probably resulted in a mixing problem, hence changing

the ceffective composition of the gas. (Note, for the sake of complete—

ness, the hinding cnergies used for Methylal in this theory calculation
vere the same as those of Carbon dioxide as given in Table 5.1, plus that

of Hydrogen (13.6 cV). These binding enecrgics are those for isclatead

= &L
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atoms. Molecular effccts are ignored.) Figs.6.6(a)-6.6(d) show a
3
comparison, as made by Cohb( ), with Argon data obtained from an experi-

1 :
ment by Harris et al( ). Quite good agreement is obtained.

A comparison 1s now made of the relativistic rise curve obtained
from theory and that obtained from many different experiments. This is
complicated by the fact that different cxperiments have used different
gas mixtures and sample thicknesses from each other. A relatively crude
comparison is mwade of all the data available from experiments that have
used a thin sampie (i.e. 3-20 cm) of a gas mixture, which consisted pre-
dominantly of Argon. This is shown in Fig.6.7. As can be seen, instead

of plotiting straightforward ionization loss (I), the ratio of /1 was

min
plotted against p/moc , hence removing almost completely normalization
problems between Getectors of different thicknesses etc. The continuous
curve is the Monte-Carlo theory prediction and the dotted line is the

Sternheimer calculation(44‘51).

As c¢c2n be seen, the Sternheimer calcula-—
tion gives too much relativistic rise when compared with these experimental
points for thin samples. (llowever, the agreement is good for thick samples,
solids, etc., e.g. see reference (53).) This Sternheimer calculation ig
of the most probable energy loss as calculated by Landan (after a small
correction(54) has been made to his original calculation(4)), modified to
allow for the density effect due to the dielectric properties of the medium.
The effect of the medium is represented classically by a series of disper-—
sion oscillators, the values of the parameters involved (i.e. ionization
potentials) being chosen to give agreement with cxperimentaily determined
values of mean ionization potential. For the same reasons as for the

breakdown of the Landau theory for thin samples (p. 81), the Sternheimer

calculation cannot be applied {o thin samples.
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By e by —error—bars have—ssb-heen ineluded—ihe relativistic

rises from the various experiments shown, are all of order * 4% apart from
the Ramana Murthy data which is of order *9%. The general agreement of
the data with Monte-Carlo theory seems very reasonable considering the

comparative crudity of this comparison.

VI.3 CONCLUSION

The Monte-Carlo predictions'fit experimental results fairly well
in terms of the shape and position of the ionization loss distribution
for thin samples of gas. TFor thicker samples of gas and lower particle
velocitics, where other theoretical solutions hold, qutQJCarlo theory

agrees with them.

More precise comparisons of theory with experiment would require
investigations into the validity of the assumption that the mean encrgy
per ion pair created is a constant. Also, iwprovements in the theoreti-
cal model to give a physically more real interpretation of the dielectric
preperties of the medium, and to allow for molecular effeccts, etc., could
he made. However the results so far obtained are felt to be very satis-

factory.
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APPENDIX A.l

MONTE-CARLO RESULTS

This appendix contains a complete list of the results of the theo-
retical predictions from the Monte-Carlo calculations performed. It is
from subsets of these results that Table 5.1 and }igs.5.10 to 5.15 were
generated. The atomic energy levels and plesma frequencies used in the

caleculations are listed in Tabhle 5.2.

In order to explain the tables following, reference is made to Fig.
1.56. On the left of Fig.1.5 will be seen two probability distributions
as generated by the first Monte-Carlo program (see p.95), Tables Al.1
and Al,2 respectively, refer to the peak and full widih at half maximum
of such probability distributions. On the right of Fig.1.5 will he scen
two mean of the lowest 60% distributions as generated by the second Monte-
Carlo program (i.e. the mmlti-sauwpling prograw - sce p.95; for the defi-
nition of wean of the lowest 60%, sec p.96). Tables A1.3 and Al.4
respectively refer to the peak and full width at half maximum of such mean

distributions.,

All the results presented in thesec tables following are for 1.5cm
cas samples., The results in Tables A1.3 and Al.4 are those that would be
obtained by a 500 cm detector, in which there was no cross talk between

any of its 333 sanmples.

It should be pointed out that the results of Table A1.2 are subject
to errors possibly as large as +5% (due to problems associated with the
finite bin size used to plot the prohbability distributions from which the
FWIM's were obtained). This problem docs not occur in any of the other
four tables, where the crrors in the determination of the results are

s -

tresdtidbla a’{ spdi BT
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p/mge

Helium

Neon

Argon
Krypton

T Qor

Xenon

Methane
Ammonia
Nitrogen
Argon/COo(20%)

Carbon Dioxide

209
1226
2200
4250
5743
1605
1527
2042
2410
3279

281
1157

1485
1408

275
1317
2062
3921
5339
1459
1390
1858
2244
3014

278
1142

1478
1403

3047

TABLE Al,1l

o e, N
tand e it et il e sl g Y -

Peak (eV) of Landau distribution
for 1,5c¢m gas samples

6

276
1147

1481
1411

3063

8

285
1156
2157
4096
5658
1507
1433
1978
2320
3145

16

209
1278
2302
L4482
6153
1632
1543
2087
2517
3374

72

325
1380
2495
4905
6704
1744
1664
2255
271>
3668

348
1504
2734
5296
7271
1849
1788
2421
2905
3895

372
16156
2891
5699
7878
1916
1655
2570
3096
4110

256

384
1683
2997
5927
8387
1965
1905
2673
3256
4263

512

289

1724

2103
6156
8726
1988
1936
2703
3363
4354

(il d S b SR s 88wt

R T ¥ OBl 55,8 " By iy
LRSS SR B ARSER LS A

1024

287
1731
3161
6266
9002
1999
1957
2756
2371
4360

AT TR et L U O Y

‘-‘%—L’-—‘r’: bt
!

2048

290 390
5T
3116
6271
5098
1994
1964
2757
2409
4370
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Helium

Neon

Argon

Krypton

Xenon

Metnane
Ammonia
Nitrogen
Argon/C0o(20%)

Carbon Dioxide

p/mye

215

920
1618
3385
4277
1003
1084
1461
1706
1976

195
853

954
1022

1640
1720

188
831
1475
3182
3922
959
973
1328
1551
1847

TABLE Al.2

FWEM (eV) of Landau distribution
for l.5cm gas samples

6

\n

205 206
783 877
960 971
988 9ok

1623 1581
1993 1960

8

213

870
1655
3163
4350

948
1029
1425
1775
1972

16

242
969
1759
3468
4658

987

1040
1496
1812
2048

22

250

997
1778
3745
1991
1075
1066
1552
1823
2051

ok

260
1167
1937
3886
5449
1089
1156
1624
1872
2217

128

207
1287
1978
L3hy
5¢22
1148
1235
1606
2038
2351

256

262
1338

- 2086

4693
6122
12173
1220
1822
2175
2332

512

284

=0

1350
2178
4671
6445
1181
1259
1825
2188
2534

1024

288
1342
2158
4600
7438
1291
1334
1849
2269
2565

2048

286
1481
2149
k7ot
7329
1156
1329
1817
2288
2505

000

201
1427
2195
5125
7367
1164
1359
1818
2205
2597
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Helium

Neon

Argon

Arypton

Xenon

Methane
Ammonia
Nitrogen
Argon/C0o(20%)
Carbon Dioxide

p/myC

283
1232
2143
4220
5784
1552
1489
1953
2352
3196

259
1139

1441
1270

2952

254
1115
1961
3386
5223
1417
1356
1778
2152
2015

TABIE Al.3

Peak (eV) of mean of lowest 60% distribution
for 7% x 1.5cm samples

5

251
1131

1423
1361

2925

6

254
1142

1438
1371

2960

8

260
1165
2057
4059
5606
1456
1401
1849
2247
3018

16

277
1263
221k
4407
6107
1574
1403
1904
2443
3246

32

298
1259
2408
4788
6655
1685
1615
2154
2633
23523

64

319
1476
2602
5163
7186
1790
1734
2311
2847
3771

128

342
1583
2783
5546
7734
1851
1797
2452
%022
3969

255
1648

2901
5762
8216
1894
1853
2531
5162
4102

512

358
1696
2995
5978
8581
1918
1876
2568
3227
4167

1024

357
1710
029
6102
8778
1027
1889
2618
23275
L2073

2048

458
1719
2049
6135
8929
1927
1892
2635
3221
4217

50000

259
1714
2095
6199
9025
1922
1889
2676
3325
Lo26



TABLE Al.4

——— e e

Gas FWHM (%) of mean of lowest 60% distribution
for 32% x 1l.5cm gas samples

p/m.c 2 3 4 5 6 8 16 52 64 128 256 512 1024 2048 50000
Helium 5.12 5.33 5.23 5.37 5.27 5.22 5.19 5,15 5,05 4.84 4,63 4,75 4,98 4,96 L4.91
Yeon 5.38 5.58 5.44 5,45 5.4 5,732 5.31 5,28 5.1) 4,96 4,92 4,97 5,21 5.34 5.20
Argon 5.05 5.26 5.03 5.02 4.83 4.70 4.74 4.80 4,77 4.80 4.74 4,81
Krypton 5.09 5.2 4.98 4.90 4.66 4.68 4.65 4.60 4.57 4.58 4.50 4.66
Xeron 5.45 5.48 5.38 5.30 5.23 5.12 5.04 5.05 5.01 4.97 4.96 5.05
Methane 3,81 4.00 3.86 3.92 3.88 3.81 3.79 3.73 3.60 3.5 3.53 3.58 3.79 3.81 3.89
Ammonia 4,19 4.36 4,23 4.21 4,18 L4.19 4.10 4,02 3.98 3.85 3.79 3.88 4.10 4.11 4,07
Nitrogen 4,48 4,63 ouy 4 34 4,20 4,12 4,10 4.20 4,17 4.15 4.07 4.06
Argon/C0(20%) L.76 4.g92 L.77 4.68 4,52 L4444 47 447 447 4,52 k47 L.53
>80 3.7 3.59 3,857 248 3.55 3.67 3.77 3.7%

Carbon Dioxide 3,86 4.03 3.94 3.97 3.90 3.90
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(5)
(6)
(7)
(8)

(9)

(10)
(11)
(12)
(13)
(14)
(15)
(16)
(17)

(18)
(19)
(20)
(21)

(22)
(23)
(24)

25

=

(26)
(27)
(28)
(29)
(30)
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