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This thesis presents a method for unfolding the observed charged particle distributions
produced from proton-proton collisions at a centre of mass energy of /s = 7 TeV at the
LHCb detector. These results will help to constrain the parameters phenomenological
particle production models and Monte Carlo event generators, and help to provide insight

on the mechanisms behind particle production, especially in the soft QCD regime.
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Chapter 1

Introduction

The LHCb collaboration is formed of more than six hundred scientists from over fifty
different institutions across the globe, it is truly a testament to human innovation and
cooperation. The experiment aims to address some of today’s unanswered questions
about our Universe, such as the observed matter-antimatter asymmetry (a term which a
hundred years ago was a term known only to a few select specialists but today is familiar

amongst the general public).

At the heart of the collaboration is the LHCb detector, a finely tuned machine which
took over a decade to design and construct. The LHCb detector sets itself apart from
the more common hermetic detectors found in operation around the LHC by its unique
geometry. This is specialised to detect particles at an angle close to that of beam pipe
known as the forward region - a region in which hermetic detectors tend to be insensitive.
In addition to this, the production mechanism of exotic mesons such as B and D mesons
are favoured in the forward region, making LHCb the current world’s best environment

in which to the study the decay of such mesons.

The decay processes of these rare particles are thought to hold the key to understanding
the mechanisms behind the matter-antimatter asymmetry observed as well as acting
as a probe for new physics via loop processes or the famous penguin processes. The
unique geometry of the LHCb detector together with its outstanding primary vertex

reconstruction and particle identification makes it the ideal machine for scientists at
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LHCb to provide many of the world’s best measurements, test the standard model and
models beyond the standard model more strictly than ever before and to lead searches

into new physics beyond our current understanding.

One of the key tools available to particle physicists are those of Monte Carlo simulation.
This tool enables scientists to simulate physical processes and gauge how these will
manifest themselves in a real life experimental situation. It is a prominent example of
the process of bridging between theoretical predictions and their real world observations,

a branch of Physics called Phenomenology.

The use of Monte Carlo simulations is prolific in a variety of physics analyses, typically
it is used in estimating the background contributions, detector and trigger efficiencies,
signal shape and sensitive studies. Such a large span of uses stresses the importance of
having a reliable Monte Carlo simulation and much effort has been put into developing
models that are in good agreement with measured data. Much of the challenge in
this is finely tuning the ample number of parameters used in these simulators through

constraints set by measured data.
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Background theory

2.1 The Standard Model

The Standard Model describes fundamental particles and their interactions mediated via
force carrying particles. It describes electromagnetism, the weak force and the strong

force.

The Standard Model is built upon the principles of Quantum Field Theory and renor-
malizable gauge theories developed in the twentieth century [1]. It is most commonly
represented in the form of the Lagrangian formalism and is divided into the following
sectors. The Electroweak sector - describing both electromagnetic forces and weak in-
teractions, Quantum Chromodynamics (QCD) sector - describing the strong interaction

and the Higg’s sector - describing interactions with the Higg’s field.

The Standard Model has proven to be an extremely successful theory having excep-
tional predictive powers - the theoretical prediction of the electron anomalous magnetic

moment being in agreement with experimental data to 10 significant figures [2].

2.1.1 Fundamental Particles

The fundamental particles are categorised by several intrinsic properties which can be

seen in table 2.1. By their intrinsic spin they are classified as particles with half-integer
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spin (fermions) and integer spin (bosons), these are outlined in the following sections.

Fermions

Fermions are further sub-divided into two groups - quarks and leptons - depending on
the types of interactions they experience. Quarks have the property of colour which

makes them sensitive to the strong interaction whilst leptons do not.

Both quarks and leptons are further sub-divided into three generations; the higher gen-
erations correspond to particles with higher mass states, these particles rapidly decay

to the lower stable generations by the weak force.

Each fermion generation consists of a particle doublet, for example the first generation
of quarks is composed of up and down type quarks. Particles in fermions doublets
couple strongly to one another such that interactions between the two particle types are
relatively strong in comparison to coupling between particles in different generations.
This can be seen in the CKM matrix (a matrix which describing coupling between
different quark types measured through experiment) where the coupling between the up
and down quarks is approximately four times greater than between up and strange type

quarks.

The lepton generations are made up of a charged lepton and neutrino doublet. There is
no coupling between lepton generations (in contrast to quarks) in the standard model;
higher generation lepton states such as the tau lepton may decay via tree processes such

as a decay to its corresponding neutrino along with a W* boson (see subsection below).

The three generations together with the corresponding doublets gives a total of 6 quark

flavours and 6 lepton flavours.

Bosons

The Standard Model describes two types of bosons, gauge bosons and the Higg’s boson.

A gauge boson is a force carrying particle - also referred to as a force mediator - associated

to a particular type of interaction e.g. gluons are associated with the strong interaction
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and photons are associated to the electromagnetic interaction. The term “gauge” comes
from the property of the equations of motion related to a given interaction; these are

invariant under “gauge” transformations which are discussed in section 2.1.3.

The Higgs boson plays a unique role in the Standard Model. Its existence supports the
validity of the Higgs mechanism; a mechanism which explains why some particles are
massive while others are not, in addition to why interaction strengths vary for different
interaction types. On the 4th July 2012 the discovery of particle with a mass between
125 and 127 GeV was announced; on the 14th March 2013 the properties of the newly
discovered particle were found to be consistent with the Higgs Boson predicted by the

standard model.

mass - =23 MeW/c* =1,275 GeV/c* =173.07 GeVic* 0 =126 GeV/c*
charge - 2/3 u 213 C 23 t 0 0 H
spin = 112 12 12 1 9 0
Higgs
up charm top gluon boson
=4 8 MeVic* =05 Me\/c? =4 18 GeVic? 1]
143 d 113 S -3 b ]
12 1/2 172 1 y
down strange bottom photon
0.511 MeVic* 105.7 MeVic?® 1.777 GeVic? 91.2 GeVic*
A -1 -1 o
112 e 112 u 102 T 1 2
electron muon tau Z boson
<2.2 eVic? <0.17 MeV/c* <15.5 MeV/c?* 80.4 GeVic?
0 0 0 £1
112 ve 12 -I)u 12 -I)T 1 W
electron muon tau
neutrino neutrino neutrino W boson

FIGURE 2.1: Table of particles in the Standard Model [3]

2.1.2 Quantum Field Theory (QFT)

Quantum field theory is built on concepts from Quantum Mechanics, Special Relativ-
ity and Classical Field Theory. Fundamental particles are described as excitations or
quanta of the fields. For example, electrons are quanta of the electron field and similarly

photons are quanta of the electromagnetic field i.e. interactions between electrons can
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be described as being a result of the interaction between the electron field and electro-
magnetic field. Mathematically these interactions can be described using the Lagrangian

Formalism.

2.1.2.1 Lagrangian Formalism

With Lagrangian mechanics the equations of motion for a given field is derived by

minimising the action S given by,

S—/q¢@@&x (2.1)

where £ is the Lagrangian density, ¢ is the field and 9, is the differential operator acting
on the space and time coordinates of the field as seen in special relativity. By applying
the condition of the Principle of Least Action, the equations of motion are given by the

Euler-Lagrange equation,

oL oL
(53—~

50,60~ o 22

2.1.3 Gauge Theories

A gauge theory is defined by a Lagrangian which is invariant under continuous local

transformations of the fields or coordinates.

5L =0 (2.3)

Each possible gauge transformations can be represented by a matrix; together these
matrices form a group under matrix multiplication - the symmetry group of the gauge

theory.
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For each generator of the group there is an associated gauge field, for example, in QED
there is one generator to the U(1) group which is associated to the electromagnetic four-
vector potential field. Similarly, in QCD there are 8 generators associated to the SU(3)
group corresponding to 8 gluon fields. The quanta of the gauge fields are called gauge

bosons, for the previous examples these are the photon and gluons respectively.

The symmetry group for the Standard Model is U1 x SU(2) x SU(3), it is a non-Abelian
group with 12 gauge fields; the corresponding gauge bosons are the photon, W+, W-,

70 and eight types of gluon.

2.1.4 Coupling Constants

The coupling constants of a theory are dimensionless values that describe the strength
of an interaction. For example the fine structure constant of QED («) describes the

strength of the electromagnetic interaction, defined as,

a=— (2.4)

where e is the charge of the positron! and « has the value 1/137. Theories with cou-
pling constants that have a value much less than one are said to be weakly coupled. The
evolution of systems described by these theories are compatible with perturbative calcu-
lations in which the expansion is based on powers of the coupling constant. Conversely
theories with coupling constants that have a value of the order of one or greater are said

to be strongly coupled and are not compatible with the perturbation method.

The Standard model consists of theories with running coupling constants, which vary
depending on the energy scale of a process. The behaviour of these are described by the

6 functions,

_ 9y
dlog(p)

!Expressed in Heaviside-Lorentz and natural units. Unless explicitly stated otherwise all following
equations will be expressed in this way

B(g) (2.5)
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where g is the coupling constant of the theory (¢ = e for QED) and p is the interaction
energy scale. A 8 function with positive values describes a coupling that increases with

the energy of the process and vice-versa.

2.1.5 Quantum Electrodynamics (QED)

QED is an example of a Quantum Field Theory, it describes the electromagnetic interac-
tions between charged fermions via the exchange of photons - gauge bosons of the theory.
It is both a Quantum Field Theory as well as a Gauge Theory with a symmetry group
of U(1) - an Abelian group of composed of 1 x 1 unitary matrices. The Electroweak
theory of the standard model is a unification of QED and Quantum Flavour Dynamics
- a gauge theory which describes the weak interaction. The Lagrangian for the QED is

given by,

L =vy(iv"D, —m)p — iFWF‘”’ (2.6)

where 1) is a bispinor field of spin 1/2 corresponding to the electron field; v* are the
Dirac Matrices; v is the Dirac adjoint spinor 140; D,, is the gauge covariant derivative

given by,

D, = 0, +ieA, +icB, (2.7)

e is the coupling constant between the electron and electromagnetic fields - charge of an
electron; A, is the covariant four-potential of the electromagnetic field generated by the
electron; B, is the external field due to an external source and F),, is the electromagnetic

field tensor given by,

Fu = 0,4, — 0,4, (2.8)
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2.1.6 Quantum Chromodynamics (QCD)

QCD is a physical theory that describes the interactions between particles with the
property of colour via strong interactions. It is a gauge theory with a symmetry group
of SU(3) (the group of unitary matrices with a determinant of one) and describes the

interactions between quark and gluon fields.

The strong force is responsible for the binding force which holds nucleons together to
form the nucleus of an atom. This is due to the deeper fundamental interaction between
the components of nucleons - quarks and gluons - collectively called partons. The gluons
are the gauge bosons of the theory i.e. mediators of the strong force. It is a short range
force having a significant effect only on scale of ~ 1 fm (about the size of the charge

radius of a proton) due to the nature of its coupling. The Lagrangian of QCD is,

. 1 a v
L = bii((v' Dp)is — mdi)vy — ;G Ga (2.9)

where 1); is the quark field and G}, 1s the gluon field strength tensor given by,

G4, = 0, A% — 0,A% + gf ™ AL AL (2.10)

where A% are the gluon fields and f%¢ are the fine structure constants of the SU(3)

group.

Quarks have been observed in two-quark bound states (mesons) and three-quark bound
states (baryons); the six flavours of quarks give rise to many possible quark combinations,

these combinations are commonly grouped into octets by the eightfold way, figure 2.2.

The property of colour in QCD is analogous in many ways to the role of electric charge in
QED. However instead of there being one type of charge in QCD there are three types,
labelled red, green, blue and their corresponding anti-colours anti-red, anti-green and
anti-blue. The names of the charge types are motivated by the behaviour of coloured
light such that a bound state of a red, blue and green quarks gives a net colour charge

of white or colourless; a combination of colour and anti-colour is also colourless.



Background theory 10

s=1 K K+ s=0 n p

- =0
qg=-1 q=0 g=-1 qg=0

(A) The meson octet (two quark bound states) (B) Baryon octet (three quark bound states)

F1cUre 2.2: Eightfold method of organising quark bound states. Bound states on the
same horizontal share the same strangeness and those on the same diagonals running
top left to bottom right share the same charge

Each quark possesses one of the three types of colour charge; it can be either red,
green or blue (similarly so for anti-quarks and the anti-colour charges). Gluons on the
other hand possess a combination of colour and anti-colour charge (though these charges
are not necessarily of the same colour). Since gluons are charged, QCD features some
additional richness not seen in its QED counterpart. Gluons can couple with one other

unlike photons which cannot, see figure 2.3.

(A) Quark-gluon vertex (B) Three-gluon vertex (¢) Four-gluon vertex

F1GUrE 2.3: QCD field couplings

Asymptotic freedom

The coupling constant ag of QCD describes the strength of the strong interaction. The

(8 function for the strong coupling constant is given by,

Blas) = — <11 - 2”f> os (2.11)
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where,

oy = - (2.12)

and ny is the number of quark flavours in the theory. Since there are six quark flavours
in the standard model the values of the 8 function are negative i.e. the coupling constant
of the strong force decreases with an increase in the energy transfer (or equivalently a
decrease in the distance) of the process. The running coupling constant as a function of

the energy transfer is given by,

47
(11 — Z35)In(|q% /A2)

as(l¢’]) = (I4*] >> A?) (2.13)
where |¢?| is the energy transfer of the process and A is the QCD scale defined as
the energy transfer at which the strong coupling constant as ~ 1 and perturbative

calculations with expansions of the coupling constant diverge.

This behaviour of the strong force coupling constant to become weaker at short range
interactions is known as asymptotic freedom. Quarks and gluons which interact over
short distances - such as at high energy collider experiments - interact very weakly
and act as quasi-free particles. Since the coupling constant is small in this regime

perturbative methods can also be used calculate properties of the theory.

Colour Confinement

Colour confinement is an observed phenomenon in which partons are only observed in
bound colour singlets states, i.e. no individual free quarks or gluons have been observed.
As quarks are separated the coupling constant increases such that the energy needed to
separate them increases indefinitely. At some energy threshold the system of separating
quarks will have enough enough energy to spontaneously form quark anti-quark pairs
- forming a bound state with the initial quarks. This process - called hadronisation
- may occur multiple times resulting in a shower of particles called a jet. Since the

strong coupling constant is inherently large in these processes perturbative methods are
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incompatible with describing this behaviour, instead our best understanding is achieved

by phenomenological models (see section 2.3.3).

2.2 QCD in Proton Collider Experiments

The complexity of QCD shown in colour confinement and the running of the strong
coupling constant present additional challenges in experimental physics. In order to de-
scribe the behaviour of QCD phenomena with perturbative methods the strong coupling
constant must be small such that a perturbative expansion in powers of the coupling
constant converge. This is true in the case short range interactions where asymptotic

freedom is present though this is not the case for long range interactions at the scale of

AQCD~

Colour confinement tells us that coloured particles can only be observed in colour singlet
states called hadrons. The size of hadrons (~ 1 fm) corresponds to a energy scale
of approximately 200 MeV (= Agcp), hence, the observable particles associated to
QCD are coupled to long range physics - i.e. incompatible with a purely perturbative
description. To describe such states a combination of perturbative and non-perturbative

approaches must be used.

2.2.1 Factorisation

Factorisation is the process of decoupling the hard and soft scale physics in QCD phe-
nomena into products of hard and soft scale terms. By factorising the problem, the well
understood perturbative methods can be used to calculate terms involving hard scale
interactions - where as << 1 - and non-perturbative methods are used to calculate the

remaining contributions from soft scale physics.

The hard process is described by a matrix element calculated using the perturbative
Feynman approach from the QCD Lagrangian. The soft physics is characterised by

a parton distribution function which describes the density and momentum of quarks
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within the proton. Cross sections are then calculated by convoluting the parton level

cross section with the parton distribution function.

For the process, ¢j — k in a proton-proton interaction, the cross-section o;;_ is de-

scribed by,

Oijsk = /dml/d$2f¢1($1)f]~2(562)6¢j—>k (2.14)

where & is the cross-section for hard partonic cross-sections and fi1 is the parton dis-
tribution function describing the probability of finding a parton of type ¢ in the beam
proton 1 with momentum fraction z1; similarly ff describes the distribution of partons

for beam proton 2.

Due to the non-perturbative nature of parton distributions, their determination is through
fits to experimental data such as from deep inelastic scattering experiments. The parton
distribution functions are universal in that the parton distribution function calculated
from one experiment may be used as input for another. For experiments involving differ-
ent energies the behaviour of the parton distribution functions at different energy scales

is described by the DGLAP evolution equations [4].

Protons accelerated to high energies are highly boosted in the laboratory rest frame, the
proton is Lorentz contracted in the direction of the beamline and time dilated so that
its constituent partons appear frozen, each carrying a longitudinal momentum fraction
x of the total proton longitudinal momentum. The boost also ensures partons are well
modelled as being collinear to its parent proton, i.e. 0 < x < 1. The beam crossing time
is short enough such that an interactions between partons in opposing beams can be
modelled as a one-to-one interaction; i.e. interactions in the final state do not interfere
with the initial parton-parton interaction. In this environment the proton-proton beams
are well modelled as sources of quasi-free quarks and the interactions in the system are

well described by a factorisation scheme.
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2.3 Monte Carlo Generators

Monte Carlo (MC) generators are computational software used to simulate high energy
processes. They use the principles of random sampling to emulate quantum mechanical
phenomena together with the Standard Model and phenomenological models to describe

particle interactions.

MC generators are important for many aspects of high energy physics. They enable
physicists to develop an understanding of how physics models translate to real world
experiments bridging between the theoretical and experimental aspects of high energy
physics. MC generators provide physicists insight into the frequency of specific types
of events as well as the angular distribution of the resultant particles. This enables
physicists to estimate the signal to background ratios of specific processes and provide
insight into which regions of phase space provide the greatest level of sensitivity for a
given process. Understanding the distribution of the resultant particles from a given
type of interaction enables highly specialist detector design optimised for sensitivity to

a given process.

MC generators are extremely sophisticated programs due to the complexity of high
energy process. This process is simplified by factorising the process into several steps.
First a hard process is simulated with associated initial state radiation followed by
the hadronisation process and final state radiation as well as beam remnants. These

components are discussed in the following sections and are visualised in figure 2.4.

2.3.1 The Hard Process

The hard process is described by the parton interaction with the highest momentum
transfer, it characterises the properties of the event such as the distribution of particles
in the system and their energies. In general, experimentalists are interested in events

involving a particular hard process, such as the production of exotic flavoured states,

e.g.
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“Hard” Scattering

Outgoing Parton

Proton

Underlying Event
*««Jp Initial-State
Radiation

Final-State
Radiation

L)
-
-
"
-
-
"

Outgoing Parton

FIGURE 2.4: An event schematic demonstrating the aspects of the interaction [5]

gg — cC (2.15)

describing the process of gluon fusion forming a charm quark-antiquark pair.

The hard process is the first stage of a MC event simulation, next a backwards time
evolution is performed on the initiator partons to describe the system before the inter-
action. In the proton-proton event case this corresponds to the state of the incoming
proton pairs. Similarly a forward time evolution is applied to the outgoing partons of

the interaction to describe the final state of the system.

The forward evolution is divided into two phases, the first stage describes the radiation
of quarks and gluons from the outgoing partons as a series of parton branchings evolving
the system from a state with a low number of high momentum partons to a state with
a high number of low momentum partons (parton shower 2.3.2). This process describes
the branchings using perturbative calculations down to a momentum threshold where
perturbative methods are no longer applicable. Similarly an upper momentum threshold
exists; partons with a momentum greater than this threshold are assigned to the hard

process of the event.

The second phase takes the output of the parton shower and evolves it into a system of

colourless hadrons using non-perturbative phenomenological models via the process of
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hadronisation (section 2.3.3).

2.3.2 Initial and Final State Radiation

Initial state radiation is composed of partons that are emitted from the beam particles.
In the case of proton beams this is modelled as virtual particles being exchanged between
the quark constituents; these virtual particles primarily consist of gluons which may
further radiate pairs of gluons creating a complicated state of the proton. Similarly final
state radiation consists of a myriad of partons but in this case the partons originate

from the out-going partons of the hard scatter and initial state radiation.

The probability for branching to occur is generally calculated in one of two ways, either
with a matrix element calculated from Feynman diagrams or with the parton shower
model. The parton shower model is a simplified version of the matrix element approach
with approximations including a simplification of kinematics, interference and helicity
structure. Though the matrix element calculations are truer to the theory of QCD, in
practice the matrix elements are more difficult to calculate - especially at higher orders.
The two approaches are complementary to one another and which approach is used is
based on the particular situation. In general the parton shower is chosen as the first
place to start due to its flexibility and simplicity whilst for precision measurements the

matrix element approach is favoured.

Parton Showers

The parton shower is made up of branchings of the form a — be, e.g for quark-gluon

radiation this is,

q9—4q9

Each of the partons in a shower are characterised by its virtuality scale Q2 which gives
an approximate sense of its time ordering in the shower, classically it is defined as

the invariant mass of the parton; under this definition a system with a low number of
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high mass partons evolving into a high number of low mass partons will decrease in
the virtuality scale as more and more branchings occur. The Q? variable may also be
described by other variables such as its transverse momentum which similarly decreases
with the number of branchings. A maximum virtuality scale Qmax distinguishes partons
that are involved in the hard process from those in the parton shower, also a minimum

virtuality scale Qg sets the scale at which non-perturbative effects become significant.

Partons with m? < 0 and m? > 0 are described as space- and time-like respectively.

Initial State Radiation (ISR)

For initial state radiation the virtuality scale is typically associated to the mass of the

parton given by the equation,

Q*=-m?=—(FE*-p? (2.16)

The branching evolution of initial state radiation is described by increasing values of
the virtuality scale @2, this corresponds to a high energy parton from a beam particle
emitting partons with increasing virtuality and momentum i.e. the branching partons
become more space-like. The branching continues until there are enough partons with
Q? > Q2. to initiate the hard process; thus limiting the virtuality of the system, for

example, the virtuality of the partons in the process ¢¢ — Z° have a virtuality cut off

of the order of the 2m 0.

In order to generate an event with a particular hard process the shower algorithm first
sets the longitudinal momentums z; and xo of the incoming partons to that required
by the hard process using the parton distribution function. A backward time evolution
is then applied to the partons, gaining energy with each emission and decreasing in

virtuality until it is compatible with a shower initiating parton in the proton.
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Final State Radiation (FSR)

For final state radiation the initiating shower parton originates from the outgoing partons
of the hard interaction via time-like partons. The virtuality scale for partons is typically

defined by either its invariant mass or transverse momentum.

Q*=m? (2.17)

or

Q*=pt (2.18)

note the change in sign in the mass ordering relative to the ISR. The final state evolves
with a decreasing virtuality scale - becoming more time-like. Starting from an outgo-
ing parton from the hard process the branching results in partons with lower mass or
transverse momentum depending on the choice of ordering parameter. The minimum
virtuality of a parton is set by (o, partons which cannot branch further due to this

cutoff are then used as input for the hadronisation process.

2.3.3 Hadronisation

Hadronisation is the process of evolving a system of coloured partons into colourless
hadrons, photons and leptons. Hadronisation occurs in the long distance regime where
perturbation theory breaks down. Instead MC generators use phenomenological models
to describe the process. The two leading class of models are the string model and the

cluster model, described further in the following sections.

The hadronization model used varies in importance for different observable parameters
i.e. some variables are more sensitive to it than others. It has a significant effect on the
particle multiplicity of an event but less so for the energy flow which is instead more
sensitive to the hard process of the event. Therefore in order to constrain hadronisa-
tion models with real data, observables such as the particle multiplicity are of great

importance.
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The String Model

The Pythia generator uses the a string model to model the hadronization process, in this

model quark bound systems are described as being connected by a string with potential,

V(r) =kr

where r is the distance between the quarks and k is the tension of the string (~ 1
GeV/fm). In this model, a system with a separating quark-antiquark has a colour flux
tube joining the pair. The diameter of the tube has dimension of the typical hadronic
size (~ 1fm) and is assumed to be cylindrically symmetric along its length. A massless
relativistic string with no transverse degrees of freedom is used to model the axis of
symmetry and the tension in the string (k) gives the energy density of the colour flux

tube.

As the distance between quarks increases the flux tube grows longer but with fixed di-
ameter giving rise to the linear potential. This implies a distance independent force of
attraction above some distance scale, it is thought that this is due to gluon self interac-

tions originating from the three gluon vertex processes though it is not well understood.

The Cluster Model

The cluster model is based on the concept of colour pre-confinement, a property of QCD

that states for partons at virtuality scales (Q)) much lower than the hard process (Qn),

Q << Qu

form colour-singlets pairs called clusters. The invariant mass distribution of the clusters
falls rapidly at high masses and is asymptotically independent of the scale of the hard

process (Qu), depending only on @ and the QCD scale Agcp.
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To form clusters from the parton shower, the cluster model first performs gluon splitting
that evolve gluons into a quark-antiquark pairs that then form the singlet cluster states
with neighbouring quarks. These then undergo isotropic quasi-two-body decays into the

observed hadrons.

2.3.4 The Underlying Event

The underlying event is any other activity in an event that accompanies a hard process,
it contains contributions from the beam remnants - the left over proton fragments after
the hard scatter - multiple parton interactions and initial and final state radiation. The
hard scatter consists of the two outgoing jets, the initial state radiation leading to the

hard process and the particles originating from the hard final state radiation.

The beam remnants are particles that evolves from the remainder constituents of the
beam particle that do not take part in the hard process. These may be colour connected
to the hard process due to colour confinement e.g. for a proton-proton interaction, a
proton that initiates a hard process via a quark initiator will have remaining constituents
that form a colour triplet. The colour connections are later resolved during the hadro-
nisation process which ensures the final state of the interaction is composed of colour

singlet hadrons.

2.3.5 Multiple Parton Interactions (MPI)

Multiple Parton Interactions (MPI) describe processes that involve two or more distinct
hard parton interactions for a single hadron-hadron interaction. Since partons appear
localised and static in the the lab frame in the case of hadrons colliding at relativistic
energies, these multiple interactions can be modelled as independent interactions and
hence by a Poisson distribution. In addition to this, the number of MPI is also depen-
dent on the amount of overlap (which is related to the impact parameter) between the
interacting hadrons with a higher average number of interactions occurring with a larger
overlap. This has the overall effect of widening the Poisson distribution with the degree

of this effect depending on the distribution of partons within the hadron.
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The initial inclusion of MPI models originated due to the regularisation of a divergence
in the parton-parton scattering cross-section in the low pr region [13]. In this picture
the ratio of partonic cross-section to the total cross-section can be interpreted as the

average number of parton interactions per hadron-hadron interaction.

Their inclusion has been shown to more accurately describe observed data in high pt
events made at the Intersecting Storage Rings (ISR) at CERN [6] and the CDF and DO
experiments at Fermilab, Chicago [7] [8] [9]. And for low pr underlying event observables
in pp events at the CDF detector [10] [11] and pp events observed at the CMS detector
[12]. The use of MPI models in MC generators (e.g. Pythia [13] [14] [15] and others
[16] [17]) have also been shown to have led to successful descriptions of observed soft

hadronic events.[13]

2.3.6 PYTHIA

PYTHIA is a multi-purpose event generator commonly used in the field of high energy
physics with a focus on simulating collisions between elementary particles e.g. e+e- pp
interactions and multi-hadronic final states. It contains theory and models for a number
of physics aspects, including hard and soft interactions, parton distributions, initial- and
final-state parton showers, multiple interactions, fragmentation and decay. And it uses
the Lund string model for the hadronisation of partons; a feature which can be traced
back to PYTHIAs connection to the JETSET event generator developed by the Lund

group at Lund University, Sweden with which it merged in 1996.

Since the merger there have been many other additional developments on the PYTHIA
programs. An interleaved evolution was introduced in PYTHIA 6.3 with pt ordered par-
ton showers and more sophisticated minimum bias and models of the underlying event.
And also the addition of supersymmetric models with R-parity violation, Technicolor

models, Z0/W0 models, models with extra dimensions, etc.

In 2004 the PYTHIA developers decided that for future versions of the software the

programming language in which PYTHIA was written would be changed from Fortran
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77 to C++. This prompted a process of migrating the structure and logic from one

language to another and was completed in 2007 with the release of PYTHIA 8.1 [18].

PYTHIA LHCb

The LHCD experiment uses its software package Gauss [19] as its primary Monte Carlo
event generation tool. It encompasses both event generation and detector simulation
aspects and is specialised for LHCb physics. It uses PYTHIA 6.4 as well as other optional
Monte Carlo event generators components together with EvtGen [20] - which manages
the decay and evolution of particles produced by the Monte Carlo event generator - and

Geant [21] for its detector simulation.

Additional tools are also present that focus on aspects such as on the collision properties:
pile up - the presence of multiple proton-proton interactions in a single beam crossing,
beam luminosity and crossing dynamics, and the smearing of the interaction point about

the nominal interaction position.

The values of the parameters used in PYTHIA (or tune) for the LHCDb event generation
is determined from data collected such as from charged particle density measurements
at the UA5 and CDF experiments. The non default parameter values and the versions

of PYTHIA used in the LHCb event generation are shown in section A.1.

EPOS

EPOS is an MC generator using an approach of Energy conserving quantum mechani-
cal scattering based on Parton ladders, Off-shell remnants and the Splitting of parton
ladders [22]. Originally designed for the purpose of modelling minimum bias hadronic
events with high parton densities such as from proton-nucleus, nucleus-nucleus, heavy
ion and cosmic ray air shower interactions. It was later adapted to model minimum bias

proton-proton hadronic events at the LHC [23] called EPOS LHC.

In the EPOS generator an interaction between particles is modelled using a parton

ladder which describes the evolution of the parton interactions originating from the
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beam particles occurring in parallel. The parton ladder can be considered as a quasi-
longitudinal colour field or flux tube and can be treated as a relativistic string which

decays via the production of quark-antiquark pairs [24].

The density of these relativistic strings determines how the hadronisation is handled;
regions of high string fragment density are classified as the core region, lower density
regions are assigned to the corona region. In the corona region the hadronisation process
is similar to the hadronisation in the PYTHIA generator, however the hadronisation
procedure in the core region is carried out using the EPOS collective hadronisation

procedure [22].

2.4 Minimum bias data

To minimise the bias of data from inelastic collisions collected from collider experiments,
experimentalists use a trigger with a minimal set of criteria - generally called the min-
imum bias trigger. This trigger will typical involve requirements such as a minimum
number of hits in an event or an event with at least one reconstructed track. Biases
are still present due to collisions that are not detectable such as collisions that result in
particles with trajectories collinear to the initial trajectory of the beam particles; these
particles continue along the beam pipe leaving no sign in the sensitive components of

the detector.

Collisions at the LHC can be classified into elastic (in which no additional particles are

produced and inelastic) and inelastic collisions,

Otot = Oelastic T Tinelastic (219)

which can be further classified into diffractive and non-diffractive collisions,

Oinelastic = Onon—dif fractive T Osingle—dif fraction + Odouble—dif fraction (220)

Diffractive collisions involve collisions that do not transfer colour between the beam

particles and are characterised by events with large rapidity gaps with no hadronic
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activity. They can involve the break up of one of the incoming protons (single diffraction)
or both (double diffraction, see figure 2.5). The events typically selected by a minimum
bias trigger are made up of non-diffractive inelastic events with a small contributions
from diffractive collisions. From the analysis of MC data generated by the LHCb group,
the requirement that the reconstruction of at least one track in the nominal acceptance
of the detector increases the percentage of non-diffractive inelastic collisions occurring
in the detector increases from 53.4% to 81.5% with the other collisions consisting of a
25% contribution from diffractive collisions in the former and 18.5% in the latter, more

detail on this can be found in section 5.

p p p P p Xl

p p p X p X2

(¢) Double diffractive scatter-

(A) Elastic scattering, p+p — (B) Single diffractive scatter- ing, p+p— X + X'

p+p ing,p+p—p+X

FIGURE 2.5: Examples of elastic and inelastic proton-proton interactions via the ex-
change of a pomeron [25].

Minimum bias data is dominated by soft QCD physics characterised by low pr particles
and long interaction distances. This property of minimum bias data makes it the ideal
region in which to validate, tune and develop phenomenological models e.g. particle
production and the structure of the proton. Furthermore minimum bias data is a good
approximation of the underlying event (see section 2.3.4) which accompanies a hard
scale scatter; a good understanding of this translates to a good understanding of the
associated hard energy scale physics such as the rare B decays integral to understanding

matter and anti-matter physics.
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The LHCDb detector

3.1 The Large Hadron Collider (LHC)

The Large Hadron Collider (LHC) is located at the European Organisation for Nuclear
Research (CERN) near Geneva in Switzerland. On the 23rd November 2009 the collider
began producing collisions at a centre of mass energy of 900 GeV. Over the course of
its operation the energy of the collisions has increased, for proton-proton collisions the
centre of mass energy was increased first to 7 TeV (28 February 2010) and then 8 TeV (5
April 2012) with a peak luminosity of the order 103 cm=2s~!, making the LHC world’s

highest energy and luminosity particle accelerator.

In the future the LHC intends to continue to push the energy and luminosity boundaries
to reach unprecedented levels of high energy interactions and data collection. The goal
being to produce collisions with a centre of mass energy of 14 TeV or greater. In
addition to this, the sub-detector components will be upgraded to improve in areas such
as detector readout rate and the resolution of kinematic quantities. Together with the
increase in beam energy and luminosity this will give scientists at the LHC the ability

to challenge the Standard Model at a level of greater detail than ever seen before.

Stationed at locations around the LHC are several detectors. The two counter-directional
beams of proton bunches are focused at these positions such that a large number of

collisions occur at the position of the detectors. The six main detectors, ALICE[26],

25
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ATLAS|27], CMS[28], LHCb[29], TOTEM][30] and LHCf[31] function as complementary
experiments. A full discussion with regards to each detector at the LHC is beyond the
scope of this thesis, therefore this thesis focuses on the most significant detector related

to the research discussed, the LHCb detector.

3.2 LHCDb Overview

The main aim of the LHCDb experiment is to study CP violation processes and other
rare phenomena particularly those involving the decay of B and D mesons. Designed to
build upon the research carried out by the B factories Belle and BarBar, LHCb aims to
produce significant improvements on the available statistics of B*, BY and B, decays.
This enables LHCD to further constrain and confirm results from the B factories as well

as investigate the possibilities of new physics.

The requirements for the detector include high precision vertex resolution is required to
identify secondary vertices and tag B events; accurate particle identification is required
to detect and classify rare processes; and a fast and efficient trigger with the ability to

filter the copious events produced from the LHC’s high luminosity.

The LHCD detector is a single arm spectrometer with a forward angular coverage from
approximately 10 mrad to 300 [250] mrad in the bending [non-bending] plane. It com-
prises of a vertex detection system, a tracking system, Ring Imaging Cherenkov Detectors
(RICH), a calorimeter system, muon detector, trigger system and computing farm. Each
have been specifically designed to achieve the criteria stated previously and individually

discussed in the following sections.

3.3 Vertex Locator (VELO)

The detection of rare B and D meson decays is a key requirement to meet the physics
goals of the LHCb experiment. In the LHCb detector these processes are characterised by
the presence of production and decay vertices. To maximise the sensitivity of detecting

and correctly identifying these events via the presence of displaced vertices a dedicated
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FIGURE 3.1: LHCb schematic

sub-detector system called the VELO (Vertex locator) is employed around the nominal
interaction region. The detection of vertices is achieved indirectly via the detection of
their decay products through track reconstruction, the paths of which are extrapolated
towards a common point of intersection to give the vertex. The reconstruction of VELO

tracks is also important for use in the LHCb trigger system, discussed in section 3.9.

The VELO is a silicon micro strip vertex detector, it is made up of two halves (left
and right) each containing twenty one track station modules (figure 3.2) positioned at
different points along the beam axis. The angular coverage of the VELO detector is

shown in figure 3.3.

Modules are approximately semi-circular in shape, 300 pm thick, with an outer diameter
of 84 mm and an inner diameter of 8mm in order to accommodate the beam pipe. Each
module is composed of a pair of sensors which measure the radial distance and azimuthal
angle of particles traversing the detector. The silicon strips of the radial sensor are
orientated radially about the module and in concentric semi-circles for the azimuthal

sensor, see figure 3.4. The modules are also contained within a secondary vacuum to
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FIGURE 3.2: VELO silicon stations during partial construction of the VELO sub-

detector
S
> 60 mrad
LT AT T
R R Rt
1m

\ Interaction region ¢ =5.3 cm

FIGURE 3.3: The layout of the VELO R (red) and ¢ (blue) sensors shown in the
(x,2z) plane. A +2¢ area around the nominal interaction point is shown in yellow.
Lines drawn at 390 mrad and 15 mrad represent the maximum and minimum angular
coverage, while the line at 60 mrad shows the average track angle in minimum bias
events. The left-most two pairs of R sensors are the pileup veto stations.

reduce background contributions from interactions with gas particles in the beam pipe,

this is enclosed by a 300pm thick aluminium foil which also protects from radio frequency

pickup from the beam.

The two halves of the detector open and close about the interaction region depending on
the status of the LHC beam (see fig 3.5). During the beam fill or dumping the VELO is
put into its open configuration in order to minimise radiation damage to its components.
When the beam is stable the VELO is configured into its closed configuration (In this
configuration the minimal distance between the silicon trackers and the beamline is

8mm) to maximise its tracking resolution.

Figure 3.6 shows the resolution of the primary vertex position as a function of track

multiplicity and figure 3.7 shows the resolution of the impact parameter as a function
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readout chips QQD Q
FIGURE 3.4: Schematic diagram of a VELO station from the perspective of along the

beam line. Each half consists of both R and ¢ sensors though in this figure only the ¢
sensors are shown in the left half and only the R sensors are shown in the right half.

6cm

VELO fully closed VELO fully open
(stable beam)

FiGURE 3.5: The front face of the first modules illustrated in two configurations.

Closed (left): Once the beam position is stable the halves close so that the position

between the VELO and the interaction region is minimised. Open: The two halves are
separated in order to protect the modules from the unstable beam.

of p%l. Both of these measurements approach the expected design parameters [32].

3.4 Ring Imaging Cherenkov Detectors (RICH)

Cherenkov Radiation

Charged particles traversing through a medium at a speed greater than the speed of
light in the same medium emit electromagnetic radiation known as Cherenkov radiation.
The angle at which the radiation is emitted relative to the direction of the particle
(Cherenkov angle, 6¢) is constant given the speed of the particle and the refractive

index of the medium are also constant. The relationship between the speed of the
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FIGURE 3.7: Impact parameter resolution as a function of p;l

particle (8 = |v]/c), refractive index of the medium (n) and the Cherenkov angle (6¢)

is described by the equation,

cosbo = — (3.1)
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The speed of the particle, S can be expressed in terms of its mass m and momentum p,

the equation for the Cherenkov angle in these terms is then,

1 m?
s = —/1+ — 3.2
cos ¢ " + 7 (3.2)
where § = % = Pl = 1 . For a charged particle emitting Cherenkov

- \/p2+m2 - \/1+m2/p2
radiation, measurements of the Cherenkov angle of its emitted photons together with its

momentum information (e.g. using information from tracking systems) and the above
relationship allows the calculation of its mass and hence particle type (particle and
anti-particles can be distinguished by their charge, e.g from the direction of bend when
passing through a magnetic field). Measurements of the Cherenkov angle in the LHCb

detector are achieved through its RICH system.

Requirements of the RICH detector

The RICH is designed to provide excellent discrimination between charged hadrons,
in particular, pions, kaons, and protons (though identification of charged leptons is
also possible). This allows the discrimination between different hadronic decays, in
particular, processes with similar topologies but different final states e.g. B® — hTh~
[33] (figure 3.8), Bf — J/yntn—nt [34], Bt — DK* [35], B — K*0y [36] and
BY — K*r7T [37].

In addition to the discrimination between exclusive decay processes, information from
the RICH detector is also used to make more general decisions on whether an event is
of interest e.g. identification of events with at least one ¢ particle (which are present in
many decay modes of interest). These decisions require significantly less CPU processing
than exclusive event selection such that they are well suited to the strict time constraints

of the trigger system, see section 3.9.

In a addition to direct processes (where the charged hadron identified is part of the
processes being investigated) the particle identification also provides a method of flavour

tagging in measurements of CP asymmetries or particle anti-particle oscillations. Such
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FIGURE 3.8: Invariant mass distribution of B — hTh™ decays before (A) and af-
ter (B) inclusion of RICH information to isolate the signal decay, B® — 7 m— (teal
dashed). The background processes are B — Kn (red dashed-dotted), B — 3-body
(orange dashed), By — KK (yellow), B; — Km (brown) A, — pK (purple) and
Ay — pr (green). There is also a contribution from combinatorial background (grey).

particles which are used to tag events typically have lower transverse momenta than
particles from the decay of heavy B mesons. In order to satisfy the requirements stated
previously the RICH must maintain good performance over a large range of momenta

(2-100 GeV/c [33)).

Detector Description

The RICH system consists of two RICH detectors, RICH1 and RICH2 [38]. RICH1 is
positioned directly downstream of the Vertex Locator (VELO) and upstream of the mag-
net; it is attached directly to the VELO exit window. RICH2 is positioned downstream
of the magnet and Tracking stations (T1, T2 and T3). They are approximately 1 m and
10 m downstream of the nominal interaction interaction point respectively (see figure
3.1), cover an angular acceptance of £(25 — 300) [£(15 — 120)] mrad and momentum
range of 2 — 40 [15 — 100] GeV/c see figure 3.10.

In order for Cherenkov radiation to occur a medium with a refractive index n > 1 is
required. The RICH system employs three different mediums (in the context of RICH
detectors these are more commonly referred to as radiators) in order to cover the desired

momentum range, see figure 3.9. RICH1 contains both an aerogel and C4F19 gas whilst
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RICH2 contains only CF4 gas. The refractive indices of these are 1.03, 1.0014 and 1.0005

(at 0°, 101 kPa and for photons with a wavelength of 400 nm) respectively.

0 . M|
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F1cURE 3.9: Cherenkov angle 0¢ as a function of particle momentum, particle type

and radiator type.
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FIGURE 3.10: Polar angle # and momentum p distribution of the tracks in simulated
B°® — 7t~ decays. The angular coverage and momentum range or the RICH detectors
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are shown by the regions contained in the dotted lines.

Cherenkov photons emitted by charged particles passing through the radiators in the

RICH detectors are emitted at a constant angle relative to the direction of the charged

particle, this is referred to as the Cherenkov angle, 8c. Focusing these photons onto a

plane with a parabolic mirror results in rings of photons in which the Cherenkov angle
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can be calculated from the radius. Both RICH detectors employ similar mirror systems;
using a spherical mirror to focus the rings and a plane mirror to reflect the rings onto a
plane of photon detectors, see figure 3.11. The purpose of the plane mirrors is to direct
photons away from the detector where space limitations, radiation and strong magnetic
fields create an undesirable environment for the operation of photon detectors. Fach of

the mirrors are composed of segments, see table 3.1 and figure 3.12
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FIGURE 3.11: Schematic of the RICH detectors, RICH1 (A) and RICH2 (B). The
beam pipe runs left to right in both images.

TABLE 3.1: Spherical and plane mirror segmentation scheme in the RICH detectors.

Spherical Mirror Segments | Plane Mirror Segments
RICH1 4 16
RICH2 56 40

The photon detector planes are arrays containing Hybrid Photon detectors (HPDs).

There are two planes per RICH detector; Up and Down boxes in RICH1 (containing
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FIGURE 3.12: Schematic of the spherical (A) and plane (B) mirror segments for the
left half of the RICH2 detector. Also shown is the numbering scheme used

additional magnetic shields due to their proximity to the magnet) and the Left and
Right boxes in RICH2, see figure 3.11. There are a total of 484 HPDs in the RICH

system with 196 of them in the RICH1 detector and 288 in the RICH2 detector.

The entrance to the HPDs consists of a quartz entrance window with a photocathode
layer painted on the inner side of the window (see figure 3.13). Photons incident on an
HPD stimulate the emission of electrons into a vacuumed cavity inside the HPD via the
photocathode layer. These electrons are then accelerated by an electric field across a
potential difference of 16 kV onto a 32 x 32 silicon chip array with a pixel size of 2.5 mm
x 2.5 mm. The chip records the position of the electron which is used to reconstruct the
track of the photon from its emission point in the radiator to photocathode layer on the
HPD entrance window. The Cherenkov angle can then be calculated by coupling the
photon to its corresponding charged particle and calculating the relative angle between

the two.
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FIGURE 3.13: Schematic diagram of a Hybrid Photon Detector (HPD)

Performance - Cherenkov Angle Resolution

For a medium with refractive index n and where |p] >> m the Cherenkov angle becomes
saturated such that for all particle types the Cherenkov equation (equation 3.2) can be

expressed as,

1
cos 0% = - (3.3)

such that the Cherenkov angle for all particle types converge,

0 () = 0% (K) = 02° (1) (3.4

Saturation of the Cherenkov angle in the LHCb RICH detector can be seen in the high
momentum regions of figure 3.9. The saturation Cherenkov angles are 242 mrad, 53 mrad
and 32 mrad for the Aeorogel C4F1¢ and CF4 radiators respectively. The alignment of
the RICH detector can then be tested by plotting the distribution of the difference
between the measured Cherenkov angle and the saturated Cherenkov angle, Afc = 0¢

- 071% for photons emitted from saturated tracks.
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3.5 Magnet

A dipole magnet is present for momentum determination of charged particles. The mag-
net provides an integrated downstream field of 3.6 Tm which results in a momentum
resolution better than dp/p ~ 0.5% for tracks with momentum less than 200 GeV [39).
The magnet is positioned after the VELO and RICH 1 sub detectors so that the mag-
netic field does not effect the vertex reconstruction and particle identification of low
momentum particles. The structure of the magnet is designed such that the magnetic
field does not disrupt the components of other sub-detectors such as the Photon detec-
tors in the RICH systems which use large electric fields. The field lines of the dipole
magnet result in a predominantly horizontal Lorentz force on the charged particles in

the LHCb detector, consequently tracks are predominantly bent in this plane.

3.6 Tracking

The LHCD tracking system consists of the VELO; the Tracker Turicensis (TT) and the

T1, T2 and T3 detectors (collectively called the T-stations), see figure 3.1.

3.6.1 Tracker Turicensis (TT)

The Tracker Turicensis is located before the magnet and after the VELO detector. In
addition to charged particles produced in the VELO detector the location of the TT
allows it to provide tracking information for charged particles produced from the decay
of long lived neutral particles such as the K g which may not decay in the VELO detector.
It also provides tracking information for charged particles with low momentum which
may not reach the T-stations downstream of the magnet due to the bending of then

magnet.

The TT is a silicon micro strip detector with height of 1.5 m and width of 1.3 m, covering
the full angular acceptance of the LHCb detector. It consists of 4 layers, the first and

last are made up of vertical strips, the second and third inner layers have strips which
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FIGURE 3.14: Layout of the 4 stations which constitutes the Tracker Turicensis

have been rotated by 5 © and -5 © stereo angle to provide the transverse position of

particles.

3.6.2 T-Stations T1, T2 and T3

The T-stations are positioned after the magnet (see figure 3.1). Together with the
tracking detectors upstream of the magnet the trajectory of charged particles through
the magnetic field can be measured. The Lorentz force causes the trajectory of charged
particles to bend as it traverses the magnetic field; from this the momentum of the track

can be measured.

3.6.3 Track Reconstruction

Track reconstruction at the LHCDb detector is carried out via several different tracking
strategies; generally these involve reconstructing tracks at the sub-detector level called
track segments. For example tracks may be reconstructed purely from hits in the VELO
sub-detector, these are known as VELO tracks. Similarly tracks may be reconstructed
only from hits in the T-stations positioned downstream of the LHCb magnet. These
segments may then be combined with hits in other trackers or other track segments to

give a more detailed description of the corresponding particle. For example a VELO
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track segment may be combined with hits from the TT tracker to give an Upstream
track, similarly a T-station track segment may also be combined with hits in the TT
tracker to give a Downstream track. The possible track types are outline in figure 3.15

and a more detailed description of each of the strategies can be found at [40].

/Upstream track
/ “-“)-‘ --F-’--F -’-’-—f track

- -

— 1 Tongwack |} |

I
o

Velo "\""x..,\__ B
Velo track

Downstream track—}._

T1 T2 T3
Fi1GURE 3.15: LHCb Track Types

3.7 Calorimeter

The calorimeter system fulfils several primary roles in the LHCb detector. It provides
very fast measurements which are used by the trigger to make quick judgements on
an event (a decision is made 4 microseconds after the interaction); examples of such

measurements are,

e FEp of electrons, photons and neutral pions

e FEr and X(E7) of Hadrons

As well as providing fast information it also provides information on the particle type,
discriminating between electrons, photons and hadrons. It is especially useful at identi-
fying neutral particles such as photons and neutral mesons, e.g. pions. This enables the

LHCb detector to make physics measurements for many decays, see table 3.2,

The calorimeter system is positioned approximately thirteen metres downstream of the

nominal interaction point with a solid angle coverage of 300 mrad in x and 250 mrad
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Particle Type Example Process
Electron B— Kxete™

By — Kxvy
Photons

Bs — ¢y

By — ata— a0
Neutral Mesons

Baq — J/in

TABLE 3.2: Calorimeter particle identification

in y [41]. It extends for 2.7 metres (See figure 3.1) and is composed of several sub-
components. In order of distance from the nominal interaction point these are the
Scintillating Pad Detector (SPD), a 2.5 radiation length (2.5 Xy = 12 mm) lead wall,
the Pre Shower (PS), an electromagnetic calorimeter (ECAL) with dimensions of 4 m x
3.5 m and a hadronic calorimeter (HCAL). Each component is designed to maximise the

signal of certain particle types and minimise the signal for others. The nominal signal

deposition regions for various particle types are shown in figure 3.16

Q
L & @ ECAL  HCAL
SPD PS ECAL HCAL
o
— 1| 1] 1 ] 0 |e
h—s) 0o | 1 1 0o |y
Y —»|

(A) (B)

FIGURE 3.16: (A): Nominal regions of energy deposition in the LHCb calorimeter
system for various particle types (B): Nominal particle signal detection in the LHCb
calorimeter system for various particle types

TABLE 3.3: Cell granularity structure of the SPD/PS and ECAL components of the
LHCDb calorimeter system

Middle region
60.6
1792

Outer region
121.2
2688

Inner region
40.4
1472

Cell size (mm)
Number of channels

The SPD and PS are made from scintillator pads and contain a groove which holds a
helicoidal optical fibre that collects scintillating light. The ECAL is a Shashlik electro-
magnetic calorimeter, it is made of interleaved tiles of 2mm think lead absorbers and

4mm thick scintillator material orientated to face the direction of the beam pipe; there
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(A) ECAL (B) HCAL

FIGURE 3.17: Schematic of the cell granularity of the LHCD calorimeters for one of its
quadrants. See tables 3.3 and 3.4 for further details.

TABLE 3.4: Cell granularity structure of the HCAL component of the LHCb calorimeter
system

Inner region | Outer region
Cell size (mm) 131.3 262.6
Number of channels 860 680

are 66 of these interleaved pairs of lead and scintillator tiles giving a longitudinal size
of 25 radiation lengths (Xo). The HCAL is made of interleaved plates of Scandium and
Iron and is orientated in the horizontal plane. It has a longitudinal size of 5.6 hadron

interaction lengths (A7) and is made up of 26 layers of Scandium and Iron plate pairs.
From beam tests [42] the ECAL has been shown to have an energy resolution of,

orp  (8—10)%
728 _ 27 0 509
z Wi @ 0.9%

and the HCAL has been shown to have a resolution of

+
@:M@gig%

E VE

Figure 3.18 shows the invariant masses of particles reconstructed using hits in the

calorimeter system.
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and (B) n/w — 77~ 7" using information from the calorimeter system.

3.8 Muon System

Muon detection is an important requirement for the LHCb detector. Muons are present

in the final state of many of the key decays that are sensitive to new physics and the

rare decays shown in table 3.5, They are also used to determine the flavour of neutral

B mesons in electroweak and strong processes.

TABLE 3.5

Process
BY — ptp~
B = J/Yp(utum)Ks
BY = J/¢(utp)®

To reconstruct these types of events at the LHCb bunch crossing rate (which peaks at

40MHz corresponding to a bunch crossing every 25 ns) the muon system employs a fast

stand alone muon reconstruction and passes the information to the hardware trigger

(see section 3.9) of the LHCDb which applies a minimum pz requirement (1.5 GeV/c for

events with a single muon or a geometrical mean of 1.3 GeV/c for the two muons with

the highest pr in the event). Events triggered on this muon requirement make up ~ 40%

of the hardware level trigger output; together with data from the calorimeter system

this makes up the bulk.

For the LHCb detector to be competitive in the physics analysis of decays such as

shown in table 3.5 a trigger efficiency of ~ 95%, muon identification of ~ 90%, muon



The LHCb detector 43

misidentification of ~ 1.5% and muon pr resolution of ~ 20% is required together with
a timing resolution of ~ 25 ns to match the nominal bunch crossing rate. In addition
to this the hardware must be capable of handling the high rates of particles passing

through the detector as well as the associated radiation damage.

The Muon System is made up of five stations orientated perpendicularly to the beam
axis; these are named M1 through to M5, each consisting of two mechanically indepen-
dent halves called the A and C side. M1 is positioned before the Pre Shower of the
calorimeter system 12.1 m from the nominal interaction point and stations M2-M5 are
positioned downstream of the calorimeter system 15.2 m, 16.4 m, 17.6 m and 18.8 m
from the interaction point (figure 3.19). Stations M2-M5 are interleaved with 80 cm
thick iron absorbers designed to remove hadronic backgrounds giving a longitudinal size
of 20 hadron interaction lengths for stations M2-M5 [43]. The geometry of the muon
stations is projective to the nominal interaction point; the transverse dimensions scale
with distance from the nominal interaction point such that the angular acceptance is
the same for all muon stations; £306mrad in the horizontal plane and +£258mrad in the

vertical plane.

Each of the muon stations is divided into four rectangular regions, labeled R1-R4 in
order of radial distance from the beam axis (Since the geometry of the muon stations
is projective to the nominal interaction point the relative sizes of the regions between
each station are the same). These are further subdivided into 276 rectangular chambers
of varying size depending on in which region the chamber is located (figure 3.20). The
chambers are made up of Multi-Wire Proportional Chambers (MWPC) with the ex-
ception of R1 in station M1 which uses triple-GEM detectors(Gas Electron Multiplier)
due to higher expected particle rates in this region and the higher levels of radiation
tolerance for triple-GEM detectors [44]. This gives a total of 1380 chambers providing

a detection area of 435 m2.

The chambers are further subdivided into logical pads; the dimensions of which vary
between muon stations. Stations M1-M3 are used in the muon trigger to calculate the

p¢ of muon candidates (since muons are more attenuated at the further downstream
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FIGURE 3.19: Muon system layout

muon stations) and so the granularity in the bending plane (horizontal) is finer than

that of stations M4 and M5 (which are used to identify penetrating muons).
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FIGURE 3.20: On the left is a quadrant of the M1 station with the regions R1-R4 shown.

Each rectangle represents a chamber. On the right are the chambers for regions, R1-R4

with the logical pad sub-structure shown
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Overall the muon system has performed very well during the operation of LHCb achiev-
ing if not exceeding the requirements set by the Technical Design Report [45]. In par-
ticular efficiencies are well above the design requirements previously described [46], see
figure; efficiencies and mis Id rates together with the PID information from the RICH
detector can be seen in figure [47]. The momentum resolution achieved from the stand
alone muon system reconstruction is 25% and 0.4% with the offline reconstruction

using the tracking information [46].

3.9 Trigger

Requirements

The Large Hadron Collider was designed with a nominal bunch crossing rate of 40
MHz corresponding to a bunch crossing rate with at least one visible inelastic proton-
proton interaction of ~ 11 MHz [48]. The trigger system is required to select from
these events rare interactions such as those involving the production of bb pairs, these
events are typically characterised by the presence of particles with high transverse energy
and momentum corresponding to daughter particles from the decay of the b quarks. To
achieve this the trigger translates the raw detector hit information into physical processes
and then decides on whether the event is to be kept. The time in which the trigger can
achieve this is strictly constrained by the interaction rate in the LHCb detector. This
rate is constantly being driven to higher values to get the most out of the detectors and
maximise the data taking rate of experiments at the LHC. Such a dynamically changing

environment requires an equally robust trigger.

Layout

The trigger system is divided into two levels, the level 0 trigger (L0) and the High Level
Trigger (HLT) [49]. The high level trigger is further subdivided into two subsections,

HLT1 and HLT2. For an event to pass the trigger it must pass each of the subdivisions
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in sequence (L0, HLT1, HLT2). Events selected by the trigger are then written to

permanent data storage for further processing and analysis.

Level 0 Trigger (LO)

The LO trigger uses information from the muon and calorimeter systems. It identifies
high transverse energy photons, hadrons and electrons from hits in the calorimeter sys-
tem and high transverse energy muons from hits in the muon system. As the first level
in the trigger system the L0 trigger makes more decisions that the following levels, to do
this the trigger must be very fast. For this reason the decision algorithm is implemented
in hardware with the electronics located inside the experiment and connected by optical
fibres. The LO trigger reduces the event rate from 40 MHz to 1.1 MHz with a maximum

latency of 4 us

High Level Trigger

The high level trigger is a software implemented trigger system, it runs on the Event
Filter Farm (EFF), a network of computers dedicated to making fast decisions about
events [50]. The presence of a software based trigger in addition to the hardware based
trigger increases the flexibility of the trigger system; providing a simple interface to
apply modification of parameters, implementation and computing resources without

direct access to the physical components.

The HLT has access to all the raw data from the LHCb detector, this event information
is stored in raw banks e.g. energy clusters in the calorimeter system, hits in the tracking
system. The HLT system uses a set of algorithms to decode the raw banks into event
objects such as vertices, tracks and particles; this is known as the reconstruction process.
The event objects are passed as arguments to a decision algorithm which determines
whether the event is kept depending on the properties of the event objects, e.g. a
minimum transverse momentum requirement of particles produced in the event or a

minimum impact parameter requirement between a particle and interaction vertex. For
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events which pass the event selection many of the event objects are stored to file in order

to reduced the CPU processing requirements of its later analysis.

High Level Trigger 1 (HLT1)

The HLT1 performs the initial reconstruction defining the vertices and tracks in the
event. Its role in the trigger system has varied through the evolution of the experiment,
displaying the versatility of the software trigger component of the trigger system. In
the 2010 data taking period the role of the trigger was to confirm the decision of the L0
trigger matching the tracks made from the calorimeter and muon system to the VELO
and TStation trackers together with other additional checks such as confirming the
charge of particles detected at the LO stage in order to minimise the misidentification of
neutral particles. For the 2011 data taking period the HLT1 used a one track approach,
basing the decision on the presence of at least one track passing a set of requirements
such as, its impact parameter, transverse momentum, track fitting quality etc. For more

information see. [49]

High Level Trigger 2 (HLT2)

The HLT?2 performs a higher level of reconstruction, matching track segments from each
of the sub detector components to form a combined track with improved position and
momentum resolution. Basic particle identification is applied these tracks to produce
particle objects; this together with reconstruction of secondary vertices enable the re-

construction of both inclusive and exclusive decay channels e.g. B — hhhh or B — DX.

Offline Processing and Reprocessing

Events which pass the trigger system are written to a permanent file storage system
together with the full detector information. Before these data are made available for

physics analysis there is an additional offline processing stage. In the offline environment
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the time requirements for processing each event are lessened allowing for more sophis-
ticated algorithms to be run such as algorithms which decode particle identification

information from the RICH system as well as advanced clone killing algorithms.

Having the raw event information stored allows for reprocessing of the event information,
this is useful since the reconstruction algorithms are constantly improving as well as the
understanding of the detector and its alignment methods. Older data can then be
reprocessed, giving event objects with greater resolution on their measurements i.e. are

better representations of the corresponding physical particles.

Performance

The trigger system has shown to be flexible and robust during the operation of the LHCb
detector adapting to the larger pile-up conditions imposed by the machine delivering
1296 instead of the planned 2622 colliding bunches. The trigger rates of the LHCb

detector in 2011 are outlined in table 3.6 [48].

TABLE 3.6: Trigger output rates during the 2011 data taking period

Trigger | Output Rate (kHz)
LO 870

HLT1 43

HLT?2 3

3.10 Computing

The LHCb experiment provides an extremely challenging software environment. Re-
quirements for such a software project include management of both large amounts of
data as well as high rates of data; managing software written by a large number of col-
laborating scientists; managing frequent improvements and changes in algorithms; the
ability to provide a common interface between generated data and measured data such
that meaningful comparisons can be made; a constantly changing detector environment

and the encapsulation of data relevant to a wide range of users.
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The LHCD software is based on the Gaudi software architecture and framework [19].
This framework is specifically design for use in the field of high energy physics and
based on the concept of object orientated programming. Well defined interfaces are
defined between components of the framework so that each component can be modified
in a self contained manner without affecting other components. A schematic view of

the Gaudi architecture is shown in figure 3.21, describing a typical state of the software

model.
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F1cURE 3.21: A state diagram of a typical application build on the Gaudi framework

Unique to Gaudi architecture in comparison to other object orientated frameworks is
the distinction between data and algorithms. In the Gaudi architecture algorithms
themselves are objects and act on data objects (e.g. A track fitting algorithm acts on
detector hit objects to form a track rather than the hits themselves forming a track). The
motivation of this approach is shown in the persistency of algorithms and data objects.
Algorithms are methods typically used to create objects such as tracks from detector
hits; these methods are constantly being improved over the lifetime of the experiment.
In contrast to this the models describing data are more stable (e.g. the concept of a
track is not expected to change). Making a distinction between the algorithm and data

decouples the two enabling the ability to modify the algorithms without affecting the

data.
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Each phase of the data processing is encapsulated into an application built on the Gaudi
framework. Monte Carlo event generation and detector response to the generated par-
ticles is handled by the Gauss application, the output of this phase is in the form of
detector hits and is used as input for the Boole application. The Boole application ap-
plies a detector response to the hits generated by the Gauss application digitising the
hits into a format which mimics measured data. Additional hits are added from from
Spillover events and LHC background and the digitisation step of the readout electronics,
as well as of the L0 trigger hardware are simulated. The next phase of data processing
is to reconstruct objects from the digitised hits, this is achieved through the Brunel
application. Since the output from Boole is designed such that it models the detector
output the algorithms used by Brunel are exactly the same for both generated data and
data produced from measured collisions, decoupling the reconstruction phase completely
from the generation phase. The output from the reconstruction phase is then proceeded
by an analysis phase, the application for this phase is the DaVinci application. This
phase is focused on the application of more sophisticated algorithms acting on high level
objects such as particles and secondary vertices. This includes the reconstruction of
exclusive decay channels and high level background correction. The overall application

and data flow is outlined in figure 3.22.

Information about the state of the LHCb detector at a given time is accessed via the
Conditions Database service. This information includes such things as the temperature
and pressure in certain detector elements as well as the alignment parameters used
to describe the detector. The values stored in the database are dependent on several
variables such as the time, version and data source of the data; each combination of
variables is identified by a unique tag. Similarly information about the structure and
materials of the detector elements are accessed via the Detector Descriptions Database

and accessed via the Detector Description Service.

To make use of the grid computing service the LHCb software uses the Distributed
Infrastructure with Remote Agent’s Control project (DIRAC). This together with the

job submission application named Ganga, enables users to perform large scale physics



The LHCb detector 51

Detector Conditions
Descgiption Datapase stripped
______ DST

Analysis

Digitization
DaVinci

Boole

Simulation
Gauss

Brunel

Analysis

MC truth Raw Data DST Objects

FI1GURE 3.22: A schematic of application processes and data flow. Underlying all the
applications is the Gaudi framework. The arrows represent the transfer of input and
output data.

analysis without having to the need for a complete understanding of the computing

challenges behind their physics analyses.



Chapter 4

HPD image centre alignment

4.1 Overview

The Hybrid photon detectors (HPD) are used to detect Cherenkov photons emitted by
particles traversing the RICH system. The hit positions of the emitted photons form a
ring on the HPD plane, the radius of which is related to the Cherenkov angle associated
to the particle. The Cherenkov angle of a particle acts as a signature of its particle type.
This enables discrimination between electrons, pions, kaons and protons which is needed

to identify the decay processes of particles produced in the LHCb detector.

The HPDs are arrange in two grids, for RICH 1 [RICH 2] the grids are positioned above
[left] and below [right] the beamline and are are arranged into rows of 14 [16] by 7 [9]
columns (Fig 4.1). The HPDs are approximately cylindrical in shape, with a length of
160 mm and radius of 43.7mm ! (See Fig 4.2 and Fig 4.3). A spherically-shaped cap
quartz window is attached to one end of the HPD, on its inner surface is a deposition
of an S20 (multi alkali) photo-cathode which emits photo-electrons when stimulated by
photons. The emitted photo-electrons traverse the vacuum chamber of the HPD where
they are accelerated by an electric potential difference of 20kV onto a square silicon

chip array of 32 x 32 pixels 2 with a length and width of 16 mm.

!There are small differences in the dimensions of the HPDs in RICH1 and RICH2. The values given
here are for the HPDs in RICH 1, details for the HPDs in RICH 2 can be found in the RICH Technical
design report.

When the HPD is run is its ALICE configuration the pixel dimensions are 32 x 256 pixels

52
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FIGURE 4.1: Upper HPD grid in RICH 1
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FI1cURE 4.2: HPD schematic FIGURE 4.3: photo of a HPD

The total accumulation of pixel signals over the course of a run can be visualised on a two
dimensional plot called a hit map (or image summary fig 4.4). Due to the circular shape
of the quartz window the hit map is circular in shape. An image centre is determined
by fitting a circle to the boundary of the hit map and taking the central position. The
accuracy in the position of the image centre is an important property of the HPD since
any translation of the image centre affects the accuracy in the position of the photon,

Cherenkov angle and particle identification.

Observations of the image centre show that its position does not necessarily line up
with the centre of the silicon chip, this effect is accounted for by an alignment process
which reflects the displacement of the image centre from the silicon chip centre in the
detector description of the LHCb detector. In addition, during the course of operation,
shifts in the position of the image centre for individual HPDs have been consistently
observed. These shifts can be as much as 2 mm (Fig 4.5¢) between consecutive runs. This

phenomenon was further confirmed during and investigation carried out in laboratory
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HPD: 000 , Run Number: 80168 HPD: 001, Run Number: 80168 HPD: 092 , Run Number: 80168

FIGURE 4.4: Example HPD hit maps for HPDs 001, 002 and 092 for run 80168. The z-
axis corresponds to the number of hits registered by a pixel, the x and y axes correspond
to the pixel position on the silicon chip

tests performed at the end of 2009 using HPDs removed from the LHCb detector for
which shifts has been most noticeably observed. The low levels of mechanical stress,
scale of the shifts (Fig 4.5) and rigidity of the HPD fixings suggest the image shifts are
not due to physical movement of the HPD components, but are instead the result of
disturbances to the electric fields due to build up of charge on HPD components over
the duration of operation. Additionally shifts were shown to be present across both
magnetic field configurations and when the magnet was off suggesting this effect was

not an artefact of the magnet.

In addition to the alignment of the HPD image centres the performance of the RICH
detector is also dependent on the alignment of its other components. In particular the
alignment of the mirrors which reflect the Cherenkov radiation onto the HPD plane and
the Magnetic distortion monitoring system (MDCS) which corrects distortion effects to
the HPDs due to the magnetic field from the LHCb magnet. These alignment procedures
are intimately entangled such that changes in any of the alignment procedures will
affect the other. Since improvements in the individual alignment systems are constantly
ongoing in parallel it can be difficult to disentangle how the effect of changes in the

individual alignment systems affects the RICH system as a whole.

The work presented here builds on alignment techniques performed previously for the
data collected in 2010. The main changes were to carry out the alignment on a run by
run basis. For the data taking period of 2010 the HPD image centres were calculated
by averaging over the whole year. Improvements were also made to the general stability

and accuracy of the fit. At the time of writing the current alignment software produces
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improvements ~ 7% in RICH1 and RICH2 (section 4.4) compared to the 2010 alignment

techniques.

The shifting of images was first noticed in the middle of 2009 [51] most noticeably in a
HPD located around the outer corner (HPD: A7 13) of the the A-side HPD plane. The
RICH2 HPD intervention in October 2009 was used as an opportunity to extract the

HPD to investigate image shifts in a laboratory environment.

The set up for the laboratory tests were chosen so that the conditions were as similar
as possible to the conditions in the LHCb detector. Tests were performed over time
periods varying from 48 to 450 hours using an LED light source. Figure 4.6 shows the
results from a 48 hour period test, Figure 4.6a [4.6b] shows the variation in the row
[column] position of the image centre and figure 4.6¢ shows the variation in the radius of
the circle used to fit the HPD hit map. In January 2010 the tests were repeated over a
450 hour period to investigate whether the shifts exhibited oscillatory behaviour, results

are shown in figure 4.7, no significant repeating behaviour was observed.

4.2 Image fitting technique

Image fitting is applied to the accumulated hit maps in order to find the centre of the
image. A boundary finding procedure is first employed to find the edges of the images,
once the boundary is determined a y? minimisation is performed to fit a circle to the
boundary. Various boundary finding methods were investigated, two of these are outline

below, 1. Threshold boundary fitting and 2. Sobel boundary fitting.

4.2.1 Boundary selection procedure

The boundary selection method uses an iterative algorithm to scan over the hit map
scanning from the pixels in the outer region towards the centre. A test is applied to
each pixel with a set of criteria to meet, the outermost pixels which pass the test are
then marked as part of the boundary of the image. The Sobel boundary fitting method

incorporates an additional process applied to the hit map prior to the boundary selection,
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FIGURE 4.5: Image centre x,y displacement and shifts for 2010 tagged consecutive runs
ranging from 68179 - 80168
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FiGURE 4.7: HPD image centre shift laboratory tests in January 2010. HPDs image
shifts were monitored over a 450 hour period

this process emphasises regions in the image with large changes to the image intensity

hence emphasising the image boundaries.

4.2.1.1 Threshold boundary fitting

The threshold boundary method uses two criteria to determine the boundary pixels.

Criteria 1
The number of hits for a pixel must pass a user defined threshold parameter. The

parameter is defined such that a value of 1 corresponds to the average number of
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hits per pixel for the HPD image. The optimal threshold value is calculated by

comparing the Cherenkov angle resolution as a function of the threshold value.

Criteria 2
At least one of its adjacent pixels must also pass requirement 1, this requirement
reduces the contribution of pixels with unexpectedly high population (noisy pixels).

This can occur when there is a fault with an individual pixel.

4.2.1.2 Sobel boundary fitting

Similarly to the threshold boundary method the Sobel method also uses a set of criteria
to select a boundary, however, before this process a filter is applied to the HPD hit image
which maps the intensity (I) of a pixel to its intensity gradient in relation to its adjacent
pixels. An example of the Sobel filter being used in the field of image processing can be
seen in figure 4.8 and an example of the application of the Sobel filter to a HPD image is
shown in figure 4.9. The intensity gradient is calculated by calculating the horizontal and

vertical intensity gradients for a pixel and combining them using Pythagoras theorem,

- )

For a pixel located on row ¢ and column j the horizontal intensity gradient is given by,

ol
(&z>(‘ ) = (L1, -1 — Lig1,5+1) T2 -1 — L) + T—1,-1) — Li—1,j+1)) (4.2)
Z?J

where the first term is equal to the difference between the lower diagonal left and lower
diagonal right pixels; the second term is the difference between the left and right pixels
weighted by a factor of two; the third term is the difference between the upper diagonal

left and upper diagonal right pixels. Similarly for the the vertical intensity gradient,
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ol
<(‘3y>(. ' = (Li—141) = Lr1,j4+0) F 2L =15 = Lr1,5) + L—1j-1) = Lar1,j-1)) (4.3)
ij

where the first term is difference between the lower diagonal left and upper diagonal left
pixels; the second term is difference between the lower and upper pixels weighted by a
factor of two; the third term is difference between the lower diagonal right and upper

diagonal right pixels.

A boundary finding algorithm is then applied to the filtered hit map, the boundary

pixels are required to match the following criteria,

Criteria 1
The intensity gradient of a pixel must pass a user defined threshold parameter. The
optimal threshold value is calculated by comparing the Cherenkov angle resolution

as a function of the threshold value.

Criteria 2
The pixel must be either a peak pixel (adjacent pixels on the same column or row
must have a lower intensity gradient) or be adjacent to a peak pixel and have an
intensity gradient greater than a user defined threshold value that is related to the

intensity gradient of its corresponding peak pixel.

An example of the boundary finding algorithm can be seen in figure 4.10.

FIGURE 4.8: An example of the Sobel filter in action
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FIGURE 4.9: HPD image summary with Sobel filter applied
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FIGURE 4.10: Boundary fitting comparison: left) 2010, centre) HPD image summary
with image cleaning and Sobel filter applied, right) HPD image summary with fitted
circle of centre image overlaid

4.2.2 Circle fitting

The circle fitting procedure is carried out by minimising the chi squared function,

N

X (0, 90,7) = Y <\/(l‘n —20)% + (Yn — ¥0)* — T>2 1 (4.4)

n=0

where xg and yg correspond to the x and y coordinates of the centre of the circle, r the
radius and (zy, yn, I) are the z, y coordinates and intensity for the boundary pixel n
(weighting each pixel by its intensity minimises the contribution from pixels with low
photon population). Results for the image centre fitting using both the threshold and

Sobel boundary finding techniques are shown in figure 4.10.
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FIGURE 4.11: Other changes to the 2010 fitting code

4.2.3 Additional Image Stabilisation

Defects in individual HPDs can result in undesirable effects in the detection of particles
from proton-proton interactions in the LHCb detector. For example, a defective pixel
may exhibit a high population of hits which do not correspond to any physics event.
These are referred to as hot pixels. Similarly a defective pixels might not detect any
signal at all, these are known as dead pixels. To minimise the the effect of these hot/dead
pixels on the HPD image centre calculations smoothing is applied to suspected defective

pixels (see figures 4.11a and 4.11b).

Hot pixels are determined by comparing the population of a pixel to the average pop-
ulation for a pixel calculated as the sum of pixel hits divided by the total number of
pixels. A conservative threshold value is chosen and the central region is not scanned
to ensure only defective pixels are selected. Dead pixels are selected from pixels that
have no hits but have neighbouring pixels with a population greater than a user defined
threshold value. Again a conservative threshold is chosen to ensure only defective pixels

are selected.

4.3 RICH resolution

To check the resolution of the RICH detector, the saturation properties of the Cherenkov
angle are exploited. Saturated particles are selected with a momentum requirement on
the associated track. The RICH resolution is determined from the variable A#, defined
as the difference between the measured Cherenkov angle ¢ and the expected Cherenkov

angle Gz?p for an individual track,
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Abc =00 — ngp (4.5)

where the measured Cherenkov angle is the direct Cherenkov angle measurement from

the RICH detector and the expected Cherenkov angle is calculated from equation 3.3.

This distribution of A#f is fitted with the sum of a gaussian and second order polynomial,
see figure 4.12. The overall RICH resolution is then defined as the width of the gaussian

component of the distribution fit.

4.4 Alignment Procedure

The shifts in the HPD image centre are tracked and corrected for in the LHCb condi-
tions database. The database contains information on the environment in the LHCb
detector such as the position of detector components. In the database a central axis for
each HPD is defined which runs through the centre of its base and centre of its quartz
window. To correct for the image shift, the position of the silicon chip array in the plane
perpendicular to the central axis is modified such that it is displaced by the displacement

vector of the image centre shift.

4.4.1 Run dependent corrections

For data collected in 2010 a global correction to the HPD image centre was applied for all
runs. The global correction factor was calculated from the averaged HPD image centre
for each run. For the reprocessing of this data in 2011 and the data collected in 2011 a
correction per run strategy was implemented. For every run a corresponding database
slice is produced containing information on the position correction of the silicon chip
array for that run. The idea of a correction per run technique was also investigated
during data taking in 2010, however instabilities in the HPD image centre fit resulted in
the global averaged correction yielding better performance. These issues were addressed
in the software used in 2011. The later version employed a more sophisticated fit method

in addition to additional modifications (see section 4.2) as well as general bug fixes.



HPD image centre alignment 64

Figures 4.12 and 4.13 show the distribution of A# for tracks produced during run 80168 in
2010 for RICH 1 and RICH2 respectively. The left side of the plots show the distribution
of Af where the global HPD image shift correction has been applied and the right side
of the plots show the distribution where the correction per run method as well as the
more recent image fitting methods are used. For RICH 1 the resolution is improved by
7.6% from 1.88 mrad to 1.747 mrad and 4.6% from 0.78 mrad to 0.75 mrad for RICH
2. The order of the improvements in the resolution were found to consistently improve

the resolutions with improvements of similar magnitudes for several runs.
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FIGURE 4.12: CK angle reconstructed - CK angle expected for photons from saturated
tracks in RICHI for run 80168. Left) Using 2010 default database values. Right) Using
new alignment procedures and run by run corrections
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FIGURE 4.13: As with figure 4.12 but for RICH2

4.4.2 Full reconstruction

The full reconstruction of events in the RICH system incorporates the most recent
alignment in other parts of the system e.g. the mirror alignment and magnetic distortion
calibration. These components are interrelated with the HPD image centre alignment

such that improvements in the alignment method of one will propagate to another. The
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overall improvement in the resolution of the RICH detector can be seen in figures 4.14
and 4.15 for RICH1 and RICH2 respectively. These plots show the distribution of the
resolution parameter o (the width parameter of the Gaussian component of the fit to

A®) for all runs.

Further improvement in the Cherenkov angle resolution is seen in in the case of the full
reconstruction with an improvement of 8% in resolution, from 1.75 mrads to 1.62 mrads

in RICH1 and 7.4% improvement in resolution from 0.73 mrads to 0.68 mrads in RICH2.
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FIGURE 4.14: CK angle resolution for 2010 runs in RICH1. Left) 2010 alignment
Right) 2011 alignment
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4.4.3 Data from 2011

Table 4.1 shows the result of the 2011 alignment software on the 2011 data taken up to
May 2011. The alignment procedure appears to be stable under the change in conditions

of the detector.

TABLE 4.1: Mean Cherenkov angle resolution for 2011 data (up to May 2011) using
the 2011 alignment software, in mrad

RICH | < p > (from MC) | u
1 1.55 1.63
2 0.68 0.69

4.5 Conclusion

The 2011 alignment software shows significant improvements over the software used in
the 2010 alignment. The general fitting stability, accuracy and run dependence mon-
itoring are amongst the key improvements. Over runs from 2010 the improvement in
Cherenkov angle resolution is ~ 8% in RICH1 and ~ 7% in RICH2 and has brought
the average Cherenkov angle resolution much close to the expected Monte Carlo average

(see table 4.2).

The improvement in the resolution of the Cherenkov angle correlates to an improvement
in the particle identification ability of the RICH system (since the error in the Cherenkov
angle is related to the error in the mass of the particle, equation 3.2). This enables the
LHCb detector to better identify processes from the decay products of particles pro-
duced from the proton-proton interactions, an ability that is especially important for

the study of rare decays.

TABLE 4.2: Mean Cherenkov angle resolution for 2010 data, in mrad

RICH | < p > (from MC) | p (2010 software) | p (2011 software)
1 1.55 1.75 1.62
2 0.68 0.73 0.68




Chapter 5

Multiplicity Distributions of
Charged Particles

5.1 Introduction

The LHCDb detector provides a unique environment in which to study particle multiplici-
ties providing an opportunity to investigate properties of particle production at a unique
energy regime and kinematic range with a high level of precision due to the excellent
tracking of the detector. The analysis of the production of charged particles is studied as
a function of pseudorapidity and transverse momentum. In addition to this the inclusive

particle multiplicity is studied for the whole pseudorapidity and momentum range.

In this chapter the data selection used is discussed followed by the correction procedures
used to remove background contributions. The procedures used to correct detector
efficiency effects (unfolding) are then considered followed by an overview of the system-
atic uncertainties associated to each of the correction procedures. The results are then

presented together with comparisons to Monte Carlo event generator predictions.

There have been several multiplicity measurements from proton-proton collisions occur-
ring at the LHC, including measurements from the ATLAS [52], CMS [53] and ALICE
[54] detectors. The mean charged particle multiplicity measured in these experiments
have been shown to be consistently higher than predicted by current MC generators such

67



Multiplicity Distributions of Charged Particles 68

as PYTHIA. This analysis on data from the LHCDb detector is aimed at complementing
these results especially by providing insight into regions uniquely accessible to the LHCb

detector, in particular, the high pseudorapidity region.

5.2 Prompt Particles

Prompt particles are defined as stable particles produced from the initial proton-proton
interaction or from the decay of short lived states that are produced in the initial proton-
proton interaction. The set of stable charged particles is composed of electrons, muons,
charged pions, kaons and protons. A proper lifetime cut of 0.01 nanoseconds is imposed
on a decay process such that only stable particles from processes with a combined lifetime
less than the cut are considered. Under this definition charged particles from the decay
of K and A mesons which have mean lifetimes of 0.0895440.00004 ns and 0.263240.002

ns respectively, are not classified as prompt particles.

The 1 and pr distributions of prompt particles over the full kinematic range (i.e. ex-

cluding any detector acceptance cuts) calculated from MC data is shown in figure 5.1.

Particle Density Particle Density

P — 7T Sl T T 3
PE e 1 g v, E
-|F : +... -o-_._ | E E
e - E 0.07 b=
35— - ] o 3
L - ] 0.06 - 3
L - - E-o— - E
3 - ] 005 3
r - 004 =
o —— . E 3
- -] o — ]
25 - - ] 0.03 :— _:
B - o 3
B 0.02fF 3
L - 3 E
2= — 3 —— E
- - 0.01 -]
r ] E —_— E
o T R P S I L =

0 2 4 6 1000 2000 0

k 0 o 0 b, e
(A) n (B) pr

FIGURE 5.1: Probability density distributions of prompt particles as a function of

the kinematic variables 17 and pr. The distributions are calculated from data generated

using PYTHIA v6.4 with the LHCDb parameter set and without any detector acceptance
selection criteria on the particle selection.
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5.3 Data and Trigger

The data used for this analysis was recorded in May 2010 at a centre of mass energy
of 7 TeV. The average number of proton-proton collisions per bunch crossing during
this period of data taking was estimated as less then 0.1. As a result the dataset is
dominated by events involving a single proton-proton interaction; with only a small
contribution of events with multiple proton-proton interactions. The data is separated
into two subsets: events recorded with the LHCb magnet field down or up. The dataset
consists of 5.8 million and 12.2 million events respectively for down and up magnet
configurations. The Monte Carlo simulated data are also divided into magnet up and
magnet down configurations, both consisting of 35 million events. The simulated events
are constrained to events with only one proton-proton interaction in order to emulate

the data.

The track selection consists of long tracks (see section 3.6.3) together with several
kinematic requirements that select tracks from regions where the detector efficiency
is high and background contributions are small. A momentum requirement of p > 2
GeV and pr > 0.2 GeV removes low momentum tracks; pseudorapidity requirement of
2.0 < n < 4.8 selects tracks corresponding to particles that have transversed a greater
number of tracking stations due to the geometry and positioning of the tracking sta-
tions, and a requirement on the proximity of the track to the mean interaction region
(described in the section 5.4). These selections require that the minimum distance be-
tween the track and mean interaction region (Distance Of Closest Approach, DOCA) is
2 mm and that the the track is within 3 standard deviations of the mean z position of
the mean interaction region (figure 5.2). This requirement ensures that particles that
are produced far away from the interaction region (i.e. unlikely to be prompt particles)

do not pass the selection. The track selections are shown in figure 5.2

Due to the low luminosity during this data taking (~ 1 x 103/cm?/s) period the LO
trigger 3.9 accepted all events meaning only the HLT was used to select events. The
trigger requirements for the data are minimal, requiring at least one selected track is

reconstructed in events where the beams are registered as crossing.
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FIGURE 5.2: Track selection criteria. The excluded regions are shown in the shaded red
areas and correspond to regions with large background contributions or low tracking
efficiency.

5.4 Interaction Region

The mean interaction region is described by two quantities, the beam line and the
luminous region. The beamline is a vector quantity defined as being the axis along
which the average proton-proton interactions occurs. This is calculated by plotting the
x and y distribution of the primary vertex position as a function of z and fitting them
with a first order polynomial, see figures 5.3a and 5.3b. From these fits an equation

of the beam line can be determined, the minimum distance between the track and the
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beam line gives the distance of closest approach (DOCA) between the track and beam

line.

The luminous region describes the range of z values in which the proton-proton interac-
tions occur. This is calculated by plotting the z distribution of the primary vertices and
fitting this distributions with a Gaussian giving its mean position and corresponding
standard deviation from it, see figure 5.3c.
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5.5 Charged Particle Density

The charged particle density is investigated as a function of pseudorapidity and trans-
verse momentum. The uncorrected distributions are shown in figure 5.4a and 5.4b for
pseudorapidity and transverse momentum respectively. Comparisons between measured

data and MC data are shown in figure 5.5.
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& Az/o, < 3 where DOCApeamiine is the minimum distance between the track and

the beamline, Az is the distance in z between the nominal interaction region and the

track’s closest position to the beamline and o, corresponds to the width of the nominal
interaction region.

The true distributions are obscured by detector effects such as detection inefficiencies or
the reconstruction of fake tracks. In order to make a measurement of the true distribution
several correction procedures are applied. Firstly a background correction is applied to
remove the contributions from tracks that are not associated to any true particle but
are instead due to mis-reconstruction effects, secondly an efficiency correction is applied
which corrects for prompt particles that are not reconstructed i.e. not observed by the
detector. This may be due to charged particles being bent outside of the detector by
the magnetic field therefore not leaving any trace in the sub-detectors downstream of
the magnet, particles that do not induce enough of a response from the detector to be
reconstructed or particles that traverse non-sensitive components of the detector. Lastly
a pile-up correction is made in order to remove the contribution from events where there
are multiple proton-proton interactions i.e. giving a measurement of the charged particle

density for single proton-proton interaction events only.
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FI1GURE 5.5: Comparison between measured data and MC generated data of the uncor-

rected reconstructed track 1 and pr of magnet down data for tracks with 2.0 < n < 4.8

& pr >= 200 MeV & |p| >= 2000 MeV & DOCApeamline < 2 mm & Az/o, < 3 where

DOCAypcamline is the minimum distance between the track and the beamline, Az is the

distance in z between the nominal interaction region and the track’s closest position to

the beamline and o, corresponds to the width of the nominal interaction region. MC
data is shown in blue.

5.5.1 Background Corrected Distributions

The main sources of the background contributions are shown in table 5.1.

TABLE 5.1: Background track classifications

Ghost track Tracks which are either a) not associated to any corresponding
true particle either from the initial proton-proton interaction
or from their interactions with detector material and magnetic
fields b) has only a small fraction of hits associated from a true
particle.

Material track | Tracks which are a result of the interaction between particles
from the initial proton-proton reaction and detector mate-
rial. In MC simulated data material tracks are determined by
tracks which are associated to particles that are not involved
in the generator level event description

Secondary track | Tracks associated to true particles which do not meet the
prompt particle requirement

Clone track Tracks associated to true prompt particles and share the same
association with other tracks in the event

To correct for background contributions the mean purity, p is calculated as a function
of n, pr, nvELO, Nt , where nygro is the number of VELO tracks (Tracks that are

reconstructed from only hits in the VELO sub-detector, see section 3.3) reconstructed



Multiplicity Distributions of Charged Particles 74

Purity Purity
—~ 3000 —~ 3000 1
S X S X k
© F © F ]
= [ = [ J#=o.95
. 2500 [ - 2500 |- .
a i o [ h
[ [ 1 —os
2000 - 2000 |- -
- - 1 —oas
1500 - 1500 |- 3 s
[ [ 1 —o7s
1000 - 1000 - —
[ L Jh=o.7
500 | 500 -
[ @065
0 [ N L 1 N N N 1 N L N 0.6 0 L. N N 1 N N N 1 ] 0.6
6
n

0 2 4 6

n

(A) Signal - a prompt particle reconstructed in (B) Signal - a prompt particle reconstructed in
any 77/pr bin in the event the same bin as its associated track

FIGURE 5.6: Signal weights as a function of n and pr for particles with 2.0 < n < 4.8
& pr >= 200 MeV & |p| >= 2000 MeV calculated from MC generated data.

in the event and ny is the number of hits in the T-stations (section 3.6) for the event. The
purity is calculated from MC data using truth information to determine signal tracks.

The purity is given by,

Nmat (7, PT, "VELO, Tt
Nreco (777 pPT, MVELO, nt)

p(n, P, VELO, Nt) = (5.1)

where nmat is the number of tracks matched to a prompt particle in the same 7, pr and
Nyelo bin. The background corrected n and pr distributions are calculated by weighting
each track by the purity corresponding to the n and pr bin it is in as well as the nye,
and ng bin for the event. Figure 5.6 shows the purity as a function of pseudorapidity
and transverse momentum as well as the binning scheme which was chosen to minimise
migration effects - particles which are reconstructed as tracks in a different n — pt bin

to the n — pr bin of the particle.

Similarly the background rates can be calculated for each of the sources of background
in order to gauge the main sources of background, see figure 5.7. The largest source
of background is from ghost tracks with a background rate of the order of 10% whilst
the contributions from secondary and material tracks are of the order of 4% , finally
the contributions from clones are the smallest and are of the order of 0.1%. The clone

tracks are predominantly localised in the region 3.5 < n < 4.0; analysis of MC data
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F1GURE 5.7: Background Rates for tracks with 2.0 < n < 4.8 & pr >= 200 MeV &

|p| >= 2000 MeV & DOCApcamiine < 2 mm & Az/o, < 3 where DOCApcamline 18 the

minimum distance between the track and the beamline, Az is the distance in z between

the nominal interaction region and the track’s closest position to the beamline and o,

corresponds to the width of the nominal interaction region. This is calculated from MC
generated data.

suggests this is due to the geometry of the VELO detector. In this pseudorapidity range

it is highly probably that a particle will pass through two separated sets of modules (see

figure 3.3). Two tracks may be reconstructed, one from the hits in the first stations

and one from the hits in the second station - producing two clone tracks. Outside of

this range the probability of clone tracks being reconstructed rapidly drops as shown in

figur

e 5.7d.

The background corrected distributions are shown in figure 5.8. A comparison between

the background corrected distributions in measured data and MC data is shown in figure

5.9. The dip shown in the pseudorapidity range 4.0 < n < 4.3 is due to the flange [29] in

the LHCb detector, this presents additional non-sensitive detector material, decreasing
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the reconstruction efficiency in this region.
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FIGURE 5.8: Background corrected track distributions for tracks with 2.0 <n < 4.8 &
pr >= 200 MeV & |p| >= 2000 MeV & DOCApcamiine < 2 mm & Az/o, < 3 where
DOCAcamiine is the minimum distance between the track and the beamline, Az is the
distance in z between the nominal interaction region and the track’s closest position to
the beamline and o, corresponds to the width of the nominal interaction region.
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FIGURE 5.9: Comparison of background corrected track distributions, MC (blue) and

measured data (black) for tracks with 2.0 < n < 4.8 & pr >= 200 MeV & |p| >= 2000

MeV & DOCApcamline < 2 mm & Az/o, < 3 where DOCApcamline 18 the minimum

distance between the track and the beamline, Az is the distance in z between the

nominal interaction region and the track’s closest position to the beamline and o,

corresponds to the width of the nominal interaction region. The lower plot shows the
ratio between measured data and MC generated data.

5.5.2 Efficiency Corrected Distributions

The efficiency correction corrects for prompt particles that are not detected by the

detector. It is calculated by first modelling the detector response from Monte Carlo

data using the truth information to associate tracks to generator level particles. The
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detector response is independent of the generator model used to create the simulated
event so as to not introduce biases. As with the background rate, the efficiency is
calculated in bins of pseudorapidity, transverse momentum, VELO track (section 3.15)

multiplicity and t-station hit multiplicity. The efficiency in a given bin is given by,

Nmat (1, DT, PVELO, 1)
Ntrue (7, DT, PVELO, Tt )

€(n, T, NVELO, ) = (5.2)
averaged over all events. Here np,t is the number of tracks matched to prompt par-
ticles in the same n and pr bin as before with the purity and nte is the number of
prompt particles in the n and pt bin. The efficiency as a function of pseudorapidity and

transverse momentum is shown in figure 5.10 averaged over all bins in nygro and ng.
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(A) probability of reconstructing a prompt par- (B) probability of reconstructing a prompt par-
ticle as a track anywhere in n and pp ticle as a track in the same 1 and pt bin

FIGURE 5.10: Prompt particle reconstruction efficiency for particles with 2.0 < n < 4.8
& pr >= 200 MeV & |p| >= 2000 MeV calculated from MC generated data.

By combining the efficiency together with the purity the average ratio of the number
of reconstructed tracks to the number of true prompt particles can be calculated, see
equation 5.3. This correction factor is then applied on an event by event basis to give
the corrected particle density contributions, figure 5.11. A comparison between the
corrected charged particle densities of measured and MC data can be seen in figure 5.12

and a cross-check of the method using MC data is shown in figure 5.13.

TNreco

(n,prynvELO M) =P €' (5.3)

TNtrue
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FI1GURE 5.11: Unfolded track distributions for tracks with 2.0 < n < 4.8 & pr >= 200
MeV & |p| >= 2000 MeV & DOCApeamline < 2 mm & Az/o, < 3 where DOCApcamline
is the minimum distance between the track and the beamline, Az is the distance in z
between the nominal interaction region and the track’s closest position to the beamline
and o, corresponds to the width of the nominal interaction region.
n Distribution P, Distribution
£s°F S ] gleeef, 3
-2 af T i = | :
: -~ - ] 0015 e
k] - - - X ]
: e 3 ool == 3
2r E .
| _ _ 0.005F —= —;
ok . . ] 0 —— =
% 1.4E E g 2 ]
3 12F - — - 5 15F e 3
s f e e E ? . — 3
g 1F E g g tee—e— 3
& ¢ 5 3 K £ 0 7000 2000 pT(Mea‘*/o)oo
(a) n (B) pr

FIGURE 5.12: Comparison between measured data (black) and MC generated data

(blue) of the unfolded track distributions for tracks with 2.0 < n < 4.8 & pp >= 200

MeV & |p| >= 2000 MeV & DOCApeamline < 2 mm & Az/o, < 3 where DOCApcamline

is the minimum distance between the track and the beamline, Az is the distance in z

between the nominal interaction region and the track’s closest position to the beamline

and o, corresponds to the width of the nominal interaction region. The lower plot
shows the ratio between measured data and MC generated data.

5.5.3 Pile-up correction

The Pile-Up is the number of proton interactions corresponding to a bunch crossing
instance. A bunch crossing consisting of multiple proton interactions will associate
all interactions to the same event. In order to calculate the charged particle density

associated to a single proton-proton interaction a correction is applied to remove the
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F1GURE 5.13: Comparison of the unfolded track distributions to the MC particle dis-
tributions for particles with 2.0 < 1 < 4.8 & pr >= 200 MeV & |p| >= 2000 MeV. The
correction is applied using tracks with 2.0 < n < 4.8 & pr >= 200 MeV & |p| >= 2000
MeV & DOCAypeamline < 2 mm & Az/o, < 3 where DOCAypeamline is the minimum dis-
tance between the track and the beamline, Az is the distance in z between the nominal
interaction region and the track’s closest position to the beamline and o, corresponds
to the width of the nominal interaction region. The ratio of the corrected distribution
and MC particle distribution are shown in the bottom of the figure. The same MC
generated data set is used for both the unfolded track distribution and MC particle
distribution.

effects of pile-up. The amount of pile expected in a data sample is related to the

number visible proton-proton interactions (n) per bunch crossing, this follows a Poisson

distribution given by equation 5.4.

pre t
P(n;p) =~ (5.4)

where p is the expected number of visible proton-proton interactions per bunch crossing.
The value of i for a dataset can be calculated by plotting the distribution of the time

passed between consecutive events (g(At)) and fitting it to equation 5.5,

g(At) = e~wkIAL (5.5)

where k is the number of colliding bunches (1 for magnet down data and 2 for magnet
up data) and f is the LHC revolution frequency (11.246 kHz for data collected in 2010).
Fitting the distribution (see figure 5.14) gives a u is of 0.0261 for magnet down data and

0.0066 for magnet up data in 2010.
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FIGURE 5.14: Distribution of the time between events with at least one track recon-
structed

Introducing a trigger condition that accepts only events with visible interactions gives a
probability distribution of observing n interactions (1 < n < oo) with an expected num-

ber of interactions p; described by a renormalised zero suppressed Poisson distribution.

P(n; p)

—_— for 1 <n< 5.6
=P s >0

Py(n; p1) =

The expectation value p; that describes the expected number of visible interactions in

triggered events, i.e. pile-up is given by,

> n-P(n; oan-P(n;
= Zn_l ( lu’) — Zk_(] 7( /’L) _ M — (57)
1— P(0; ) 1—e# 1—e#

For small values of p the pile-up can be expressed as the following expansion,

L
R ~1+ = 5.8
ST A=+ i2/2) 2 (58)

=

To correct the particle density distributions the number of events are renormalised to

include events including two proton-proton interactions, this is given by,

Nggtal = 11+ Ney = Noy(1 + %) (5.9)
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This corresponds to a decrease in the charged particle density of 1.3% for magnet down

data and 0.33% for magnet up data.

5.5.4 Uncertainties and Results
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FIGURE 5.15: Uncertainty of the corrected charged particle density in measured data
due to statistical errors in the purity and efficiency for tracks with 2.0 < n < 4.8 &
pr >= 200 MeV & |p| >= 2000 MeV & DOCApcamiine < 2 mm & Az/o, < 3 where
DOCApcamiine is the minimum distance between the track and the beamline, Az is the
distance in z between the nominal interaction region and the track’s closest position to
the beamline and o, corresponds to the width of the nominal interaction region.

Since the purity and efficiency distributions are calculated from MC generated data,
there is an associated uncertainty due to the statistical error in their distributions.
This uncertainty is estimated by applying the correction procedure with the values of
the purity and efficiency varied by their standard deviation. The resulting corrected

distributions are shown in figure 5.15 for measured data and figure 5.16 for MC data.
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FIGURE 5.16: Uncertainty of the corrected charged particle density in MC data due to

statistical errors in the purity and efficiency for tracks with 2.0 < n < 4.8 & pt >= 200

MeV & ‘p| >= 2000 MeV & DOCAypcamline < 2 mm & AZ/UZ < 3 where DOCApcamline

is the minimum distance between the track and the beamline, Az is the distance in z

between the nominal interaction region and the track’s closest position to the beamline
and o, corresponds to the width of the nominal interaction region.

The uncertainty in the background correction of the charged particle density is domi-

nated by the ghost correction, this can been seen in figure 5.7. The systematic error

on the ghost estimation is estimated by comparing the ghost rates calculated in section

5.5.1 to a data driven method of ghost estimation.

From MC data it can be seen that the dominant source of ghost tracks is from mis-

matching VELO track segments (see section 3.6.3) to hits or track segments in the

T-stations - these hits may be due to other particles or detector noise. The data driven

method of estimates these effects using the VELO flip method; this involves taking a

reconstructed VELO track segment and flipping its direction in x and y. The flipped
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VELO track segment is then used as a seed in the forward track matching reconstruction
algorithm that attempts to match the segment to hits or other track segments in the
T-stations. Forward tracks reconstructed using the flipped VELO segment as its seed

are then classified as ghost tracks.

In order for the track to be reconstructed it must meet several criteria such as a quality
of fit (x?) cut. In addition to this the track must be a better candidate than other
combinations of the VELO track segment seed and T-station hits or track segments. In
order to make an accurate estimation of the ghost rate the track candidates from the
flipped VELO track segment are compared to the candidates from the original VELO

track segment, if the best track candidate is from the flipped VELO track segment then

it is kept.
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FI1GURE 5.17: Ghost rates as a function of T-station hit multiplicity calculated using

the data driven VELO flip method. The data points in red correspond to the ghost rate

in MC data and the blue data points correspond to measured data. A good agreement
is present between MC and measured data.

Due to the nature of the matching algorithm, events with higher activity (expressed by
the number of hits in the T-stations) in the detector are expected to have higher ghost
rates. The ghost rate is plotted as a function of the T-station multiplicity (figure 5.17).
The ghost rate is determined by the ratio of ghost classified tracks to the number of
VELO track segments in an event, to translate this to the context of long tracks used
in this analysis the ghost rate in long tracks is related to the ghost rate in VELO tracks

scaled by the ratio of VELO tracks to long tracks.
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Riong = RvELO * FVELO (5.10)
Nlong

where Rjone is the ghost rate in long tracks, Rygro is the ghost rate in VELO tracks,
nyveLo is the number of velo tracks and njong is the number of long tracks in the event.
The overall ghost rate is then calculated from the average of the ghost rate in all events.
The comparison between ghost rate estimation using the VELO flip method is shown
in figure 5.17; there is good agreement between measured and MC data. A conservative
estimate of 2% for the systematic error was made for this analysis, as is the case for

similar analyses such as [55].

The final results for the charged particle density are shown in figure 5.18 with the sys-
tematics errors shown by the blue shaded boxes. A comparison between the unfolded
distribution and charged particle distributions in MC generated events are shown for
several event generators in figure 5.19. The results show that the charge density in both
n and pr is significantly lower in the PYTHIA 6 and PYTHIA 8 data than seen in the
measured data over the entire n and pr range. This is consistent with the measure-
ments made by the other detectors at the LHC discussed earlier in section 5.1. On the
other hand the charged particle density seen in data generated using the EPOS data
is systematically higher over the 1 and pr range. These values are closer to the values
seen in the measured data (particularly for the charged particle density as a function
of pr) but are still not consistent with the measured data. Overall the charged particle
density shown in the measured data is not adequately modelled by any the Monte Carlo
generators used in this study, but these results will hopefully help to constrain these
models and inspire future models describing proton-proton interactions at the energies

present at the LHC.
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FI1GURE 5.18: Corrected charged particle densities, systematic errors are shown by the
shaded blue areas for particles with 2.0 < 7 < 4.8 & pr >= 200 MeV & [p| >= 2000
MeV corrected using tracks with 2.0 < n < 4.8 & pr >= 200 MeV & |p| >= 2000 MeV
& DOCAypeamline < 2 mm & Az/o, < 3 where DOCAypeamline is the minimum distance
between the track and the beamline, Az is the distance in z between the nominal
interaction region and the track’s closest position to the beamline and o, corresponds
to the width of the nominal interaction region.
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F1cURE 5.19: Comparison of corrected charged particle densities between measured
data and several MC generators for particles with 2.0 < n < 4.8 & pp >= 200 MeV &
|p| >= 2000 MeV. The corrected distribution was corrected using tracks with 2.0 < n <
4.8 & pr >= 200 MeV & |p| >= 2000 MeV & DOCApcamline < 2 mm & Az/o, < 3
where DOCApeamline 18 the minimum distance between the track and the beamline,
Az is the distance in z between the nominal interaction region and the track’s closest
position to the beamline and o, corresponds to the width of the nominal interaction
region.
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FI1GURE 5.20: Reconstructed track multiplicity of measured data for tracks with 2.0 <
n < 4.8 & pr > 200 MeV & |p| > 2000 MeV & DOCApcamline < 2 mm & Az/o, < 3
where DOCApLeamline 18 the minimum distance between the track and the beamline,
Az is the distance in z between the nominal interaction region and the track’s closest
position to the beamline and o, corresponds to the width of the nominal interaction
region. Only events with at least one of track matching this criteria were accepted.

5.6 Charged Particle Event Multiplicity

The event multiplicity distribution describes the number of tracks or charged particles
produced per proton-proton interaction. The process of particle production in high
energy collisions is very sensitive to phenomenological models used by MC event genera-
tors. As with the case of the charged particle densities, a series of corrections are applied
to the measured track distributions to correct for detector effects such as background
contributions, reconstruction efficiencies and pile-up. The charged particle densities the
distributions were plotted as a function of the continuous quantities, pseudorapidity and
transverse momentum. The event multiplicity distribution is plotted as a function of the
discrete quantity, N, the number of charged particles or tracks in the event. In order
to correct the distribution, different methods of applying the corrections are employed,

these are discussed in the following sections.

The uncorrected track multiplicities are shown in figure 5.20. A comparison between

measured and MC data is shown in figure 5.21; these data shows a systematic increase
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FIGURE 5.21: Comparison of reconstructed track multiplicities in

measured (black)

and MC simulated (blue) data for tracks with pr > 200 MeV & [p| > 2000 MeV &
DOCApeamline < 2 mm & Az/o, < 3 where DOCApeamline 18 the minimum distance
between the track and the beamline, Az is the distance in z between the nominal
interaction region and the track’s closest position to the beamline and o, corresponds

to the width of the nominal interaction region. Only events with at
matching this criteria were accepted.

least one of track

in the track multiplicity in measured data, this is partly due to pile-up (which is not

included in the MC simulated data) and the physics of the MC generator. Lastly a

comparison between the uncorrected track multiplicity and the true

in MC data is shown in figure 5.22; this shows that the detector

particle multiplicity

response varies sig-

nificantly over the pseudorapidity range of the experiment with efficiency effects being

more predominant at the boundaries, 2.0 <7 < 2.5 and 4.0 < n < 4.5, and background

effects being more predominant in the middle region 3.0 <7 < 4.0.

5.6.1 Background Correction

For the charged particle multiplicity distributions the background is modelled by a

Poisson distribution,

Aee—A
k!
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FIGURE 5.22: Comparison between reconstructed track multiplicities and generator
charged particle multiplicities in MC simulated data for tracks with pr > 200 MeV
& |p| = 2000 MeV & DOCApeamiine < 2 mm & Az/o, < 3 where DOCApeamline 18
the minimum distance between the track and the beamline, Az is the distance in z
between the nominal interaction region and the track’s closest position to the beamline
and o, corresponds to the width of the nominal interaction region. Only events with at
least one of track matching this criteria were accepted. The generator particle selection
selects charged stable particles in the same kinematic region as for the track selection
and with a prompt lifetime cut on its ancestors. Only events with at least one of track
matching this criteria were accepted.

where k corresponds to the number of background tracks in an event and A corresponds
to the expected number of background tracks. The expected number of background
tracks is calculated by summing the background rates for all tracks in the event. These
background rates for the tracks are calculated from the purity calculated in section 5.5.1

and shown in figure 5.6.

N

A= Z 1-— pi(777pT)nVELO7nt)
1=0

(5.11)

where N is the total number of selected tracks in the event and p is the purity corre-
sponding to the n, pr, nyeLo and n bin associated to the track. To apply the correction
to the event multiplicity all allowed values for the number of background tracks (k) are
considered and weighted by the corresponding probability. An event with N tracks

may then be considered as the sum of events with k£ € {0,1,..., N} background tracks
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weighted by the corresponding probability. Since the Poisson distribution is limited by
the allowed values of k (0 < k < N), the Poisson distribution requires and additional

normalisation factor I~ where I is given by,

N
I=>f(k;A) (5.12)

k=0

The results of the background correction applied to measured data are shown in figure
5.23 and comparisons to the background correction applied to MC data is shown in

figure 5.24.
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F1GURE 5.23: Background corrected track multiplicities in measured data for tracks
with 2.0 < 5 < 4.8 & pr > 200 MeV & |p| > 2000 MeV & DOCApcamline < 2 mm
& Az/o, < 3 where DOCApcamiine 18 the minimum distance between the track and
the beamline, Az is the distance in z between the nominal interaction region and the
track’s closest position to the beamline and o, corresponds to the width of the nominal
interaction region. Only events with at least one of track matching this criteria were

accepted.
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FIGURE 5.24: Comparison of background corrected track multiplicities from measured
(black) and MC (blue) data for tracks with 2.0 < n < 4.8 & pr > 200 MeV & |p| > 2000
MeV & DOCApeamline < 2 mm & Az/o, < 3 where DOCApcamline is the minimum
distance between the track and the beamline, Az is the distance in z between the
nominal interaction region and the track’s closest position to the beamline and o,
corresponds to the width of the nominal interaction region. Only events with at least
one of track matching this criteria were accepted.

5.6.2 Efficiency Correction

5.6.2.1 The Response Matrix

The efficiency correction for the multiplicity distribution is modelled by the response

matrix R. This characterises the effect of the detector response on the charged particle

multiplicity distribution, it is a two dimensional matrix with dimensions of n by m where

each element R;;, corresponds to the probability to reconstruct ¢ tracks given that j

prompt particles are present in the event (constraining the values along the columns so

that their sum is normalised to one). The relationship between the track multiplicity a,

true multiplicity b and response matrix R can be then expressed as a matrix equation,

(5.13)
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FIGURE 5.25: Response matrices for tracks with 2.0 < n < 4.8 & pr > 200 MeV &
Ip| > 2000 MeV & DOCApcamline < 2 mm & Az/o, < 3 where DOCApcamline is the
minimum distance between the track and the beamline, Az is the distance in z between
the nominal interaction region and the track’s closest position to the beamline and o,
corresponds to the width of the nominal interaction region. Only events with at least
one of track matching this criteria were accepted.The generator particle selection selects
charged stable particles in the same kinematic region as for the track selection and with
a prompt lifetime cut on its ancestors.

where a and b are column matrices describing the track and particle multiplicities such
that a; is the number of events with i reconstructed tracks and b; is the number of events

with j corresponding true particles. This can be interpreted as a set of linear equations,

a; = ZRU - b; ie€{0,1,....,n} (5.14)
j=0

The response matrix is determined using truth information from Monte Carlo simulated
events. Each event is first subject to the background correction procedure discussed
in section 5.6.1 so that the response matrix corresponds only to efficiency effects. As
in section 5.6.1 the number of background tracks is varied between its allowed range
(0 £ k < N) and the number of signal tracks, nggna1 = N — k, is then plotted against
the number of prompt particles present in the event, then weighted by the correspond-

ing probability of observing ngignai. Due to insufficient statistics at the high multiplicity
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FIGURE 5.26: Truncated response matrices s with 2.0 < n < 4.8 & pr > 200 MeV
& |p| > 2000 MeV & DOCApeamiine < 2 mm & Az/o, < 3 where DOCApeamline 18
the minimum distance between the track and the beamline, Az is the distance in z
between the nominal interaction region and the track’s closest position to the beamline
and o, corresponds to the width of the nominal interaction region. Only events with at
least one of track matching this criteria were accepted. The generator particle selection
selects charged stable particles in the same kinematic region as for the track selection
and with a prompt lifetime cut on its ancestors. The response matrices are truncated
to exclude particle multiplicity regions where there is low statistics.

regions in the MC data (see figure 5.25 the response matrices are truncated to remove
elements with low statistical significance, the response matrices calculated for the effi-

ciency correction are shown in figure 5.26.

5.6.2.2 True Multiplicity Parameterisation

Starting from equation 5.13 a heuristic approach to calculating the true particle multi-
plicity can be employed. By making a educated guess at the shape of the true distribu-
tion a corresponding expected multiplicity can be calculated by applying the response
matrix. Comparing the observed multiplicity to the expected multiplicity gives a quan-
tifiable measurement of the accuracy of the guess. To achieve this in a more systematic
way, a parameterisation of the true distribution (b') can be made for which a correspond-

ing response (or smearing) functions (a’) exists. By fitting the response function to the
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observed multiplicity the associated parameters can be propagated back in terms of the
parameterisation of the true multiplicity distribution to give a corrected multiplicity
distribution. The response function and corresponding x? minimisation function that

were used are,

a/(p07p17~-7pn) :R'b/(p()?pla‘”upn) (515)
Nmax

XQ(p()vpl? 7pn) = Z \/a(NCh)2 - a/(NCh)2 (516)
Nen

Where pg, p1, ..., pn corresponds to the parameters used to parameterise the response
function and hence true multiplicity, Npax is the maximum number of reconstructed
tracks (Nen), a(Ney) is the number of events with N, tracks and a’(Ny,) is the number

of events with Ng, reconstructed tracks predicted by the response function.

The true multiplicity distribution is parameterised by several parameterisations (listed
below) inspired from similar multiplicity analyses [55]. These parameterisations consist
of several parameters such that the parameterisations are extremely flexible and robust.
This enables the parameterisations to model a range of possible true distributions, min-
imising the bias associated to modelling an unknown distribution. The initial values
of the parameters in each parameterisation are initialised by fitting MC generated data
with each parameterisations, the fits are shown in figure 5.27 and the parameters are
shown in table 5.2.

Fale) = 10-Opotmag? 4 10-9eprtpaag? | o3 (50"’

o f5(x) = ePoHPrT(5 4 1)3 4 ePrtpsag2 | PatpsTy2

o fo(x) = pa2NB(x,po,p1) + psNB(x,p3,ps) + (1 — p2 — ps) NB(x, pe, p7)

° fD(:L') — ePO+P1$xP2 —+ €P3+p4-'ﬂxp5 -+ 6P6+P737x178

where N B is a negative binomial distribution given by,
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FIGURE 5.27: Parameterisation fits to MC data for 2.0 < n < 4.5. The solid black line
corresponds to the total fit and the coloured dotted lines correspond to the components
of the total fit
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TABLE 5.2: True multiplicity parameterisations fit to generated prompt particle dis-
tributions

(A) Parameterisation A

pO
pl
p2
p3
p4
po
pb6
X2/ Ndof

14.2954 +£4.99 x 1073
—0.1984 £1.78 x 1074
17.2719 £ 2.86 x 102
—0.5436 + 3.27 x 1073
0.055263 + 4.12 x 10~*
0.766571 £ 6.12 x 1072
2.54936 + 2.19 x 102
11.87

(¢) Parameterisation C

p0
pl
p2
p3
p4
pd
p6
p7
X2/nd0f

0.168866 =+ 8.17355 x 10~*
2.74981 + 2.73212 x 1072

0.525603 + 4.50851 x 1073
0.452843 + 4.71820 x 1073
3.24562 + 5.88466 x 1072

0.589735 + 8.50050 x 1073

0.0729007 + 2.36719 x 1073
0.329029 + 2.47769 x 102

7.62

(B) Parameterisation B

p0 4.61827 +8.50 x 1073

pl —0.7031 +1.41 x 1073

p2 —1.87528 + 7.51 x 1073

p3 —1.52653 4 1.03 x 1072

p4 —6.32881 +3.73 x 1073

p5 —0.20164 4 1.57 x 1074

X2 /Ndot 26.66
(D) Parameterisation D

p0 —6.76070 + 6.34208 x 1072
pl —0.203303 + 8.89120 x 10~*
p2 2.14251 £ 2.66230 x 1072
p3 —224242 + 3.11861 x 1073
p4 —0.463025 + 3.63005 x 1073
p5 1.15883 4 1.02232 x 102
p6 —0.0251832 £+ 5.60194 x 107!
p7 —4.98538 + 1.77480 x 107!
p8 0.0119719 + 4.03135 x 1072

XQ/ndof

11.71
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The response functions for the background corrected multiplicities in figure 5.23 and

parameterisations in figure 5.27 are shown in figure 5.28 for measured data. The corre-

sponding unfolded multiplicities are shown figure 5.29.

Background Corrected Track Multiplicity
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F1GURE 5.28: The response function fitted for the background corrected track multi-
plicity in 2.0 < n < 4.5 seen in Measured data.
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TABLE 5.3: Response function parameters

(A) Parameterisation A L
(B) Parameterisation B

-3
| v e || s Lo 10
02 16.9471 4 278998 x 10-2 pl —0.530718 £ 1.67559 x 1073
p3 | —0.411813 £2.69004 x 103 P2 | —217499 4520221 x 107
p4 0.0537215 + 3.62658 x 10~4 p3 —1.04831 & 4.87827 > 10~
D5 | 81841 4 235143 x 10-2 p4 —6.52691 + 2.78654 x 10—35
p6 2.59423 £ 2.61233 x 102 2p5 —0.186539 25'35762 x 10
X2/nd0f 12.12 X /ndof .

() Parameterisation C (D) Parameterisation D

pO 0.151154 + 6.18266 x 10~* PV —6.76495 + 8.60131 x 1Oi34
bl 9 06655 - 468535 x 10—2 pl —0.203354 + 2.04042 x 103
p2 0.954913 + 5.60568 x 1072 p2 2.14422 % 3.62350 x 10~ 3
p3 | 0.330164 £ 1.38889 x 10~3 p3 | 224152 2238312 > 107
pd 103727 L 9.86289 x 103 p4 —0.462582 £ 1.17706 x 10~
p5 | 1.00000 % 6.96524 x 1073 p5 1.15708  4.45158 x 10
p6 0.184204 + 4.62492 x 1073 PO 0.848250 £ 2.15620 x 10_11
D7 115272 + 1.16887 x 10-2 p7 —5.87161 £ 2.15620 x 10—
oy ‘ 3 79 p8 —15.0291 + 1.75136 x 103
X/ Thdof ‘ X2 /Mot 51.39
] Parameterisation A Parameterisation B
=N '
107
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FiGURE 5.29: Unfolded Multiplicity for 2.0 < n < 4.5 for measured data. The er-
rors due to fit are represented by the blue shaded areas and the components of the
parameterisation are shown by the dotted lines.
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FicUure 5.30: Unfolded multiplicity for 2.0 < n < 4.5 of tracks reconstructed in

MC data. The charged particle distribution in the MC generated data are shown in

the black data points. The unfolded multiplicity is consistent with the parameterised

generator multiplicities shown in figure 5.27. The distributions are unfolded using
several parameterisations shown above.

The unfolding procedure has been applied to reconstructed MC data as a cross check to
test the validity of the method. The unfolded multiplicities are shown in figure 5.30, the
unfolded multiplicities are consistent with the generated multiplicities shown in figure

=4

5.27.

5.6.3 Pile-Up

Pile up describes interactions in which more there is more than one proton-proton in-
teraction for a given beam crossing. Since the MC generated data does not include

detector effects such as pile up, in order to compare the compare the data from MC
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models to observed data the underlying multiplicity due to single proton-proton colli-
sions is extracted using the method described here. In section 5.5.3 a method to correct
the effect on pile-up on the number of proton-proton interactions was demonstrated. In
the case of the multiplicity distribution the effect the pile-up has on the shape of the
multiplicity distribution must also be calculated. Since the average number of proton-
proton interactions (u) is small as shown in section 5.5.3 the pile-up contribution to the
charged particle event multiplicity may be approximated as consisting of the distribu-
tion from events with a single proton-proton collision and the convolution of two single

proton-proton collisions (equation 5.18),

Nsingle(n) + %Nsingle(n) * Nsingle(n)

Nobserved(n) ~ A (518)
with,
n
Nsingle(n) * Nsingle(n) = Z Nsingle(k') . Nsingle(n - k) (519)
k=0
A is a normalisation constant given by,
Mmax L
A= Z Nsingle(n) + §Nsingle(n) * Nsingle(n) (520)
n=0

Nobserved (k) is the number of events with n charged particles consisting of contributions
of events with one or two proton-proton interactions; Ngingle(k) is the number of events
with n charged particles from single proton-proton interactions, k£ is the number of
charged particles from a secondary proton-proton interaction in an event with n charged
particles and Ngingle(k) * Ngingle(n — k) is the convolution of two single proton-proton
interactions producing n charged particles. The normalisation constant A may also be

expressed as (see equation 5.8),

BN
I
—_
_I_
=

(5.21)
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and the convolution of two single proton-proton tion distribution calculated using the iterative
interactions (blue). method described.

FiGureE 5.31: Pile-up contributions to the charged particle event multiplicity for
2.0 < np < 4.5. Figure A) shows the components making up the observed distribu-
tion (black), the single proton-proton interaction (red) and the combination of two
single proton-proton interactions (blue). It can be seen that the observed distribution
is predominantly due to single proton-proton interactions. Figure B) shows the ratios of
the observed multiplicity to the multiplicity due to single proton-proton collisions, the
data points shown in different colours correspond to the different stages in the iterative
process with convergence being shown in the latter iterations. The effect due to the
contributions from pile up are most prominent in the high multiplicity region.

since Niingle(n) and Niingle (1) * Ngingle () are normalised functions of n. Solving equation

5.18 for Ningle gives,

Nsingle(n) = (1 + g)Nobserved(n) - gNsingle(n) * Nsingle(n) (522)

The form of this equation suggests an iterative procedure may be used in order to

approximate Ngngle, using this approach gives,

slgngle(n) =1+ g)Nobserved(n) - %Nsingle(n)/ * Nsingle(n)l (523)

1

Single(n) is the next iteration of

where Ns’ingle(n) is an approximation of Ngingle(n) and

the approximation of Ngingle(n). Starting with Nopserved(n) as the initial seed for the

process gives the results shown in figure 5.31b.
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5.6.4 TUncertainties and Results

Systematic Uncertainties

The systematic uncertainties affecting the unfolded particle event multiplicities are dis-
cussed in this section. The uncertainty associated to the uncertainty of the statistical
error in the response matrix due to the limited MC simulated events is estimated by pro-
ducing several additional response matrices with values randomised around the central
value. For each element a random number is generated using a Gaussian distribution
that has a mean of the central value of the original response matrix calculated in section
5.6.2.1 and a width equal to the statistical uncertainty of the element (an additional
renormalisation is required in order to preserve the normalisation of the response ma-
trix). The unfolding procedure is carried out using the randomised response matrices
and an average difference between the central value and the value from the randomised
response matrix is calculated. Figure 5.32a shows an example of the randomisation
procedure and figure 5.32b shows the systematic error as a function of the number of

charged particles in the event.
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FIGURE 5.32: Response matrix systematic errors. Figure A) shows the difference
between the unfolded multiplicities using the default response matrix and response
matrices which have had their elements randomly varied within their statistical errors.
The results for the different response matrices have been scaled so that they do not
overlay one another. Figure B) shows the mean fractional difference between the results
from the default response matrix and the response matrices that have been varied within
their statistical errors, the overall difference is very small (< 1%); the statistical error
on the response matrix has no significant effect on the unfolded multiplicity.
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In addition to this a systematic uncertainty is due to the parameterisation model used
is also present. To estimate this one of the parameterisation models is nominated as the
reference parameterisation and the difference between it and the unfolded distributions
from the other parameterisations is used to assign an error, figure 5.33a shows the
comparison between the unfolded distributions due to the different parameterisations

and figure 5.33b shows the systematic error as a function of the number of charged

particles.
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FIGURE 5.33: Parameterisation systematic errors. Figure A) shows the difference

between the unfolded multiplicities for each parameterisation model. Figure B) shows

the mean fractional difference between the parameterisation A and parameterisations
B - C, the overall difference is significant in the low and high multiplicity regions.

The uncertainty in the background correction discussed in section 5.5.4 is also present in
the measurement of the charged particle event multiplicity, similarly a systematic error

of 2% is applied to the final results.

MC Generator Comparison

The unfolded multiplicity distribution together with systematic errors is compared with
the multiplicity distributions from the Pythia 6, Pythia8 and EPOS event generators in
figure 5.34, the average multiplicity for the respective distributions are shown in table
5.4. The Pythia and EPOS generators show a systematic decrease and increase in higher

multiplicity events respectively (in agreement with the charged particle densities).
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TABLE 5.4: Comparison of the mean charged particle multiplicity between the unfolded
multiplicity and MC simulated data

‘ MC Generator | Mean Multiplicity (Nep) ‘

Unfolded 10.272
Pythia6 8.8364
Pythia8 8.1147

EPOS 11.034

MC Comparison

—~ 11— : M —
DZT1 0 — Unfolded
— Pythia 6
1072 — Pythia 8
EPQOS

107°
107
107
10°°
1077

FI1GURE 5.34: The unfolded event multiplicity distribution compared with the Pythia6,

Pythia8 and EPOS event generators for particles with 2.0 < n < 4.5 & pp > 200 MeV

& |p| > 2000 MeV. The unfolded distribution is shown in black with the systematics
shown in the red shaded boxes.

5.7 Matrix Inversion Unfolding Method

A matrix inversion unfolding method was explored as an alternative to the parameterisa-
tion unfolding method. This involved inverting the response matrix to give an unfolding

matrix.

U=R"1 (5.24)
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where U is the unfolding matrix and R is the response matrix. The multiplicity matrix

equation is given by,

a=R-b (5.25)

where a is the column matrix corresponding the the reconstructed track multiplicity
such that element n of the matrix corresponds to the number of events where n tracks
are observed, R is the response matrix, a two dimensional matrix where element nm
corresponds to the probability to reconstruct n tracks given m particles in the event
and b is the column matrix where element m corresponds to the number of events with
m particles present. In terms of their elements the multiplicity matrix equation can be

written as,

M M
an =Y Rumbm = Y_ P(n|m) by, (5.26)
m=0 m=0

where P(n|m) is the probability to reconstruct n tracks given m particles in the event.
Using the unfolding matrix an expression for the unfolded particle multiplicity distribu-

tion, b, can be expressed as,

U-a=1b (5.27)

Due to the size of the matrix (~ 100 x 100) and since the response matrix is not
constrained to square matrices the method of singular value decomposition (SVD) was
used to calculate the inverse of the response matrix. This method decomposes an n x m

matrix into three component matrices,

R=u-W-oT (5.28)

where u and v are orthogonal matrices and W is a diagonal matrix with non-zero ele-

ments on the diagonal.
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w-ul =1 vl =1
Wom #0  n=m, Wpm =0 n#m
The inverse matrix of R is then given by,
Rl=(u-w- o)y t=9p - wt.of (5.29)

and therefore the matrix multiplicity equation can be expressed as,

v- Wl a=b (5.30)

Inverting the response matrix using the method described above results in an unfolding
matrix with large errors across the range of multiplicities, this is due effects from the
statistical uncertainty, especially at the higher multiplicities where the errors relative to

the value are large,

by inverting the matrix, the errors at the higher multiplicities are propagated to the
entire multiplicity range of the unfolding matrix. This has two noticeable effects when
unfolding the reconstructed track multiplicity. Firstly the errors across the multiplic-
ity range are very large due the amplification of statistical insignificant measurements

(noise) and secondly, oscillatory behaviour in the multiplicity is introduced.

This oscillatory behaviour can be attributed to the orthogonal matrices v and v since the
unfolding method becomes in effect the summation of the orthogonal rows and columns
in these matrices weighted by the diagonal elements of the diagonal matrix W~1. In

order to reduce these effects it is necessary to reduce the contributions from the noise.
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This was attempted by using a regularisation scheme which introduces a cut off that
restricts the higher order contributions from the diagonal W~! matrix. This method

shows some promise and is currently in development.



Chapter 6

Conclusion

Outlined in this thesis are the key physics underlying particle production phenomena
as well as prospective areas of interest in this field of physics. The LHCb detector is
highly suited to this are of research due especially to its exceptional tracking as well as

its overall performance in all areas.

A method in which the effective position of Hybrid Photo-Detectors (HPDs) in Cherenkov
imaging detectors may be aligned by software was presented. This has shown to have
a significant increase in the ability of the detector to distinguish particle species, aiding
in many of the key measurements made at the LHCb detector. The particle identi-
fication power of the LHCb detector also gives a unique opportunity of studying the
charged particle production of individual particle species further constraining current

event generator models.

Comparisons between the unfolded charged particle distributions and Monte Carlo event
generated distributions show significant differences between measured data and MC
simulators (as well as between the different event generators). The measurements in this
thesis will hopefully go on to help constrain these generators, increasing their predictive
powers well as providing insight into the phenomena of particle production in the soft
QCD regime. Understanding these phenomena is particularly important for physics

at the LHC since multiplicity sensitive phenomena such additional hard or semi-hard

107
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scatters are predicted to be more prevalent at the collision energies present at the LHC
[56].

With the increasing collision energies at luminosity at the LHC, the future at the LHC

promises to be an exciting and challenging environment in which great advances will be

made.



Appendix A

MC Generator Parameters

A.1 PYTHIA Event Generator Parameters

TABLE A.1l: The non default parameters used in the generation of MC events using
versions 6.418 and 8.135 of the PYTHIA program.

Parameter | Value
ckin(41) 3.0
mstp(2) 2
mstp(33) 3
mstp(128) 2
mstp(81) 21
mstp(82) 3
mstp(52) 2
mstp(51) 10042 (i.e. CTEQ6 Leading order fit, with ag PDF from LHAPDF)
mstp(142) 2
parp(67) 1.0
parp(82) 4.28
parp(89) 14000
parp(90) 0.238
parp(85) 0.33
parp(86) 0.66
parp(91) 1.0
parp(149) 0.02
parp(150) 0.085
parj(11) 0.5
parj(12) 0.4
parj(13) 0.79
parj(14) 0.0
parj(15) 0.018
parj(16) 0.054
parj(17) 0.131
mstj(26) 0
parj(33) 0.4
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