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Abstract 

Recent development in the study of lattice field theories with computer simulations is surveyed. The status 
of lattice Q C D calculation of the hadron mass spectrum, various weak matrix elements and the nature of 
the finite-temperature phase transition to the quark-gluon plasma phase is discussed. Recent studies on the 
Higgs boson mass and scalar-fermion systems are reviewed. Projects for building dedicated computers are 
briefly touched upon. 

1. Introduction 

Lattice field theory is a fairly recent terminol­

ogy for studies of quantum field theories defined on 

a discrete space-time lattice. The cornerstone of 

this field is the formulation of quantum chromody-

namics on a lattice by K. Wilson in 1974.[1] His 

formulation elucidated how gauge fields at strong 

coupling naturally lead to quark confinement. It 

also provided a theoretical framework for calculat­

ing the properties of hadrons starting from the ba­

sic Q C D lagrangian of quarks and gluons. The ap­

plication of computer simulation methods marked 

another major step in the development of lattice 

field theories.[2,3] This method yielded evidence[3] 

for the first time that the lattice cutoff could be 

successfully removed to define continuum QCD with 

the confining property. The first computer calcula­

tions of the hadron mass spectrum that immediately 

followed[4,5] demonstrated the practical feasibility 

of extracting the continuum predictions from lattice 

QCD through numerical simulations. 

Spurred by these initial successes and helped in 
an essential way by the remarkable development of 
computer technologies, an enormous amount of the­
oretical and numerical work has since been made. 
This has brought substantial progress and consid­
erable widening of the scope of lattice field theories. 
The mass spectrum of hadrons and the nature of the 
finite-temperature QCD phase transition[6,7] have 
been subjected to an increasingly detailed scrutiny. 
In addition there have been serious attempts to ex­

tract a wider variety of strong interaction observ­
ables from lattice QCD, notably a number of phe-
nomenologically important weak matrix elements 
of hadrons.[8,9,10] Lattice studies have also been 
extended to gauge theories including scalar fields 
which are of relevance to the electro-weak sector 
of the standard model and possibly beyond. A 
key observation here is that the triviality of self-
couplings of scalar fields {i.e., the renormalized cou­
plings vanish as the ultraviolet cutoff tends to in­
finity) should lead to an upper bound on the Higgs 
boson mass within the standard model.[11,12] The 
triviality of 0(n)-symmetric scalar field theories has 
been established a few years ago[13], and the nu­
merical value of the bound within the approxima­
tion of ignoring the gauge fields and fermions has 
been derived. [13,14,15] More recently effort is con­
centrated on scalar-fermion systems, in particular on 
the problem of incorporating chiral fermions into a 
lattice framework. In another direction lattice stud­
ies of QED and other non-asymptotically-free field 
theories have been started. [16] There are also some 
lattice simulations of the baryon number violation 
in the standard model.[17] Finally we should note 
that the lattice formulation coupled with numerical 
simulations is not limited to standard field theories. 
Indeed it has been applied to random surfaces[18] in 
the hope of acquiring better understanding of quan­
tum gravity and strings. 

In this review we attempt to survey the devel­
opment in lattice field theories and computer simu­
lations since the time of the last High Energy Con-
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ference at Munich. Before going into the survey let 

us briefly recall the essential features of the lattice 

approach. 

The basic quantity in quantum field theory is the 

Green's function or the vacuum expectation value of 

products 0((j)) of field operators <j>{x). For a given 

action this quantity can be represented by the 

Feynman path integral, 

where time is rotated into the imaginary axis and Z 
is the normalization factor so that < 1 > = 1. The in­
tegration over the field <f>(x) at each space-time point 
x gives rise to ultraviolet divergences which have to 
be regularized. In the lattice theory this is done by 
replacing the space-time continuum by a discrete set 
of points forming a regular lattice and placing fields 
only on the lattice. Indeed if a is the lattice spacing 
between a pair of nearest-neighbour lattice points, 
the momentum cannot exceed the value 7r /a. If one 
further restricts the lattice to be of a finite extent, 
the lattice path integral (1) becomes a well-defined 
finite-dimensional integral which allows numerical as 
well as analytical treatments. 

Methods for extraction of physical quantities in 
lattice theories parallel those in the continuum. For 
example the mass (in units of 1/a) of a particle 
created by a field 0, be it elementary or composite, 
can be determined from the exponential decay of the 
two-point function for a large time separation, 

where is a wave-function renormalization factor. 
Similarly the three-point function can be used to find 
the matrix element of an operator O between the 
particle states \(f)1 > and \<f>2 > of a mass mi and 

or if the dynamics is not analytic around zero cou­

pling. The computer simulation provides a method 

for a direct numerical estimation of (1) which may 

be applied irrespective of the magnitude of coupling 

constants. In this method an ensemble of configu­

ration of fields is stochastically generated with the 

distribution proportional to exp(—S(<!>)) so that the 

average over the ensemble gives the vacuum expec­

tation value; 

The existence of fermions in nature present 

a technical complication in numerical simulations. 

Fermions are represented by anti-commuting Grass-

mann numbers in the path integral, which can not be 

directly manipulated by electronic computers. This 

problem has been overcome by the invention of the 

algorithms[19] in which the Grassmann integration 

problem is replaced by that of inverting the lattice 

Dirac operator. As a result simulations including 

fermions have become quite common recently. How-

ever, because the lattice Dirac operator is a large ma­

trix with its dimension often exceeding 10 6 , fermion 

simulations are much more computer-time consum­

ing compared to purely bosonic ones by a factor of 

0 ( 1 O 3 ) and more. 

There are certain conditions that have to be met 

in a meaningful simulation. Clearly the number of 

configurations has to be sufficiently large so that the 

statistical error can be controlled. Furthermore the 

lattice spacing a and the linear extent of the lattice 

La should satisfv the ineaualitv 
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with m the typical energy scale of the system be­

ing simulated. The right-hand side represents the 

condition that the ultraviolet cutoff be large com­

pared to the physical mass scale. In more geometric 

terms this means that the lattice mesh should be fine 

enough to well approximate the continuum space-

time when viewed in units of the physical length 

scale 1/m. The left-hand side states that the lat­

tice size has to be larger than this length scale, vi­

olation of which will clearly introduce distortions in 

the dynamics of the system. 

These conditions place a severe demand on the 

computing power needed for lattice field theory sim­

ulations. In a hadron mass calculation, for example, 

Evaluating the path integral (1) is generally a 
formidable task. If coupling constants are small one 
can use the well-known weak-coupling perturbative 
expansion which reduces the problem to integrations 
of Gaussian type. However, this method ceases to 
be applicable when coupling constants become large 



it is natural to take m " 1 ~ lfm, the typical hadron 

radius. For a ~ O.lfm one then needs at least L ~ 20 

for the lattice size. This means over 10 7 integration 

variables from the gauge fields alone, and this num­

ber increases 2 4 = 16 fold for a doubly large lat­

tice. Furthermore inclusion of fermions results in a 

dramatic increase in the amount of computations. 

It should be no wonder that the progress in lat­

tice simulations depended critically on the increase 

of the available computer power. In fact the de­

mand for more power has quickly outpaced the devel­

opment of commercial supercomputers even though 

it has been recording a ten-fold increase in speed 

every 4-5 years. The trend born from the desire 

to overcome this impasse is the building of special 

purpose computers dedicated to lattice simulations. 

Among a number of projects[20-25], the computers 

built by the Columbia[21] and APE[23] groups have 

already produced physics results which have con­

tributed much to the recent development, and the 

construction is close to completion in several other 

projects. [22,24,25] 

We now turn to the survey of the recent progress. 

In Sect. 2 we discuss the hadron mass spectrum. 

The weak matrix elements of hadrons and the finite 

temperature Q C D phase transition are discussed in 

Sect. 3 and Sect. 4. The recent refinements in the 

Higgs boson mass bound and the studies of scalar-

fermion and other theories are described in Sect. 5. 

Section 6 contains a summary and an outlook. 

2. Hadron mass spectrum 

The calculation of the mass spectrum of hadrons 

is the basic problem in lattice Q C D . The primary 

purpose is to verify that Q C D with its specific non-

perturbative dynamics at low energies quantitatively 

explains the experimental spectrum. At the same 

time one likes to extract predictions on exotic states 

such as glueballs and multi-quark hadrons. 

Simulations for the spectrum can be divided into 

two categories, quenched and full Q C D , depending 

on the treatment of the quark degrees of freedom. 

In the former only valence quarks are kept, while sea 

quarks are also taken into account in the latter. Em­

pirically the OZI rule and the success of quark mod­

els suggest that the quenched approximation may be 

resonable for flavor non-singlet hadrons. This is an 

assumption, however, whose validity should be either 

confirmed or disproved through dynamical calcula­

tions in lattice Q C D . 

Table 1 illustrates the typical values of lattice pa­
rameters used in the recent spectrum calculations. 
We note that the quark mass mq is not yet real­
istically small, and consequently meson masses are 
mostly restricted to the range m^/rrip > 0.5, i.e., 
above the p —» TTTT threshold. This is due to the 
fact that the inversion of the lattice Dirac operator, 
needed at various stages of simulations, slows down 
as 0(l/mqa) in computer time and that the fluctu­
ation of observables increases simultaneously. 

2.1. Prediction of nucléon mass 

In lattice Q C D simulations the experimental val­
ues of several hadron masses have to be used as 
input to fix the quark masses which are a priori 
not known. For the up and down quark, assuming 
that they are degenerate, their common mass may 
be fixed by demanding that the pion to p meson 
mass ratio takes the experimental value m^jmp = 
140MeV/770MeV=0.18 . The nucléon to p mass ra­
tio is then predicted, which can be compared with 
the value mN/mp = 940MeV/770MeV=1.22 in the 
real world. 

A large number of simulations has been made 

to evaluate this ratio since the first calculation in 

1981.[4,5] In spite of the effort the results remained 

very unsatisfactory even in the quenched approxima­

tion till quite recently. Indeed the quenched values 

published before the end of 1988 were not only high 

compared to the experimental value but also scat­

tered over a wide range m^/mp ~ 1.3—1.5 with large 

errors of up to 10-15%, which made it difficult to rec­

ognize a systematic trend in the data. The full Q C D 

results were even worse giving m^jmp ^ 1.4 — 1.7. 

(See [26,27] for a compilation of data up to this pe­

riod.) 

Three groups[28,29,30] recently reported im­

proved quenched results which have substantially 

clarified the confusing status. The improvement 

comes in part from the use of a larger spatial lattice 

(24 3 compared to 16 3 — 18 3 or smaller previously) 

and generally higher statistics, which reduce statis­

tical errors and allow calculations at smaller quark 

masses. Equally important is the development of the 

technique of extended hadron operators[32,28] and 

wall sources[30] for enhancing the signal of ground 
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Table 1: Recent hadron mass spectrum calculations. KS and W stand for staggered and Wilson quark action, g the coupling constant 

and Nf the number of flavors. The inverse lattice spacing a - 1 is estimated from the p meson mass. The quark mass m9 and ratio 

m*/mp show the smallest value reached. The data of [31,46,47] became available after the Conference. 

state hadrons in hadron propagators. 

In Fig. 1 we show the new data for hadron mass 
ratios. The filled and open symbols signify the use of 
the Wilson or the Kogut-Susskind (staggered) quark 
action, which are the two formulations of lattice 
fermions commonly used. The A P E data for the 
staggered action at /3 = 6.0[31] were reported after 
the Conference. The cross at lower left of the figure 
is the experimental point and the one in the middle 
right represents the limit of infinite quark mass. The 
solid lines indicate the behavior expected from mod­
els: the one on the right is based on a quark model 
mass formula including hyperfine split ting [3 3], and 
the one on the left is the prediction of the first-order 
chiral perturbation theory. [30] 

In order to see the significance of this figure we 
recall that the continuum limit of lattice Q C D is to 
take the lattice spacing a —• 0 and simultaneously to 
let the coupling constant g2 —• 0 (/3 = 6 /# 2 —• o o ) , 
namely the lattice spacing a decreases for a larger 

/?. For the Wilson quark action the data in Fig. 1 
(filled symbols) taken at /? = 5 . 7 - 6 . 0 therefore show 
the trend that the curve of m^jmp becomes lower 
and closer to experiment as the lattice spacing de­
creases. For the staggered action (open symbols) 
there is discrepancy between the results of the two 
groups at j3 = 6,0 [30,31], which should be clarified. 
A decreasing trend of /mp also appears to hold, 
however. 

The trend can be illustrated in a different way. 
In Fig. 1 we plotted the hadron mass ratios for each 
quark mass value at which the simulation was made. 
Alternatively one can extrapolate the hadron mass 
data obtained at several quark masses to the exper­
imental point mw/mp = 0.18, form the ratio m^/mp 

from the extrapolated values, and plot it against the 
inverse lattice spacing estimated from the p meson 
mass through a" 1 = 7 7 0 M e V / m p a . The result is 
given in Fig. 2 where we added previous data [34] 
for a smaller a and the analytic estimates in the 
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Figure 1: Recent results for mjv/m p as a function of (m^/mp) 2 

on a 24 3 spatial lattice in the quenched approximation. Filled 

and open ̂ mJ>ols are for the Wilson and staggered quark ac­

tions. Data are from APE[28,3l], Iwasaki et a/.[29] and Gupta 

et a/.[30]. For the meaning of crosses and curves, see text. 

strong coupling limit g2 = oo.[35,36] Clearly the 

ratio m^/mp is a decreasing function of the lat­

tice spacing, and its value mN/mp ~ 1.3 around 

a - 1 ~ 2GeV is fairly close to the experiment one. 

It is also worth noting that the ratio obtained 

with the two lattice fermion actions, which is quite 

different at g2 — oo, becomes reasonably consistent 

below a" 1 ~ l G e V . This supports the expectation 

that the two actions represent an equivalent way of 

discretizing the action in the continuum. 

2.2. Scaling in the quenched approximation 

We expect that hadron mass ratios become con­

stant toward the continuum limit a —> 0. Figure 2 

suggests that for the ra#/mp ratio in the quenched 

approximation the constant behavior may become 

approximately realized below a ~ O.lfm (this lattice 

spacing corresponds to /? ~ 6.0). 

A more stringent check on the approach to the 

continuum limit is provided by the scaling law pre-

Figure 2: m^Jmp as a function of the inverse lattice spacing 

a - 1 in the quenched approximation, Extrapolation of hadron 

mass data in the quark mass was made using {mra)2=Amqa and 

mHa=Bmqa+C for H= nucléon and p with A,B and C constants. 

The data are from [28-31] except for the analytic estimates 

at 5

3=oo[35,36] and the filled triangle at a - ^ l G e V . ^ ] The 

meaning of symbols is the same as in Fig. 1. The horizontal 

bar at right represents the experimental value. 

dieted by the renormalization group. It states that 
a physical quantity O of a mass dimension i should 
behave as. 

is the lattice A parameter with &o and &i the first 

two coefficients of the /^-function of Q C D . 

In Fig. 3 we plot the p meson mass at the phys­

ical point m^/nip = 0.18 normalized by Ajr, of the 

pure gauge theory as a function of f} = (y/g2 to­

gether with a similar ratio for the 0 + + glueball mass 

( m ( 0 + + ) ) , the string tension (a) for the static q-q 
potential, and the critical temperature of the decon-

fining phase transition (T c ) (see Sect. 4.3) calculated 

in the quenched approximation. [37-43] According to 

(6) these ratios should become constant as /3 —» oo. 
The constant behavior is not yet seen for the p me­

son mass up to /? = 6.0. The behavior of the string 

tension cr and the critical temperature Tc evaluated 

at higher /? suggest that the scaling behavior may 
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set in at /? ~ 6.3 - 6.5. Note also that the rate of 
decrease for smaller j3 is similar among the quanti­
ties. Ratios of physical quantities (e.g., m ( 0 + + ) / > / ? ) 
therefore show a milder variation with j3 than those 
with respect to A^. 

Figure 3: Scaling behavior in the quenched approximation. 

For mp the data are from [28](circle), [29](filled square), [30](tri-

angle) and [37](open square), and for the other quantities, from 

[38](circle), [39](diamond), [40](square), [4l](upward triangle) 

and [42](downward triangle). 

2.3. Full QCD simulations 

We have seen that the recent studies have led to 
a considerable improvement in the quenched hadron 
mass data. They indicate that the quenched mN/rnp 

would be reasonably close to the experimental value. 

It should be emphasized, however, that the two val­
ues need not exactly coincide since sea quarks are 
ignored. The quenched approximation may even 
cease to be meaningful for realistically small quark 
masses where the effect of decay channels such as 
p - » 7T7T —• p and A —> NTT —• A , which do not oc­
cur without sea quarks in hadron propagators, has 
to be taken into account. Full QCD studies includ­
ing sea quarks are therefore indispensable for further 
understanding of the hadron mass spectrum. 

Dynamical fermion simulations needed for such 
studies take vastly more computer time than the 
quenched one as we have mentioned in the Intro­
duction. For this reason the previous full Q C D mass 
spectrum calculations were restricted to the lattice 
size of order 10 4 and the lattice spacing of order 
0.2fm. The lesson we have learned from the recent 
quenched studies tells us that a high value should be 
expected for m^/mp with such a large lattice spac­
ing, which indeed was the case. [26] 

Since late 1988 two groups[44,45] have been run­
ning full QCD simulations on a larger lattice at 
weaker couplings to explore the spectrum closer to 
the continuum and two more groups[46,47] joined 
the effort recently, Another group[48] has been mak­
ing attempts to study the region of small quark 
masses at the cost of a large lattice spacing (see Ta­
ble 1). Some results are already available, and they 
indicate an improved behavior of m^/mp when the 
lattice spacing is reduced to a ~ 0.15 — O.lfm. 

An interesting question in full Q C D is how sea 
quark effects manifest themselves in the hadron mass 
spectrum. On this point the simulations made to 
date have not seen clear deviation from the quenched 
results; the apparent differences observed in masses 
in lattice units turned out to be absorbable into 
a shift of the coupling constant within errors of 
0 ( 1 0 % ) (see, e.g., [34]). This means that in the re­
gion of relatively heavy quark with mw/mp > 0.5 ex­
plored so far (see Table 1), the dominant effect of sea 
quark is a renormalzation of the coupling constant 
depending only weakly on length scale. Physical ef­
fects of sea quarks may not become significant until 
the ratio m%/rnp is reduced well below the p —» 7T7T 

threshold. 

We note that a resolution of the U(l) prob­

lem appears to require just such a reduction. In­

deed a quenched study[49] of the flavor-singlet and 
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Current algebra and ir-N dispersion analyses in­

dicate <7jv ~ 50 — 60MeV, while the use of fla­

vor SU(3) symmetry with the first-order breaking 

leads to cry ~ <r 0/(l - y) with <TQ ~ 25MeV where 

y = 2 < iV|?$|JV > / < iV|«w + > parametrizes 

the unknown contribution of the strange quark in 

the sea. The two estimates for <r^ combined imply 

a large contribution of the strange quark y ~ 0.5. 

( The magnitude of the sigma term has been the sub­

ject of much discussion. See [50] for a recent critical 

analysis and a list of literature.) 

There are two types of contributions to the sigma 

term; one in which the scalar density S = uu + dd 
couples to a valence quark of nucléon and the other 

through a sea quark. The first contribution has been 

estimated within the quenched approximation using 

the nucléon-scalar density-nucleon three-point func­

tion < N(ti)S{G)N(t2) > as well as by the deriva­

tive drntf/drriq. [51,52] The results fall in the range 

15 — 20MeV, and the new quenched data for ra# [28-

31] yield similar values with the derivative method. 

This range of value is reasonably close to the esti­

mate for (To for which the strange sea quark is ig­

nored. It would be quite interesting to attempt a 

direct lattice calculation of the sea quark contribu­

tion to the sigma term and see whether it explains 

the difference between the quenched results and the 

experimental estimate. [53] 

Another interesting quantity is the first moment 

of the polarized proton structure function whose 

value was reported by the EMC collaboration. [54] 
A naive quark-parton model interpretation of the 
EMC result leads to the conclusion that the frac­
tion of proton helicity carried by the strange quark 
is about —20% which nearly cancel the sum of that 
of up and down quarks. [55] It has been argued[56], 
on the other hand, that this conclusion does not nec­
essarily follow if gluon contributions omitted in the 
naive argument are taken into account. 

A lattice estimate of this contribution was re­

cently attempted[57] within the quenched approxi­

mation with the result that it is too small to affect 

the quark-parton analysis. The calculation, however, 

was made with a heavy quark ( mT/mp ~ 0.8 ) on 

a small lattice ( 6 3 x 10 ) . Simulations with smaller 

quark masses on a much larger lattice are needed 

for a realistic estimate. Let us note that a lattice 

evaluation of the quark contribution should also be 

made. This involves a calculation of the matrix el­

ement of the flavor-singlet axial-vector current for a 

polarized nucléon. Again there are sea as well as va­

lence quark contributions, and the main question is 

the magnitude of the former. [53] 

We add two remarks on related matrix elements. 
(1) For the nucléon matrix element of flavor non-
singlet axial-vector currents, the sea quark contribu­
tion is absent. The matrix element has been stud­
ied within the quenched approximation[58], where 
a reasonable agreement with the experimental val­
ues was obtained ( e.g., QA = 1.11(12) as compared 
to 1.259(4) experimentally). (2) In [59], a method 
was proposed for a lattice computation of the neu­
tron electric dipole moment DN induced by the QCD 
vacuum angle 6. This angle may be chirally rotated 
into the quark mass matrix mq —• mqexp(i0%). To 
obtain DN for a small 6 one then has to compute 
the neutron propagator in an external electric field 
with the mqqy$q vertex inserted. There are sea- and 
valence-type diagrams that contribute to the propa­
gator, and [59] suggested to drop the former. This 
is not justified. Indeed it is the sea term which gives 
the physical value of the moment, while the term 
coming from valence quarks vanishes in the contin­
uum limit. [60] 

2.5. Hadron structure 

The internal structure of hadrons may be exam­

ined through form factors and structure functions. 
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non-singlet pseudoscalar meson propagators indi­
cates that the mass splitting between the two mesons 
becomes appreciable only if quark masses are de­
creased to realistically small values. 

Unfortunately decreasing quark masses in full 
QCD simulations is not feasible at present because 
of the problems mentioned in the beginning of this 
section. A detailed study of sea quark effects in the 
mass spectrum has to await substantial improvement 
in computer power and algorithms. 

2.4- Nucléon sigma term and polarized struc­
ture function 

There are several matrix elements in which ef­

fects of sea quarks may be pronounced. One is the 

nucléon sigma term defined by 



The electromagnetic form factors of pion[61,62] and 

nucleon[63] and a few moments of their structure 

functions[62,63] have been studied some time ago. 

These calculations were reviewed in [64], and here 

we only add that effort for improvement has been 

continuing for nucléon form factors. [65] 

2.6. Exotic states 

The glueball spectrum in the pure gauge theory 

has been extensively studied through numerical sim­

ulations both for SU(2) and £{7(3) gauge groups. 

For small spatial volumes the spectrum can also be 

calculated analytically in an expansion in z = mL 

with m the mass of the lowest gluball state and L 

the linear spatial size.[66,67,68] The results explain 

the data quite well up to z ~ 5 — 6, especially if 

lattice effects are taken into account.[69] 

The simulation data were compiled already two 

years ago[70], and there has not been much progress 

since then. The lowest glueball state in the pure 

SU(3) theory has Jpc = 0 + + and the next low­

est state is 2 + + . States with unnatural Jpc such 

as 0 and 1 " + are either heavy or have not been 

seen.[39] The estimate for the masses made in the 

compilation[70] is 

3. W e a k matrix elements of hadrons 

Studies of weak matrix elements represent an 

ambitious program. Weak interaction processes in­

volving hadrons receive strong interaction correc­

tions. These are often estimated by various phe-

nomenological models. Ambiguities inherent in such 

calculations have been one of the obstacles in re­

solving important issues in weak interactions such 

as the AI = 1/2 rule, the value of the Cabibbo-

Kobayashi-Maskawa mixing matrix and the origin 

of CP violations. Lattice Q C D simulations attempt 

to make first principle calculations of hadronic ma­

trix elements that appear in the analyses of these 

questions. 

The initial work toward this goal was made in 

1984.(8,9,10] It was soon realized that achieving this 

goal requires development of a theoretical framework 

to deal with the complicated renormalization and 

mixing of operators on a lattice. Substantial increase 

of computer power was also needed in order to use 

a large lattice with high statistics for reliable pre­

dictions . A large part of the theoretical framework 

has since been developed (see [74] for a detailed re­

view) and the last two years saw the start of large 

scale quenched simulations using the framework and 

aiming at quantitative predictions of several matrix 

elements. The results and the problems that remain 

to be clarified will be discussed below. 

Up to now almost all numerical simulations have 

been made within the quenched approximation using 

a lattice of a typical size 24 3 x 40 and a lattice spacing 

a ~ O.lfm. The methods, however, apply unmodi­

fied to full Q C D once gauge configurations are gen­

erated with sea quarks taken into account. There are 

four types of matrix elements studied, mainly for x, 

K or D mesons: the decay constant < 0| J^\M > , the 

semi-leptonic form factor < M'\ J^\M > , the mixing 

amplitude < M\Hw\M > and the two meson decay 

amplitude < MiM2\Hw\M >. 

Phenomenologically it is quite important to ex­

tend computations to B mesons. A number of recent 

work [75-78] addressed this problem using the tech­

nique of effective action for heavy quarks proposed 

in [79]. 

3.Î. Pseudoscalar meson decay constant 

In Fig. 4 we plot the data[80-83,75-78] for the de­

cay constant of a pseudoscalar meson made of a light 
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with <r the string tension for the static quark-

antiquark potential (see Fig. 3 for the scaling behav­

ior of these quantities). If y/â = 420MeV is used, 

one finds m ( 0 + + ) = 1370(90)MeV and m ( 2 + + ) = 

2100(180)MeV. 

It should be kept in mind that the results ob­

tained in the pure gauge theory do not take into ac­

count the mixing of glueballs with qq mesons. Study­

ing this question requires full Q C D simulations. An 

attempt was made recently. [71] 

Another type of exotic states is multi-quark 

hadrons. A well-known example is the six-quark 0 + 

dibaryon H predicted in the bag model[72] to have 

a mass ra# = 2lbOMeV which is slightly below the 

2 T T I A threshold. A quenched lattice study[29] reports 

that ra# is smaller than 2m&. The value of the mass 

difference 2m^ — m # is not yet established, however. 

There is also a study of mesoniums 5 2 ^ 2 . [73] 



Figure 4: Pseudoscalar meson decay constant as a func­

tion of the meson mass. Data are from [80](inverted trian­

gle), [81,82,76](circle), [83,78](triangle) and [77](square). Bro­

ken lines indicate the behavior / Q g ~ ( m Q g ) ~ 1 / 2 - Recent data 

at upper right are obtained[76-78] by the method of effective 

action for heavy quarks. 

quark q and a heavy quark Q as a function of the 
meson mass rn~Qq. Up to charmed mesons the data 
[80-83] are not new. They indicate fDd « 180MeV 
and JDJÎDD ~ 1-2. It is certainly desirable to im­
prove these estimates for charmed mesons and also 
those for pions and K mesons. 

A calculation of the B meson decay constant 

presents a technical problem in that lattices with 

a - 1 ~ 2GeV presently used are obviously too coarse 

for the bot tom quark with the mass m& ~ 5GeV. 

The previous work[82,83] bypassed the difficulty us­

ing the scaling law expected to hold for large, values 

of the heavy quark mass rag, 

There are several possible sources for the discrep­

ancy which should be examined. The use of the first 

method requires the D meson to be in the region sat­

isfying (11), which is not yet established. The results 

for the D meson decay constant obtained at the in­

verse lattice spacing a" 1 ~ 2GeV should themselves 

be checked by simulations with a smaller lattice spac­

ing. In the second method only the leading term 

in 1/rriQ has been computed, and the magnitude of 

the next-order correction is not known. The wave-

function renormalization factor for the current, es­

timated perturbatively[84,85], is generally modified 

by non-perturbative corrections. Each of these fac­

tors may not be large, but they may accumulate to 

a significant correction in the results obtained with 

the two methods. 

3.2. Form factors for semileptonic decays 

Semi-leptonic decays of D and B mesons give 

important information on the flavor mixing matrix. 

For an extraction of the mixing matrix from the ex­

perimental decay rate, form factors of weak currents 

have to be supplied. Two groups[86,87,88] have been 

testing the lattice methods on K and D decays as a 

preparation to treat more interesting B decays. 

For D —• Klv decays the current matrix ele­

ment < K\«7^c|D > is parametrized by the two form 

factors / + ( g 2 ) and / ° ( g 2 ) . Computing the matrix 

element at several values of the momentum trans­

fer q and assuming the pole dominance f*'°(q2) = 
/ + ' ° ( 0 ) / ( l - q2/m*D)J the two groups reported 

/ I L A ' ( 0 ) = 0.88(15)[86] and 0.66(9)[87,88], to be 

compared with the experimental value 0.79(5)(6) ob­

tained by assuming \ VCS\ — 0.975 where the first error 

is statistical and the second systematic.[89] 

Quite recently one of the groups[88] calculated 

the decay form factors for the D —> K*lv transition. 

For the three form factor that appear in the matrix 

element < K^s^l - 7 5 ) c | D > , they found V(0) = 
0.85(8), A^O) = 0.52(7) and A2(0) = 0.05(35). The 

values reported by the experiment E691 at FNAL[90] 

are 0.9(3)(1), 0.46(5)(5) and 0.0(2)(1), respectively. 

The agreement is intriguing, especially for A2 for 

which phénoménologie al models[91] tend to give a 

value A2(0) ~ 1.0. 
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and made extrapolations from the results obtained 

in the region of charmed mesons. This procedure 

gives the data points at lower right in Fig. 4. 

Alternatively one can derive an effective action 

for heavy quarks in an expansion in 1/TUQ and use it 

together with the usual action for light quarks to nu­

merically simulate B mesons on a lattice with a lat­

tice spacing a. > m^.fTJ)] This method has recently 

been tested. [75-78] The results for the B meson de­

cay constant are unexpectedly large compared to 

those of the first method as shown in Fig. 4 (upper 

right data points). 



Table 2: K meson B parameter at the scale of the inverse lattice spacing in the quenched approximation. The iirst error is statistical 

and the second systematic(if available). Use of the Wilson or the staggered quark action is indicated by the symbols W and KS. New 

data are underlined. The data at /3=6.4[95] became available after the Conference. 

fact that the staggered action possesses an U{\) chi-
ral symmetry, which is enough to protect the left-left 
four-quark operator in (12) from mixings with opera­
tors of left-right chiral structure[96], while the contri­
bution from such operators exist in the Wilson case 
and have to be non-perturbatively subtracted.[92,93] 
The results for the two actions show reasonable 
agreement within the errors. 

A better estimate of BK is expected for a larger 

spatial size and a smaller lattice spacing (i.e., larger 

ft). At the time of the Conference the best result in 

these respects were those at ft — 6.0 on a 24 3 lattice, 

which indicated BK ~ 0.7 at the scale a - 1 ~ 2GeV. 

It was important to check this result by simulations 

on a lattice with a smaller lattice spacing since there 

is a 30% decrease in the value of BK between ft = 5.7 

and 6.0. This check is being carried out at ft = 6.4 

on a 32 3 x 48 lattice. A preliminary result for the 

staggered quark action[95] is listed in Table 2, which 

shows a further decrease at the level of 20 — 30% 

between ft = 6.0 and ft = 6.4. The decrease over 

ft = 5.7 — 6.4 suggests the presence of a term pro-
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The K meson B parameter is defined by 

3.3. B parameter 

where the denominator is the vacuum saturation 

value. A precise determination of the parameter 

allows to constrain the mixing matrix and the top 

quark mass through the CP violation parameter e. 
The B parameter defined above is not renormaliza-

tion group invariant. The invariant quantity is given 

by 

In Table 2 lattice results for BK obtained by 
three groups[92,93,94,95] are tabulated according to 
the spatial lattice size and the coupling constant 
ft = Q/g2. The data underlined are new, and the one 
on an 32 3 lattice at ft — 6.4 is a preliminary result 
[95] which appeared after the Conference. Two of 
the groups[92,93] use the Wilson quark action, and 
the third group[94,95] the staggered action. Smaller 
errors in the results of the third group is due to the 



portional to the lattice spacing a with a sizable coef­

ficient in the B parameter. If one converts the three 

data[94,95] for BK at 0 = 5.7,6.0 and 6.4 into BK 

using AQCD = 150MeV and fi = l/a with Nf = 3 

and extrapolate linearly in a toward the continuum 

limit a —> 0, one finds BK ~ 0.6 at a = 0. For 

comparison predictions of theoretical models range 

from 0.33[97] from the lowest-order chiral perturba­

tion theory, 0.33(9)[98]-0.55(25)[99] from Q C D sum 

rule to 0.66(10)[100] using the l/Nc expansion. 

The value of the B parameter is also needed 

in the discussion of the B-B mixing. Previous 

studies[82,83] on the meson mass dependence indi­

cated that it saturates to the vacuum-insertion value 

5 « 1 beyond the region of charmed meson masses. 

Recent calculations[75,76] using the effective action 

for heavy quarks found results consistent with 5 = 1 

for B mesons. 

Finally we note that a full Q C D evaluation of 

the B parameter is in progress[95] using the gauge 

configurations generated by the Columbia group.[46] 

those for K - + 7r. [109,108,96] Hence the former could 

be estimated from the latter. With this method a 

non-perturbative subtraction of the contributions of 

extra operators has to be made, however. 

The results of latest calculations[92,93,103] us­

ing these techniques agree that the isospin 2 ampli­

tude A2 has the right sign but larger by a factor 

of two compared to experiment, while the isospin 0 

amplitude Ao shows statistical fluctuations too large 

to take a meaningful average. For the Ao ampli­

tude it has been suggested[102] that the presence 

of a scalar particle pole in the the final 7T7T ampli­

tude may be the cause of large statistical fluctu­

ations. It is possible that the factor two discrep­

ancy in the A2 amplitude is also related to final-

state interactions. [110] (A large finite lattice spacing 

correction is another possible cause in view of the re­

cent results for the B parameter.) These indications 

point toward the importance of understanding final-

state interactions[lll] , and studies in this direction 

have been started.[95,112] 

4. Q C D phase transitions at finite tempera­

tures 

The dynamics of Q C D in the vacuum are char­

acterized by the confinement of quarks and gluons 

and the spontaneous breakdown of chiral symmetry. 

It is expected that both these properties disappear 

through a phase transition at a sufficient high tem­

perature or baryon density.[6,7] 

The first computer studies of Q C D phase tran­

sitions at finite temperatures[113,114], made soon 

after the introduction of the method to lattice 

Q C D , showed quite convincingly that the pure gauge 

system loses the confining property above a cer­

tain temperature. Subsequent numerical simulations 

carried out over the period 1981-1987[115], com­

bined with the theoretical analyses[116,117,118], led 

to the following picture of the phase diagram of 

Q C D as a function of the temperature T and the 

quark mass mq : (i) the pure SU (3) gauge the­

ory at mq = 00 undergoes a first-order deconfining 

phase transit ion [116] characterized by a spontaneous 

breakdown of the global Z(Z) symmetry[7] in the 

high-temperature phase, (ii) As the quark mass de­

creases from infinity, the first-order phase transition 

weakens and may eventually disappear as a result 

of an explicit breaking of the Z ( 3 ) symmetry due 
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A number of attempts have been made to calcu­

late the K —• 7T7T amplitudes in order to understand 

the AI = 1/2 rule[101,81,102,92,93,103] and to con­

strain the CP violating angle in the mixing matrix 

through the parameter 6 /.[103,104,105] As a testing 

ground of the lattice methods, somewhat simpler 

D —• Kir amplitudes are also studied.[106,107] The 

early calculations made prior to 1988(101,81,102] 

(see [74] for a review) revealed substantial difficul­

ties in a lattice evaluation of the K —* KIT ampli­

tudes which have not been overcome by the recent 

studies[92,93,103]. 

Technically the difficulty arises from the fact 

that the AS = 1 four-quark operators relevant for 

K —• 7T7T decays generally mix with a number of 

operators including those of lower dimension, whose 

contributions have to be subtracted away to find the 

physical amplitude.[108,96] For the Wilson quark ac­

tion there is a special kinematical point (ra<* = ms 

and all mesons at rest) where none of the extra oper­

ators contribute.[101] One may make calculations at 

this point and extrapolate the result to the physical 

point using chiral perturbation theory. Chiral per­

turbation theory also relates K —> TTTT amplitudes to 



to finite quark masses[117]. (iii) For light quarks, 
however, the transition reappears. This transition 
becomes more abrupt in temperature as the quark 
mass decreases. Its basic characteristic is that the 
chiral symmetry, which is spontaneously broken at 
low temperatures, becomes restored above the tran­
sition temperature. A renormalization group analy­
sis of the cr-model of mesons predicts that this chiral 
phase transition is of first order for the number of 
degenerate quark flavors Nf > 3, while for Nf = 2 
it could be either of first or of second order.[118] 

The potential problem with the early work that 
led to the above picture was the qualitative nature 
of analyses with small spatial lattices and limited 
statistics. With greatly improved computer power 
it has recently become possible to make a quanti­
tative study of the nature of the phase transition 
on much larger lattices with higher statistics. In 
particular the order of the phase transition for the 
pure SU($) gauge theory has been subjected to de­
tailed finite-size analyses, and similar studies are be­
ing pursued for the chiral transition in the presence 
of light quarks. 

4.1. Order of the phase transition in pure 
5(7(3) gauge theory 

In 1988 the Italian A P E collaboration^ 19] 
and the Columbia group[120] applied their Q C D -
dedicated computers for a detailed examination of 
the phase transition in the pure 5(7(3) lattice gauge 
system. Although the two groups both employed 
lattices of four time slices with similar spatial vol­
ume and statistics, their original conclusions at the 
time of the Munich Conference were quite different; 
A P E suggested that the transition may be of second 
order in contrast to the theoretical predict ion [116] 
and the conclusion of the previous studies, while the 
Columbia group found it to be weakly but definitely 
first-order. 

The A P E group concentrated their effort on the 
measurement of the correlation length £ using a few 
new techniques in their simulation. For a second-
order transition this quantity goes to infinity at the 
critical point, while it is expected to remain finite 
for a first-order transition. The A P E group found 
that the correlation length increases linearly with the 
spatial lattice size L up to L = 16. A continuation of 
this trend would mean £ = 00 in the infinite volume 

limit. This interpretation of the data is the basis of 
their suggestion that the transition may be of second 
order. 

The simulation of the Columbia group was more 
standard. Running a long simulation close to the 
transition point, they observed that physical quan­
tities take either of the two values, one characteris­
tic of the confined phase and the other that of the 
deconfined phase, and that the values occasionally 
make a rapid transition from one to the other as a 
function of the simulation time. This is taken as ev­
idence for the coexistence of the two phases at the 
transition temperature, which is a characteristic fea­
ture of a first-order phase transition. The difference 
in the values of observables between the two phases, 
however, is much smaller than the previous estimates 
on smaller lattices. Hence they concluded that the 
transition is weakly first order. 

The controversy was resolved[121,122] by an ap­
plication of finite-size scaling methods developed in 
statistical mechanics.[123] As is well known, the 
mathematical singularity marking a phase transition 
occurs only at infinite volume. The finite-size scaling 
theory predicts how the singular behavior develops 
in observables as the lattice size increases and how 
the quantitative characteristics of this development 
differ depending on the order of phase transitions. 

Let us take the susceptibility of an observable 
O defined by X = V • ( < O2 > - < O > 2 ) with 
V the lattice volume. The maximum value of the 
susceptibility x m a x attained on a lattice of a linear 
size L generally grows as 
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According to the finite-size scaling theory, the expo­

nent p takes the value p = rf, the dimension of lattice, 

for a first-order transition, while for a second-order 

transition p — 7 / 1 / with 7 and v the standard crit­

ical exponents. Since this ratio generally satisfies 

y/i/ < cf, the value of the exponent provides a quan­

titative indicator of the order of the transition. 

The order parameter of the deconfinement tran­

sition is the Polyakov line 0 [7 ] , and the relevant di­

mension is that of space d = 3. In Fig. 5 we plot the 

data for the maximum value of the Polyakov line sus­

ceptibility x m a x [121,124] as a function of the spatial 

lattice size with the temporal size fixed at 4. Fitting 

the data to (14) gives p = 3.02(14) in a nice agree­

ment with the space dimension d = 3, which strongly 



Figure 5: Spatial size dependence of the maximum of the 

susceptibility for the Polyakov line on an £ 3 x 4 lattice. The 

filled symbols are for the SU(3) pure gauge theory obtained in 

[121] (circles) and [124](triangles). The open circles are for the 

3-dimensional Ising model with a second-order phase transi­

tion. 

supports a first-order phase transition. For compar­

ison the three-dimensional Ising model with a well-

known second order transition exhibits a smaller ex­

ponent as illustrated in the figure. 

The mass gap m = l / £ (extracted from the 

unsubtracted correlation function of the Polyakov 

line) also exhibits characteristically different finite-

size behaviors between the two types o f transi­

tions. Figure 6 shows the data[121] for the mass 

m = m^( /? ) calculated on an L3 x 4 lattice for 

various L. T h e temperature increases for a larger 

f3 = 6 / # 2 and the transition point is estimated to 

be (lc = 5.69226(41).[121] T h e curves are obtained 

by the method[125] which allows an extrapolation of 

observables away from the point where the simula­

tion is made. One sees in Fig. 6 a clear trend toward 

the development o f a discontinuity in m^(/3) at F}C 

as the volume increases. Note in particular that the 

curves for different L cross each other. T h e behavior 

for a second-order case is expected to b e quite differ­

ent in that the infinite volume curve, which vanishes 

at /? = /3C, is approached smoothly from above with­

out crossings as the lattice size increases.[121] 

It is important to observe that close to and below 

Figure 6: Mass gap on a £ 3 x 4 latfice for various L as a 

function of /3=6/$ 2 .[12l]. Curves are obtained by the method 

of [125] from the data shown with filled symbols. 

the transition point /? « /3C the mass initially de­

creases with L but eventually begins to increase for 

a large enough L. T h e original A P E data[119] with 

the largest size L = 16 were insufficient to observe 

this change of behavior as a function of the lattice 

size. They subsequently took data on an L = 24 

lattice, and the result[124] confirmed the behavior. 

T h e Columbia group also reported[126] the values 

o f RRIL for L = 24 which are in g o o d agreement with 

those plot ted in Fig. 6. Thus there is now agreement 

that the finite-size behavior o f the mass gap also sup­

ports a first-order phase transition in the pure gauge 

theory. 

T h e phases of the pure gauge theory at finite 

temperatures are characterized by the global Z(3) 

symmetry acting on the Polyakov line Q which is 

defined at each point of space. This suggests that 

the dynamics of the phase transition may b e de­

scribed in terms o f a Z(3) - symmet r i c effective the­

ory of Q in 3 dimensions. In fact the theoreti­

cal analysis of the order[116] is based on the as­

sumption that the interaction of the effective the­

ory is short-ranged. This has been confirmed by 

an explicit numerical construction of the effective 

action. [121] Furthermore a number of simulations for 

Z(3) -symmetr ic models[127-130], which includes the 

well-known Potts model , have found only first-order 
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Table 3: Parameters of recent work on the phase transition 

with light quarks using the staggered quark action. The num­

ber of flavors is denoted as Nf. For the Nf=2+1 case, the 

first quark mass is for up and down quarks and the second 

for strange quark. 

phase transitions, and no indication of a second-

order transition has been seen. 

One can conclude with confidence that the de-

confining phase transition in the pure SU($) gauge 

theory is of first order in agreement with the theo­

retical analysis [116]. 

4.2. Order of the transition for light quarks 

A number of large-scale dynamical fermion sim­

ulations with the staggerd action has been carried 

out [131-136] during the last year to study the chi­

ral transition in the presence of light quarks in de­

tail (see Table 3 for parameters). The lattice size 

has been enlarged up to 16 3 x 8[132] compared to 

8 3 x4—10 3 x6 typical in the previous simulations, and 

the quark mass has been reduced to mq/T ~ 0.05. 
For the critical temperature T c ~ 150 —200MeV (see 
Sect. 4.3), this ratio corresponds to mq ~ 7 — lOMeV 

which is almost realistic. 

For the system with four degenerate quarks 

(Nf = 4) there is strong evidence for a first-order 

phase transition for the quark mass below mq/T ~ 
0.1 on a lattice with the temporal lattice size equal to 

4 [133,135], 6 [135] and 8 [132]. This comes from the 

existence of metastability signals in the simulation 

time history of physical quantities, which become in­

creasingly clearer for a smaller quark mass[132,135] 

and a larger spatial lattice size[133], and a finite-size 

scaling analysis on lattices with four time slices. [133] 

Evidence has also been reported for a first-order 

transition for the Nf = 3 case. [134] These results 

are consistent with the prediction of the cr-model 

analysis. [118] 

For the physically more important case of Nf = 
2, extensive data[133,134] have been collected for lat­

tices with the temporal size equal to 4. The time 

history of observables is quite irregular compared to 

the Nf = 4 case, and no clear sign of a coexistence 

of the low- and high-temperature phases has been 

seen in the range mq/T = 0.04 - 0.1.[133,134] Vi­

sual inspection of time histories, however, can not 

detect the presence of a very weak first-order tran­

sition. Quantitative finite-size tests are needed to 

determine the order for this case. [133] 

We show in Fig. 7 the maximum value of the 

susceptibility of the Polyakov line as a function of the 

spatial volume L3 at mq/T = 0.04—0.1. The data up 

to the volume 12 3 on the left [133] do not exclude an 

increase linear in volume corresponding to a first-

order transition. The right-most points for a 16 3 

spatial lattice reported quite recently[134] indicate, 

however, that the maximum flattens off to a constant 

for large volumes, suggesting an absence of a phase 

transition for mq/T = 0.04 - 0.1. 

Theoretically the transition in the chiral limit 

mq = 0 could be either of second or of first order 

for Nf = 2. A second-order transition disappears 

as soon as the quark mass, explicitly breaking chiral 

symmetry, is turned on. On the other hand a first-

order transition generally persists up to a certain 

quark mass mq = mc

q, beyond which there will be no 

phase transitions. Absence of a phase transition for 

a finite quark mass down to mq/T = 0.04 does not 

yet settle the question which possibility is realized 

at rnq = 0. 

A realistic finite-temperature simulation requires 

a strange quark in addition to light up and down 

quarks. With their masses in the ratio ms/mU(i w 

25, this Nf = 2 4-1 case should be closer to the 
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Figure 7: Spatial volume dependence of the maximum of the 

susceptibility for the Polyakov line for the NF-2 case. Data are 

taken on an L 3 x 4 lattice at m g / T = 0 . l (filled[l34] and open[l33] 

triangles ), 0.05(circles[133]) and 0.04(square[l34]). 

Nf = 2 system than that for Nf = 3, and a recent 

study with mU)d/T = 0.1 and ms/mud = 4 did not 

find signatures for a first-order transition, [134] 

4-3. Criiical iemperalure 

Finite-temperature simulations combined with 

hadron mass estimates at zero temperature allows 

a determination of the ratio T c / r a# with Tc the crit­

ical temperature and ra# a hadron mass. Using ex­

perimental hadron masses one can determine Tc in 

physical units. The critical temperature obtained by 

using the p meson or the nucléon mass as input is 

compiled in Fig. 8 as a function of the inverse lattice 

spacing for various number of flavors. The quark 

action is the staggered one, and the lattice spacing 

is estimated by the hadron mass used for that of 

the critical temperature. Except for the Nf — 4 

case[132] the data are not new. 

For the pure gauge theory(JV/ = 0) the critical 

temperature determined from mp are quite constant 

at Tc ~ 230 - 240MeV, and the estimates based on 

mjv are converging toward these values as the lattice 

spacing decreases. The latter is a reflection of the 

behavior of the quenched m^/mp ratio discussed in 

Figure 8: Critical temperature of QCD phase transition as 

a function of the inverse lattice spacing. Open symbols are 

obtained using the nucléon mass as input, and the filled ones 

using the p meson mass. Finite temperature data are from 

[41,42] for the pure gauge theory ( ^ = 0 ) , [37] for NF=2 and 

[132] for tf/s=4, and hadron mass data from [28, 30, 37, 48]. 

Sect. 2.1. For the scaling behavior of T c itself, see 

Fig. 3. 

With light dynamical quarks (Nf = 2 and 4) the 

lattice spacing is still large a ~ 0.3 — 0.2fm, and the 

constant behavior of Tc necessary for a continuum 

prediction is not yet seen. The data show, however, 

that T c for a given lattice spacing decreases with the 

number of flavors. Intuitively this is understandable 

as the color screening effect of quark vacuum polar­

izations weakens the confining force, and therefore it 

requires less thermal energy to destroy the confining 

property. It is possible that the transition tempera­

ture in the real world is less than 200MeV, perhaps 

as low as 150MeV. 

4-4- High temperature plasma phase 
Many investigations had already been made 

by the time of the Munich Conference to explore 

the physical characteristics of the high temperature 

plasma phase. The quantities examined for this pur­

pose included internal energy density and pressure, 

various plasma screening length[137] and suscepti­

bilities. Recently the surface tension of the wall sep­

arating the low- and high-temperature phases of the 

pure gauge system at the critical temperature has 

been added to the list.[138,139] We only summarize 
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a few main points found in these investigations, re­

ferring to reviews[140] for details and literature. 

The energy density rapidly rises across T c to 

a value consistent with that for weakly interacting 

quarks and gluons over a fairly narrow range of tem­

perature 8T/TC < 0 ( 1 0 % ) . This applies not only to 

the pure gauge and Nf = 4 systems with a first-order 

transition but also to the Nf = 2 and 2 + l[136] cases 

which do not have a sharp first-order transition. 

The quick rise to the value expected for almost 

free quarks and gluons is not universal. The pres­

sure, for example, takes a small value near the tran­

sition and rises only gradually. For all the quan­

tities studied, however, the data is consistent with 

the free gas behavior once the temperature exceeds 

T/Tc ^ 2 — 3. The weak-coupling perturbation the­

ory appears to describe the plasma well beyond this 

range of temperature. [140] 

A precise determination of physical quantities 

close to the transition requires a large spatial lattice 

size and high statistics. In the pure gauge theory 

such a study[120] have revealed that the energy den­

sity sharply bends down below T/Tc ~ 1.1. As a 

result the latent heat on a lattice with 4 or 6 time 

slices is reduced to roughly half of the free gluon 

value. Similar detailed studies are beginning to be 

made for the chiral transition. [136,135] 

4.5. Phase transition at high density 

In the above we have summarized the results for 

finite temperatures. A phase transition is also ex­

pected at high density. Attempts at understanding 

this transition has been seriously hampered by the 

fact that the Q C D action becomes complex at a fi­

nite quark chemical potential introduced to induce 

a finite density, for which the standard simulation 

methods fail.[141,142,143] Several alternative simu­

lation methods have been devised[144,145,146], and 

it was found[144] that the chiral symmetry becomes 

restored through a first-order phase transition at 

high density. This result, however, is obtained only 

at the unphysical limit of strong coupling g2 — 00, 
and the techniques themselves are restricted either 

to this limit[144] or to very small lattices (e.g., 2 4 or 

4 4).[145,146] A Realistic study of the finite-density 

transition requires a breakthrough in the method of 

simulating systems with complex actions. 

5. Electro-weak sector of the standard 

model 

The Glashow-Salam-Weinberg theory has been 

extremely successful in describing the electro-weak 

interactions. Experimentally there is yet no sign of 

its breakdown. Theoretically, however, the model is 

far from complete. Aside from the large number of 

parameters that have to be fixed experimentally, it is 

defined only perturbatively in the continuum and the 

dynamical origin of the symmetry breakdown is not 

at all understood. One of the motivations of lattice 

studies of the standard model is to find its limita­

tions by analyzing its internal consistency as a quan­

tum field theory at a non-perturbative level. More 

generally lattice studies aim to gain deeper under­

standing of the properties of coupled scalar-fermion-

gauge field theories which may prove important for 

possible extensions of the standard model. 

5A. Upper bound on the Higgs boson mass 

In the standard model the SU(2)^ x U(l)y gauge 

coupling constants are small at the electro-weak 

scale, and so are the Yukawa couplings of light 

quarks. Except for the possible of influence of a 

heavy top quark, one may therefore ignore the gauge 

bosons and fermions in the first approximation, and 

study the Higgs sector alone. This is an 0 ( 4 ) invari­

ant scalar field theory. 

It is important to note that the mass formula 
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relating the gauge boson mass and the SU(2) gauge 

coupling constant g2 and the renormalized Higgs 

field expectation value vr remains valid for arbitrary 

values of the Higgs self-coupling as long as g2 is 

treated perturbatively. [12] It is this fact which al­

lows to fix the physical scale of the Higgs sector 

vr « 250GeV even if it is strongly coupled. 

It has long been suspected[147] that scalar field 

theories in d dimensions are trivial for d > 4 in 

that the renormalized four-point coupling constant 

A r vanishes as the ultraviolet cutoff A goes to in­

finity irrespective of the value of the bare coupling 

A 0 . This was established within the lattice cutoff 

rigorously for d > 5[148] and semi-analytically us­

ing strong-coupling expansion and renormalization 

group techniques for d — 4. [13] 



Perturbâtive couplings of the SU(2) gauge fields 

around #2 = 0 does not destroy the triviality. [149] 

Numerical simulations of lattice Higgs models in­

cluding SU(2) gauge fields[150] and fermions[151] 

further indicate that g2 = 0 is the only point for the 

gauge coupling where a continuum limit relevant for 

the standard model may be taken. The standard 

model therefore should be an effective theory valid 

only up to the energy scale of an intrinsic cutoff A. 

The triviality means that the maximum value 

of the renormalized Higgs coupling A r allowed for a 

given value of the cutoff A decreases for a larger A. 

In view of the tree-level formula 

this implies the existence of an upper bound on the 

Higgs boson mass ra#.[ll,12] A quantitative deter­

mination of the bound requires a non-perturbative 

evaluation of the ratio ra#/t;r since A r is not nec­

essarily small for small values of A. For the hy-

percubic lattice in 4 dimensions such calculations 

were made a few years ago both by semi-analytical 

methods[13] and numerical simulations[14,15] and 

the upper bound was obtained. [152] 

The analysis of the bound has since been refined 

in several respects. One of the problems of numer­

ical simulations, already examined at some length 

in the previous work [14,15], is controlling finite-size 

effects in the broken phase due to the presence of 

massless Nambu-Goldstone bosons. [153,154] A re­

cent work[155] reexamined the problem using the 

method of introducing a small symmetry breaking 

external field. Numerical data were found to be in 

excellent agreement with the finite-size scaling pre­

dictions worked out in [154]. The infinite volume 

values extracted from fits of data to the predictions 

confirmed the previous results. 

An important question left unanswered in the 

previous studies is the universality of the upper 

bound, i.e., how strongly the bound depends on the 

cutoff scheme.[152,156] To examine this question a 

detailed investigation of the bound was made on an 

F 4 lattice.[157] This is a lattice formed by stacking 

the face-centered cubic lattice in the time direction 

with the center of the cube shifted to the corner be­

tween two successive time slices. It has a better 4-

dimensional rotation property than the hypercubic 

Figure 9: Upper bound on the ratio m ^ / v r ignoring gauge 

fields and fermions. Upper curve is the semi-analytic result[l3] 

for the hypercubic lattice and upward triangles[l4] and cir-

cles[15] simulation results. Downward triangles and lower curve 

are for the FA lattice.[157] Cutoff is defined as A = l / a . 

lattice, and hence is expected to be a better regu-

larization of continuum physics. In Fig. 9 we sum­

marize the upper bound on the ratio m # / v r as a 

function of A / m # obtained on the hypercubic and 

F4 lattices where the cutoff is defined as A = 1/a 

with a the lattice spacing. 

The apparent difference of m # / v r for the two 

types of lattices at the same value of A / m # is 

not physically significant since the meaning of the 

cutoff is different. For a proper comparison one 

should choose a physical criterion specifying how 

much cutoff-dependent effect one would allow in 

some physical quantity. For example [157] one may 

use the 90° WL — WL scattering cross section and de­

mand that the deviation from the continuum value 

defined by 

be less than a given fraction up to a certain center-

of-mass energy Ecm. The upper bound obtained for 

this criterion with 8 = 3% or 0.3% up to Ecm = 2mw 

is listed in Table 4, together with the values for the 

more often used one that A > 2m# . One sees that 

the dependence on the cutoff scheme and on the de­

tails of the criterion are both about 10%. Allowing 

for these uncertainties, the standard model within 

the 0 ( 4 ) approximation regularized by a lattice cut-
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Table 4: Upper bound on the Higgs boson mass in GeV units 

ignoring gauge bosons and fermions and taking v r=25QGeV. 

The bound for the criterion A > 2 m # for the hypercubic case is 

from [13,14,15], while that for an F 4 lattice is estimated from 

the data in [157]. Numbers for the criterion with 6 for the 

FT lattice are from [157] correcting for a different choice of v r 

(247GeV is used in [157]). For the hypercubic lattice we used 

data in[l3,14,15] and Fig. 3 of the first paper of [157] (our 

estimate for the 6<Q.3% case is somewhat larger than that given 

in [157]). 

off cannot accomodate a Higgs boson of a mass ex­

ceeding 600(60)GeV. 

This value is not much smaller than the tree-level 

unitarity bound m < 800GeV given in [13] improv­

ing the original result of [158]. The reason is that the 

renormalized Higgs coupling A r « 3(mH/vr)2 stays 

small even for a cutoff as low as A = m # . Estab­

lishing this fact is the essential achievement of the 

non-perturbative lattice analyses. 

5.2. Chiral fermions and Yukawa couplings 

Non-perturbative studies of the standard model 

are certainly incomplete without introduction of chi­

ral fermions and their Yukawa couplings to the Higgs 

field. Possible influence of heavy fermions on the up­

per bound of the Higgs boson mass should be stud­

ied, and the triviality of Yukawa couplings and up­

per bounds on fermion masses are also important 

issues to be clarified. There is a well-known diffi­

culty, however, in a lattice study of theories with 

chiral fermions. A naive lattice discretization of the 

continuum Dirac action leads to the emergence of 15 

additional fermions (doublers) in the spectrum such 

that the number of left-handed and right-handed 

fermions are equal. The occurrence of doublers is 

a general phenomenon on a periodic lattice as long 

as the action has chiral symmetry.[159] 

+A.c . (18) 

This term gives a contribution proportional to w/a 

to the mass of doublers, making them infinitely 

heavy toward the continuum limit a —» 0. Since 

this term couples the left- and right-handed fields 

tpL and an application of this method to define 

chiral fermion theories often requires an enlargement 

of the field content so that each left-handed field is 

paired by a right-handed one. Since the pair gener­

ally carry different gauge quantum numbers (oth­

erwise the theory will be vector-like) the Wilson 

term (18) by itself is not gauge invariant. Scalar 

fields of right quantum numbers, if they exist in the 

model, may be inserted between ^ and ipR appro­

priately to recover the invariance (Wilson-Yukawa 

term)[167,161,162]. An equivalent method is to av­

erage over gauge transformations of ipL and I/JR in 

the path integral. [166] 

There exists a lattice formulation of the standard 

model using the idea above with a minimal extension 

of the field content.[161,162] In this model the dou­

blet (J/, e)i and the singlet eR are supplemented by 

a right-handed neutrino vR which is neutral under 

SU(2)L x U(l)y, and the Wilson-Yukawa term with 

the Higgs field is added to remove doublers. 

Recently a nice analytic progress has been 
made in this model. [168] In the absence of con­
ventional local Yukawa couplings of the form 
y{i>(%)L<i>{%)i>R(x) + h.c.), the action is invariant un­
der a shift symmetry vR —» vR+e. The Ward identity 
of this symmetry guarantees that (i) the neutrino 
mass vanishes and (ii) the right-handed neutrino de­
couples completely in the continuum limit. 

There are several other proposals for formulat­

ing lattice chiral fermion theories. In the method of 

mirror fermions[163] an additional fermion X

 1 S in­

troduced for each fermion if) originally present in the 

model. The left- and right-handed components of 

the mirror fermion x transform as the right- and left-

handed components of The doublers of the two 
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Overcoming this difficulty[160] and finding a lat 

tice formulation of chiral fermions have been the 

focus of much recent work, and several promising 

proposals[161-164] have been made. [165] They an 

based on the method[35] used in Q C D of adding i 
term of the form 



fermion fields are removed by the Wilson-Yukawa 

term, and couplings of the type G^ipx a r e invoked 

to raise the mass of unobserved particles to a suffi­

ciently high value. 

Another approach[164] is to supplement each 

chiral field with a gauge-neutral field of opposite chi-

rality. The Wilson term is formed generally without 

scalar fields. The resulting action explicitly breaks 

gauge invariance. The point of the proposal, how­

ever, is that counter terms may be chosen such that 

the gauge invariance is recovered and the additional 

fermions decoupled in the continuum limit. 

Extensive numerical studies are being made to 

test these proposals in quantitative detail.[169-174] 

Because of the complexity of scalar-fermion theories 

with a number of coupling parameters, simpler sys­

tems with the staggered fermion action and gauge 

groups Z(2) or U(l) have also been studied.[175-

181] 

The first question in the analysis of these mod­
els is to map out the phase diagram in the space 
of Higgs and Yukawa couplings and find second or­
der phase transitions where a continuum limit may 
exist. The phase diagram turned out to be quite 
complex[179,180,181,171], being divided into a num­
ber of phases with distinct behaviors of the Higgs 
field expectation value v and that of the fermion 
mass. The effect of fermions is strong for interme­
diate values of the Yukawa coupling, enlarging the 
broken phase with v ^ 0. As a result the symmetric 
phase with v = 0 is generally split into two parts, 
one for small Yukawa coupling y and the other for 
large y. The boundary between the broken phase 
and the symmetric phase for large y has the distinc­
tive characteristic that the fermion mass increases 
as the Higgs expectation value decreases toward the 
boundary[178,170,172,165], contrary to the pertur-
bative behavior rrif oc y • v for small y. 

Boundary lines separating symmetric and bro­

ken phases appear to be generally of second order, 

allowing a continuum limit to be taken. For the 

limit to be meaningful, the mass of physical fermions 

has to stay finite while that of doublers should be­

come large as 0(1/a) as the lattice spacing a —• 0. 

We expect that the latter requires a large Wilson-

Yukawa coupling. In fact for small w the doubler 

mass is proportional to w • v which does not di­

verge as a —• 0 since v remains finite. Recent re­

sults for several models give evidence that the dou­

bler mass remains 0(1/a) as the phase transition 

point is approached if the Wilson-Yukawa coupling 

is sufficiently large.[169,170,172,173] 

5.3. Strong-coupling QED 

The triviality of QED is a long-standing problem 
of quantum field theory. This problem has received 
renewed interest from the observation [182] that the 
ladder approximation to the Schwinger-Dyson equa­
tion gives an ultraviolet fixed point with a non-trivial 
scaling property. Above the fixed point chiral sym­
metry is spontaneously broken. An interacting the­
ory may exist around the fixed point, which, if valid, 
may have implications for models of the electro-weak 
symmetry breaking mechanism. 

The question has been investigated both in the 

continuum (see [183-185] for some recent work) and 

on a lattice.[16,186-193] Numerical simulations have 

confirmed the existence of a phase transition separat­

ing the weak-coupling phase from a strong-coupling 

phase with spontaneously broken chiral symmetry. 

The phase transition, however, is of first-order for 

the usual Wilson gauge action[186], except possibly 

at the end-point of the first-order line. [187] The con­

tinuum limit is difficult to construct for this form of 

lattice Q E D . 

The phase transition is of second order for the 
non-compact action obtained by a straightforward 
discretization of the continuum one.[16,189,190,192] 
For the case of 4 fermion flavors, however, the re­
cent studies[183,185,190-193], especially the numer­
ical result[192] that the Callan-Symanzik fi function 
for the renormalized charge stays positive across the 
critical point and smoothly matches on to the 1-loop 
perturbative formula, support that the continuum 
limit defined at the critical point is a non-interacting 
theory, contrary to an earlier claim.[16,189] The 
question is not settled yet for smaller number 
of flavors[189] including the case of the quenched 
approximation. [188,192] 

6. Conclusion and outlook 

There has been much development in lattice field 

theories since the last High Energy Conference at 

Munich. The main points may be summarized as 

follows: 
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The nucléon to p mass ratio decreases arid be­

comes closer to the experimental value 1.22 as 

the lattice spacing a is reduced. In the quenched 

approximation which ignores sea quarks the re­

cent simulations give mNjmp ~ 1.3 at a ~ 
O.lfm. Serious effort is being made to improve 

the hadron spectrum calculation including sea 

quarks. 

The calculation of weak matrix elements has 

been pushed ahead with large scale quenched 

simulations using the techniques previously de­

veloped. The latest results for the K meson 

B parameter suggest the presence of a sizable 

finite lattice spacing correction. The method 

of effective action for heavy quarks has been 

tested, giving unexpectedly large values for the 

B meson decay constant. The K —» KIT pro­

cesses are still not understood well. 

The deconfining phase transition of the pure 
SU(i) gauge theory at finite temperatures is of 
first order in agreement with the theoretical pre­
diction. The previous controversy on this ques­
tion has been fully resolved. 

The finite-temperature chiral phase transition 

in the presence of light quarks is also of first or­

der if the number of flavors is four. For the case 

of two flavors, on the other hand, a phase tran­

sition appears absent down to the quark mass 

mjT ~ 0.05. 

The upper bound on the Higgs boson mass 
with a lattice cutoff may be summarized as 
mu < 600(60)GeV within the approximation of 
treating the gauge bosons and fermions pertur-
batively. The uncertainty arises from the depen­
dence of the bound on the lattice structure and 
the criterion on the magnitude of cutoff effects, 
which is estimated from the results of studies on 
a hyper cubic and an F 4 lattice. 

Extensive work is being made of Higgs-chiral 
fermion systems. The phase diagram of a 
number of models have been studied to locate 
second-order phase transitions where a contin­
uum limit may be taken. In a class of mod­
els decoupling of extra fermions introduced for 
the consistency of the model is guaranteed for 

a large cutoff by an exact symmetry without 

tuning of parameters. Numerical simulations 

support that doublers also decouple for a suf­

ficiently large Wilson-Yukawa coupling. 

Evidence is accumulating that the continuum 
limit of non-compact lattice QED is trivial for 
four fermion flavors. 

The lattice formulation and computer simula­

tions provide a powerful method for analyzing non-

perturbative phenomena in quantum field theories. 

Over the years it has progressed into one of our basic 

tools for extracting quantitative predictions of real­

istic field theories, and a number of results have been 

obtained over a wide range of problems in particle 

physics. It should be clear, however, that further im­

provement of results are needed in many of the prob­

lems. An important ingredient for this purpose is a 

substantial increase of the computing power. This 

need is particularly acute in lattice Q C D . Indeed full 

Q C D simulations with realistically light quarks and 

a small lattice spacing on a correspondingly larger 

lattice ( e.g.j mq ~ 5MeV, a ~ 0.1 — 0.05fm and 48 4 ) 

involves an amount of computations at least a fac­

tor O ( 1 0 3 ) greater than the ones made today. Since 

computers presently available have the typical speed 

of a few Gigaflops (1 Gigaflop=10 9 arithmetic oper­

ations per second) this puts the necessary speed in 

the range of Teraflops. 

In order to see the prospect toward such a speed 
we plot in Fig. 10 the progress of computers since 
1979 when lattice field theory simulations began. 
The open symbols are for commercial supercomput­
ers and the solid ones for special-purpose comput­
ers built by physicists. Four hand-made computers, 
three at Columbia and one by the A P E Collabo­
ration in Rome, have been in operation, producing 
physics results in lattice Q C D , and the construction 
of several other computers ( GF11 at IBM[22], Q C D -
PAX at Tsukuba[24] and A C P M A P S at FNAL[25]) 
are nearly completed. It is interesting to note that 
the speed of dedicated computers have been increas­
ing 10-fold every 2-3 years, which is roughly double 
that of commercial supercomputers. Further along 
the line of development is the APE100 project by 
the Rome group[194] which is well underway, and a 
collaboration in the United States have recently pro­
posed the construction of a Teraflop computer. [195] 
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Figure 10: Progress of computer speed with years. Open 

symbols are for commercial supercomputers and filled ones for 

special purpose computers for lattice simulations. The symbol 

second from right marks the target of the APE100 project[l94], 

and the right-most symbol represent the goal of the recent pro­

posal for a Teraflop computer. [195] 

Lattice field theory simulations have the merit 

that results could be systematically improved by re­

ducing the lattice spacing, enlarging the lattice size 

and increasing statistics, without recourse to approx­

imations. Progress in lattice field theory will con­

tinue as this merit will become utilized more fully 

with the coming of more powerful computers. 
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