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FOREWORD 

The International Conference on Instrumentation for Colliding Beam 
Physics was held at SIAC from February 17 to 23, 1982. It was the second 
of a series of conferences, the first uf which was held at Novosibirsk in 
1977. This second meeting had a larger and more cosmopolitan attendance 
than the first mainly due to the enormous growth in interest in colliding 
beAm physics in the intervening five years. During this period three new 
electron colliders, CESR, PEF, and PETRA, were commissioned and hadron col­
lisions were begun in the SPS, Moreover, almost every center of particle 
physics In the world initiated plans to build at least one new colliding 
beam device; in alphabetical order, the acronyms include BEFC, CESR II, 
CHEER, HERA, ISABELLE, LEP, SLC, TEVATRON I, TRISTAN, UNK, and VLEPP. The 
timing of this conference brought together the first results from new 
detectors at existing facilities and the development of new ideas for 
detectors for the future facilities. In all, 140 physicists and engineers 
from 10 countries in 3 continents attended: 76 from North America, A3 from 
Europe, and 21 from Asia, 

Fifty talks were presented at the Conference, 47 of which are printed 
here. We regret that we did not receive the written versions of three 
excellent contributions to the Conference in time to include them in these 
Proceedings. These were "Recent Developments in Ring Imaging Cerenkov 
Counters" by T. Ypsilantis, "Readout Methods for Calorimeters" by V, Radeka, 
and "Application cf Ceiger Mode for Calorimeters" by H. Carithers. 

An innovation at this Conference was the idea of having panel discussions 
lead by a "provocateur" who was charged with summarizing the issues and 
focusing the discussion. The provocateurs all took their assignments 
seriously, provoking the speakers into a critical examination of their ideas. 
This led to the most informative set of panel discussions that I have ever 
heard. I extend the Conference's thanks to the provocateurs for their fine 
efforts: E. Gabathuler on Tracking, D. Ritaon on dE/dx, D. Kartill on Cerenkov, 
Transition Radiation, and Timing, M» Breidenbach on Electronics, and S. Iwata 
on Calorimeters. 

Finally, I wish to extend my personal thanks to all of those who worked 
on the Conference with diligence and enthusiasm: to the Program Committee 
and the International Adviscry Committee whose wise selection of speakers and 
topics set the tone of meeting; to Bill Ash, whose untiring efforts in 
compiling these Proceedings led t.o their prompt publication; and to 
Ruth Thor Nelson, Nina Adelman, and [/te Hayes, the Conference secretariat, 
whose careful and innovative planning never ceased to amaze and delight ue. 

Gary Feldraan 
Conference Chairman 

Hay 1982 



The conference logo is a Monte Carlo simulation of the decay of 
a Z boson produced at rest in an e +e~ annihilation. Twenty-four 
charged tracks can be seen bending in an axial magnetic field. 
The event, which shows a two-jet structure from the decay of the 
Z° to a dH quark-antiquark pair, is not exceptional in its physics 
content, but it will challenge the mettle of any detector which 
attempts to reconstruct it fully. The jet compositions are 
(10 4p° P + T T W ) and (K*° K* + 2u p q n + 3TT_) . 
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WELCOMING ADDRESS 

Let me welcome you to the International Conference on Instrumentation 
for Colliding Beam Physics. This is a sequel to the very successful 
Conference on Experimental Methods for Electron-Positron Storage Rings 
held at Novosibirsk in September 1977. We wish to continue the tradition 
that this series of meetings should offer opportunities for the conferees 
to compare their experiences and expectations in the field. As much as we 
owe a debt of gratitude to our friends from Novosibirsk for having 
initiated this series, the roots of our subject of study go even deeper. 
Let me show you two quotations from old and new Chinese cultures which not 
only"predicted the ever-changing nature of science but also forecast the 
need for large solid angle detectors which are the principal subject of 
this Conference. 

,ne principle that c*n be Jtttetf cii-not be- the absoiutt- ptineip, 

fhp nam? that can be given cannot be (ftp perm*nrnt p»me. 

A Ciog in a well says, "The sky is no digger than the mouth of a well." 
That is untrue, for the sky is not Just the size of the mouth of the well. 
If it said, "A part of the sky is the size of the mouth of a well," 
That KMld be true, for it tallies vith the facts. 

It Is characteristic that the most successful specialized conferences 
lose their specialization in time. Let me give you an example: the series 
of electron-photon conferences was amplified in time to incorporate weak 
interactions, thus incorporating those two fields which became the primary 
focus as a result of great recent discoveries. As a result the agenda of 
that conference became almost indistinguishable from that of the "general" 
high energy physics conferences. Similarly the topic of the Novosibirsk 
conference has been broadened as indicated by the change in title to 
include instrumentation for all colliders. Since the relative importance 
of colliding beam physics tends to overshadow most, although not all, 
stationary target physics, thtre is a. threat that Che agenda of this 
Conference will become indistinguishable from a general high energy physics 
instrumentation conference! 

We are pleased to welcome participants from eight countries to this 
"small" conference of not quite 100 participants. I hope you exchange 
most useful information and new ideas, and above all, have a good time. 

W. K. H. Panofsky 
Director, SLAC 
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LIMITS OM THE ACCURACY OF DRIFT CHAMBERS A m CALIBRATION SEAMS 

Bernard Sadoulet 
CERN, Geneva, Switzerland 

1. Introduction 

A glance at the. letter* of intent for experiments 
at LEP which have been submitted to CERN on 31 January 
1982 show that drift chambers o£ one type or another are 
still very popular and are coniidered aa being the main 
candidate for detecting charged particlea even eight 
years fron nou. 

The understanding of intrinaic limits on the spatial 
accuracy of drift charters, and the development of nev 
methods for calibrating Chen, are therefore still rele­
vant. The present talk attempts to review the state of 
the art. 

In otder to see what are the main questions to be 
asked, I have suamarited in Table 1 the sain character­
istics of the drift-chamber detectora proposed for LEP. 
These detectors fall into two classes: 
i) Extremely accurate detectors for vertex reconstruc­

tion around the interaction region, rreciaion as 

high as 30 \m is looked for and two-particle reso­
lution of 200 urn is claimed. In this field, comi. • 
tition frost multi-electron silicon detectors1, which 
could reach 10 pa accuracy and ISO urn resolution, 
is severe. 

ii) Very large detectors of the projection-chamber or 
imaging-chamber type, where the moderate, Accuracy 
of individual measurement (c u ~ 200 (m) is compen­
sated by rha relatively large number of pointa on 
each track. The accuracy of the mome.itum measure­
ment is no longer limited by the drift-time preci­
sion but by the control of systematica nt the level 
of 30 to 50 im on the sagittd. 
Hence the two questions studied in this talk; 

i) What are the fundamental limits or the accuracy and 
the two-particle resolution in a gaseous drift 
chamber (Section 2)f Hou can performances be in-
proved, by the proper choice of gas and running 

Table 1 

A glance at LEP Letters of intent 

ColUb, D e t e c t o r Method Dimension* Accuracy Two-particLc 
rcBalution 

Bari, e tc ,* ' Hintvertex Silicon Bari, e tc ,* ' 

Main 

TPC 
1 a tin, 1.5 T 

0.2 < R < L.8 m 
A • 4.4 n 
d - 2,2 n 

a„ < 200 inn 
(21 space pts) 

R$ " 1,2-2.4 cm 
z * L.5 cm 

Bari, e tc ,* ' 

Main 
Axial wires 
T atm, 1.5 T 

0.2 c R < L 8 cm 
9, - 4.4 m 
d • 6 ro 

0 H £ 250 IJm 
(192 vlros) 

Ri> - 0.75 cm 

OPAL Main JADE-like 
4 atm, 1 T 

R < 1.6 m OJI - 100 vim 
(160 wires) 

Ri]s * 0.2 cm 

Lund, e t c . * * ' tliniveitex Time expansion 
+ aide wir« 

pick ups 
or s i l i con 

0.06S <R< 0.125 
I • 0.45 m 
d - 3 an 
0-15 < R « 0,5 

o^ • 30 vim 

0^ - 100 UJit 

Rjj - 0*02 em Lund, e t c . * * ' 

Main {ii) Flanar 
imaging charter 

R < 3.8 m 
£ - 6 a 

0 H ^ 250 tan 
**0 B < 30 yn 

Electre Miuivcrtex Axial drift 
wires 

R < 0.38 D 
t - 2 a 

OH " 50 lira 
{24 wires) 

Electre 

Main Conventional 
drift chambers 
with stereo, 1T 

R < 1.2 a 
t • 4.5 a 
d - l a 

ffu - 150 pra 
(40 v ires) 

DELPHI Minivertex Drift chambers 
with cachorte 
ftrips 

R <; 0.3 a aM - 100 pa tti: « L mm DELPHI 

Main. TPC 
1 atn, 1.2 T 

0.3 < R < 1.26 n crH - 25D pm 

LOGIC Main JADE-like 0.1 * R < 0.7 • 
(64 wires) 

*) Bari-CL.JJ-DeiaakritQS Athena-Dortound-Ecole Palycechnique-Palaiae-au-Edinburgb-CtasEaw-
Heidelbei^-Lancaster-MPI Munich'-OrEay-Piaa-Rutherford-Saclay-Sheffield-Tiieste-Turin-
tfeatfield College London-Wisconsin Collaboration. 

**) Lund-Sicgen-Max Planck Institute-HIKHEF-ETH-Gerteva-Lausanne-LAPP-Frascati-Florcnce-
Madrid-Beijing-Hofei-Hawaii-CalTech-OklahoBia-OhJo State-Carnegie Mellon-Princeton-
Vale-Harvard-MIT Collaboration. 



conditions, or by better detection methods 
(Section 3)7 

ii) What, In practice, ate Che limits entountered in 
large detectors? Is it possible to Unit effects 
of systematica by proper design of the detector 
(Section 4)? Can X-r«y and UV calibration beans be 
need (Section 5)? Since most of the other talks 
presented at this conference will deal with specific 
practical aspects, t vill emphasize Mainly the fun­
damental aspects and the understanding of the basic 
mechanisms. 

It is clear that, in this review, moat of the quoted 
results and explanations are not bine, and 1 profited 
very much from discussions with many colleagues. I rf)uld 
like to thank especially C. Charpak, B..A. Dolgoshein, 
G. Rubbia, H.A. Walenta and T 4 Ypsilantia, from whom I 
have borrowed many ideas put forward in this talk, 

2. Fundamental Processes in Drift Chambers 

Let us recall the basic processes at work in a 
drift chamber2. Electrons are produced along charged 
particle trajectories (Fig, 1). They "I*.en driFt in an 
electric field towards a detecting cell where the> fire 
observedi More and more often the detection is tridimen­
sional* which together vith the drift-time measurement 
allows the reconstruction in space of the extraction 
point of the original electrons. Let us review each of 
the successive phases in turn. 

energy (shown In Fig. 2a for argon) and the Rutherford 
croaa-iection for large E where electrons are quavi^ 
free. The result for argon is given in Fig. 2b. Ihe 
various M, L, and K shell peaks appear very clearly. 

orb. scale 3 

100 1000 10000 
Energy transfer eV 

Fig, 2. a) Photoioniantion cross-dection for argon, 
b) Differential cross-section for the extraction of 
electrons by a rclativirttic char^c-l part iclu (Ref. }). 

•Kfroctton 

tfonaport 

il e l l ** 

Fig. 1. A. drift chamber of the prejection or 
imaging type. 

The energy is deposited in a discrete way at the 
macroscopic level. For innta ie, in argon there are 
ohout 30 electrons per cm exi dieted from the H shall 
with a typical energy of 30 c , about 1.5 cm from the L 
shell with 400 eV, 0.03 cm frcm the K shell with a typi­
cal energy of i kcV, and 0.03 cm for 5-raya above 4 heV< 

Then these electrons slow down by inelastic colli­
sions , through which they extract both photons and 
electrons until they reach an equilibrium temperature 
with the electric field and begin to drift. The total 
number of electrons at the ind of the thermalizotion 
proceos is on an average proporcional to the deposited 
energy, vith a fairly enall fluctuation 

E. (2) 

2.1 Extraction and Thermalization 
of the Electrons 

The extraction of primary electrons by "a charged 
particle of velocity $c is now well understood quanti­
tatively3 as the result of an exchange of a virtual 
photon which ionizes the gas molecule. The differentit1 

cross-section can be written as 

E/6c 

2 
o y<E ip) (1) 

where E and p are the energy and momentum transferred 
to the extracted electron; f(E,p) describes the 
particle-photon vertex; 0V.(E.p) is the off-shell photo-
ionization of the gas molecule which can be approximated 
by the on-shell photoienization cross-section at low 

For argon x\j is of the order of 100 electrons/cm* 
What matters for drift-chamber application ia the 

distance reached ^ransversally by the slowing down elec­
trons. This practical range of their trajectories, 
which are convoluted by multiple scattering, is not very 
well studied either theoretically or experimentally. 
The best data available to my knowledge are the measure­
ments of absorption lengths of low-energy electrons in 
gases by Lenaid1*, quoted by Farr et al. 5. According to 
this result, in argon at atmospheric pressure one gets 
a mean absorption length smaller than 0.5 pa foe an K-
shell electron, about 1 \m for an i. shell electron of 
400 eV, and IS isa for a K-shell or fi-iay electron ?f 
4 keV, Extrapolations from results in light materials* 
give absorption lengths which eie 10 to 20 times longer. 
However, this shows that for the mora nuoerous electrons 
(H and L shell electrons) the practical range is very 
small and the half radius of the electron blob is usu­
ally of the order of 10 to 20 um at most at nominal 
pressure and temperature. 



2.2 The Drift Region 

In the drift region, electrons make a random walk 
between the molecules. Let us first discuss their be­
haviour in the absence of magnetic field. They are 
accelerated betveen successive collisions in which they 
lose pare of their energy and their initial direction. 
They can he described by the distribution F(v, cos G) 
of their random velocity v and their angle 6 with the 
electric field. In the absence of magnetic field their 
drift velocity w L (much smaller than their random ve­
locity) is Chen 

v. » I v cos 9 F(v, cos 6} dv d cos 9 (3) 

<4> 
d(cxz) d<5y2) --
~"dt dt Z U T 

D™ is given by 

"t " / T F ( V > C O S ° 3 

where £ is the ruan free path. One can alBo introduce 
the characteristic energy 

H. = e D T / l J * C5) 
which is related to the average energy of electrons. 
It is bounded from b e l o w 1 by kT, which therefore means 
that the transverse diffusion of an electron cloud after 
o drift distance z 

is bounded by 

fW-

(6) 

(7) 

Figure 3 gives experimental measures of 3 ^ and some 
theoretical estimates 3. The longitudinal diffusion co­
efficient is given by a more complicated expression^. 
It is different from the transverse coefficient because 
electrons which have by fluctuation gone faster than the 
average drift velocity are more energetic since the work 
of the electric field has been bigger. They are there­
fore less affected by this field, and their drift v e l ­
ocity is smaller than the average one. Therefore one 
expects that 

This statement is true provided the electron momentum 
transfer cross-section does not decrease too fast and 
it can b * shown on semiquantitative m o d e l s 7 that the 
faster the cross-section increases, the smaller is the 
ratio DL/DJ. 

The fiain can be very significant, as shown in. 
Fig. 4 for argon. At low energy eDj/u a eD^/u - k T 
when the electrons are in thermal equilibrium with the 
gas. Then the longitudinal diffusion increases faster 
than the transverse diffusion because the cross-section 
decreases. At E/N = 4 * 1 0 ~ 1 9 V/cm 2 the mt;ui electron 

2*10" 

and their mobility is \i « Wj/£-
Their fluctuation around the average position 

z • z& + Wi t (z clong the electric field) is controlled 
by two diffusion coefficients Dij and D L 

10' 

~i ; — i — i — i i i 11 1 — r 

_i I L 
S00 1000 

E(v/cin, ol lalml 
SJ 2000 

Fig. 3* Transverse diffusion o~x after 1 eta of drift 
for various gases, 

rr'l i i n ) i—i i»]-u " 

'• lEXZiim? 

Fig. it. a) Momentum transfer cross-section to* argon 
(e.g. Ret'. 2j, b> Transverse and longitudinal diffu­
sion in argon (Ref. 7). 

energy reaches f>*2 eV where the cross-section displays 
a minimum, and when the cross-section begins to increase 
D^ drops quite significantly to a value seven tinea 
smaller than D-j. 

This behaviour of Che cross-section is also respon­
sible2 for the saturation of the drift velocity in most 
argon hydrocarbon mixtures. Theoretically one expects 
therefore two situations 
i) 

ii> 

In "cool" gases (e.g. C02> the electrons have tem­
peratures of the order of kT; D^ and Dj are com­
parable and low but, however! Che drift velocity 
is proportional to the field. 
In minutes with saturated drift velocity, the 
electrons have higher temperatures but D^ can be 
significantly tsuller than D r. 
In addition to the classical measurements of 

Wagner, Davis and Hurst4, new measurements have been_ 
made recently by various high-energy physics groups9 1 ; 



As in exasple. Fig. 5 gives the longitudinal diffusion 
a- aftet 1 en of drift for vicious sues. 

Valuta of typically a z • 250 IM/ca « are obtained 
for an electric Field between 500 V/cn and 1 Wfca at 
normal pressure with argon-COj, argtm-C5H(>and argon-
CsUio. The value for argon-CH, is higher around 
400 usi/en1". Pure organic vapour or COj have signifi­
cantly snaller diffusion. 

When there is a magnetic field, electrons Ate not 
only accelerated by the electric field but arc also de­
flected by the magnetic field. Tf the magnetic field 
is perpendicular to the electric field, electrons will 
drift at an angle a n often written as 

B tB V (8) 

where w a is the so-called magnetic drift velocity vhich 
is somewhat larger than wj, in standard mixtures. The 
drift velocity w L along the electric field ie affected 
also, but usually the drift velocity along the electron 
trajectories is rather constant. 

When the magnetic field is parallel to the electric 
field the transverse diffusion is decreased because the 
electrons have a tendency to curl in between collisions. 
However, the reduction factor which is approximately 

2 e2 L 

is usually quite close to one. 
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2.3 The Detecting Cell 

After the drift region, the electrons arrive ot 
the detecting cell. The usual method is to have then 
oultiply in the high-field region surrounding a thin 
"sense" wire. 1'hiB method has two consequences. 
i) Because the field is cylindrical around the sense 

wire, sone electrons exiting from the drift region 
far from the sense wire will have to travel longer. 
Moreover they encounter regions of lower electric 
field, AS a consequence the loci of equal time of 
arrival on the sense wire are not planes but rather 
cylinders. Therefore, even for tracks perpendicu­
lar to the overage drift direction, extracted elec­
trons do not arrive on the wire at the same time. 
Figure 6 shows ns 4fl example thft case of the UA1 
detector in a field of 7 kG. 

L ."̂tfj t ^j** i 

O 20O HOO 600 800 1000 
EtV/cm! 

Fig. 5. Longitudinal diffus ion 0*_ After 1 en Q£ drift 
for varioua gases (Ref. 12}i a) Argon C^Hs (50-50)j 
b) argon CHi» (60-20) j c) argon CO* (SO-20), Circles 
are raw measurements. Crosses are corrections for dis­
persion due to the differences of electron trajectories, 

Fig. 6. Electron trajectories end loci of equal driEt 
time from the aenpu wire in the central detector of L'Al 
(electric field n 1.5 kV/cm, magnetic field •= 7 kG). 

ii) The electric pulse which is recorded on the sense 
wire or on cathode pads is mainly due to the move­
ment of th ions in fhe 1/r elecrric field arciû d 
the wire. This -jives to the electric current pulse 
a long tail in 1/t which without proper shaping 
limits tvo-parricle resolution, Note that this 
tail is absent in the. detection by scintillation 
light13. 
Parallel-plate chancers1 "* where the multiplication 

occurs in a planar electric field do not have these 
problems. Houevat, for tracks at an angle with the 
electric field, it is unavoidable that the electron 
clusters arrive in the detecting cell at different 
times. 

la order to record the original position of the 
primary electron in space, two nethods are used: 
i) Drift-tine measurement with, usually a constant 

threshold discriminator. The measurement is there­
fore sensitive to the longitudinal diffusion c , 



However, the neiiurancflC error <7„ is mailer. In 
a system that is sensitive to the first electron 

V'<t 'log n 
(9) 

where n is the numbat of electrons in the cloud. 
However, if the centre of gravity was detected 

Ai 
(10> 

In practice. c u is smaller than cz by a factor of 
2 t o 3 y i e l d i n g 

O v =: 80-125 Urn/cm'^ 

for usual argon-organic vapour mixtures and fields. 
ii) Centre of gravity with cathade-pad amplitude read­

out. The measurement ifl sensitive to the trans­
versa diffusion o x but, in the approximation where 
electrons are assumed to Arrive at the same tine* 
the centre of gravity is measured and 

a -=S. w r vn 

In principle better accuracies can be achieved 
with this method (if the preamplifier noise is 
email enough), however, if the track is at an 
angle to the sense wire, fluctuations in the 
primary ionization leads to substantial de­
gradation of accuracy at low pressure 1 5. 

3. Waya to Improve the Accuracy 
and to Obtain Setter Two-Particle Resolutions 

The understanding of the various factors control­
ling, accuracy and two-particle resolution is therefore 
rather good. There ia not much which can be gained in 
the extraction mechanism of electrons. Moat of the 
electrons have ranges smaller than 10 or 20 um under 
normal conditions and the few per cent of long-range 
d-rays can be rejected either by pu2ee height or by 
deviation from the fitted crack. 

3.1 Decreasing Diffusion 

Oolite significant gains can be achieved in prin­
ciple on the transverse or longitudinal diffusion. 
i) A *irst obvious choice is to reject "hat" gases 
such as A2~CHi, mixtures where the diffusion is quite 
large. 

It is clear that argon-organic vapour gives higher 
diffusion and should be abandoned in high-accuracy ap­
plications in favour of pure gases such as C 0 2 ̂ CzHi, 6, 
and CJIUJO z . 

In CO2 (Figs. 7a, b) electrons are practically 
thermal* which means that the drift velocity is propor­
tional to the electric field. It is a bad quencher, 
but adding a few per cent iaobutane considerably im­
proves proportional operation 1 6. 

Ethylene is a good candidate: electrons are not 
thermal and the drift velocity, although not saturated, 
does not vary too rapidly (Fig* 7d), it has the nice 
property of having a longitudinal diffusion which is 
much lever than the transverse diffusion and which is 
only slightly higher than that of CO;. In practice, a 
better quencher, such as methylal 1 0, has to be added to 
the gas, 

Vich these two gases, one can reach 

Fie, 7. Driit velocities and diffusion coefficients 
for CGj and C2H4. The horizontal axes are E/p 
(volts/era torr). The vertical a*en for a) and c) 
are E/u (volts)j the vertical axee for b) and d) 
are W (cmu/pec). 

which is significantly smaller than the usual values 
obtained in argon-organic vapour mixtures. 
ii) The second parameter that we can use is the pre-
suio P. The ratio eD/p ia a function of E/P only. 
Therefore increasing P and E proportionally allows 
,one to decrease a 

°* "VH a v l ( E / P " c o n s t ' ) ( i n 

80-100 ym/cra1* at l kV/ci 

In practice, for non-thermal gases,. eD/u is a weak func­
tion of E/P and nearly the full gain ia obtained by in-
creasing F only. In addition, the electron statistics 
art improved 9, anA through Eq. (9) the measurement 
accuracy will be improved even further , Dolgoahein and 
collaborators 1 6 have attempted to make full use of this 
property by going to extreme pressures. By going to 
300 atm in an argon (99X) + N 2 (135) mixture they have 
reached 

0 - 10-15 Ura/cn1A 

(measured with scintillation light), Limits are encoun­
tered, however* in that direction. Multiple scattering 
in the wall of the pressure vessel voakens the power of 
such detectors. Moreover, vhether scintillation or 
electron multiplication is used for detection, only a 
very small amount of quenching molecules can be added 
to the noble gas used, and the electron temperature ia 
much higher than in the usual mixture. 

It seems more promising to work at lower pressure, 
where these problems are simplified. This approach was 
explored rather systematically by Farr st jl. and then 
used by the JADE Collaboration 0 (whose experiment runs 
at t, atm. with an argon-CHi,-Ct,Hio mixture, whichjis un­
fortunately not very good having o z - 400 ymfcm' at 
1 ata)« Dolgoahein and collaborators 1 7 have pushed 
this line of research quite far. Using CO;, at 5 atm 
(with 0.3 atm of CnHto), they obtain a drift measure­
ment accuracy of 

over a drift length of 12 na and a drift voltage of 
3vS kv. Allowing, only clusters produced directly in 
line with the sense wire to reach it and shaping care­
fully the pulsea, the tuo-particle resolution at 5Q35 ef­
ficiency ia 70 Um (the drift velocity v^ ia approximately 



5 x 10 s cm/s). Increasing the pressure does not cause 
any improvement because of the letting up of parasitic 
phenomena which are not well understood yet (deviation 
from E/F behaviour, etc.). 

We are not very far from multielcctrode silicon de­
tectors with a much simpler technology! 

3.2 Can One Detect Original clusters? 

Another place for improvement is the detection 
method. In principle if the original cluBteia could be 
located in space, the measurement accuracy will finally 
be 

°-"̂  
in spite of the difference of trajectories of the elec­
tions, Since the total number of electrons n is fairly 
large {^ 100 en under normal conditions)* improvenent 
by a factor as large aa 3 or 5 can thooretic&lly be 
made on the Btandatrd method. Moreover, iince all the 
information is used magnificent two-particle resolution 
and dE/dx accuracy can, in principle be obtained"1. 

What doea cluster detection require? 
i) A careful shaping of the pulses with proper- clip­

ping of the 1/t tail. Full width?) at halT maximum 
of 15-20 ns have been achieved*9. 

ii) The drift velocity should bo low eno'ifjh so that 
this width should be smaller than the natural width 
of the electron jswarm thct one want' to separate 
into clusters. In order to find the centre of 
gravity of the cloud* a width comparable to that 
of diffusion IB preuumably sufficient. 

In order to decrease the drift velocity* 
walenta18 propnsed tc izduce the electric field in 
the gap (time expansion chambers). Another nethed 
is to use a slow gas likt CO2 k As we have aeen, 
superb two-particle resolution eon be achieved 
that way 1 6, 

iii) Various methods have been proposed in order to get 
rid of the drift-tine difference of clusters origi­
nating from different places along the track. 

The sitipleet one is to prevent electrons with 
long drift paths from reaching the sense wire, 
ef.cher mechanically16 (Fig. 6a) or electrostati­
cally (Fig. 3b). Of course one loses information* 

A more ambitious approach has first been pro­
posed, to my knowledge, by Walenta 8 B a: he suggests 
measuring the angle of impact of the electron clus­
ter o» the sense wire, therefore allowing the re­
construction of its trajectory and correction for 
the longer path in the cylindrical region around 
the wire* This can be done by analysis of the in­
duced pulses on cathode pads around the wire. 
(Fig. 8c) or on two pick-up wires close to 1:he 
andda (Fig* Sd}. Experimentally for X-raya an 
angular resolution of Ace * 5° FWHM has been 
achieved by measuring the difference between the 
two induced pulses. For charged particles such a 
difference would have to be normalized to Che aunt 
of the two pulses. 

iv) Although zero crossing methods can he tried , the 
discrete nature of the production of electrons will 
produce direct and induced pulses of a vast variety 
of shapes which cannot really be treated by hard­
wire. It is probably more promising to use Flash 
ADCs to register directly the pulse height in bins 
comparable to the clipped pulse width. 
We may therefore conclude that the technique exists 

to reconstruct cluster origins with accuracy limited by 
the longitudinal diffusion. It has to be shown in prac­
tice that the expected gain in accuracy can be achieved 
<in spite of local &pace-charge problem?) ai.d that the 

0} 

Fig. 6. How to get rid of drift time differences 
between clusters originating from different places 
along the track. 

additional cooplexity is worth the effort. Note that 
this complexity ifi not much bigger than for cathode pads. 

4. Systematic Errors in Drift Chambers 

We now turn to more practical problems — encoun­
tered especially in large detectors such ac JADE, AFS, 
or UA1 — which ars not limited by the measuring error 
of each sense wire hue by systematica. 

4.1 Mechanical Distortion and Stability 

It i3 obvious that the bigger the detector, the 
more difficult it is to position Che wires with suffi­
cient accuracy* Moreover* olectroftatic forces and 
gravity displace the wires by significant amounts in 
their middle. 

In principle, the deviations from a theoretical de­
tector are smooth and can be calibrated away. However, 
it is difficult to measure these distortions accurately 
from survey, for instance, and they should be suffi­
ciently stable. Unfortunately* aoaie deformations of 
large mechanical assemblies are due to temperature 
gradient, settlement of the supporting structure, etc., 
and vary with time. 

Care has therefore to he exercised in limiting 
temperature variation of structural elements (good cool­
ing of preamplifiers), in the proper design of the me­
chanics, and in the method of construction. Dynamic 
positioning of detector elements has been proposed ° \ 
Ultimately, zero-field tracks and calibration beams have 
to be uBfid (BCC next section)* 



4,2 Knowledge and Stability of .Drift 
Velocity and Drift Angle 

For detectors with large drift gap the knowledge 
of drift velocity w^ and drift angle is rrilical. in 
order to get 100 yn accuracy over 20 cm, w^ hafl to be 
known to 5 * 10""* 

In order not to be too sensitive to temperature 
variation, distortion in electric field, and variation 
with gas mixture, the drift velocity should vary as 
slowly as possible with these parameters. However, the 
requirements are often contradictory. 

In the ease of en electric field perpendicular to 
the magnetic, field, a more serious problem is en coun­
tered with che drift angle which varies rapidly with 
the magnetic field and the electric field [Eq« (8)], 
One should therefore minimize its influence by reducing 
it as much as possible (high field, proper choice of 
gas) and by arranging the detector co that particle 
trajectories are perpendicular to drifting electron 
trajectories. In that case drift-angle errora are zero 
to second order ("cosine" error). The Bari-CERN-
Oeiftoktitos Athena-Dor tmunti-Ecole Polytechnique PP' aiBcau-
Edinburgh-Glasgow-Heidclbcrg-Lancaster-MPl Muni^ft-

Or£ay-Pisa-Rutborford-Saclay-sheffieid-Triecte-Turin-
Ifcdcfield College London-Wisconsin Collaboration has 
proposed an original arrangement of drift cells (Fig. 9) 
for LEP which has this property for a solenoidsl field, 

Fig. 9. Proposal for an axial wife drift chamber for 
LEP by the Bari-CERN-Demokritos Athens**uortmund-Ecole 
Polytechnique Palaiseau-Edinburgh-Glasgow-Heidelberg-
Tv3neasrer-*M£I «unich-Orsay-T?isa-Rutherford-Saclay-
Sheffield-Turin-Trieste-Westfield College London-
Wisconsin Collaboration (January 1982). 

As a general comment, I would like to stress that, 
instead of trying to measure and monitor all parameters 
on which the drift velocity and drift angle depend, it 
is much better to measure them directly in the. chamber* 
This can be done very well in two vays: 
i) The chambers can be designed in such a way aa to 

be "autocalibracing'', If tracks can cross Hif-
Cerent drift gaps, which have a constant and known 
relationship, the requirement that they line up is 
a powerful constraint on the drift velocity and 
drift angle. We have found this to fce extremely 
useful in the UA1 detector21. Note that thiB pro­
perty is absent in normal IPCs or in the JADE-AES 
bicycle-wheel structure, but present in designs 
such as the one of Fig. 9. 

ii) A second method2* is to use several laser beams at 
fixed find known angles with respect to each other. 
The, drift velocity and drift angle have to be such 
that the angles are reconstructed correctly. This 
method is independent of angular correction which 
make more direct methods impracticable. 

4,3 Distortion of Electric Field 

In projection or imaging chambers* where tfte drift 
gaps are fairly large, the electric field can be com­
pared to the optics in a visual detector* 

Tilting of the field direction, or change iw its 
magnitude (which changes drift velocity and, more 
seriously, drift angle) can be caused either by wrong 
design (too rough shaping of the field), mechanical dis­
placement of the shaping electrodes, or charging up of 
insulating material in the chamber. 

To these static effects could be added dynaaical 
effects due to a positive ion-current in the gap. If 
ions arc collected by shaping electrodes their voltage 
should be maintained by a divider with "ow enough xn-
pRdanee. And by their mere presence in the gap the ions 
create a glohal space charge which distorts the electric 
field23 and is one of the most fundamental limits to the 
projection-chamber idea. 

One can show23 that for a given particle illumina­
tion atvd an .lifitat-inm. the disroxtio-n ̂ oea as the c*ft>e 
of the dil-t gap. For detectors in a large background 
environment* gaps cannot be very large* This was, for 
instance, a reason to limit the gap in the UA1 central 
detector to 18 cm since, with a uniform background of 
10 nrem/h, distortion o£ 110 um in the electric field 
direction (at an amplification of 10 a) ia already 
caused. The avalanche gain, is decreased by about 5?.. 
Non-uniform illumination will produce stronger displace-
mt.-i. 

Apart from decreasing the gap length, space charge 
can be controlled by decreasing the amplification and 
the proportion of ions which come back to the drift gap. 
This is difficult because they have a tendency (in the 
absence of magnetic field) to drift back along the earns 
trajectories aa the original electrons. Various pulFjd 
shielding techniques, where pick-up on the sensing ele­
ments is minimized by proper balancing, have beeri pro­
posed in order to turn on the amplification only for 
interesting events. However, they require a triggering 
device and may be difficult to implement in largo 
systems. 

Another method, since the main effect of space 
charge is through the drift angle, is to design chambers 
where errors in drift angle introduce only cosine-like 
errore 

Once all possible precautions have "been taken in 
the design, one has to learn how to live wit':, space 
charge. It can be noted that the maximum field distor­
tion occurs in the middle of the drift gap (where it is 
corrected less by cHarge images). This induces an ap­
parent curvature of the trajectories in a gap* With what 
we called an ''jtutocalibrating" chamber, where tracks 



usually cross several gaps, the tracks will appear as 
viggly lines and fits will partially correct the effect. 

One can also imagine using a UV laser bean fired 
regularly or immediately after a potentially interesting 
event, which would make a "photograph" of the space-
charge situation in the detector. 

4.4 Presence: of Other Particles 

Fpr completeness* ve should mention a fourth effect 
which makes life difficult in practical detectors* namely 
the presence of other particles close by Che particle to 
be measured,, or the fact that the particle is at a large 
angle to the drift direction. 

An obvious Firat effect is the confusion between 
tuo particles,which suppresses a certain number of points 
along the trajectories and therefore degrades the pacrem 
recognition capability and the accuracy. What we have 
said on the decrease of diffusion and the improvement 
of the detecting method for better two-particle resolu­
tion is relevant here. 

However, more subtle effects occur through cross 
talk. Sone cross talk occurs in the chamber through the 
movement of ions, which produces positive pulses on 
neighbouring wires. This can be decreased at the few 
per cent level by interposing field wires. Their de­
coupling, however, should be good enough to prevent any 
significant potential surge which by capacitance will 
induce a signal on the sense vires. Similarly precau­
tions Uavt* to be taken on the packaging and decoupling 
of the electronics in order to prevent parasitic 
induction. 

Another fimdamental effect at work is the possi­
bility of local space charge from previous avalanches 
disturbing the amplification of the successive electrons. 
This effect is mainly present for tracks at a large angle 
to the wire planes. 

Here again, in order to extract all the information 
which is contained in the pulse, continuous pulse-height 
recording of the Bense signal should be an extremely 
powerful tool. 

5, Calibration Beams 

In the last section, for many of the practical 
problems of distortion in large detectors, we have seen 
the utility of calibration beams. Drift chambers being 
by their nature analogue devices they need fiducial 
marks or better infinite momentum tracks to be drawn in 
them. 

We will review briefly the status of the two sug­
gestions made in that field. 

5.1 Pulsed X-ray Beams 

One possibility is to use pulsed X-rays, as pro­
posed by Hoffmann and Ruhbia2'1. In order to penetrate a 
large volume of gas, the energy has to be higher than 
30 keV. At this energy! electrons are extracted by 
means of two processes: 
i) 

is of two processes: 
the photoelectric effect, which unfortunately gives 
electrons of too high energy and range, 

ii) the Compton effect, which gives a continuum of 
energy between 0 and 10 keV (for 50 keV X-rays). 
The fact that the energy spectrum is not well 

adapted to that of primary electrons extracted by 
charged particles is partially alleviated by two effects; 
i) The high-energy electrons give rather flat distri­

bution in space, while the low-energy electrons 
have a small range and give a peak in the observed 
distribution of drift distance. This "Jacobian 
peaku effect is clearly seen in the results ob­
tained in the UA1 Central Detector at zero magnetic 
field (Fig. 10a). 

ii) Tiie magnetic field can curl up high-energy eleflp 
tronn and clean up the tails (Fig. 10b). A FWHkof 
1.5 mm ie obtained. 
Calibration with X-rays has the nice advantages 

that diffusion is negligible and that there is no need 
for any special e-'-.-ance windows in light detectors. 
In addition, there is no significant deviation flt the 
chamber interfaces« It can therefore be used to align 
devices over long distances* 

On the other hand, the ionization pattern produced 
is very different from that of a charged particle. In 
order not to be saturated by the predominant photoelec­
tric effect, a low enough intensity lias to be used (in 
UA1, 400 X-rays/beara) extracting one useful Compton elec­
tron every few cells. This Compton electron giues rise, 
by thenulization, to a blob of electrons which hove 
properties that are very different from those of the 
electrons spread along a. 'charged particle track. In 
particular, they all arrive on the sense wire at the 
eame time, but from pulse to pulse their measured drift 
time will fluctuate beenuse they are not created along 
a locus of equal drift time to the wire (sec Fit;. 6). 
This can be contrasted with charged particle tracks 
where the closest primary electron is measured. 

Ijii.i^iBiii^iLiy , l i a J:.J, . . •J , , , , V ,L I I [ o 
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Fig. 10. UAl X-ray beams as seen on one wire of the 
central detector. Bin width 8 n-a. Around 2000 shots 
a) at zero magnetic field, b) at a field of 2.8 kG. 

Therefore the X-ray beam gives intrinsically a wide 
distribution, which has to be averaged over many pulses. 
The mean drift distance measured is different from that 
af a real track in a way which is dependent on the shape 
of the loci of equal drift time to the wire and on the 
magnetic field. 

Let us add that we have noticed a large background 
of X-rays scattered in the collimat'jr and in Che wal2s 
of the detector. 

5,2 UV Laser Been 

A much closer simulation of a charged track can, in 
principle, be made with pulsed UV laser beams. 

Direct photoionization of some impurity has not been 
attempted up to now because with known substances, it was 
necessary to work in the vacuum UV region. However, the 
"discovery" of the tetrakis(dimethylamine)ethylene (TMAE) 
(see, for example Kef. 11) which has an ionization poten­
tial of 5.4 eV would allow the use of relatively close 
UV lamps (not necessarily lasers since the needed inten­
sity is small) at X = 24Q nm. This line of research has 
not, to my knowledge, been explored yst. 



Following the work of Seller and collaborator*36 

and independently of Bourotte and Sadoulet37 all groups 
involved in the field have used double photon absorption 
which alloys une to work in the close UV region (typi­
cally 340 nm). 

The basic process is shown schematically in Fig. 11a* 
A first photon excites the molecule usually to a vir­
tual state. This virtual state lives for a time 
^ - 1CT 1 6 s. If a second photon arrives during that 
time, it can ionize Che virtual state. The ionization 
rate is, o£ course, quadratic with respect to the flux. 
When the intermediate states exist (Pig. lib) cross-
sections are nuch larger and one speaks of double-step 
processes. One can show 2 6 that if the latter process 
is at work, at low laser energy density, the pul&e-
height dependence is quadratic with the layer intensity. 
At an energy density dependent on the first-step exci­
tation cross-section 0i and on the ratio between the 
laser pulse length and the lifetime of the intermediate 
state, the first transition is saturated find the depen­
dence becomes linear* 
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Fig. 12. Number of electrons per unit area and per 
8 mm J»" a function of the laser energy density 
(ftef. 23). Squares: results of Ref. 2S obtained in 
a diffurent chanber with a less accurate measurement 
of the area. 

allow ionization by relatively small energy lasers. Up 
to now, no "magic" substance has yet been identified. 
Two compounds are known fcp 4-icrease ionization* Diethyl-
aniline (ionization pr. • _al = 7 eV) at a concentra­
tion of approximatley 10 ' end Nickelocene*-6 (ionization 
potential - 6.5 eV). We have recently used that impurity 
at the level of 1.5 x 10"6 concentration h^A observed a 
factor of 7 increase in the yield (Fig, 13). This is 
not much, but if the absorption spectrum of Hickelocene 

Fig. II Double-photon and double-step process. has a broad maximal11* around 337 ma (3-67 eV) the photo-

This is indeed what is observed experimentally. 
Recently the UAl group have been doing careful measure-
menta 2 8' 2* (Fig. 12) with a N z laser at 337 nm and a 
pulse length of 300 pe, and have found the expected be­
haviour with a transition between the quadratic and the 
linear region at 20 \iJ/cxn2. 

This result vas obtained without specifically add­
ing any impurity to the Ar-C zH t mixture. If interpre­
ted in terns of the above model, it gives a cross-
section O] = 2 x 1 0 ~ u cm2 which is quite reasonable. 

This measurement significantly clarifies the mys­
tery of pulses, observed by various groups 2 7' 3 0 without 
specifically adding any impurities, which shoved linear 
dependence! the laser energy density waB indeed suffi­
cient to be in the saturation region. However, the 
LODisable impurity is not yet identified. This is not 
surprising since with reasonable values of o"4 (lo" i acm 2) 
its concentration may be as low as 10~ 1 2! 

It is clear chat, under these conditions, one would 
like to control the impurity, and for substances with 
the right excitation levels and the right auto-ionization 
levels, B very snail concentration would be necessary to 

ionization spectrum"" has a dip around; (7.3 eV) 
(Fig. 14). We have tried without success other sub­
stances such as anthracene, tetracene, pentacene, ot 
naphthylamine and ferrocene at a concentration of the 
otder of 10~ 6. 

In order to use this method practically to cali­
brate large drift chambers, one faces two problems: in 
oTder to produce straight tracks over significant dis­
tances the laser beam has to be diffractively Limited 
(at least in one direction; such a beam of 0,6 mm 
thickness at 337 nm can be used over 2 m). Unfortunately, 
diffractively limited lasers in this wavelength are very 
expensive (quadrupled Neodymium Yag lasers) and even Nj 
lasers with very poor beam quality are not cheap. 

Hilke 3 0 made an important step forward by designing 
with Keracher of MultilaserB* a double-cavity Nz laser 
which is limited by diffTaction in ©nt direction, 

Following in the same direction, the UAl Collabora­
tion made a contract with Kultilasers for the design of 
a very small two-cavity K 2 laser (180 x 120 * 32 mm 3), 
which could be mounted directly on the chambers. The 

* Multilasera, BP155, 1218 Crand-Saconnex, Geneva* 
Switzerland. 
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Fig. 15. Optical characteristics of the t'.arti 20C0 
laser (designed by Multilasers) used by the UA1 
Collaboration. 

quadratic region where the number of electrons per cm 
of track ia inversely proportional to the area. 

The cost of the las^r components is sufficiently 
small that uc con afford to build ourselves 40 lasers 
providing 120 beans in the UA1 central detector. 

fig. 13. Increase of signal when introducing 
Nickelocene at a concentration of 1.5 x 10" e. 

Fig. 14. a) Absorption spectrum of Kickelocene (in 
solution) around 337 nm. b) Phatoionization spectrin 
of Ni?kelocene (from Ref• 31), 

performance of the prototype is quite satisfactory. The 
energy in the dense spot is 30 uj; its dHieasion as a 
function of the distance is given in Fig. 15. It is 
nearly diffraction limited in the narrow direction and 
its FMHM of 0.7 mfl is maintained over 1 m (within 
0.1 on). XhiB shows that with an afocal system of mag­
nification 1 R s&king the image of tb.. laser at 1 m, a 
straight beam (within 0.1 mm) can t:- achieved over 2 m. 
Moreover, over the same length its effective area will 
he constant. This is important because, with the laser 
intensity we have at our disposal and our requirements 
to make three beams per laser, we are working in the 

(Germany) 12, 714 (1903), 
lnstrun. Methods 156, 175 
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TRADEOFFS IN DRIFT CHAMBER DESIGN* 
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INTRODUCTION 

For the physics of the future, at or above 100 GeV 
center of mass energy, tracking devices will need: 1) 
Good segmentation, since particle densities are large, 
2) Many samples along each track for patf-rn recogni­
tion, momentum resolution, and posaibly _i£/dx measure­
ment. As an example, to do a good job separAting two 
high momentum tracks from hadronlc decay of the 2°, 
angular segmentation - 1Q mrad is required; typical 
nearest neighbor tracks of average momentum are sepa­
rated by - 100 mrad.1 If we multiply 10 mrad by 1 
meter wc get a track reparation of 1 era. Although 
small this la still large enough that the solutions to 
the tracking problem developed over the past 5 years 
are applicable. Thus the central detectora presented 
in the LEP Letters of Intent are typically outgrowths 
of existing devices. 

One solution to the tracking problem is to make a 
chamber with many small cells; cell full-widths - 1 to 
2 cm would be needed.2 This requires many wires and 
electronics channels, however each channel is relative­
ly simple In design. 

An alternative design, still of the axial type, is 
to make a chamber with large cells containing several 
sense wires per cell.1 These chambers have many fewer 
wires than in the case of small cells, however multi-
hit electronics is needed. The electronics must not 
only allow recording of several hits, but also suppress 
the long 1/t tail of a drift chamber pulse so that 
later hit Information is not degraded by earlier 
pulses*** This type of chamber has the advantage that 
moat of the very gnod precision of the drift chamber is 
available ac the pattern recognition stage of track 
finding since the uniforn ficl<! over moat of the drift 
path makes a einple linear space-time relation quite 
accurate. For thia reason a local solution of the 
left-right ambiguity is possible If the wires are 
slightly (~ position resolution) staggered, and an 
accurate locftl tangent vector to the track can be found 
by using the tines measured by two nearby wires* For 
tracks coning from the origin this allows a local cal­
culation of the transverse momentum since the radius of 
curveture is given by: 

* - * / > ' • $ > 
where p and $ are the cylindrical coordinates of the 
track• 

A third solution is provided by the TPC5 and other 
devices where the sense wires are at the cad of the 
drift volume. These chambers have had, typically, 
longer drift spaces than the others and have the advan­
tage that no left-right ambiguity exists. I will not 
dlscuBS these since they are extensively covered in 
several other contributions. 

GENERAL CONSIDERATIONS 

Drift chamber performance can be characterized by 
measurement precision for tracks, ability to separate 
nearby tracks, eaaa of pattern recognition, and dE/dx 
information provided. I will discuss aspects of each 
of these except for dE/dx which Is extensively covered 
In other conference contributions» The choice of 
including dE/dx measurement will strongly influence the 
number of track samples desired, the choice of gas, gas 
gain, and &as pressure for the chamber. 

Momentum Resolution 

If we Ignore multiple scattering. Cor large N: 

^E* - °-
Pxi " BRVti * 

where: a • spatial resolution, B *> magnetic field, R « 
track length, N • number of measurements* As an exam­
ple: 0 - 200 urn, B * 5 kG* R - 1.5 mfc N - 30 gives: 

k003 Gov" 

a value which is desirable for physics nt the Z D. 
The small cell option, taking 30 equally spaced 

layers, cell full-width "1*5 en, R - 1.5 m, would re­
quire 10,000 cells. 

Since n large radius R forces the remainder of a 
detector to be large and expensive, increasing B or 
decreasing o would be advantageous since it would allow 
the sane precision for a smnller radius. 

Lorcntz-Anftlc. For an axial chamber In a sole-
noldal field, drift takes place at an nnglc to the 
electric field. This angle, 0, •. vDrift B - 15° to 20° 

L — — -
for v 0 r l £ t = 5 cn/lisec, (1 - >i kC, E - I kV/cm, The 
Lorentz-Anglc widens the ionization arrival time 
spectrum at the sense wire far tracks normally incident 
on the cell, it nukes the ceU behavior left-right 
asymetric, and also makes it mare difficult to associ­
ate hits in a nulti-^ilrc cell for tracks crossing cell 
boundaries* 

Increasing tha Lorentz-Anglc substantially beyond 
20° would be detrimental to the chamber performance for 
an aKial drift chniber, esp-cinJly one with large cells, 
This means that if one wants a B value » A kG, it would 
be good to reduce v« .* or increase E accordingly. A 
gas mixture with small v.. . f , B a turated velocity, and 
low diffusion for the drifting electrons would be very 
useful.6 An example of the dependence of E on the cell 
geometry is discussed In a later section. 

Diffusion in Gases. For the large drift chambers 
now functioning, the expected contribution to the res­
olution from the diffusion of ionization electrons is 
cuch smaller than the 200 urn resolution gotten In 
practice. This implies that improvement in resolution 
could be gotten if various systematic factors such as 
wire alignment and sag, as well as an understanding of 
the time to space relation were better controlled. 
Figure 1 shows s model calculation of the resolution 
expected verans Impact parameter for several gas choices, 
based an diffusion and ionization statistics. We see 
that If we are satisfied with 200 um resolution, 'airly 
large cells (~ 5 cm half-width) cauld be used for a 1 
atmosphere 30/50 Ar/Ethane mix before substantial con­
tributions from diffusion occur. The figure also 
indicates that very good resolution can be obtained in 
principle for purely organic mixes at a few atmospheres 
pressure. These gas choices* which might be practical 
for small vertex detection chambers, typically require 
rather high voltages <up to a factor of two compared to 
Argon rich mixes at atmospheric pressure) to get to a 
reasonable gas gain. 

For a configuration where E and B are parallel 
(TPC configuration) the diffusion can be substantially 



Fig. 1. Model calculations for resolution 
versus crack Impact parameter. Curves arc: 
A - SO/SO Argon/Ethane at 1 otm. 
B - Pure Ethane at 1 acm, 
C » 50/50 Argon/Ethane at 2 atm, 
B - Pure Ethane at 2 ntm. 
E - Pure 1 so but one at 3 attn. 

uniform behavior for all the inner sense hires. In the 
following discussion all field wires and sense wires 
are assuaed to be at a potential V and at ground re-
Bpeetively* To reduce crous-talkt every second wi..'c In 
the seme plane can be taken to be thicker so it does 
not amplify and thus Is not read-out. In this cose the 
spacing between the sense vires used is actually • 2a. 
tic do- not discuss here In detail the case c' negative 
voltage on these thicker vires* which enn DO used to 
reduce V, and which can be explored as on interesting 
added degree of freedom,e The enso of no negative 
voltage gives the best dual-track resolution for a given 
spacing a. 

This typo of cell 1: sufficiently simple that its 
behavior can be thought ot as folluvs: (for simplicity 
in the discussion we chose the sntBL radios r for all 
sense plane wires) 
J, tfcar each wire wc have a roughly radial field vary­

ing as l/r« This near rcnion extends to a radius 
* a/u. 

2. The rest of the cell has <i nearly constant drift 
field E 'cell' Using Gauss* law tho field on the 
sense wires and E ... arc related by; 

ceil •* 
reduced because of the magnetic field. 

Dual "Track Separability for a Parallel Mrs Grid 

Tie use of a multi-sense-wire cell allows one to 
control the ionization sampling and thus the double 
track separation that ie possible in the cell. Figure 2 

Senti Wirei 
voltage • 0 

Held Wirti 
VQiiog* • V 

Note: E Is fixed by the chamber pain for a given r . 
r E is * 250-350 volte for typical wires, gains and 
gases* Thus for n • 1 cm «c expect E ,. • 1 kV/cn 
which is s typical valua* 
3. The cell dimension w enters only into the deter­

mination of the absolute voltage, V, on the field 
wires. Integrating from a acnao to a field wire 
using a 1/r field within Q/TI of a wire and E_ 
elsewhere gives a good estimate: coll 

* T 
radius1 f( 

I -I 
Fig. 2. Multi-sense-wire cell using parallel 
wire grids. 

shows a section of a simple multi-wive cell which is 
taken as rectangular in shape for simplicity. We look 
at this simplest parallel wire array since it illus­
trates the essentials of the problem. The main param­
eters describing the cell are: 

r * radius of a sense wire, 

r, - radius of a field wire. 

&cell 

4, The trajectories of typical drifting ionization 
electrons are fihiwn in Figure 3 £or the cnao of no 
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1 ' 1 i i 
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Field Wires SGnH Wiies Field Wires 

£ - electric field at the surface of a 
w sense wire. 
E . - nearly constant drift field over the 

c e l A bulk of the cell* 
a - spacing "between wires along the sense 

wire pla-ne (radial direction). 
w - cell half-width. 

The cell height has to be £ 1.5 w to get reasonably 

Fig, 3. Representative electron drift: trajecto­
ries for several normally incident tracks. Cell 
half-width - 3 en, wire separation • 6 mm. For 
simplicity B has been taken =• 0. 

magnetic field. For the inner wires in the cell 
the trajectories are parallel straight lines till 
chey reach the near region. Looking at the figure 
Che maximim path difference among the ionization 
electrons produced by one normally incident 



particle 1* - a/2. If va v«nt the arrival of all 
Ionization electrons fin. tvo normally Incident 
particle* to be m m t i l in tl«, then the two 
particles siust be incident at inpact parameters 
separated hy > a/2. Thus a/2 is approximately the 
dual-track separation distance for the cell. Note, 
the result depends on the extent of the 1/r near 
region! which provides the dual-track Unit for 
other parallel wire arrays. 

5. For Incidence at an angle 6 to the normal, the 
.aaxlmun path difference is - •?• (l+t<sn8). The dunl-
trsck resolution is not seriously degraded by non-
normal incidence, provided UnO s 1/2, vhich occurs 
at 26° which is a large bend angle. Note, the 
Lorentz-Angle acts as an additional angle adding or 
subtracting from 6 depending on the track orienta­
tion and thus should be minimized. 
To check the above characteristics quantitatively, 

we have looked at the drift cell of Figure 3 for the 
case a • 6 on and w ^ 1 cm. For this caBe E 1.5 
kV/ctn. The large value of E ,, helps decrease the 
LorentB-Angle. Using a Monte Corlo program which gen­
erates and follows ionization electrons produced in the 
cell, Figure A shows the distribution of collected 

n ] 

" i -

r 

1 . 
" , r 

i \ , 
0.5 0.4 0.5 0.6 C,7 

TIME (̂ l«) , 1 | M l, 

Fig* 4. Ionization electron arrival tine spectra 
produced by tiro normally Incident tracks whose 
impact parameter* «tre separated by 3 an in space. 
Cell ia that ah own tn 7-15. 3, but now with 
B - 5 kC. 

electron* from two normally incident tracks whose im­
pact parameters differ by 3 on. The calculation "has 
been done, with a 5 kG field and 90/10 Ar/CHi, gas. The 
variation of the drift velocity with the local electric 
field* aa well as the local Lorentz-Angle, has been 
included in the calculation, A dual-track separation 
of 3 ran should be attainable for audi a cell using 
electronics which suppresses the 1/t pulse tail. 

We night ask what the limit on dual-track separa­
bility la far a parallel array if we use standard lead­
ing edge discrimination only. Since wire separations 
of about 1 to 2 ram aro at the limit of what's possible 
we can expect a limit - 1 am if we stick to standard 
techniques. 

Quality of Information fnr Pattern Recognition 

Drift chamber information is typically used at two 
stages, the first la for pattern recognition where one 
would like to get good initial estimates of positions 
and angleu for sorting the left-right ambiguity and 
linking points or track elements, the second Is for high 
precision fitting of track parameters. 

In general, pattern recognition problems will occur 
for the few tracks vhich are close together in an event. 
For a. system of single-hit small cells the randomization 
of the wite pattern from layer to layer tends to provide 
hits on some layers for each of two trarks which are 
spatially close together, Thus if the pattern recogni­
tion program can find tracks with some missing hits it 
can handle most of the close tracks. 

For a wulti-sense-wiro cell, with multi-hit elec­
tronics, track separations at the few mm level are 
possible na seen in the previous Bcction, In addition 
the nearly uniform electric field allows very good 
precis-ion for certain quantities prior to angular 
corrections. As an example we con look ot the, solution 
of the left-right ambiguity by wire staggering. 

If alternate sense wires arc staggered by iA we can 
resolve the left-right ambiguity in at Individual cell 
before pattern recognition. Taking th* example of 
staggered wire triplets, the quantity 

vDrift BH 
where the t , are the measured times, i s centered at i 26 
vith the sign giving the side of the col l traversed. 
Thus if <iS » error on /S wc can resolve the left-right 
cnMgultji. Using o« • / j °x> with o - 200 un, gives 
i - 280 Ira if we want 4o - 5u&. Figure 5 shows a plot 
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Fig* 5. Correlation of drift times • t2 

in*:o two peaks for a cell with three staggered 
sense vires* Data is from the HARK III Drift 
Chimb er. 

t>f L for data fron the MARK III chamber, for which 6 -
400 lira* The constraint on the three times provided by 
L allows the use of the very good resolution of the 
chamber for the rejection of Spurious hits (multi-puls­
ing, single bremsstrahlung conversions, poorly measured 
points due to (S-rays, confused points due to crossing 
tracks in the cell) before pattern recognition begins. 
This could be particularly useful in an environment 
containing many aoft photons or neutrons which might 
give a fair number of singJ.e hits but very few valid 
triplets. 

To understand why A can he measured BO accurately 
we will look at the space-tine relation for a parallel 



wire array. Fcr eoncreteneas we take the cell used as 
an example in the previous section. The drift consists 
of: 
1. Uniform drift -along the direction given by the 

Lorenti-Angle for ionization produced in the far 
region where E « E 'cell" 

2. Brift along radius in near region, for radius £ a/it. 
The velocity here can be different than in the -

uniform region, depending on the gas. We assume 
below that only one velocity describos the drift in 
both regions. 

The earliest arriving electron trajectories for a track 
are shown in Figure 6. Measuring distances along the 

Fig. 6. Relation of drift distance measured and 
the distance along a line given by the Lorents-
Angle. In the near region; 

"' "Drift1 

In the fqr region: 

'Drift1 

ti/cos8. 

d > - v „ _ _ t ! + ^ 1) 

"'• 'Drift'' + i * c 3 f f - » 

direction for the uniform pert of the drift and taking 
V , , , t as the estinate of the distance: 

Corrections to the estimated distance in the near 
region go like l/cos(0). For normal incidence this 
Is 1/cosCe,). 

The correction over most of the cell is proportionsl 
to a/lT and thus is expected to be small for the case 
a = 6 mm discussed in the previous section. 
Since the angular correction is a constant for hits 
not too close to the wire, several quantities for 
which the correction cancels can be calculated very 
accurately, for example! 

3. 

a) 

b) 

-J_ d2, used to solve the left-right 
ambiguity. 
dj - di, which gives a numerical evaluation of 
4?, the local tangent to the track. These can 
be taken at the track finding level to be accu­
rate to a few hundred microns. 
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Abstract 

The UAL Central Detector 1B now taking data at the 
CERN pp Collider »2» We give a general description of 
the detector and discuss the aspects that are mainly 
related to its quality and reliability* Hulti-b.it elec­
tronics in used for the readout of 6000 sense wires 
uniformly distributed over 25 m J. The analog informa­
tion, energy* and charge division, is digitised on line 
every 32 nfl. The high density and the precision of the 
paints detected along the tracks is such that the recon­
structed events look similar co bubble chamber pictures. 
Results obtained in the first physics runs arc presentee. 

1, Introduction 

The UA1 Central Detector is now installed and work­
ing at the CERN pp Collider (Fig. 1). An artist's view 
of the experimental set-up is shown in Fig. 2. 

The magnet, a dipole with a nominal field value 
0.7 T, has an internal magnetic volume uf SO tns, of 
which 25 TQ3 around the beam pipe are occupied by the 
central ^tttctor used for Macting a*vd Tftwwatum meas­
urement , 

The complexity of the events produced by pp inter­
action &t 540 GeV in the c.n., in terms of rates, nulti-
plicity, and particle density, is such that A careful 
design of the deteetar geometry and of the associated 
electronics was needed. The construction of the detec­
tor and the basic Features of the associated electronics 
have been described at the 19B0 Vienna Conference on 
Mire Chambers3 *"* * 

We give here a general description of the detector, 
concentrating, on the points which,, on :he basis of our 
experience, arc fundamental to contributing to its final 
quality and reliability; i) geometry, ii> HV ayStem, 
iii) electronics, iv) calibration. 

2. Geometry 

The expected topologies of pp interaction at 
540 GeV in the era., where many particles with high 
energy are produced in the forward directions, suggested 
the use of a long detector with a magnetic field ortho­
gonal to the beams. 

The detector is composed of six independent half-
EDoonshaped chambers assembled together to form a self-
supporting cylinder, 6 m long and 2*2 nt in diameter, 
covering the Cull solid angle from 5 g to 175° with res­
pect to the bean direction. 

The cylinder is filled with a mixture of 6QJC ethane 
and 40Z argon at atoospheric pressure. 

The 6000 sense wires and the 17,000 field-shaping 
wires are parallel to the magnetic field. They are 
organized in horizontal planes in the four forward 
modules, and vertical planes in the two central ones 
(Fig. 3). 

One of the moat striking features of the system is 
the cylindrical shell oE the chambers supporting the 
wires. It is a stressed honeycombed structure, 5 cm 
thick, sandwiched between two Vetronite layers, each 
1.5 HDL thick. The amount of prestrese'tig, which* Bfter 
wiring, is entirely counterbalanced, by the tension given 
to the wiies, is such that in the median plane the dis­
tance between the chamber edges is reduced by about 

8 cm* The cylindrical shape, after wirinru depends on 
the equilibrium between the tension given to the wires 
and the stresses in the structure, 

To measure the mcchnnical tension of the stretched 
wires, a simple, precise, and fast method, bnsed on the 
measurement of the natural oscillation frequency, has 
been developed \ 

The sense wires (Ni-Cr, (8 35 urn) and the field-
shaping wires (Cu-Be, 0 100 ira for VC-VF wires, 150 Um 
for cathode vires) were stretched to BO g and 200 g, 
respectively. Figure 4 shows the results obtained for 
the 1000 sense wires in a module, 

The position of the sense wires in a plane is known 
within 50 um k whitot the position of ttui "twer^e pLaftcs." 
in the 25 m 3 of the detector is known to an accuracy of 
200 Um. 

The sense wirps arc surrounded by field-shaping 
wires, as shown in Fig. 5. The VC VO1I:ORG balances the 
electrostatic forces produced by the drift electric 
field onto tho tJcnsc wires, whilst VF controls th* gas 
amplification. 

Electrons produced by the ionizing, particles in the 
de£«.tot dxitt through la'igfc tovtt spaces (lfc cm) to the 
anode wires, where the individual track coordinates arc 
obtained by the drift time and charge-division method. 
With a drift field of 1.5 kV/cn, the drift velocity is 
S.3 cm/us and the maximum drift time 3.6 lis, smillcr 
than the time interval between two successive bunch 
crossings (3.6 Ms), When an interaction takes place, 
all the ionization (electrons) produced in the previous 
bunch crossing has already reached the anode wires, 

TYra sftgitta In tbe plane orthogonal to the magnetic 
field is measured with the drift time, which is far more 
precise than the charge division (two orders of magni­
tude). Figure 6 anova saie events and the planes struc­
ture of the detector. The planes in tht central modules 
are rotated by 90° to have the drift electric field 
orthogonal to the particle trajectories in the central 
region. 

We can see how the -letec'.or "follows" the events, 
maintaining a constant density of points along the tracks 
all over the volume. These events were recorded during 
the November-December 19B1 runs; at that time only 40% 
of the electronics was operational (802 of the sensitive 
volume). In particular, only one wire out of two was 
instrumented. With the complete electronics, an average 
of 100 points per track are recorded, each corresponding 
to 1 cm of gas sampling. 

Th« high precision of the drift tiia coordinate, 
compared to the detector dimension, permits a good 
pattern recognition in the plane orthogonal to the mag­
netic field. The charge division coordinate correspond­
ing to fi specific hit is then easily reconstructed using 
£h« time information associated with the charge collected 
on both sides of the sense wires (see the section an 
Electronics). 

3. HV system 

Thi! drift voltage (VD) applied to the drift volume 
needs to be degraded all along the edges of the drift 
space in orde^ to guarantee planar equipotential sur­
faces. This is achieved with a resistor divider that 
feeds tae tracks of a printed circuit, called "race­
track" (RT), with decreasing voltages (Fig. 5). These 

http://Hulti-b.it


reaistore are mounted inside the chamber* and have a 
high total resistive value (3-5 <£2)« 

It ia then clear that any leakage current caused by 
the supporting structure of the chamber, or current due 
to the bean and collected by the RT, will drastically 
affYct the potentials determined by the resistive chain, 
with an intolerable distortion of the electric field. 
It was therefore decided to connect the RT to 10 low-
output impedance power supplies, so that any leakage ox 
beam current would affect the electric field in only a 
small local region delimited by two power supply inputs. 
This is the role of the active divider . 

The Active divider is basically * number of vacuum 
tubes used -as cathode followers connected in series* 
The maximum output current is roughly equal to the cur­
rent floving in the tube (1*5 tiA) BO that in the event 
of a short circuit the chain collapses, providing a 
simple IK«.TO of current limitation, Ihe voltages M e 
fixed, with a precision of 0,5%, through a resistive 
divider connected to the grids. 

For each drift volume, the currents associated with 
the intermediate voltages and with the field-shaping 
voltages VC and VF are measured in the power supplies, 
whilst the corresponding voltages are measured directlv 

on the chambers. A total number of 308 currents and 
308 voltages, corresponding to the 3* independent drift 
volumes (Hv-vise) are continuously monitored T>y a SUP2R 
CAVIAR computer7 which also drives the HV power supply 
and controls the interlock logic (Figt 7), 

• The ripple of the very high VD voltages (cathode) 
and of the 48 VC-VF voltage are also monitored through 
parallel wave-form recorders8• In case of HV trouble?! 
the transients in all the HV lines are recorded. Careful 
study of these data turned out co be essential in under­
standing the behaviour of -a detector which is usually 
inaccessible inside the magnet 200 n away from the con­
trol room. 

In tase of over-current (200 pA on VD, 50 JJA on VC 
and VF, integration time about 1 ns) a hardware protec­
tion system9 {Crowbar, Fig, 7) will disconnect the three 
(VD, VC, VF} voltages, associated with the same drift 
volume, in a few milliseconds. Furthermore, in order 
to avoid direct sparks from the HV race-track onto the 
wires> two HV transient &uj*pre&Bor3 (Iranszorb)3 "* are 
mounted on the chamber parallel to the first two inter­
mediate voltages supplied by the active divider* 

The VC-VF interlock system is composed of a general-
purpose microprocessor controller (GPHC)11 with a 
MOTOROLA 68BGQ microprocessor with fiAK EPROH and 2K RAM, 
which, with two special interface cards, controls the HV 
outputs and monitor3 the currents and voltages from the 
Crowbar boxea. It also controls the thresholds for the 
alarms and provides software filtering for them. The 
Crowbar boxes, where the HV relays are located, provide 
the current measurements through a floating current-to-
frequency converter optocoupled to the low-level logic. 
In case of over-current, the GPMC can decide in a few 
hundred microseconds, whether to switch the chamber from 
the HV line to a. shunt resistance* It also communicates 
with the SUPER CAVIAR responsible for the whole central 
detector activity, 

4. Electronics 

The block diagram of tha electronics for each anode 
wire is shown in Fig. 8. 

The two preamplifier signals at each end of the 
sense wire feed the charge and time digitizer (CTD)t'»ia. 
In the CTD (12 channels) there are 12 analog cards con' 
tairdn& line, receivers, clipping stages (32 ns), inte­
grators, and 12 digital cardfi where the fast amplitude-
to-digital converters (FADC, TRW-TDClOUJ} and the 
memories are located. The analog chain is a,c. coupled. 
In order to avoid frequency dependence of d,c, offsets, 
a base line restorer has been introduced before the 
driver of the EADCs. 
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The two FADCs of each channel (six-bit accuracy, 
32 ns sampling period) are used, respectively, 43 an 
analog divider to measure the ratio Q./Q (charge divi­
sion) directly, and with a non-linear response for the 
measurement of the total energy Q t in order to have the 
dynamic range (more than nine bits) required by Landau 
fluctuation?' Every 32 ns the total charge collected Q^ 
and the hit coordinate along tho wire Z, are recorded. 

The digital infommtion is directly stored in 3ut-
ceesive memory locations in such a way that, ac any eime, 
the story of the previous 6 ps is recorded in tho CTD 
memorins (32 na x 128), 

The Z coordinate is given by the centre of raasr of 
the Zj*s weighted by the energy E^, mo&jured in mac 
tine bin 

In order to have Z m \ x u c *"* infinite integration 
should be performed. In practice,, a good measurement 
can be obtained with a gate width between 150 and 200 ns, 
depending on the pulBe shape. 

In the time channel there is a fine time-stop inter­
polator, a three-bit TDC of the DTR 247 type, which ceaa-
urce the drift time within a 32 ns window with .an accu­
racy af 4 ns. 

Five CTDs arc located in each crotc together with 
a readout processor (ROE 1) 1 3. The data-acquisition system 
is described in another contribution co this conference 
(see S, CittoKn, UAl Collaboration). 

The electronics chtln has been designed in such a 
way that it is limited, in the charge division accuracyf 

by the six bite of the FADc (IX)« Figure 9 shows tho 
charge division accuracy ag a function of the total 
number of electrons collected on the wire. The stochas­
tic noise of the wire resistance and of the preamplifier 
correspond to 1.2 * 101* r>m'.£. electrons in a gate 150 ns 
long. In order to be limited in precision by the SVU1C, 
a total number of *v 4 * 1Q6 electrons must be collected 
in 150 ns (five samples), requiring a gas amplification 
<j ios. 

The charge collected on one side of the wire depends 
dramatically on the position of the avalanche along the 
wire and on the Landau fluctuations.. It is therefore 
essential for the analog pare of the readout electronics 
to b« linear over the full dynamic range (five times a 
ninitjm ionising particle). The linearity of the analog 
chain has been measured by feeding calibrated charges 
into the preamplifier. Figure 10 shows Measured versus 
^simulated for a total energy corresponding to a minimum 
ionizing particle. The deviations from a linear fit to 
the data are always smaller than 1Z all along the wire. 

5. Calibration 

The central detector electronics is provided with 
a calibration system (Fig. 11) which is able to feed into 
any preamplifier a variable charge up co five times a 
minimum ionizing particle with an accuracy of about 3Z. 
The calibration pulse is obtained by the discharge of a 
47 pF capacitor^ previously charged ca a reference vol­
tage, through a 470 SI resistance. Each preamplifier has 
its own RC. 

The capacitors to be charged up are previously se­
lected, using a set of serial shift registers HEF4015B, 
The trigger pulse, arriving at the same time on all the 
detectors, closes the c-mos switch SD 5100 thus causing 
the discharge of the capacitors. The shift register 
chain permits the 12,000 preamplifiers to be pulsed, with 
any required pattern and simulated charge division coor­
dinate r i.e. two different reference voltages can be 
applied, one to the left and one to the right side, 

A total of 730 pulsers, each driving 16 channels, 
are mounted directly on. the chambers inside the connec­
tors which at the same time support the preamplifiers 
and feed the VC-VF voltages to the field-shaping vires. 



This flexible system, very useful as a debugging tool 
(in a fev minutes v 0 c , n 'hue* the layout and status of 
the electronics) is fundamental, in particular for the 
charge division calibration. 

The measured charge division coordinate Ẑ  is re­
lated to the true one Z t by the following expression: 

elZt * V q t o t 
Z n " <8 J . -«r> z t*«r + 0toi' (W 

where g £ an*$ g r arc the left and tight: gains, and 0^, 
0 t o t are the d.e. offsets eventually present at the in­
puts of the two FADCs of the charge division and energy, 
respectively. 

In ordur to control these offsets (I mV corresponds 
to about IX in 2) and avoid energy dependence of the 
charge division measurement, a set of six DACs, control­
led by the HOP,, arc located on the analog card of each 
wire. 

Usiig the calibration pulscr, it is possible to 
simulate several positions along the wire for different 
energy losses. The two DACs controlling the left and 
right gains and those controlling the Og, and 0to., offsets 
are changed by the ROP and chosen to have (g?/g,J • 1 
and to minimise the off&eta. Figure 12 show'J the charge 
division linearity obtained before and after the on-line 
calibration. 

Two other DACs are used for the energy FADC: the 
first to change the base-line (pedestal of the energy 
FADC), the second to control the response function of 
the energy measurement. 

A SUPER CAVIAR computer controls tha calibration 
system and the 530 CTDs by means of the 125 ROPs which 
are connected in series through an advanced data link 
controller1**. Notice that the ADLC l'.nc can also be 
used during data taking, in spy nodt, to read ROP statis­
tics on data acquisition. 

All the 600D channels are calibrated in parallel. 
Figure 13 shows a computer display obtained using the 
calibration pulses to simulate a minimum-ionizing par ch­
icle in the middle of the drift volume. The total 
energy (full histogram) and the charge division (conti­
nuous line) are shown for the 12 wires. Note how the 
charge division stays more or less constant in the time 
bins where the charge is collected, and how it deviates 
from the simulated position outside of the pulses where 
the noise is dominating. 

The charge division linearities of the channels in 
a crate are shown in Fig. 14 (fivt. CTDs, only one wire 
out of tuo was instrumented). 

Other displays are used for debugging purposes. 
For instance,, Fig. 15 shows the drifv time, tie energy 
base-line,, the total energy, and the charge division ob­
tained on 48 wires. It is clear that the broken channels 
can immediately be found. The relative To due to differ­
ent propagation times along the cables .and to the readout 
electronics are measured with an accuracy of ̂  4 n&. 
The energy neasureoents are equalized to the 103 level* 
well below the Landau fluctuations. 

A second off-line calibration is then performed, 
but this tiae the corrections to the data are- smaller 
than or comparable to the required accuracies. 

6, Internal calibration and results 

The electronics calibration cannot take into ac­
count the other parameters that contribute to chamber 
precision, sur-h as absolute ID'S* drift velocity, drift 
angle, errors in the wire positions» and the relative 
positions of the six modules. To correct for these 
errors, we have to use other methods* There are two 
possibilities: either to simulate tracks in the detector* 
using X-rays ox laser beams (see B. Sadoulet, this eon-* 
ference); or to use the tracks produced by real events 
to fit these parameters in order to obtain the best 
reconstruction. 

The X-rfcy guns and the Users of the UAi detector 
are now being installed, and we do nut have experimental 
results apart from tests on prototypes. To analyse the 
data taken in the last run* we have used the second 
method. 

The chamber geometry» namely the way in which the 
planes are organised, is such that the "internal" cali­
bration method can be fully exploited. This is due to 
the fact that the particles usually cross several drift 
volumes with different drift direction. 

The errors in the drift flnglc, drift velocity, and 
absolute T Q generate inclinations and displacements of 
the various track segments. It is then possible to tunc 
the various parameters and choose the values that corres­
pond to the best reconstruction. Using this method,, the 
drift velocity and the drift angle have been measured 
independently in the six modules of the detector with o 
precision of 0.5X, and within this precision they are 
equal. The measured drift velocity is 53 Um/ns, whilst 
the drift angle ia 22.2° (i: • 1>2 kV/cro, B - 5.G k&). 

Figure 16 shows the residuals in the drift time 
coordinate obtained for different track categories: 
(a) to (c) show the residuals for tracks crossing one, 
two, and three drift volumes; the histogram (d) corres­
ponds to tracks crossing different modules. The increase 
in error from 270 urn to 340 um shows the presence, at 
this stage of the analysis, of systematic errors that 
willt of course, be corrected for. 

The over-all precision obtained for all the recon­
structed tracks in the 25 m' of the detector, in the 
presence of a 5.6 kC magnetic field, is shown in Fig. 17. 
A 290 lira accuracy is obtained. 

In order to fee whether systematic effects due to 
misalignment of the wire planes or wrong relative posi­
tion of the six modules could introduce bias on the 
momentum measurement, we have fitted straight tracks 
(without magnetic field}, using the normal reconstruction 
program used for events in a magnetic field. Any unknown 
deformation of the detector geometry is interpreted as 
curvature of the tracks; hence, in Buch a case, tracks 
with low momentum are reconstructed. Figure 18 shows 
the results. The vertical scale is the number of tracks 
(arbitrary units) and the horizontal scale is the ratio 
Q/p, where Q is the charge and p the momentum in GeV/c. 
The histogram is symmetric; no charge asymmetry in the 
momentum measurement is found. 

We have also studied particle ionization using the 
dE/dx measurement15. The data were obtained by exposing 
one of the central detector modulea to a 3 GeV/c muon 
beam. In Fig. 29 che Landau distribution based on 
22,000 samples of energy loss measurements is shown, 
The absolute energy scale is calibrated using the 
5,9 keV peak produced in Ar by on S sFe radioactive 
source. The data are corrected for the inter-channel 
cross-talk effect; 41 for the adjacent wires and 0.5Z 
for the next two. 

Each track was defined by 34 measured points. 
Figure 20 shows the mean ionization Loss of the lowest 
703* of the measurements on each track. The Gaussian fit 
to the distribution gives 1.4 keV for the average energy 
loss, with 0.16 keV standard deviation. An energy loss 
resolution of 6Z is expected for tracks with 100 detected 
points. In Fig. 21 we show the prediction for the par­
ticle separability in units of standard deviations as a 
function of the momentum lor pions, kaons, and protons. 
There is no separation between pions and kaons at 
1.2 GeV/c nor between kaons and protons at 3 CeV/c. 
Above these points the separability increases quickly, 
reaching maximum values at 2-10 GeV/c find flattening out 
at high momenta. 

The charge division accuracy has also been measured 
in this t«st in the beam. The results are shown in 
Fig. 22. K FVHH of 10 cm with 2.2 m long wires is found 
(c - 2% of the wire length). compatible with the preci­
sion of our calibration system, At this stage of the 
analysis it is not possible to present definitive results 
on the charge division accuracy obtained in the recon­
structed pp interactions. The data have been taken two 



months ago and the complete reconstruction program waa 
attempted recently. We will produce these result's in 
the very near future. 

7. Conclusions 

In spite of its simplicity, the detector geoeecry, 
coupled with the magnetic field, is well adapted to the 
event sttucturc; drift volumes -with opposite electric 
fields provide a unique tool for internal calibration 
(drift velocity, drift ancle, To). 

To avoid risks, a highly sophisticated HV system 
has been provided. Currents and voltages are iwnitored, 
and a hardware protection (Crowbar) must run continu­
ously to avoid multiple sparks inside and outside the 
detector. The capacitor monitors, read by the wave­
form recorders, turned out to be the most simple and 
direct way of following the HV activity of the detector. 

The flexibility and completeness of the HV syntem 
is essential for the remote control of such a complex 
detector. Because of their complexity, all the UAl 
central detector components (high voltages, low voltages, 
calibration electronics, readout electronics, gas sys­
tem, cooling system of Che preamplifiers, temperature 
measurement all over the detector surface) are control­
led by computer. A sophisticated and complete software 
has been written. 

The use of the FADC as a wave-form recorder is a 
powerful and relatively simple instrument for drift 
chamber readout, especially for events with a high par­
ticle density when the pulse shape has to be used to 
distinguish the various components in a narrow jet. 

We have 300 um accuracy in the drift time coordi­
nate with magnetic field a I1- over the detector volume. 
An energy resolution af 6i is expected, using the trunc­
ated mean for particles with 100 detected points* The 
charge division accuracy is measured to be around 3%, 
compatible with the precision of our calibration system. 
No internal calibration has yec been attempted on Che 
charge division. The analysis is still in a preliminary 
stage <md there is room for further improvements. 
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Fig. 2 The " M experimental apparatus working at the CERN pp Collider Fig. 3 The UA1 Central Det*rtoi;. This 
is composed of six independent modules 
assembled to form a cylinder around the 
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Fiq. 7 Block diagram of the interlock systen Fig. 8 Block, diagram of the electronics associated with 
each wire 
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F * 1 ̂  13 Calibration pulses simulating a minimum ionizing F'ig, 14 Charge division linearitie? of Live channels in 
pa 'tide on 12 wires in a CTD module. The total energy a crate (five CTDs; only one wire out to two uog instru­
ct Li histogram^ and the charge division (continuous mented). 
U n O are measured every 32 ns (32 ns/bin). The vertical 
gcaie 0-63 corresponds to the six bits of the FADCs. 
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Fig, 15 Drift time, energy base line, total 
energyj and charge division obtained on 48 
wires with the calibration nuleer 

Fig. 16 Drift time residuals for different track categories: 
A) particles crossing one drift volume; b) particles crossing 
two drift volumes; c) particles in a complete chamber; 
d) particles crossing different chambers. 

Fig. 17 The over-all precision obtained for all 
the reconstructed tracks in the 25 tn* of the de­
tector in the presence of a 5.6 kG magnetic field 

Fig. 18 Measured Turcnentun of straight tracks 
(data taken without magnetic field). The sym­
metry of the histogram ahOWE that there is no 
geometrical distortion in the momentum measurement. 
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Fig. 22 Charge division accuracy obtained at che very 
early stage of the analysis. Optimization of the gas 
amplification and off-line calibration procedure has 
still to be performed. 



THE MPS II DRIFT CHAMBER SYSTEM* 

Edward D, Platner 
Brookhaven Kational Laboratory 

Upton, New York 11973 

Summary 

The MPS II detectors are narrow drift space cham­
bers designed for high position resolution in a magne­
tic field and it* a vary high particle flux envitOTrtnent. 
Central to this implementation WAS the development of 
3 multi-channel custom IC'd and one multi-channel hy­
brid. The system is deadtimelesB and requires no cor­
rections on an anode-to-anode basis. Operational ex­
perience and relevance to ISABELLE detectors is dis­
cussed. 

The MPS II Project 

TheKPS 

The BNL MPS (Multiparticle Spectrometer)3 is a 
large 10 Kg "C" magnet shown in Fig. 1 with a plane 
view in Fig, 2* It has been in operation since 1975 

V ! 

Fig. 1. Brookhaven Hultiparticle Spectrometer 
Magnet 

Fig. 2 Plane view of MPS with detectors 

* Research supported by the U.S. Department of Energy 
under Contract No. DE-ACO2-76CH00016, 

ae a facility instrumented with magnetostrlctive spark 
chambers! PWC's, scintillator and Cerenkov horoscopes 
and a variety of user-provided detectors including 
shower counters and transition radiation devices. How­
ever, since its initial operation, the Greatest physics 
interest has fallen into the sub-nnnobarn cross section 
region. Therefore, replacement of the spark chambers 
with detectors capable of efficient: operation in rates 
% 100 times higher became essential. It was also de­
sirable to iaprove the position resolution and absolute 
accuracy of the tracking detectors. 

Charged Particle Detector Goals 

At the outset of this work a substantial amount of 
computer simulation way used to help optimize detector 
configurations best suited to the event reconstruction 
software. In audition, hardware "deficiencies" that 
impact on computing time were to be minimized. With 
this background the following set of goals was genera­
ted. 

• Tracking detector must be capable of very high 
event rates - electronics to be deadtimeless. 

Good position resolution in a magnetic field 
with no or very limited position-dependent corrections* 

• Minimum need to calibrate - good system sta­
bility as a function of channel-to-channel t , time vs. 
position slope and linearity. 

Cocipact and reliable - suitable for laigfc de­
tectors with poor accessibility such as inside of a 4n 
calorimeter.. 

Drift Chamber Design 

The drift chamber design was determined by the 
need to operate at very high rates in a magnetic field 
while minimizing any need for track position or angle-
dependent corrections. It was also important from 
event reconstruction considerations to attempt to re­
solve the xight^-leit ambiguity and to generate 2-dimen-
gional vectors locally where curvature in the B field 
is negligible. A geometry that satisfies all these 
criteria is shown in Fig. 3. These "X'r anode, field 
and cathode wires lie along the B field lines. By ar­
ranging 3 such anode planes only 1,2 cm apart, no curva­
ture 1B seen within the chamber resolution. Also by 
staggering the anode position in the X3 plane resolu­
tion of cha right-left ambiguity will occur in 70-802 
of the tracks locally when fits allowing up to 2o devia­
tions are done. 

The full module consists of the triple X anodes, a 
pair- of f anodes, one. of which is displaced by a drift 
distance, and a U and a v anode plane which are 30" 
to the Y (Fig. 4). Therefore locally within a module 
it is possible to reconstruct 3 dioensional vectors of 
the particle track. It should be noted that in K the 
reconstruction finds one or more vectors per hit. If 
more thar one vector is found, in general only one is 
correct. e correct vector is selected by matching 
with the tors in adjacent modules. In Y there are 
always 4 vectors generated. Hc-uever there ia no curva­
ture in Y BO that many of the calculated vectors can 
Immediately be discarded because the track must cone 
from the vicinity of the target. 
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Fig, 5 Picture of completed drift chamber 
nodule vltt FCPCT3, cable harnesses 
and interface circuitry. 

Fig. 3 Three X planee of an MPS II drift 
chamber module* 

Fig. 4 Full drift chamber module with 7 
anode planes. 

One of the important features of this drifc cham­
ber system is the electronics developments that allow 
all channel-by-channel circuit elements to be mounted 
directly on the chamber frame. This circuitry is 
shown in Fig. h and is called the ICPC* Each anode 
lead is attached to a short flat pigtail cable to Che 
ICPC. On the ICFC are the transreslstance amplifiers, 
pulse shapers, comparators, digital delay and registers 
required for each anode. Figure 5 is a picture of the 
complete module with lcPCfs, cable harnesses and inter­
face electronics. Figure 6 is a plot of drift time vs. 
track position in a 10 Kg field. In this gas mixture 
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Fig. 6 Drift time vs. track position in a 
10 Kg B field. 

the drift velocity is fully saturated and the a^ift 
tirte vs. position in linear at the IOOLI level from the 
anode to near the field wire. Figure 7 is a plot of 
the HV plateau where the electronics threshold is U v&' 

Electronics 

The desire to build a system easily expandable to 
lSABElXE-si2ed detectors capable to handling ISABELLE 
event rates* i»e+ deadtitteless electronics and requir­
ing an absolute minimum of variable parameters such as 
clTae-to-digital conversions that are different for each 
readout channel led us to develop a nunber of custom 
integrated circuits and hybrids. Figure 8 is a block 
dlagran showing 3 custom IC's and a hybrid. Each of 
these circuits contains .4 channels of electronics. The 
amplifier specifications are given in Table l. 2 It 
should be noted that the rtas noise level is low enough 
that comparator thresholds as low as 1 ua are possible. 
Figure 9 shows 1 channel of the hybrid* This shaping 
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Fig. 7 High voltage plateau for a typical 
drift chamber. 
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Fig, 8 Electronics block diagram. All of 
these components are mounted on the 
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Fig. 9 Pulse shaping hybrid circuitry 

network was hybridized to conserve space on the ICPC. 
A discrete implementation would be much less expensive. 
Table 2 lists relevenfc performance of the comparator IC. 
The device was designed with % 6 rav of hysteresis to 
improve the circuit stability in large and somewhat 
noisy situations. The output level swings were deter­
mined by the CMOS digital delay-ret .ster drive require­
ments. An alternate version of this comparator having 
similar specifications but ECL output 1B available as 
MVL 406. 2 

The third IC in this drift chamber electronic 
system is a state-of-the-art device. It Is functionally 
a 4-channel, 256-bit shift register (SR) that is fabri­
cated with the CMOS silicon-on-aa^-Mre (SOS) process.3 

It is capable of acquiring data at > 330 MHz. Figure 
10 is a block, diagram of the Internal structure of one 
channel. To achieve the required speed, the device is 
internally an 8 phase register. Thus the maximum speed 
each phase runs 1B 330 MHz * S. To provide practical 
external clock risetime and amplitude levels, the clock­
ing is done with a 4-phase clock driver. This clock 
driver then must run at no more than 330 MHz : 4 or 83 
MHz, a much simpler task than clocking at up to 330 MHz. 
A consideration of great importance in a multiphase 
shift register is the relative delay between the clock 

Fig. 10 Single channel of the 8 phase shift 
register. 

pulses and the time data is actually acquired In each 
of the 8 phases. This has boon measured at 250 MHz to 
be 4 i .3 ns in absolute range on a large number of 
devices. The standard deviation of this variance, a 
number of greater Importance in drift choker applica­
tions, ia ± .3 ns. 

The 4-channel SR with control (enabling) circuitry 
is shown in Fig. 11. During data acquisition, 4 "ones" 

, J 613? BIT 
' I SHIFT RESIST 

Fig. 11 4 channel shift regiBter with enable 
circuitry. 

are in the enable register. This allows the 4-phase 
clock to drive all 4 channels of the SR. The data is 
acquired by running this 4 phase clock at 250/4 * 62,5 
Wii. Precisely 1 lis after an event of interest has 
occurred, the 4-phase clock is stopped. Channels with 
data will then have a string of "ones" somewhere in the 
laBt 32 elements in the SR, the position of the furthest 
1 being a precise measure of the drift time for that 
drift chamber cell. Table 3 gives some important speci­
fications for this uhift register. Data is extracted 
by use of the enable circuitry which allows selection 
for clocking of one channel only and gating of the last 
register element onto a common "OR" bus. Once a channel 



has been selected for readout, the 4-pnnse clock is 
turned on at < 20 MH2 for 32 primary ticks and the "OR" 
bus data is digitized by an encoder common to one whole 
plane of the chamber. In this voy the data from a 
whole X. plane (273 anodes) appears on a single coax 
cable. In addition, 2 cables bring the 4-phase clock 
to the plane and an additional enable-in. coax and 
enable-ctock coax completes the communication with the 
plane. Thus data and contTdl for 273 (or more for 
larger chambers) is compacted to 5 coax cables. It 
should be noted that the enable and clock cables are 
common for the whole module. Figure 12 is a picture 
of en ICFC containing the electronics for 64 channels* 

Fip. 12 64 channel 1CPC with input pigtail 

Tcac Results 

Pulser 

Each ICPC has a capaeltivcly coupled strip across 
the input lines to the amplifier. To tost the overall 
system timing variations, a pulse is applied to this 
strip. The rise time anH amplitude of this pulse 
simulate a drift chamber signal of > 4Q ua. With this 
pulser scheme it is possible to measure the reference 
time t for each channel. With only caderate care in 
component selection it is possible to maintain the t 
variation on a plane to within 4 ns« In addition, one 
has a quantization error .:hich for the case where the 
clock is unsynchronized to the pulser or clock stop 
pulses should on average produce an rr.s of .34 time 
bins (4 ns each) if there are no other sources of 
timing jitter. The actual neasured res value averaged 
over a typical plane (273 -wires) was -44 time bins. 

Pulser data was taken over a period of several 
weeks and the t *s for each channel were compared. No 
shift of more than -2S time bins was observed. This 
remarkable stability Is of course expected. Having 
neasured it, it is most reassuring and would suggest 
that operation of much larger drift ".hamber systems 
for ISABELLE experiments is viable. 

Particle Tracks 

As of this writing, 6 full modules have been 
built, but there has not hf>en a beam of particles 
available from the AGS. Therefore all track recon­
struction has been done from cosmic ray triggers. 
Most planes will operate with a comparator threshold 
of 2 pa as referred to the input< Vnder these con­
ditions little pickup of the 4-phase clock is observed. 
When clean single tracks (u's) are observed, the 
pattern recognition already finds unambiguous point-
slope in 702 of the events with only 2 modules. This 

is without B field* We expect similar results with 3 
modules in a B field. 

Relevance to ISAHELLE Detectors 

The MPS II project, in addition Co its obvious 
physics potential, nay be regarded as a prototype* test-
bed for an ISABELLE detector. The evp.tc rate loading 
objectives are similar. At MPS II Lhc m u beam of 10 7 

particles passes through the active area of the drift 
chambers, Tf this region can be r.*de to work efficient­
ly, ns it is designed to do t then a major stop will have 
been made to handling the 10' events/nee rate expected 
at ISABELLE* This was a major design consideration and 
should bo optimized by an appreciate selection of the 
filter network parameters because otherwise the Bystem 
is dc coupled and deadtimeless, 

The compact packaging this highly integrated system 
uses would make detectors of > 10' drift wires feasible. 
With propagation delay selection* c0'9 can be matched to 
better than 2 ns so that individual channel t 0 correc­
tions need not be made. The- titne measurements nre done 
Btrietly digitally by a common clock BO that only one 
drift time-to-dibital alope parameter in required for 
the whole system. Finally this highly integrated elec­
tronics should prove vnry telitf \a since there 1B an 
average of less than 1,5 active components per channel* 

TABLE 1 

BKL TRA401 
AMPLIFIER CHARACTERISTICS,7 

Characteristics Minlmira Maximum Un t» 

Input Type True 
Differential 

Input Kelso (RMS) 0.25 liA 

Input RestBtanct 80 ohma 

Input Protection 1.13x10"* J 
Transfer Impedance 17 Kohrcs 

Delta Transfer 
Impedance -102 +10" 

Gain Stability 0.25 X/'C 

Output Impedance •iO ohms 

Rise TJra 4.i nsec 

Msx. Linear Output 1.2 Volts 

Propagation Delay 10 rjsec 

Delta Propagation 
Delay 1.5 nsec 

Temperature Range 0 50 *C 
Supply Currents 

+5.5 V ± .1 65 mA 
-2.5 V ± .1 « mA 



TABLE 2 

(ML HVL400 
DISCRIMINATOR CHARACTERISTICS2 

Characteristics HlnlsMS 

Input Resistance 3 

Input Z Threshold 
Control 1,5 

Threshold Control 

Range (1:1) 0 

Threshold Hysteresis 6 

Threshold Hatch 
Crosstalk between 
Inputs of Channels 

"0" Logic Level 

"1" Logic Level +3.5 

Output Response 
Tlae 

Sieving 

Double Pulse 
Resolution 

Input Capacitance 

Propagation Delay 14.5 

Operating 
Temperature 0 
Supply Currents 

+5 V 
-J V 

50 

200 
22 

Kohms 

1.5 Volte 

10 UV 

5 nv 

40 dB 
1.3 Volts 

Volts 

4.4 nsec 

i nsec 

20 nsec 

6 PF 
7,5 nsec 

•c 
.tnA 
tnA 

TABLE 3 

4 CHANNEL 256-BIT SHIFT REGISTER 

Clock frequency (Effective) DC to > 330 MHz 

Phase to Phsse Eelsy Hatch < 1 ns 

Ka;tinuin Resdout Frequency 
(with 16 way or tie) 

Poiter Dissipation ac 25u MHz 

References 

> 20 MHz 

< 2 JO iw 

' Members o£ the MPS Croup are! A. Etkin, K.J. Foley, 
M.A. Kroner, S.J. Llndenbaum, R.S. Longacre, VI.A. 
.̂ove, T.W. Morris, E.D. Platner, V.A, Polychronakos, 
A.C, Saulys, Y. Teranoto, C D . Wheeler. 

^ l.eCroy Research, Spring Valley, New York, 
3 Craig violfson, KCA, Solid State Division, Sonmsrville, 

Hew Jersey. 



THE MARK II SECONDARY VERTEX DETECTOR* 
John A. Jaroa 

Stanford Linear Accelerator Center 
Stanford University, Stanford, California 94305 

detector at PEP* The chamber, shown in Fig. 1, is lo­
cated between the vacuum chamber and main Hark II 
tracking chamber, Its purpose la to provide an accu­
rate picture of the interaction and decay vertices 
which are produced in high energy e*c" interactions. 
Decays of hadrons containing the c and b quarks and the 
T lepton give rise to events with secondary vertices 
within 1 mm or so of the interaction point, The second­
ary vertex detector should allov ua to measure the loca­
tion of these secondary vertices accurately enough Co 
determine particle lifetimes. The device may also be 
useful in tagging events with charm or bottom hadrons. 

The design of the chamber was optimized for vertex 
detection, but it serves in several other capacities 
as well. It is used at both the primary and secondary 
levels in the Mark II trigger*2 As an adjunct to the 
main tracking chamber, it improves solid angle coverage 
and momentum resolution* and of course the reconstruc­
tion of Kg and A decays. We hope,. In the future, to 
use it for pattern recognition in events with dense 
hadron jets. 

This paper discusses the mechanical design of the 
chamber and the techniques us used to enhance its per­
formance as a vertex detector. In addition, it 
summarizes our brief experience operating the chamber 
at PEP. It concludes with a discussion of the cham­
ber's performancek 

Chamber Parameters 

Fig. 2 shous a cross section of the vacuum chamber, 
the vertex detector, and the innermost vires of the 
main drift chaeber. The vertex detector is a cylindri­
cal drift chamber 1.2 meters long and .70 meters in 
diameter. Wires are atrung between the two 5 cm thick 
end plates in two "bandsb" one comprising 4 wire layers 
Just outside the beam pipe, the other 3 wire layers 
near the outer radius. The chamber uses the vacuum 
chamber as an. inner gas seal. The cylindrical outer 
shell is made of .18 cm thick aluminum and Bupporta the 
wire tension load on the end plates. There are 825 
sense vires in the entire chamber, 270 in the inner 
band and 555 in the outer band. Table I gives the 
radius and number of wires in each of the sense-wire 
layers. All the sense wires are axial and no attempt 
is uade to measure position along the wires. Tht drift 
cell radius is 5.30 urn. throughout the entire array. 
The chamber and beam pipe can be operated at pressures 
up to 2 atmospheres absolute. 

sides is not pictured. 

Fig. 2. Cross section of the vertex detector as installed in Hark II. 

Summary 

We have added a high precision drift chamber to 
the Mark II detector at PFP. The deslgr. of the device 
has been optimized for mea«urfn^ vertex topologies as 
accurately as possible. This has involved placing 
wires within 10 cm of the beam line, using a beryllium 
beam pipe as the inner gas wall of the chamber, and Im­
proving the accuracy of the drift-time measurement. 
The chamber operates reliably and efficiently and re­
cords complex hadronlc events accurately. Although the 
currents drawn by the chamber are moderately high in 
colliding beam operations, events are "clean," with 
few spurious tracks or hits. The spatial resolution of 
the chamber is 60 u; this permits tracks to be extra­
polated to the interaction point with 100 u accuracy. 

Introduction 

Duripg the past year, we 1 have constructed, in­
stalled, and begun data taking with a high precision 
drift chamber which has been added to the Mark II 

ja^JJJTJ^T?TfJJgJMg.?gWgjr*-V^'-V"" 

Fig. I, The Hark II detector at PEP. 
The muon detection system on the 



Table I . Sense Vlre Placement in Vertex Detector 

Inner Band 

Outer Band 

Lever 

1 

No, Radius (cm) 

10.1223 

No. of Sense Hires Lever 

1 

No, Radius (cm) 

10.1223 60 ' 
2 10.9658 65 
3 11.8093 70 
4 12.6528 75 

5 30.366R 180 
6 31.2103 185 
7 32.0538 190 

Vertex Detector Design 

Extrapolated-Track Resolution 

The tigure of merit of a veTtex detector is the 
accuracy with which a track can be extrapolated to the 
vicinity of the primary interaction point. In our 
chamber, there ate two Important contributions to this 
"extrapolatcd-track resolution." The f irst comes from 
our f in i te measurement accuracy, <rm, and the fact that 
we must extrapolate the track significantly beyond 
where it ia measured. In the vertex detector, thiD 
error can he written 

pipe from the fo i l , which serves as a ground shield 
for the chamber* The chamber*s g* s volume is sealed 
off with O-rings between the bean pipe and Che end-
plates of the chamber. 

High Resolution Drift Chnmber 

To achieve high spatial resolution in the vertex 
detector, we have located 'the vires with high accuracy, 
employed high resolution electronics and calibration 
techniques, stabilised the gas pressure, and operated 
the chamber at high gain. As seen in Fig* 3, which 

e - .85 CT , 
X ID 

Multiple coulomb scattering in the bean pipe, chamber 
gas, and wires gives rise to the other part of the 
error. The resultant angular uncertainty leads to a 
position uncertainty once a track lias been extra­
polated, tt can be written 

MCS 
95u/p <GeV/c) 

for this chamber. These two factors, added in quad­
rature, glvi the extrapolated track resolution for 
the device. 

We have followed a straightforward strategy to 
minimize these tracking errors. We have minimized the 
distance tracks must be extrapolated by placing the 
inner wire band as close as possible to the beam pipe. 
We measure the angle of tracks as accurately as 
possible by placing the outer band of wires at the 
largest possible radius, And> of course we have tried 
to achieve good spatial resolution with the drif t -
time measurement. Multiple scattering has been kept 
to a minimum by using a small beam pipe radius, lett ing 
the beam pipe double as the inner gas wall for the 
chamber, and using low Z materials in the construction. 

Beryllium Beam Pipe 

The beam pipe i s a 1.40 m long cylinder, 15.6 en 
in diameter, made of 1.42 mm thick rolled beryllium 
sheet . 3 The central beryllium tube has been brazed 
to an aluminum ring at each, end, and this in turn, has 
been electron-beam-welded to an aluminum-stainless 
s teel transition to which the remainder of the bean 
pipe i s welded. The diamater of the tube was chosen 
to accomodate the swath of synchrotron radiation from 
the insertion quadruples with sooe clearance. 
Beryllium was chosen to minimize the thickness of the 
tuoe in radiation lengths. A 50 u thick titanius fo i l 
cylinder was inserted inside the beryllium tube and 
attached with a continuous circumferential weld at each 
end. I t s purpose i s to absorb synchrotron radia­
tion which backscatters from heavy masks located 3 
•eters f « a the interaction point. We have wrapped 
the outside of the tube with a 50 u mylar sheet and 
25 M of aluminum fo i l ; the mylar isolates the beam 
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Fig. 3. Spatial resolution as a function of high 
voltage for pure ethane nt 1 atmosphere pressure. 
The dotted curve shows the efficiency aa a func­
tion of high voltage. Data arc from the vertex 

detector prototype, 

shoue spatial resolution in our prototype chamber as 
a function of chamber voltage, resolution improves 
significantly when the chamber is operated well above 
the beginning of the efficiency plateau. The use of 
organic gases and higher pressure operation should 
also ictprove the resolution; once we have assured 
ourselves that the chamber gas doesn't polymerize in 
a high background environaent,wc nay try this approach. 

Hire Pattern 
Fig, 4 shows the wire pattern of the chamber's 

Inner band. The outer band le similar. Tun constants 
characterize the entire array: one is the distance 
separating a sense wire layer from the adjacent field 
wire layers (.422 cm); the nttier is the distance be-
tueen sense and field wires in a sens=-wire layer 
(.530 cm). Hith the exception of the outermost and 
iimermoat layers, which we call guard layers, all the 
field wires are run at a common potential; the 
sense wires are all run at ground potential. Inter­
mediate potentials are chosen for the guard layers to 
equalize gains on all the Bense wires; this also 
serves to minimise the electrostatic deflections in 
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Fig. 4. Arrangement of wires in the vertex 
detector. The inner band of wires consists 
of five identical sections; one half Election 

is pictured here. 

the array. The presence of a field wire nearly 
exactly between the two sense vires minimises cell-to-
cell crosstalk, We have used 20 u diameter gold-
coated tungsten wire as sense wires and 150 u gold-
coated field wires. The field wires in the inner band 
are aluminum, chosen to minimize the multiple coulomb 
scattering; we use beryllium-copper wire in the outer 
band. The choice of a fixed sense wire to field wire 
distance lets us characterize the entire chamber with 
a Bingle relation between drift time and drift dis­
tance. Wires are held in place with the nylon insu­
lating bushing shown in Fig. 5. By selecting the 
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Fig* 5. Nylon insulating And 
positioning bushing. 
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Fig. 6. Calibration and readout 
electronics. 

Operatinn Experience at PEP 

The vertex detector was lira tailed in the Mark IX 
detector at PEP in September of 1981. It was opera­
tional for trigger and efficiency studies during the 
month of November and was used in regular data taking 
during December when an integrated luminosity of 
1500 nb"l was accumulated at 29 GeV center-of-mass 
energy. 

We are operating the chamber at 15.5J± .05 psia 
with a 50/50 mixture of argon and ethane. The high 
voltage is stt to 2.250 kV and the electronics thresh­
old is 400 uV at the HVL100 input. With stored 
currents of 20 ma of both electrons and positrons, 
there is no beam pickup. Under these same con-
Lions, we have observed a little beam pipe heating; 
Hie beam pipe temperature has increased by as much as 
3° C when the beams are on. Moderately high currents 
are drawn by the chamber, especially the inner layers. 
At the beginning of a fill there is *•* 0.2 uA/wire 
in the Inner band; only 0.01 uA/wire is drawn in the 
outer band. Despite these rather high currents, the 
Information from the chamber is quite "clean"; I.e.! 
we see very few spurious hlte or uncorrelated tracks, 
and there is no noticeable "snow.11 Fig. 7 shows the 
pattern of the wires which have been "hit" in a 
typical hadronic event in the vertex detector. It 
also demonstrates that cell-to-cell pickup is not a 

bushings individually under a high power microscope 
and by using hi£h precision machining techniques, we 
have located the wires to an accuracy of better than 
15 u (rms) throughout the chamber. 

Electronics 

The electronics associated with the chamber is 
shown schematically in Fig- 6. Calibration pulses, 
used to determine a common start time for the entire 
array, are fanned out to each wire and are simultaneous 
within 350 ps (reus). The chamber pulse is coupled to 
6 ra of 50 n coax with a fast emitter-follower which 
serves as an impedance matcher. We use commercial 
amplifier/discriminators'1 to drive 17 m of twisted 
pair; the time between a wire pulse and common stop 
pulse is measured with a time-to-amplitude converter*' 
which, is readout with a dedicated microprocessor6 

(BADC) which then communicates via camae with the on­
line computer. The TAC/BABC resolution is better 
than 250 pa throughout the entire system. The TAC 
has additional outputs used in the primary and 
secondary triggers. Earing data taking, the system 
is CElibrated every 8 hours. Fig. 7. Hadronic event in the 

vertex detector. 



problem. In general, adjacent cello fixe only when 
a track has passed near enoagh to e cell boundary 
chat Ionization la collected on both wires. Typically, 
one of the drift-tinea la veTy long in theae instances. 

Cheaper Performance at PEP 

Efficiency 

Fig. S shows the chancer efficiency aa a function 
of high voltage for each of the four inner layers. 
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Fig. 8. Efficiency vs. high voltage 

Hate that t within Che statistical errors, all the data 
saem to lie on one curve. This fact confirms that the 
wire gains in the four layers have been, successfully 
matched. The chamber is fully efficient above 2050 Vj 
UP. assume the observed 1 or 2 X inefficiency iz he 
tracking errors, and not a true measure of chamber in­
efficiency. Ue run the chamber well above the knee In 
the efficiency plateau In order to improve the spatial 
resolution. 

Monitoring Drift Velocity 

The close packed wire array in the vertex detector 
Is auto-calibrating In the following sense. A typical 
track passing through the inner layers generates A 
independent drift times. These 4 times can be alge­
braically related to four other quantities; the slope 
and intercept of the particle's trajectory, the drift 
velocity, and the time corresponding to zero drift 
length. Thus, on a track-by-treck basis we can monitor 
the drift velocity and the stability of the calibration 
procedure. The linear space-tine relation we assume 
in this procedure in accurate over about 80? of the 
cell. The technique measures the drift velocity with 
an error of a few per cent per track; so the drift 
velocity can be monitored to better than L/2Z in a one 
or two hour run. We hope to use thla technique to 
study run-to-run drift velocity variations; it will 
permit corrections to be applied on a short time-scale, 
if necessary. 

Resoljitipn 

He are currently studying the time-distance rela­
tion and spatial resolution In the vertex detector. 
Our procedure is to assume a simple form for the rela­
tion (we allow linear, quadratic, and cubic terms) and 
vary the parameters to minimize the EX 2 for an ensemble 
of tracks* Our studies to date have used the Bample of 
Bhabha scatters collected during the month of December. 

Fig. & shows the distribution of the sum of the 
squared residuals per track for tracks which have 
passed through the four inner layers after the time-
dlatance parameters have been optimized. Two track 
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Fig. 9. Distribution of the aura of the 
Squared residuals per track, dN/dR2. 

parameters, the slope and intercept of the trajec­
tory, are allowed to vary in the f i t , so the dis­
tribution 19 proportional to the x distribution 
for 2 degrees of freedom. So we con write 

dN 
dtf" 

tfHa' 

and the pint lets us determine the resolution graphi­
cally. Por this subset of the data we have achieved 
a resolution of 80 u per layer. We ore presently 
optimising the tlae-dlstance parameters for hadronic 
events by including angle dependent terms for tracks 
which pasa near the field wires. Assuming a measure-
nent error of 8D u, the extrapolated crack resolution 
for the Hark secondary vertex detector is 

V<70) 2 + / 95 V yP(CeV/<:)J (uj 
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With the principle of the time expansion chamber 
and the additional tteesurement of the position of the 
avalanche along the circumference of the anode wire it 
is possible to reconstruct the spacial distribution of 
the primary ionization in space. A position resolution 
for minimum ionizing cracks of o .5 3D vim 1B expected. 
First tests and concepts for vertex detectors are pre­
sented. 

Introduction 

Particles produced in high energy pp, pp and e 0" 
collisions are expected to consist of c, b and t quarks 
and have a relatively long lifetime, such that they 
come into the reach of identification by measuring 
their decay vortex separated from their production ver­
tex. In order to detect these particles with a life­
time of T ,< 10~^ a position resolution of a < 30 urn is 
needed. 

Earlier work1 has shown that a drift chamber 
can reach a resolution which comes close to this value. 
The measurement was performed for several gasea and 
mixtures far increasing pressure F and as a function of 
the drift length x. It was found that three taain con­
tributions to the position resolution o con be dis­
tinguished: 

A 2 + (Ax. y 
The last term is due to diffusion 

v2 _ 2BD 
V uE - 20 • E/P P 

(1) 

(2) 

with D the diffusion constant, M the electron mobility, 
E the electrical field and B a correction factor which 
takes into account that a number of electrons partici­
pate in generating the stop signal. This contribution 
Axdiff c a n h e easily separated, because it becomes the 
main contribution for large x. 

^ion * 9 a contribution due to the fluctuation of 
the primary ionization. Since a minimum ionizing par­
ticle leaves on its path through a gas only a few 
statistically distributed clusters of ionization (n = 
10 ... 40 cm" 1) at atmospheric pressure, the track 
looks microscopically fuzzy as can be seen from enlarged 
cloud or bubble chamber pictures. A drift chamber 
measures the position of the cluster with the shortest 
drift time to the anode (leading edge discrimination of 
the anode pulse) and therefore is sensitive tu the 
random position of the cluster along the particle 
track. 

Axion depends on the mean distance between 
clusters X c l - 1/n with n the mean number/cm track 
length £nd therefore decreases proportionally with 
pressure. 

The navtiraum of this contribution is at ;: " 0 with 
a*ion - 1/2 \ c i and decreases rapidly with increasing 
x, a purely geometrical effect. 

The constant contribution A was found to be inde­
pendent of pressure, hut different for different gases 
and mixtures. Tha lowest value A • 20 ym was found for 
a mixture of C2H4— C^Hg (3:1), This effect could be 
due to the range DF the primary electrons, fluctuations 
of the avalanche or resolution of the electronics. 

The analyais of theso data shows riat It will 
be very difficult to Improve the overall resolution 
further but indicates the basic problems. Therefore, 
a new type of chamber, the time expansion chamber,2 

has been investigated with respect to its application 
as a high precision vertex chamber which, In principle, 
corrects the limitations of the standard drift chamber 
described above, giving high position resolution 
already at atmospheric pressure and good double-track 
resolution at the same time. This type of chamber 
also opens the possibility for a position measurement 
of the second coordinate with the same high precision 
as in drift direction. 

Principle of the Vertex Chamber 

The best position resolution for the track of a 
minimum ionising particle can be achieved if the posi­
tion of .jach primary Ionization cluster can be measured 
separately, and a straight (or slightTv curved line in 
a magnetic field) is fitted through these points. Then 
the contribution 0Xi O I l as introduced above can be 
eliminated. 

Furthermore, If the position of each cluster ts 
ceasired separately, the measurement of the center-of-
gravity of its spacial distribution after diffusion 
gives a precision of o ci = CQ/ZCI, where Og Is the dif­
fusion of a single electron and m is the number of 
electrons/cluster. If a total of n clusters is mea­
sured* the total contribution of the jiffusion will be 

n / ^ (3) 

How at ETH, Zurich, Switzerland. 

with N • m ' n the number of electrons released in the 
track section under consideration, This represents a 
considerable reduction of the contribution of diffusion 
as compared to the method of leading edge discrimina­
tion. Also, the contribution A may be reduced if It is 
caused by the range of the primary electrons (for 
higher energy, called 4-rays) by rejecting the posi­
tion measurement of "big" clusters, or if It is caused 
by fluctuations of the avalanche or the electronic 
timing by increasing the relative speed of the 
avalanche. 

These Improvements are in principle possible with 
a special readout of the time expansion chamber* There 
are two main features whinh distinguish this chamber 
from a standard drift-chamber (Fig. 1) 

(a) The drift region is separated from the gas 
amplification, region by a fine grid. The electric 
field strength and gas mixture are adjusted to result 
In a small drift velocity (vny - 5 um/ns> as compared 



to the usual value (vnr • 50 ura/ns). The full drift 
velocity is maintained in the gas amplification region 
and therefore the anode signal can fallow the fluctua­
tions of the primary ionization and even resolve 
individual clusters. 

(b) Tuo pick-up wires are placed close to the anode 
wire. The difference signal is given by AFW <* sina 
with a the angle of the fieldllne carrying the cluster 
to the anode as shown In Fig. 1. Since a determines 
the fieldllne it also datermir.es the coordinate y along 
the track. 

Fig. 1. Principle of time expansion chamber-
(a) Layout with pick-up wires, (b) Signals. 

Therefore, a track inclined with respect to the grid by 
an angle 6 (Fig. 1) will allow the laeaaurement of the 
individual clusters in two coordinates> x by the center-
of-gravity of the drift time and y by determining o. 
For asailer & the clusters will eventually merge and it 
w?ll be difficult to eliminate large clusters and 
determine y. Still, the measuremenc of the center of 
gravity will iesu.lt in an improved position resolution 
particularly since the y coordinate has less weight for 
smaller B. Nevertheless, one may design the chamber 
layout such that a minimum angle 6 is guaranteed (see 
Fig. 13). 

A vertex detector is most effective close to 
the vertex and therefore a very goon double-track 
resolution is of importance. The feature (a) of the 
tine expansion chamber will automatically give a high 
double track resolution Ax only limited by the overlap 
of the projected track segments (Fig- 2> ax » d • tan8 
with d the segment in y direction accepted by an indi­
vidual anode. At this point a compromise has to be 
found between position resolution (.mlfSd because of the 
number of electrons N measured), a minimum 8 for 
separating clusters, drift velocity and double track 
resolution. 

Fig. 2. Llniit of double-track resolution due to 
the width of the projected ionization. 

Measurements 

Measurements have first concentrated on investigat­
ing the novel features of the time expansion chamber 
which lead to the reconstruction of the primary ioniza­
tion. 

The time expansion effect has been primarily intro­
duced to accomodate the speed and response of th«- gas 
amplification to the time sequence of the arriving 
ionization. Therefore> it is convenient to diacuas the 
tine expansion chamber as a system (Fig. 3) consisting, 
of a "delay line" (the drift space) connected to an 
"amplifier" (the "avalanche amplifier" plus electronic 
preamplifier). The "delay line" transforms the pro­
jection of a charge distribution p(x) into a time 

'lM —{>jOp oJ/L^ 
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Delay Lme Gas Electronic AmpMier 
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Fig, 3. The time expansion chamber and its 
electronic analogue; p(x) apaclal distribution 
of charge, Q(t) signal. 
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sequence p[x(t)3 with x(t) - v D r - t and the amplifier 
transforms it into an electric signal Q(0 - S pCx(t)] 
with S the amplification factor* 

The "avalanche" amplifier and the electronic pre­
amplifier are considered as one unit while the latter 
is assumed to cancel linear deformations of the 
"avalanche" amplifier by appropriate shaping (see, for 
example, Ref, 4). 

Bandwidth of the Amplifier 

Figure A shows the signal of one cluster produced 
by an "Fe X-ray in gain region behind the grid which 
can be considered as the response of *-he system to a 
^-function P ( X - X Q ) - P(j <5(X-XQ). A width of At -
10 ns (fwhm) and almost complete cancellation of the 
tail has been achieved with the circuit shovni Sharper 
clipping reduced the amplitude without shortening the 
signal indicating the high frequency limit given by the 
"avalanche" amplifier. 

Fig. &• Response to pointlike charge 
distribution ( 5 5Fe). Grid to anode -
1.6 m», $ anode « 20 ym. 

Hoise of the Amplifier 

The noise of the "electronic" amplifier was a 
typical noise spectrum with an equivalent noise charge 
/IffE" • 5>10 3 electrons (rras), a relatively high value. 
With a careful design of amplifier and chamber, 
better values can be achieved.5 The noise of the 
"avalanche" amplifier would manifest itself in an 
amplitude variation which usually is identified as the 
energy resolution of the counter in the pulse mode. 
Also spurious signals would contribute to noise which 
could be expected as "after" pulses at high gain. By 
counting individual pulses in a pulse train for minimum 
ionizing particles as shown in Fig. 5t a plateau was 
reached for increasing gas gain, indicating that only 
ionization clusters contribute to signals. The mean 
number of measured clusters per track (the plateau-
value) as a function of gas pressure shows that up to 
1 atm no dead-time effects can be observed, which is 
interpreted as absence of nonlinear distortions 
(Fig. 6). 

Drift Characteristics 

The drift velocity has to be adjusted to v D r ™ 
5 um/ns, such that with the given bandwidth of the 
amplifier the spacial structure of roughly 50 urn of 
p(x) can be recorded. This low drift velocity is 
obtained by operating with & drift field far below 
saturation, the mode which usually is used in drift 
chambersi The field ig considered to be "low" if 
it has not yet heated up the electrons considerably 
and they are still close to thermal equilibrium. Then 
in goad approximation one obtains6 for the drift 
velocity 

(a) -HV 

it* A GeV/t 

tU^?' 

200 mV; 50 ns 

Fig. 5. T.ayout and signals for cluster mea­
surement. Drift gap 10 mm, maximum dr i f t time. 
1 MS. 
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Fig. 6, Number of clusters/cm In 92% Ne + 8% 
methylal as a function of pressure* 
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with N the gas density (molecules/volume), a the mo­
mentum trunsfer cross section and v the mean electron 
velocity. It can he seen that the drift velocity 
increases under these conditions linearly with E/S, a 
result uhlch is also important for calibration and 
stability (see below). Figure 7 shows the measured 
drift velocity for increasing concentration of methylal 
in argon which shifts this linear behavior to higher 
E/B. 

Methylal has a large cros3 section for Inelastic 
electron scattering and therefore tends to keep the 
electron energy in equilibrium with the gas. The 
diffusion coefficient Is given by 

1 
3 Ma D - ? 7T7 (5) 



Fig. 7. Drift velocity of center of gravity 
(ionization from pointlike X-rays). The ad­
mixture of methyla.1 is shown on the curves. 

and together vith the Einstein relation a • /2Dt < 
r2D/vjjr * x ana obtains 

(6) 

where E is the cienn electron energyt For e in equili­
brium with the gas a^Jx decreases ideally aa 1/E, as 
shown in Fig, 8 (solid line). Measurements were per­
formed with the tine expansion chamber where the anode 
pulse width fit was recorded from photographs and the 
diffusion determined by a - 0.43 vn r * it. The standard 
drift gas (Ar + isobutane) shows very clearly a devia­
tion from the ideal behavior (as expected7) while 
C2H4 + methylal gives lower values and follows to high 
E/N the diffusion data measured by different means.8 

This shows again that the anode signal follows the 
structure of p(x) with a precision sufficient for the 
determination of the center-of-gravity of the signal. 

\ 
A ' + C „ H I O 

>&. . Mtihjtol 

. ^ . Ve!hyiol(8%) 

E/P (Urtm Terr) ....... 

Fig, 8. Diffusion e 2 for a drift 
length x as a function of E/P for 
P = 1 atnv. Ar, C4H1O1 inethylal 
from Ref. 7. Points with error 
bars measured in time expansion 
chamber; dashed line measured by 
Ref. 8 for C2H^. 

Angular Measurement 

The above mentioned feature (b), i.e., the angular 
measurement, has been tested with a cylindrical chamber 
without grid but with two pick-up wires close to the 
anode. X-rays (8 keV) have been used tu simulate 
single, ionization clusters under a given angle a. The 
difference signal has been clipped to a width of 
At - 20 ns (fwhra) and its amplitude apectrura recorded 
for different a (Fig. 9). The width of this distribu­
tion corresponds to an angular resolution of A^rtns)." 
2*3°, partially due to the width of the colligation* 
limited mechr.nical accuracy or fluctuations in the 
avalanche. The resolution expected from the noise of 
the preamplifier^ is negligible, noraely iatrnis} • 0.8°, 

o-^O-S'leiecrrflfilcsl 
(r:2.3 0<!atal) 

Fig. 9. (a) Pulse height distribution of 
difference signal APW from pick-up wires for 
several values of a. (b) Electrode arrangement. 

Double Track Resolution 

An example of the double track resolution obtain­
able is shown in Fig, 10. The signals from three wires 
are displayed on the scope simultaneously by mixing 
them linearly after delaying two of them, y-rays 
(bremsstrahlung from 1 0 6 R u ) occasionally produce pairs 
which are recognized by giving signals in two scintil­
lators behind the chamber and two separate signals for 
the last wire. The central wire shews double signals too 
and a minimum distinguishable separation of Ax • 200 \sa 
was found. This is in agreement with the expected dif­
fusion, o"diff = 70 lira for a drift length of x " 5 mm. 

Readout 

After amplification the anode signal (A) and the 
difference signal from the pick-up wires (APW) are 
digitized with flash ADC's in 10 ns time samples and 
stored in 6 bit RAM's (Ik memory)(Fig. 11), A proto­
type 512 bits deep has been tested successfully.l0 

With drift velocity v D r " 5 ura/ns the sampling speed 
of At • 10 ns corresponds to a - 15 yra, even If no 
center-of-gravity calculation is performed. 
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with VQ depending on the gas mixture and E/N Che reduced 
field strength. Furthermore, as long as the geometry of 
the chamber is unchanged E(x,y,z) • UQF(x»y,z) with UQ 
the applied high voltage and F(x,ytz) a function depend­
ing only on geometry. Therefore, one obtains 
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Fig. 10. fa) Signals fro-a three anode wires 
displayed on scope* (b) Layout for measure­
ment <Sc: scintillators). 
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Fig. 11. Readout (schematically). 

A preprocessor isolates and defines single track 
segments and calculates aPtf/A. In principle, this 
information can be forwarded to the on-line computer 
but it may be convenient to process the data in dedi­
cated p-processors (one per wire) to increase computing 
power and reduce the amount of data written on tape. 

Discussion 

The reconstruction of the projection of the charge 
distribution p(x) by measuring the pulse train <Kt) is 
based an the assumption that the grid acts as a virtual 
amplification plane. This is achieved by a large time 
expansion factor where the drift velocity v D r l in the 
amplification zone is large compared to the value in 
the drift region v D r2i such that the longer drift path 
on field lines reaching the anode at large a becomes 
negligible. A time expansion factor of 10 (vnEl • 
5 ym/ns, Vn r2 " 50 um/ns) seems to be sufficient, but 
larger factors can be considered. 

The fact that the chamber does not operate at 
saturated drift velocity turns out to be an advantage 
for the stability. The drift time for ionization in a 
point P(xty»a) is given by 

-•r da 
v(x,y,z) 

"Dc 
N r*c ds 

x,y,0 (a) 

Every treasured drift tine can be corrected with the 
same factor and only one point has to be monitored once 
the integral is known for each point from test beam 
measurements. 

Another aspect of this detector Is worth being 
mentioned. Once the cluster sequence haa been mea­
sured from the anode signal. the measurement of the 
center-of-gravity on the pick-up wires would be suf­
ficient to determine the exact location of the track, 
assuming its angle 8 is known from the rough position 
measurement of other wires. This option would con­
siderably reduce the electronics needed for readout* 

The same principle offers the possibility of mea­
suring the second coordinate (along the wire) with very 
high precision. From signal (Q) to noise (AQ) consider­
ations, it can be shown that with proper design of 
amplifiers and detectors the readout of the center-of-
gravity of induced signals on cathode scrip? (width d) 
can give a resolution^ 

• f ' \ f 
k/2 

^ r 
l with k • d the width of the induced signal (about twice 

fwhra), A resolution of o * 15 urn should be possible 
for d - 2 mm* Q - 5.10° and the chamber geometry of 
the time expansion chamber. 

However, measurements and analysis of the data 1 2' 1 3 

show that limits of position resolution for minimum 
ionizing particles are determined by the fact that the 
center-of-gravity of the projected charge is measured 
aqd the latter is subject to large fluctuations. Only 
for <f> - 0 (Fig, 12) does this effect disappear. 

Fig. 12. Principle of three-dimensional center-of-
gravity measurement. Coordinates as in Fig. 1, 
z. along the anode wire. 

Figure 12 also shows how the chamber described above 
can correct for these effects. A track crossing a gap 



d and producing a charge distribution p(s) (with s 
along the track) is shown In three projections. Depend-
on the angles 4> and 0 these projections aro linear 
Images of each other. It follows then that the lines 
of back projections of the center-of-gravity of each 
view meet in a point which la exactly on the track. 

This figure also illustrates the need for time 
expansion and shows two aspects. First, the time ex­
pansion must be large enough to allow the anode signal 
to follow the ionization structure in order to be able 
to determine Its center-of-gravity. Secend, it is the 
only measurement which can give the detailed structure. 
The measurement of the induced signals on the cathode 
strips or the pick-up wires gives a certain cean value 
which, for fine cathode strips, is the center-of-gravity 
but for the pick-up wires is given by 

cPW * / c y 8(y) dy 

where g(y) includes the function mapping the field 
lines onto the circumference of the anode wire 
(angle cO and the function cPW * slna producing the 
Induced signals. For a not too large and careful 
design of the field lines g(y) approximately equals y 
and no further treatment is needed** If these approxi­
mations are too coarse, the precise knowledge of px in 
drift direction can be used to obtain corrections. In 
this case the chamber geometry has to be arranged such 
that all tracks have b + 0°. 

Chamber Layout 

A possible layout for a vertex detector around a 
beam pipe for intersecting storage rings is shown in 
Fig, 13- Here the Individual cells have been tilted 
by 11.3° to guarantee inclined tracks for the high 
precision readout, particularly for the second 

Fig. 13. Layout as vertex detector. Inner radius 
6 cm, outer radius 17 en; maximum drift path 2.6 cc. 

coordinate. It nay prove, however, that the gain in 
resolution is not large and then it will be more con­
venient to have the cells point,to the center. This 
also would itnprove the double track resolution as dis­
cussed above. 

Tn order to itnprove the pattern recognition, the 
high precision wires (with the readout of pick-up wires) 
have been interspaced with a pair of "pattern recogni­
tion" wires (Fig, 14) where d* - 1 mm is relatively 
small giving high double track resolution. They also 
resolve the right/left ambiguity. The position resolu­
tion of these vires will be roughly 100 vm in drift 
direction and 2 mm (rms) along the vires using charge 
division. 

p—te>— Coihodft Readout 
1 ^ G r i d os Cathode Slrips 

^ ^ - T High Precision Wire* 
P-ck-up W-re* PW 
Grid 
Patlern Recognitor! 

~\ Wires 

For a TPC detector, this would be a possibility to 
increase the precision of position measurement with­
out time expansion. 

\ 
Fig. 14. One cell of vertex detector 
(schematically). Position of PW and F 
not to scale. F arranged to give d' = 
1 mm. Double wire spacing 1 mm. Gap 
width w ** 3 mm, depending on d. Cathode 
strips at ends of separate frames serv­
ing as grid. 

The innermost and outermost high precision wires 
are equipped with cathode strip readout for the high 
precilion measurement along the wire. Since the 
chamber is relatively short (SL = 50 cm) a delay line 
split in five parts can be used in connection with the 
inner high precision wires (not shown} that can be 
designed for a precision of 50 urn (rms). 

If this detector is mainly used for vertex recon­
struction, a TPC-like geometry cay be favorable. With 
a maxlnuo drift length, of 25 cm, a time expansion 
factor between 5 and 10 can be used and the threts-
diaensional reconstruction described above could give 
space points with typically 40 un (rms). In addition, 
pressure would Improve this value proportional to 1/P. 

Conclusion 

The time expansion chamber equipped with additional 
readout of induced signals allovs, in principle, the 
reconetruedon of the spacial distribution of the 
Ionization of minimum ionizing tracks. The precision 
of the reconstruction seems BO far to be limited only 
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by diffusion which can be further reduced by Increasing 
che ionization density, Occasionally the tinge of the 
primary elections cuiy Unit the resolution but little 
information la available up to now. The time expansion 
chamber nay provide the causing data. 
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Summary 

We have investigated the spatial resolution of the 
TRIUMF time projection chamber (TPC). The dominant 
effects on the resolution are diffusion, track-anode 
crossing angle, E»B forces in the region of the anode 
wire and clustering of the primary ionization. A furm-
ularion of these effects has been used to determine the 
mean collision time, the diffusion constant, the Lorentz 
angle in the anode wire region and the spatial resolu­
tion as 3 function of the crossing angl* for a gas mix­
ture of Ar (802), din (20%) at atmospheric pressure* 
The us in i mum resolution, a ~ 2 00 urn, occurs when the 
track crossing angle equals the Lorentz angle. As the 
angle moves away from this value Che resolution de­
teriorates rapidly due to the discrete -nature of the 
ion iza t ion prcc ess. 

Introduction 

An apparatus baaed on the principle of the tine 
projection chamber (TPC)' has been developed to search 
for the lepton number violating nuclear muon capture 
reactionsj 

LTZ - e -Z 

u"Z •> d+(Z-2) 

The TPC Is a large volume drift chamber with uniform 
parallel electric and magnetic fields* Several effects 
which influence the spatial resolution ^f the TPC have 
been studied. An important aspect of TPC operation is 
the reduction of transverse diffusion of the ioniza- _ 
tion electrons In the presence of parallel electric (E) 
and magnetic (B) fields (ExB=0> in the drift region* 
In the neighbourhood of the endcap proportional wires 
there are necessarily regions where ExBj'Q which signi­
ficantly affect the shape of the drifting ionlzatinn 
cloud in a manner which depends on the angle at vi.ich 
the track crossed the wire. In addition, density fluc­
tuations and clustering of the primary ionization de­
posited by a charged particle traversing the chamber 
gas are important considerations. 

The TRIUHF TPC 

The TRDMF TPC 2' 3 is shown In Fig. 1, Ionization 
tracks of charged particles which have traversed the 
chamber drift under the force of the electric field 
E=250 v/cra onto proportional wire modules in the endcaps. 
The gas used Ita mixture of Ar(BOZ) and CHi+(20%) at atmo­
spheric pressure and the magnetic field has a maximum 
operating val e of B=9,5 kG* The drift velocity was 
measured to be U=7 cm/usec. The endcap modules have 12 
slots separated by 2.5& cm as shown in Fig, 2. A point 
charge on the anode would induce a charge distribution 
on the segmented cathode spreading over 2-3 pads each of 
width S=0.6 mm. By measuring the width of the cathode 
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Fig. 1. A perspective view of the TPC. The num­
bered elements are: 1) the magnet iron, 2) the 
coil which has an Inside field volume of 1*WRIX 
1.2m* 0,9m, 3) outer trigger scintillators, 4) 
outer trigger proportional counters, 5) endcap 
support frame, 6) central electric field cage 
wires, 7) central high voltage plane, 8) outer 
electric field cage wires, 9) Inner trigger scin­
tillators, 10) inner trigger cylindrical propor­
tional wire chamber, 11) endcap proportional wire 
modules for crack detection. 

charg distribution the true anode charge distribution 
can be determined. 

Ti.. cathode signal feeds a LRS TRA 510 amplifier 
and its output Is digitized by the LRS 2230 12 blc ADC 
system. The amplifier pulse width et the base is 
1.2 usee. The noise of the system is — 2 fC and the 
wire gain is ~+ 5 * 1Q1*. The sum of induced signals on 
the pads for minimum ionizing tracks is -^0.2 pC» 

Data Analysis 

The Pad Distributions 

The distributions of charge on the cathode pads 
were fitted with a function f(x) chosen to minimize 
biases in the estimates of the centrolds* Such biases 
were found to be as large as 200 um for a simple 
Gaussian function. The function used was 
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reduced in the preaence of a magnetic field E according 
to the relation: 

D(B) - »(0>/(l+«>V) W 
u ia the electron cyclotron frequency and T ia the mean 
electron collision time. ThiB diffusion width normal 
to the track direction is projected onto the anode wire 
leading to: 

Wj - loil / 2D(B)z (5) 
The Angle fii'ect 

In the absence of a magnetic field when the tracks 
are at an angle 0 to tho normal to the anode wire slot 
(Fig. 3a), the charge distribution at the anode wire 
1B a square function with width H given by: 

H L tan9 (6) 
Here L is the width of the slot* The observed cathode 
charge distribution i s broader than that induced by a 
point source. The contribution to the FVKX of a square 
unlfora distribution i s : 

w ° 3 - 2.35H 
2 /3 

(7) 

E*B Ef fec t s in the Anode S lo t 

F i g . 2 . A.iade wire s l o e s . The sLots are 
machined out of a 19 nun th ick p l a t e . They are 
19 nm wide and 17 no deep, The remaining 2 mi 
has a 6 .3 nm aloe cut in i t to a l low the i o n i z a ­
t i o n a c c e s s to the anode w i r e s . The p l a t e has 
a 6 .3 mm G10 back p l a t e which supports the anode 
wires in the s l o t and haa the 6 on wide cathode 
pads etched on i t . The anode i s A Kim above the 
pads. The e l e c t r i c a l connection to the pads i s 
made by pins which go through the G10, 

f ( x ) - e x p [ p - ^ a - h B a < j t - K o ) T ] , <1> 

where; p is the amplitude parameter, u is the width 
parameter, x 0 is the centre of the distribution and m 
is a constant. The full width at half maximum (FHHH) 
of this distribution is given by: 

W 2S /J!n2(Jln2+2w) <2) 
Three important effects contribute to the observed 
width W* of the charge distribution induced on the cath­
ode plane: 

1. Wi the intrinsic width of the measuring system 
2. Wz the width due to diffusion, and 
3. W3 the width due to the track-anode crossing 

angle and Lorentz forces. 
The FWHH for a point source distribution is a con­

stant Wj "CI. 

Diffusion 

Diffusion plays an important role in spreading the 
charge dit.f.?ibution along the anode wire. The FWHH of 
diffusion normal to the drift direction in one dimen­
sion i s : 

M§ - 2.33-J™- C3> 

where D i s the diffusion constant, z the drift length. 
and U the drift velocity. The diffusion constant i s 

Since the distributions approximate a normal distribu­
tion i t i s assumed that if the width i s due to a number 
of independent contributions then the individual widths 
can be added in quadrature. The FWffit ie taken to be 
2.35 tines the rms (root mean square) deviation* 

_ Effects of non-parallel electric (E) nnd magnetic 
(B) fields arc large in the position sensing region of 
the chanter. To a first approximation the average posi­
tion v." a crack is unaffected since the forces are sym­
metric about the track centre. However, these forces 
can significantly change the anode charge distribution. 
In a coordinate system in which x is along the wire, y 
i s normal to the wire and z is parallel to the magnetic 
f ield. the_jjlectrons drift with velocity v y toward the 
anode* A V-*B force results which causes ^nc electrons 
to drift at on angle a (the Lorentz angle) to the y 
direction where 

tan a - w i . (8) 
Electrons drifting toward the anode wire will reach 
the wire with a displacement proportional to tan ft. 

figure 3b illustrates the electron drift in the 
slot in the x-y îlane as determined by Eq, (6), The 

TRACK 

Fig. 3. Electron drift in the anode region* a) In the 
case of no magnetic field* the electrons drift in the 
y-direction and the charge is distributed alo-n̂  the 
anode in the dashed region, b) The magnetic field is 
out of the plane of the figure and the electrons drift 
under the Lorentz force at the angle a. The charge is 
spread along the anode in the dashed region. If 9 --a 
the charge spread neglecting diffusion Is zero. 



actual electron path is not a straight line In the x-y 
plane since T varies considerably during the drift, 
particularly in the region close to the wire. However, 
the data is adequately reproduced by assuming T is con­
stant and using an average value of tan a. 

^Including the additional term which accounts for 
the "EXB- angle a, the width of the distribution as a 
function of track angle is given by 

2.3SL(tane - tana) 

"3 m • 
Variation of Total »ldth 

(9) 

The calculated cathode charge distribution has a 
FWHM which la the quadratic sum of the above components 
W], W£ and W3: 

Ci + & + CjCtanB- tana)2 C10> 

CI, t h e minimum w i d t h , i n c l u d e s t h e i n t r i n s i c wid th of 
t h e ca thode charge d i s t r i b u t i o n p lus d i f f u s i o n e f f e c t s 
i n t h e s l o t , e l e c t r o n i c n o i s e and o t h e r unknown compo­
n e n t s . 

2 .35 w 
2P(pJ 
1+U*2T2) <1D 

represents the effects due to diffusion in the drift 
region of the chamber and 

2.35 L r 

Cj - 2vT (12) 

takes into account the crossing angle and E*B effects 
In the slot* Here L' is the effective slot width, 
Fran Eq, (10) it can be seen that the width Is symmetric 
about 6=0 only when tana is zero, i,e, B*0\ In the 
case of B^O. the minimum width occurs at an angle Qn±n 

which depends on both B and the drift distance z. By 
differentiation of Eq. (10) with respect to 8 it Is 
found that 

ch 
C13) tan9 m i n 

1 
tana C^tana 

The minimum width occurs at an angle Grain which de­
creases as z increases. 

Spatial Resolution 

The spatial resolution depends on the precision 
with which the centroid of the charge distribution on 
the anode can be determined. For a point charge the 
resolution will depend on a number of poorly determined 
factors such as electronic noise, diffusion in the slot. 
fitting uncertainties and other factors. The paramecrl-
zation of the resolution includes all these effects In 
a single parameter CQ. 

As the track moves away from s-0 the effects of 
diffusion becone important. When the crossing angle 
changes from the Lorentz angle the centroid ox the 
charge distribution is affected by the charge distribu­
tion along the track. At atmospheric pressure the rms 
deviation of the centroid of the distribution In domi­
nated by the clustering of the charge along the track. 
The FWHM of the resolution is3 

C\z cf(tan6 - tana) 2 Rcose 
K^cosQ Hi (14) 

where R is the ratio of the second to first moment of 
the charge distribution deposited along the track. N± 
is the number of electrons projected onto the normal to 
the slot direction. The second term Is the contribu­
tion of diffusion Co resolution and third term takes 
Into account the crossing angle and clustering. R has 
been evaluated from the calculated charge distributions 
of La pique and Puiz** to be R«7,5. The last term in 

Eq. (14) dominates the resolution at angles significant­
ly different from a due to the large value of R, 

Width as a Function of Angle 

Data from cosmic ray events that went through a 
single sector of the TPC were fitted to Eqs. (10) and 
(13) and the resultant parameters were extracted* The 
diffusion constant, UT and n have been derived and the 
resolution compared with that predicted by Eq. (14). 
Magnetic fields of 0 t 2.3, 4.1t 5.7 and 8.5 kG were 
used. The data have been divided into bins of constant 
drift length a, averaged over the angle of the track to 
the z-axia, and the width of the cathode charge distri­
bution plotted against the angle at which the track 
crossed the wire, &• A typical set of measurements is 
shown in Fig* 4. It displays the main features of the 
width variation described in the previous section. The 
most important feature Is the asymmetric position of the 
minimum relative to 6»0 caused by the "E*B effect In the 
slot, The minimum occurs close to the angle a at z» 
3.5 cm and It moves towards 6>D as E is increased* as 
predicted by Eq. (10). 

Equation (10) also predicts that o plot of the 
width squared vs z at 0-0 will be a straight line. 
Figure 5 shows such plots for various magnetic fields,. 
and from them the values of C2 for varying B were ob­
tained. C2 is related to the diffusion constant D, and 
the mean time between collisions in the gas, T, accor­
ding to Eq. (11). Table 1 lists the observed values 
of C2, D* T and UT find the predicted value of ui, using 
the equation (in Gaussian units) token from rcf. 1: 

UT - B*U/(F.*c) (15) 

where c is the velocity of light. Figure 6 is a plot 
of UT versus B and shows that the relation is linear, 
as expected since T is Independent of B. 

According to Eq, (13) l / tan6 a ^ n is proportional to 
z, and has an Intercept tihlch is related to the angle 
o which describes the E*8 effects near the nnode wire. 
The angle ^min w a s de termined by f i t t i n g t h e d a t a t o 
Eq. (13) w i t h z and B f i x e d . F igu re 7 shows a p l o t .if 

Z.&5-24SIG1.0BAL FIT! 

-40 -20 0 20 
CROSSING ANGLE I DEGREE51 

Fig. A. The measured width of the pad distributions as 
a f'-nction of crossing angle for the case of B=5.74 kG* 
The four curves are for the drift distances shown and 
are averaged over a 3.0 era interval. The curves are 
the result of fitting Eq. (10) to the data over drift 
distances from 6.5 to 27.5 cm. The x2 per degree of 
freedom of this fit was 1.3 
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F i g . 5 . The p l o t s of FWHM2 v* d r i f t d i s t a n c e . f o r the 
5 magnetic f i e l d s s t u d i e d . The Blope Is proport ional 
to thfe d i f f u s i o n constant and decreases with Increasing 
magnetic f i e l d . The constant £3 i s proportional to the 
d i f f u s i o n c o n s t a n t . 
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F i g . 6 . Measured and ca lcu la ted value cf 
UT v s magnetic f i e l d . 
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Fig, 7. Plots of l/tan 0 m^ n vs a. The solid 
lines ate least squares Fits of 1/tan &min va z. 
The intercepts are equal to 1/tana. 

1/tan i:.nin versus z, from which the angle a was deter­
mined. Figure 8 shows the measured and calculated 
values of a* 

Resolution 

Using the parameters determined above, the posi­
tion resolution along the anode wire has been calcula­
ted using Eq. (14) for B-8.5 kG. The data has been 
plotted in Fig. 9 For short drift distances z ** 3 cm* 
The lower solid line represents the calculated resolu­
tion. c 0 has been set equal to 180 )mt the value at 
the minimum. The upper curve io the calculated resolu­
tion for z-SA cm, the maximum drift distance. 

The resolution deteriorates away f roa th* minimum 
«nd le asynnetric. At B-8»5 kG, the diffusion has only 

Fig. 8. The measured and calculated values 
of the Lorent2 angle a in the anode slot 
as a function of magnetic field. 

a email effect on the resolution even for the longer 
drift distances as can be seen by the email increase in 
the widths represented by the upper curve in Fig. 9, 
The variation of resolution 1B strongly dependent on 
the value of it iti the last term in Eq. (14) vhieh re­
sults froa the clustering of the primary ionization. 
The resolution may be improved by reducing R„ reducing 
C3 or increasing K^. C3 la proportional to the width 
of the track which is accepted and one may reduce this 
£-t the cost of reducing N^. Increasing the pressure 
would reduce R and also increase NJI . 

The asymmetry of the position resolution about Q"0 
has consequences for the moaeatum resolution of charged 
particles traversing the chamber. Since Che present 
syBten is designed to observe a limited ̂ 70* atc of the 
trajectory for particles which fire both the inner and 
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Fig . 9 . The r e s o l u t i o n a s a function of c r o s s ­
ing angle 0. The data are for 3 .5 cm d r i f t d i s ­
tance and B«6.5 kG. the curves are produced 
from Eq. (14)* The lower (upper) curve: uaes 
z-3 .5 cm (34 cm). 

Conclusions 

The p o s i t i o n r e s o l u t i o n of the TR1UHF TPC has been 
measured for Ar-CHi, (80-20) at atmospheric pressure at 
e l e c t r i c f i e l d £"250 v / c a and with nagnet ic f i e l d B-
8 . 5 kG. A formulation has been worked out which d e s ­
c r i b e s the behavior of the r e s o l u t i o n q u a n t i t a t i v e l y * 
The f a c t o r s contr ibut ing to the r e s o l u t i o n involve d i f ­
fus ion , track-anode cross ing ang le , Lorentz forces and 
charge c l u s t e r i n g of the i n i t i a l i o n i z a t i o n . 

The r e s o l u t i o n i s determined by the p tac la ion with 
which the centroid of the charge d i s t r i b u t i o n on the 
anode bay be determined* The induced charge d i s t r i b u ­
t ion on the cathode pads has been measured as a func­
t ion of magnetic f i e l d . The d i f f u s i o n constant , UT In 
the d r i f t r eg ion , and the Lorentz angle in the anode 
reg ion have t e e n determined and are in reasonaMe agree ­
ment w i t h e x p e c t a t i o n s . 

I t has been found that the minimum r e s o l u t i o n at 
the Lorentz angle i s a — 180 vim* ThlB rapidly d e t e r i o ­
r a t e s as the angle moves away from the Lorentz angle 
due to the l arge rms dev ia t ions of the centro id of the 
track charge d i s t r i b u t i o n caused by the d i s c r e t e nature 
of the primary i o n i z a t i o n . 
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TRACKING WITH THE PEP-A TPC* 

A. Barbaro-Galtleri 
Lawrence Berkley Laboratory 

University of California 
Berkeley, CA 94720 

SUMMITy 

The TPC has been tested with comic raya in July 
and Uoveabfrr, 1961. t t 1B now ins tailed at I HZ at 
PEP and haa been operacing in 14 CeV e+e~ 
beams for about a week* Preliminary analysis of the 
cosmic ray data yields spatial resolutions of a

X y 
- 260 u and c £ - 650 u, at 4 pressure of 6-6 
atm. Results are alao reported at 4*0 and 1-5 atm. 
The operation with e+e~ beama i s good.* No 
problems with positive long feedback in the drift 
volume have been observed, BO far* Events with up 
to 18 tracks have been reconstructed on l ine-

1.0 TPC 

The Tiae Projection Chamber is a detector that 
provides ^-dimensional information on points along a 
track and» at the same time, provides information on 
energy loss that can be used for particle iden­
tification. A schematic drawing of the TPC used in 
the PEP-* experiments is shown in Tig- 1. It 

TIME PROJECTION CHAMBER 

Fig- 1. A schematic drawing of the TPC. 

Is a 2 mater diaaetei, 2 meter long cylinder cen*-
tered on the e +e" interaction region* The 
inner radius of the TPC is 20 cm» just sufficient to 
house a drift chamber ua-ed for triggering purposes, 
and the beaa pipe* 

A particle traversing the cylinder volume will 
produce Ionization along its path in the nigh pr«g-
aure argon (8Q*)*methane (2OX) mixture. The ioniza­
tion electrons are drifted to the two eedcaps by the 
electric field, parallel eo the bean axis, provided 
by a central membrane kept at 75 KV negative poten­
tial at 8.6 atm gas pressure. A A KG magnetic 

*"Thli work was supported by the Director* Officeof 
Energy Research, Office of High Energy and Huclear 
Physics, Division of High Energy Physic* of the 
U.S. Department of Energy under Contract No, 
DE-ACO3-76SF00098-" 

field, parallel to che electric field, is produced by 
a conventional solenoidal coil. This coil will be 
replaced by a 15 KG superconducting coll in Che 
future. In addition to providing sagltta informa­
tion for tre momentum itreâ urentent, the- noetic 
field tB used to reduce the dlEf^alon of the ioniza­
tion electrons in the one meter drift to the or !cep 
detectors.2 

Eath endcap consists of six proportional 
chambers (sectors). Each sector consists of a plane 
of grid wires (1 ran uj'iiclnjj), n t»i,uie of 163 ocnnt 
wires (20 u, 4 ma spacing) and field wires, and a 
ground plane. The total gap ia B ram with the Bena^ 
wire plane in the middle. The ground plane has 15 
rows of pads etched in the copper, centered under 15 
of the 183 sense wires. The pads are 7*5 * 7.5 mm 
squared and provide the x»y position measurements 
at 15 points along the track. The t coordinate is 
given by the time needed for the ionization to drift 
to the endcapa. The signal on the sense wires and 
pads la amplified and properly nhaped-* before 
going into charged coupled devices (CCD'a) which 
provide pulse height measurements at 100 OB inter­
vals (buckets). A signal ts typically 5 buckets 
wide. The information of each bucket Is digitised 
and then transferred to buffer memories. On each 
pad* clusters of neighboring buckets arc then made 
co reconstruct the original signal mid provide the 
2 coordinate. The x position is obtained by 
finding the center of the pad clusters* The y 
position la given by the position of the pad row 
with some correction for oblique tracks. The TPC 
thus provides unambiguous 3-dlinensiorial information. 
The expected resolution In x,y is 150 p< in z 
ia 350 u* Pec tracking, the two crack resolution is 
expected to be abjut 1 cm, both in xy and in z. 

The sense wire pulse heights are used for meas­
uring dE/dx, the energy loss by ionization, provid­
ing J.83 samples for tracks at angles greater than 
45 with the beam direction. For the time being the 
wires are not used for track reconstruction. For 
the 12 sectors a total of 2196 wire channels and 
13S&& pad channels ere Instrumented. Tracking with 
the TPC is discussed in this talk, dE/d* resolu­
tion ia discussed in another contribution to this 
conference.^ 

2.0 Data 

The data used for the resolution studies repor­
ted here were taken during the November 19B1 test of 
the TPC. The TPC was pliced Inalde the pEF-4 
detector that included, besides the drift chamber 
around the beam pipe, a drift chamber outside the 
magnet coll and wany layers uf onion chambers inter­
leaved with the iron of the return yoke. The cosmic 
rays used were required to have more than 0.6 GeV/c 
momentum. The tvs track segments were required to 
be lb. opposite sectors with respect to the beam line 
and to be colllnear within 20 ar­

eata ware taken at 8.6 atm, the operating pres­
sure of the TPC, and alao at 4.0 and 1.5 dtm to 
study the pressure dependence of t.ie resolution. 
Only 12 cad rows were instruaeoted for the ceat. 
Preliminary results^ of the analysis of these data 
will be presented here* 
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3.0 Position Resolution 

Only pad information is used fcr tracking, at 
this time. Important factors that determine the 
position resolution are: electronic noise, diffu­
sion in the I m drift space, and ionization fluctua­
tions. The geometry of the sectors and the elec­
tronics design were optimized to provide, for a 
given cost, a position resolution adequate to 
achieve a momentum resolution of dp/p2 - o,4X for 
a magnetic field of 15 KG, We will discuas below 
our understanding of the system at this time* More 
work is needed to achieve the desired resolution. 

3.1 Pad Response 

For the geometry of the TPC sectors the induced 
cathode signal on a pad receives contributions from 
the avalanches on the wire just above it and 2 more 
adjacent wires at each side. The couplings of the 
wires to the pads have been measured in a test set 
up with very similar geometry. The pad response has 
been found to have a shape very close to 
gaussian.6 The a o of the gaussian distribu­
tion for the present geometry is expected to be 3*5 
mm, which means that a point on a track produces a 
signal in 3 pads or lesa. In order to achieve 150 U 
resolution, the pulse height in the 3 pads will have 
to be measured with high precision, i.e., very low 
noise level and good electronic calibration 1B 
desirable. A discussion of the calibration of the 
system la included in ref. ft. 

For the sample of events analysed, 12Z of the 
points an tracks had signals on 3 pads, 79Z had 2 
pads, the remainder had 1 pad. For the 3-pad points 
we calculate the peak and the ° of the gaueeiaa. 
For the 2-pad points ue calculate the position of 
the peak using the a information determined from 
the 3-pad data. The peak position provides the 
coordinate along the pad tow. The y coordinate 1B 
determined by the center of the pad row* For tracks 
that traverse the pad row at an angle, correction to 
the y coordinate is ahtained by using the pulse 
heights of the 5 wires contributing to the pad sig­
nals. This geometry, 5 wires contribute to ono pad 
signal, has the advantage that the Landau ionization 
fluctuations are reduced in the pad signal. 

We have parametrized the rras deviation of the 
gaussian pad response as follows; 

2 2 2 
L/Lnax + o tan CD 

where aQ depends only on the geometry of the 
sector, % Is the contribution due to diffusion 
and depends on the pressure of the TPC, 1/ is 
the drift distance (I^a* * 1 =)> and o Q IncludeB 
the spreading of the gausaian response for tracks 
traversing the pads at an angle, a, defined in Fig* 
2. The ct dependence is due to broadening of the 
distributions when adding displaced gaussians for 
the 5 different wires and from Landau fluctuations 
within the collection region of each wire. 

The a dependence is shown in Fig. 3 for the 
8.6 atm data- We have not studied this effect in 
detail yetk the value obtained for the data in Fig. 
3 is ° a • 3.74 mm. The diffusion term is calcu­
lated from the dependence of <? on the drift 
length. This is shown in Fig. 4 for a run at 8.6 
atm. Each data point corresponds to an average over 

Fig. 2. Sector geometry. The angle .i, local 
to each sector, is defined as the angle with the 
normal to the sector inner edge. 
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Fig . 3 . Pad response dependence on « , for 8 .6 
atn dara. The curve i s a parabolic f i t . 
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Fig. h- Pad response depender-e on L, drift 
distance, for £.6 atm data. Average value over 
nany tracks with the same L. A straight line 
fit is also shown. 

many tracks at an average distance L from the 
sector. We have done same studies an the diffusion 
term and will discuss this in the next section. 

When the data are corrected for the a and L 
dependence of formula (1), ve get a distribution 
for O Q that looks gauss 1 an as shown In Fig. 5. 
Table I shows the values of JQ obtained for 
different pressure and magnetic field conditions. 
As expected the measured <JQ 1B independent upon 
these variables, Indicating that all the data are 
internally consistent. 



Table H . Drift velocity and {UT ) 0 measured 
in this experiment. Values of (w T) c are 

shown for comparison. 

Fig- 5. Distribution of 0 O2, the standard 
deviation oi the gaussian pad response, after 
the L and a dependence have been corrected 
according to Eq> (1)> 

3.2 Diffusion 

The diffusion dependence on the nagnetic field, 
B, and on the pressure la shown in Table I* These 
values are averages over many runs, and the errors 
are statistical only. In absence of magnetic fifld 
the diffusion term increaaea with decreasing pres­
sure with the "yfc law, as expected. This can be 
seen in the valves of c n for B • D shown in 
the 3ast column, a_x"̂ ir, vhich are scaled to 1 atm. 

Table 1. Pressure and B dependence of 
° 0 and C

D -

E 3 a 0 °D vVf 
(atm) 
8.6 
4 . 0 
1.5 

(KG) 
0 . 
0 . 
0. 

(ran) 
3 . 5 9 ± 0.04 
3 .6? ' 0 .03 
3 .54 ± 0 .05 

(mm) 
1.44 ± 0 . 1 0 
2 .05 ± 0 .08 
3 .30 ± 0.08 

(am) 
4 .23 5 0.42 
4 .11 ± 0.15 
4 .04 ± 0 .10 

8 .6 
4 . 0 
1.5 

3 . 9 
3 . 9 
3 . 9 

3 .59 i 0 .08 
3 .63 ± 0 .02 
3 . 5 1 ± 0 .03 

1 .43 ± 0 .05 
1.71 ± 0 . 0 4 
1.96 ± 0 .06 

4 .20 * 0 .18 
3 .43 ± 0 .05 
2 .40 ± 0.07 

The Comparison of the CTj> values for data 
with and without magnetic field is also of 
inter-"*t.. We expect 

°D(B) - aD(0)/Vl + C«>2 

where fc> • eB/cm and 1 - 1.09mv./eE are the cyclotron 
frequency of the electron and Ehe mean collision 
tlran respectively, and Vj is the drift velocity. 
By taking the ratio of °D(B> and c

0{0) we 
obtain measured values of <JT, shown in Table II, 
and can compare them with the calculated values. 
Assuming <nt • 1.09 vdB/Ec and using the drift 
velocity measured in this experiment we calculate 
the values shown in Table II. The agreeemeat 
between (on),, and (ui) c is quite good, again 
showing self consistency in the data that we are 
analysing. 

p 
(atn) 

E 
(KV/a) CI ( K T ) C (cm/"sec) 

8.5 
4.0 
1.5 

75.0 
35.0 
13.2 

0.10 i 0.50 
0.66 ± 0.14 
1.36 ± 0.11 

0.27 4.67 t 0.08 
0.56 4.51 * 0.09 
1.33 4.06 i 0.08 

The value of o n i n Table I Is the expected 
value for one electron. At different pressures we 
ean estimate the effective number of electrons in 
the avalanche and calculate the contribution of 
diffusion to the resolution, as "D/^/H. He 
obtain the values of 135 u, 218 u, and 404 u for 
3.6, 4.0, and 1.5 atm respectively, for 1 meter 
drift. 

3.3 XV and Z Resolution 

The spatial resolution Is obtained by calcula­
ting the deviation of the pad points from the fitted 
track. The dependence of rmaxy on the drift 
distance L is shown in Fig. 6 for the 1.5 atn data 

0.1 0.6 0.3 1. 
H- 115. If. 7*r 

L meters) 

Fig. 6. Dependence of rmsxy on the drift 
distance for 1.5 attn data. 

Here the effect of the diffusion is aorc pronounced 
than at higher pressure. The t-ontribution of the 
diffusion can be calculated by taking the value of 
rmexy at L • 1.0 m and subtracting in 
quadrature from it the value at I • 0. We find: 

(rnsxy)D - 420 ± 23 U 

which is in good agreement with the value of 404 V 
calculated in the previous section from the pad res­
ponse. 

The dependence of rmsxy on a for one of the 
runs at 8.6 atm Is shown In Fig. 7. Although the 
statistics is not large, It is evident that there Is 
an a dependence for | o| > IS0 . It 1B independent 
of angle for ]ci| < 10° and we can use this region to 
calculate the actual ° Xy. The distribution of 
rmsxy for these events 18 shown In Fig. 8 for the 
8.6 atm data. To calculate the resolution we take 
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Fig* 8' Distribution of rtnsxy for tracks 
with \a\ < 10 °. From it we obtain 
a = 260 v-xy 

the mean of thig distribution and add it in 
quadrature to its standard deviation* Note that the 
distribution of Fig. 8 is not gaussian and that the 
peak value falls well below the quoted resolution* 
At the different pressures we obtain the values 
shown in Table III-

We use a similar method to measure the s res­
olution. We see little dependence of rasa on L, 
che drift distance, therefore we average over all 
cracks. The distribution of ms2 haa a sioilar 
behavior as Fig. 8, and the average is calculated iu 
the tame way aa for 
in Tahle III. xy The reaultp are shown 

III. Resolution in xy and 
different pressures-

P(atm) ,0O o aOO 
e.t 260 654 
4.0 299 810 
1.5 439 85? 

The xy resolution of S.6 atra is worse thsn the 
150 p we expected to achieve. There are many 
factors that can deteriorate the resolution. 

(a) Electronic noise. The noise level at this 
time is about 2A counts, i.e., 1* Of the Signal for 
a minimum ionizing track. This is expected to 
contribute 64u to the resolution* 

(b) The electronic calibration is not 
optimized- Me are working on Improving the 
stability of the system. 

(e) He expect distortions due to E * B 
effects, that is effects due to radial components 
of B. We have not Included these corrections iti 
the analysis yet. Corrections are expected to be as 
large as 120 U » 

(d) Electrostatic distortions. The electric 
field is not unifona across the drift volume. We 
have observed some distortions in regions very close 
to the Inner and outer radius of the TPC. 
Correction.! for these distortions are not included. 

The z resolution is also worse than expected, 
but again electronic noise and unreliable calibra­
tion affect this resolution* 

He expect to improve the resolution when these 
effects are better understood and corrected. 

&*G Xomeatua Resolution 

This can be calculated by Comparing the 
curvature of the cosmic rays in the two track 
sections in opposite sectors* The distribution of 
the difference of curvatures for one of the data 
runs at 8.6 atm is shown in Fig. 9. The rms 
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2h 
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CO 
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10 

CURVATURE DIFFERENCE ( c a ^ 1 ) 
MOMENTUM RESOLUTION AT B 6 ATM ' 

Fig- 9. Distribution of curvature difference 
for the sane cosmic ray In two track portions. 
The standard deviation of this distribution 
yields dp/p2 - O.CSltSeV/cy1. 

deviation of this distribution, after nornali2ation, 
gives dp/p2 - 0.DS1 (CeV/c)"1. The resolution 
ve expect to achieve far a & KG field is 
dp/p2 - 0.016 (GeVAO-!. 



At this time the measured resolution is a factor 
5.1 worse than expected. Part of this discrepancy 
is due to the electrostatic distortions we mentioned 
earlier. For this reason, a shorter track length is 
used in the fit; two inner and two outer pad rows 
are not included. We are presently studying the 
time stability of the distortions and how to correct 
for them. 

The dp/p< resolution depends on the point 
resolution, "Ky, the length of the track 
measured, L, the magnetic field, end the number of 
measured paints, N, approximately according to the 
relation: 

dp/pz 

xp ./(BL^W) 

For a 4 KG field, this dependence would predict a 
deterioration of the resolution by a factor 4.5,' we 
observe a factor 5.1. This indicates that the 
momentum resolution we measure is not inconsistent 
with the results discussed so far- By correcting 
for the known effects we expect to improve the 
resolution considerably. 

5.0 Performance of the TPC In e+ e- Beams 

set is clearly a spirallng electron. Another set, 
in the upper corner, is due to the tail of a sat­
urated pulse, not properly shaped. This problem Is 
now understood and being fixed. 

The TPC hss been operating tor a week at PEP In 
14 GeV beams. An event with 16 prongs reconstructed 
on line is shown ii. Fig. 10 and 11. 

Figure 10 shows the projection of the event on 
the endcaps. Only pad clusters were used for track 
reconstruction. Each track found is identified by a 
number or a letter. The algorithm used was 
developed on Monte Carlo data; improvements are 
needed. Moat clusters not associated with tracks 
are due to electronics noise. 

EXF- EVEN1= 539 

Fig- 10. End view of an hadronlc event observed 
in 14 GeV e +e~ beans. The event was 
reconstructed on line UBing only pad data. 

Figure 11 shows the wire information for the 
tracks, found using pad data, in one of the sectors; 
specifically tracks one through 4. The peculiar 
band with no data la due to a group of 16 elec­
tronics channels missing at the time the event was 
detected- Bad z calibration can be seen here by 
noticing that groups of 16 channels are out of 
line* There are some unassociated clusters. One 

Fig. 11. Wire information in one of the sectorB 
for 4 tracks of the event of Fig, 10. 

So for, we have not detected any large effects 
due to positive ion feedback. More detailed 
analysis Is needed. The luminosity during -.'ata 
taking was 5 « 1 0 3 0 =m"2/sec or less. 
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INVESTIGATION OF THE USE OF CHARGE 
COUPLED DEVICES AS HIGH RESOLUTION 

POSITION SENSITIVE DETECTORS OF IONIZING RADIATION 
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microns) is: 

The UBe of charge-coupled devices (CCDTs) as ana­
log shift registers, optical imagers, and high density 
memories has been successfully demonstrated during the 
past ten years. CCD's are capable of very low nolae 
operation (a S/H ratio of 1:1 with 10 electrons per 
pixel has been demonstrated ) and, as imagers, afford 
high resolution and precise linage geometry and stabili­
ty. The signal charge can be electrically iajected 
into the device via an input structure, can be generat­
ed Internally "by photoelectric processes or, as we 
shall show, can result frott the creation of electron-
hole pairs by energetic charged particles. 

Basically a CCD is a metal-nxide-seaieonductor 
(KOS) structure forming an array of capacitors- The 
MOS capacitors are capable of collecting and storing in 
discrete packets (buckets) charge that has been "in­
jected" into the device by one or more of the meehan-
isr.s described above. If the capacitors are packed 
closely together, charge stored in a particular capaci­
tor (pixel) can be transferred to an adjacent pixel by 
applying clocking voltages to transfer electrodes. In 
this fashion charge collected at any Dne pixel may be 
moved to an output structure on the CCD device* and an 
analog signal proportional to the charge stored at that 
site may be obtained. For a complete discussion of the 
CCD concept and device implecentation we refer the 
reader to the literature. »3 

There are two basic approaches we can take in ord­
er to utilize CCTJ'S as particle detectors. The first 
is to use nanolichic CCD area arrays* Commercially 
available optical CCD imagers are the moat common exam­
ple oi this technology. They have been fabricated in 
formats as large as 800 x 800 elements with cell sizes 
as small as 15 microns* The sensitive thickness of 
devices of this type is Halted to the depth of the 
deletion region (5-10 urn) and thus limits the signal 
that one can obtain to approximately 500-1000 electrons 
per track- In order to increase the amount of this 
signal charge, a CCD with a much thicker depletion 
depth would be required. However, the problems In­
volved in fabricating a monolithic CCD with a. thick de­
pletion region (upwards of 100 urn) a r e quite substan­
tial, and the cur ent level of CCD technological exper­
tise appears to be Inadequate to develop such a device. 

The second approach circumvents this problem by 
introducing the use of hybrid CCD detectors* In this 
scheme the detector (usually a silicon device) and the 
CCD multiplexer are separate devices. Charge collected 
in the detector is injected into the CCD via microscop­
ic metallic Interconnects (one per CCD pixel). The ad­
vantage of this technique is that both the detector and 
the CCU can be optimized for the desired performance 
characteristics. In this way the silicon detector can 
be made relatively thick and still give excellent 
charge collection efficiency throughout its volume. 

Monolithic CCD Area Array Detectors 

It has already been reported11-5 that cooled opti­
cal CCD's are sensitive to the passage of charged par­
ticles. In fact in long exposures for some optical as­
tronomy observations cosmic rays present a significant 
background problem. If we assume that a minimum ioniz­
ing particle penetrates a CCD, the amount of charge 
deposited within the depletion region (typically 10 

[2.33g/ca* x 1.66 HeV/g/cm2 
a' lO' 3 en * (3.81 eV/e")-*] 

- 1070 electrons6 

A S/N ratio of 20:1 is therefore obtainable for 
minimum ionizing events using many commercial CCD's 
provided that they are cooled* 

Fijrchild 202 

Operational Characteristics. We have recently 
completed studies involving the Fairchild 202 CCD, a 
100 x 100-element interline transfer area imager. (See 
Figure 1.) The device utilizes two-phase burled 

I tOCK DIAQftAM 

Fig. 1, Functional Block Diagram for Fair-
child 202, (c) 1976• Fairchild Semiconduc­
tor Components Groupt Fairchlld Camera and 
Instrument Corporation, 

channel technology in a 30 urn x 40 urn cell format* The 
readout is parallel/serial to an on-chip amplifier* 

The readout rate used for our measurements was 100 
kHz* Video processing constated of a differential am­
plifier stage with a gain of 50 followed by a double 
correlated sample and hold (Figure 2), An optical 

CWTtMIW *wm*H*H* H4 fold 

Wf»> LTCI i rt m H imi 

Fig, 2* CCD output circuit and waveform. 
The correlated double sample/hold processing 
function is also shown. 



setup projected a standard TV bar pattern resolution 
chare (Figure 3) onto the CCD and was used for clock 
driver optimization* 

Fig. 3. Optical setup video display. The 
31ne-co-llne spacing for the smallest set of 
horizontal lines is approximately 4 pixels t 

Srj30 jxposure. The CCD was mounted in a cryostat 
(Figure 4) and operated at temperatures between 165° 

Sr 
5. Single hit Video Display Events from 
heta*S4 

with a spatial resolution of 30 LO X 40 ucu The CCD 
output was also sent to a multichannel analyzer in ord­
er to obtain the pulse height spectrum frc= the expo­
sure. The 202 has a depletion depth of 7 ym ± 1 um; 
therefore, for a minimura ionizing particle we would ex­
pect approximately 700 electrons. From Figure 6 the 

Tig, 4. CCD Cryoatat* 

and 210°Kt, The 202 was then exposed to a Fr^° source 
and read out contlnuouely at the 100 kHz pixel rate. 
Figure 5 shows the CCD output displayed on a video mon­
itor showing single hite due to beta's from the Sr 
source. Each dot In Figure 5 represents a single pixel 

Fig. 6. Pulse height spectrum for S r 9 0 

beta's. Effective detector thickness * CCS de­
pletion depth *= 7 microns. 

most probable value for energy 1<JSS Is approximately 
610 electrons. The mean value is channel 280 
corresponding to 1050 eleccrona. The spectrum exhibits 
a typical Landau tail and has a most probable value 
agreeing quite well with what we would expect for a 6 
um-8 JSTB depletion depth. The measured rras noise from 
the 202/processor system was between 200 and 250 elec­
trons. A threshold cut at channel 120 was used to ob­
tain Figure 6. The detection efficiency for the 202 
system averaged over a number of runs was measured to 
be 50-60%, This measurement wag accomplished by 



caskin^ off a thick scintillator to give a 3 w x 4 ma 
window corresponding to the active (sensitive) area of 
the 202. He then placed the scintillator in the sane 
geometric relationship to the source as was done with 
the 202 ana measured the count rate {window open) -
count rate (window closed). This numher was defined as 
the 100* efficient count rate to which the CCD rate was 
compared. The CCD efficiency number was limited by the 
relatively high noise value ve obtained for this chip 
which wis due in part to cur clock driver electronics 
and in ja-t to a relatively high noise value {or the 
particular 202 chip we were using. An optical system 
using a 202 CCD has reported' a noise figure of 30 
electrons, and we believe this number is more indica­
tive of the noise characteristics that are obtainable 
with the 202. 

Virtual Phase CCD 

We are also beginning work using a Texas Instru­
ments 200 x 200 element area array based on the virtual 
phase-buried channel technology. Virtual phase deviceB 
function in a manner similar to 3 two-phase operation 
where one jf the phases is Sept at a constant B.C. po­
tential and the other phase clocked above and below 
this level. Thus in this way only a single clock is 
needed to drive the CCD. See Figure 7 <Sef. 8). In 

i f ^ i ^ ^ 

than those obtained In multiple phase technologies* 
Virtual phase CCD1 a given an exposure of 1Q5, RAD have 
shown no measureable increase in dark current (versus a 
20-fold Increase for a 3-phase device at an exposure 
level of 10 4 RAD)• 9 A group aC the Jet Propulsion La­
boratory working with a Texas Instruments 800 x 800 VP 
CCD imager has measured the dark current for the device 
to be 0*4 nA/cm2(25 C) with a noise floor of 18 
e's/plxel, This device was exposed to a S r 3 0 beta 
source and gavi a most probable energy loss correspond­
ing to approximately 700 electrons. 

Our current plana at LBL Involving the TT VP CCD'a 
include device studies and characterization of dark 
current! rain noise floor, maximum operable clock fre­
quency and studies of possible readout problems encoun­
tered when operating the devices in high magnetic 
fields• Seam studies involving a three-plane CCD spec­
trometer axe also envisioned for the near future. 
These studies are needed to accurately measure CCD 
tracking resolution and efficiency. In addition, we 
can study the one dimensional mode of CCD operation in 
this environment. Normal CCD readout requires that one 
row at a time be loaded into the output register anH 
then read out, thus retaining JC-Y Inforci'tion (Figure 
8} • Alternatively, the inforaation From all the rows 
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Fig. 7.j Two-phase CCD operation vs. 
Virtual-'phase operation. 

the virtual phase device the "D,C. clock" electrode is 
not placed over the oxide layer but is built into the 
surface of the silicon by an ion Implant* This biases 
this "D-C. phase" of the device at the substrate poten­
tial. The directionality of the transfer is defined by 
the doping profile used to define the clocked and vir­
tual sections in the silicon. The advantages of the 
"virtual phase" technology are: 1.Simplified fabrica­
tion procedures giving the possibility for much higher 
yields and the ability to build very large devices, 2. 
High reliability, 3. Low dark current, and h. High 
resistance to radiation damage. Virtual phase devices 
have exhibited dark current Values an order of magni­
tude better than other buried channel CCD's. It is the 
fabrication procedure used for VP CCD's that yields ox­
ide layers that have much better radiation hardness 

Fig* 8. CCD Planar spectrometer, operable in 
either one" or two-dimensional modes. 

in the CCD can be summed In the output register, and 
then this register need only be read out once Instead 
of many tiraea per CCD read. Only one-dimensional In­
formation is retainedK but the readout time is sub­
stantially reduced. This scheme increases the useful­
ness of monolithic CCD systems for fixed rjrget ac­
celerator experiments, since readout Mine for this mode 
of operation can be as short as 50 yS. CCD's operated 
in this manner are functionally equivalent to a micro-
strip detector with a built-in readout structure. 

One Application - A CCp Vertex Detector for the Stan­
ford Linear Collider* 

Assuming the viability of the VP CCD for HEP ex­
periments, we can visualize a vertex detector for the 
SLC based on 120 CCD'a. The SLC is an ideal accelera­
tor For this system, since the proposed beam pipe for 
the machine is only 1 cm in diaiceter, and the repeti­
tion rate of 180 pulses per second allows for a rela­
tively long readout time. The basic detector in this 
system would be a commercial optical CCD. The most 
probable format would be 500 x W0 elements with a cell 
size of 15-30 urn. Using a 20 urn cell size, the system 
in Figure 9 uses 120 CCD's with overlapping concentric 
planes in order to get efficient solid angle coverage. 
This detector would cover 45° with respect to the beam. 
Solid angle coverage could be increased, of course, by 
adding additional CCD's, (60' coverage would require 
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Fig. 9. End and side views of CCD vertex 
detector system fcr the SLC. 

approximately 220 CCD's.) The total number of elements 
is 2.4 x ID 7, tut there ar^ only 120 output channels. 
Readout time for the system would be on the order of 
10-15 nS. Also, due to the x-y nature of the CCD's, 
the tracking is unambiguous* each plane giving both x 
and y coordinates. Beryllium oxide that was copper 
clad and then etched could *se used as the chip carrier, 
thus providing input and output lines and a cooling 
substrate. Rough estimates on the coat of such a sys­
tem are 

CCD* a 
Electronics 

Carrier/Fixturing 

120 x $500 - $60k 
1Z0 x $800 - $96k 
(including FLASH AJC's) 
•5150k? 

Our general conclusion concerning monolithic CCD'e 
is that emerging commercial CCD technology is producing 
deviceB that will be able to detect minimum ionizing 
particles with nearly 100Z efficiency (within the 
chip's active area) with pixel sizes as small as 15 um 
x 15 um and forests as large ad 800 x 800 elements. In 
addition, the radiation hardness of some of these dev­
ices appears co make then useful as detectors for High 
Energy Physics Experiments. These devices present 
great promise as high resolution vertex detectors in 
experiments where the cross sectional area of the CCD 
system does noc have to be excessively large. 

Hybrid CCD's 

As ue mentioned above! in this approach the detec­
tor and the CCD multiplexer are separate devices. This 
allows for great flexibility in designing the detector, 
since we are not restricted by the CCD parameters. 

Our current hybrid work involves studies of the 
Rockwell International 30311 CCD multiplexer using a 
general purpose CCD driving system a. id low-noise, corre­
lated double sample and hold processor! The CCD is a 
32 x 32 element area array with 88 jjin x 88 pm cell size 
using a 4-phase surface channel structure. A diagram 
of the injection scheme is shown in Figure 10, Charge 
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Fig. 10. Cell structure and injection scheme 
for Rockwell 30311. 

collected from the detector is injected into the CCD 
via the input diffusion and stored under the storage 
gate. Readout Is accomplished by transferring the 
charge under the storage gate to the CCD shift regis­
ters {array mux gate) to he read out in typical 
parallel/serial fashion. Data rates for this device 
are a naxlaum of approximately 1 MHz. The connection 
between the detector and the CCD is accomplished via 
microscopic indium bumps. The bunp pattern applied to 
the detector corresponds to the CCD input node 
geometry. The CCD and the detector are then aligned in 
a microscope and cold-weld bonded together. With the 
use of a number of CCD multiplexers to read out a sin­
gle detector, a bulk CCD can be fabricated, A detector 
designed in this fashion and used as an active target 
in a fixed target experiment Is depicted in Figure 11. 

CCD X-Ymulli 

'Ntutrdl bsam 

Fig. 11. Bulk CCD Detector. 

DUP to the flexibility of the hybrid design, this tar­
get system can be configured to suit the requirements 
of a particular experiment (segmented target etc.). In 
addition, readout rates of 10 mHz are possible with 
seme hybrid devices, so a detector using fast CCD%s 
with a 32 x 3 2-el intent format would have a system 
readout time of approximately 100 uS. This active tar­
get would thus be fast enough to provide secondary lev­
el trigger decisions in addition to particle tracking 
data. 



Micro Needle Detector 

Another possible (but soctievhat speculative) appli­
cation of hybrid CCD arrays would be their use as the 
readout structure tor what we have called the micro 
needle .detector, The operation oi the *.eedle detector 
has been demonstrated J1but their widespread application 
rids been limited due to their relatively poor resolu­
tion and by the lack of a simplified readout scheme to 
be used in conjunction with the needles. What we envi­
sion is an integrated approach to the "needle" design, 
With the use of standard MOS integrated circuit fabri­
cation techniques the structure in Figure 12 could be 

-Mttolllc ClKlrada i - IMr iUc^lMfrf 

Fig. 12. Micro needle structure "bumped" to 
CCD multiplexer 

produced. The "needle" detector could be fabri^T^ed on 
a silicon substrate with aluminum needles grown into 
etched holes. Silicon dioxide would be used as an in­
sulator and the metallic focussing electrode Is alumi­
num. This structure is very simple by IC standards, 
and a 50-100 urn needle spacing makes the dimensions 
large compared to those typical in IC fabrication prac­
tices. The coupling to the CCD (shown below the needle 
detector in Figure 12) would be accomplished using the 
indium bump technique, as we have discussed above. 
Figure 13 shows an electrostatic field calculation 
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Fig. 13, Electros.atic equipotential plot 
for a single cell of the micro needle detec­
tor. 

using the needle structure shown in Figure 11. With 
the propel voltage applied to the metallic electrodes 
the correct field shaping can be achieved for getting 
good field mapping of the active volume onto the needle 
and sufficient field strength near £he needle in order 
to start an avalanche* There are obvious advantages to 
such a gas/silicon hybrid. Since the "active" volume 
is gaseous it can be made very large compared to what 
could be d"ne with a solid state device. Of course, 
what is obtained is a two-dimensional projection of the 

event onto the needle plane with the charge collected 
by the needle injected into the CCD* The needle plane 
would be limited in size by the CCD structure* The 
signal strength (upwards of 10 6 electrons) would make 
CCD signal processing extremely simple, and the problem 
of reading many needle channels is, of course, solved 
by the CCD, 

The main questions concern electrostatic stability 
and CCD survivability. The electrostatic stability of 
the needle structure would depend heavily on the fabri­
cation steps involved in the production of the needle 
devices. The simplicity of the design, however, would 
help to minimize variations in the finul product. CCD 
survivability in this environment is an open question 
and can only be determined accurately once a suitable 
needle structure has been developed. 

i 
Conclusion 

He boltevc chat 10Q% detection efficiency for 
mininum ionizing particles is possible with a number of 
commercially available optical CCP'a {within their ac­
tive area). The VP CCD technology seems to be able to 
produce devices tha have the resolution, low noise and 
radiation hardness qualities that will be needed to be 
useful as high resolution detectors for HEP, 

Hybrid CCD detectors, using a much more sophisti­
cated technology, present the possibility of producing 
CCD detectors with a much thicker active volume with a 
very small dead region. These detectors could be used 
as "active" targets at fixed-target accelerator1*. 
"Thick11 CCD detectors, if used to track particles nor­
mal to their surface, as we have done with optical 
CCD's* could be operated without cooling and would have 
very little dei*J area, since bonding pad structures are 
on the backside of the detector. 

Charge Coupled Devices present great promise as 
high resolution vertex detectors in experiments where 
the cross sectional area of the CCD system is not ex­
cessively large. 
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Summary 

A brief description of our development of silicon 
strip counters is given, with somi recent measurements 
of their performance. A few comments are nade on the 
outlook for the use of these devices with colliders. 

Introduction 

First here is a. brief review of the relevant 
characteristics of silicon as a detector, Wafers of 
monocrystalline silicon with resistivity p Rem and 
thickness t cm are doped suitably to form a diode 
structure which is depleted of majority carriers at a 
voltage V volts (for n-type silicon) 

4x10"— 

(70 volts depletes 300 yn of 5000 ftem naterial). 
The wafer is usrd as an ionization chamber which should 
have a leakage current M ua/cu2 and gives 1 electron 
hole pair per 3.6 ev. energy loss, leading to a signal 
of some 2.5xlOL electrons per 300 Utn track length for a 
minimum ionization particle. The detector noiae can be 
negligible, but the preamplifier noise ia not, and 
depends on the bandwidth and detector capacity. 

Tor pulee-shaping tine constants of *>-20O nsec we 
obtain an n s amplifier noise of ̂ 500 electrons with a 
slope of 15 electrona/pf. This determines the thick­
ness of silicon required. Typically strips on a 300 urn 
wafer have a peak signal/nils noise • 30/1. In fact 
2B0 ym to 350 urn thickness are industrial standards and 
easy CO handle. Typical numbers quoted will be for 300 
ym material. 

Physical Limitations to Measurement Accuracy 

There is a spread of charge around a minimum 
ionization particle's trajectory due to electron (and 
hole) diffusion of some 5 ym radial width, and a much 
smaller spread due to space charge repulsion. Theae 
introduce a negligible error in this position of the 
centre of gravity of the charge (CGC). For tracka 
perpendicular to the counter surface high energy knock-
on electrons give a lateral displacement of the CGC of 
<\£ pm rm* but If the signal amplitude is measured, and 
large signals are rejected (or suitably weighted) track 
coordinates may be measured with an ras error of *V2 ym. 
For inclined tracks the small "Landau" fluctuations 
give rise to an additional error in coordinate neesure-
nent — approximately equal to 1/30 * counter thickness 
for 45° inclination. 

Design Considerations and Results 

Some possible strip configurations are shown in 
Fig.l. 

One coordinate can be read out on each atrip (a), 
using charge division read out is only necessary every 
n c n atrip (b), counters have been constructed reading 
cut x and y coordinates on one wafer (c) . 

He, a CERN,Munich collaboration, have chosen to 
atart with a charge division system because we want to 
measure to a < 10 um for a. charm vertex search at the 

metallized contacts 
to implanted diodes 

-300|Im 

independent rear contacts to 
read out 2™ coordinate 

Fig. I. 

CERN SPS. Industrial bonding wire is at least 20 ym 
thick (and squashes on bonding) so although a 20 urn 
pitch pattern gives i*7 um resolution there is no con­
venient way to connect to each of a large array of such 
lines. The structure we have chosen is shown in Fig.2. 

The active area is 24x36 mm 2. On this there are 
1200 Btrip diodes of which 240 are bonded to a fanout 
card. The whole device has a leakage current of around 
1 uamp ('X.l namp per diode) at its working voltage. 

shaping 
amplifier1—• 

twisted pair to main 
^-amplifier 

Fig.2 



Although charge division will probably give 'vlO 
Um resolution Across 120 vim spacing we need to read out 
every 60 \im in the forward direction where close track 
resolution is required. We have found also chat 
although 20 urn pitch lithography is relatively eaay a 
closer pitch is technically difficult for wafers of our 
size. 

We have chortn cnarge-aensitive preamplifiers with 
shaping time constants of ISO nsec as a compromise 
between, counting high fluxes and getting adequate 
signal/noise to use charge division. The noise per 
channel in the set-up is ̂ 600 electrons* We plan to 
use some 1200 channels. The arrangement used is shown 
in Fig.3. 

-HV 
R ) 1 ^j~^^~ Q m F> r4 
i!!l [ l : , 1^ |'J>

l ,^ l |^l'H;ti M^IIJU ̂ ".["^'x 

centre region outside region 

Fis. 3. 
There is a capacitative divider notwork given by 

the interatrip capacities. The floating strips have to 
be charged up to the full bias voltage by a resistive 
layer. The resistive layer is only required to main­
tain the D,c. potential and does not enter into the 
charge division process* Fig.4 shows the resolution 
obtained in a 200 GeV beam for measurements acrosd 
strips read out every 60 \na and every 120 urn. 

Possibilities far Colliders 

The devices we have made are satisfactory for high 
energy external beam experiments where the particles 
arc concentrated in a forward cone leaving "sideways" 
free for the fanout and electronics. However, a cylin­
drical array with 10 amplifiers every millimeter is a 
clumsy object. In fact a twisted pair cable fills ""30 
tines more cross-section than the channel it reads out. 
Counters about 15 cm long could be read out with a 
signal/noise ratio of 1.30/1 but the problem of fitting 
amplifiers around a 10 or 20 cm diameter cylinder is 
difficult, and the cost deterring. 

For any bunched beam collider it is clear that 
sequential readout is required. With on chip {or near 
chip) electronics readingr say, 10 strips in sequence 
the problems of space, cost, and cooling would be 
resolved. At MPI and CERN we are designing such 
systems. 

Finally it is worth remembering that high reso­
lution counters are only useful for high energy parti­
cles* 100 ym of silicon scatters as much as 10 cm of 
argon (at NTP). 

With a detector a distance ri from a vertex for 
100 Um of silicon, the scattering at rj introduces a 
lateral vertex error of 5 g& for 1 GeV particles with 
ri • 1 cm, and for 10 GeV particles with n - 10 cm. 

x-coord-farte difference between tor ten 
1 and 2 

•j-jt ituml 

Fig. 4. 
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1. Introduction 

In order to Btudy the e e" annihilation 
at the storage ring facility VtiPF-St 11}, a 
cryogenic magnetic detector (CMD) (2]hos been 
made. A schematic view of the detector is 
shown in Fig.1. The eix-gapB optical Bpark 
chambor (6) is mounted inBide a superconduct­
ing Bolenoid (7). The solenoid and the spark 
chamber axes arc- parallel to the direction of 
particle motion in the storage ring. The dis­
tinctive feature of the detector is its oper­
ation at low temperature to get a higher den­
sity of a gas mixture in the spark chamber. 
The chamber operation at a temperature of 
180 K and pressure of 2 ntra allows a spatial 
resolution of about 50 ym. For triggering of 
the apark chamber two cylindrical raultiwire 

Pig.1. The schematic croaa section of the 
detector: 1 - high voltage feeding, 2 -
yoke, 3 - nitrogen shell, 4 - magnetic 
lens of the storage ring, 5 - compensating 
solenoid, 6 - spark chamber, 7 - main sole­
noid, a - outer MWPC, 9 - inner MWPC, 10 -
optic lens, 11 - mirror. 

proportional chambers (8,9) (M'.VPCB) operating 
with the same gas mixture are used, The ab-
aence of additional walls between th« apark 
chamber and H'.VFCs decreases a multiple scat­
tering of charged particles in the detector. 

The momentum resolution op/p • 0.05* p 
(GeV/c ) hsB been obtained at 32 1:0 magnetic 
field in the centre of the detector. The solid 
angle covered by the CMD ia 0.6 x 4n . Two 
compensating superconducting solenoids (5)are 
employed to cancel the influence of the main 
solenoid field on the circulating beams. Only 
charged particles are detected by the CMD. 

2. Experiments with MXPOn at low temperatures 

The operation of M'VPG at low temperatures 
was. studied to find a suitable gas mixture at 
the loviB3t temperature. Some results of these 
experiments were given in Kefs.3,i . The gases 
CH. and COp were used as quenching admixtures 
to noble gases for normal operation of iV.fP0 
at low temperature. The CH. admixture allows 
to operate at a temperature of 78 K (liquid 
nitrogen temperature) and for C0 2 this temper­
ature is about 160 K. At these temperatures 
the vapour pressures of OH. and COg are 0.015 
atra and 0.03 atm, respectively. In our detec­
tor the volume percentage of these gaeas can­
not be more than 3-5& because of the deterior­
ation of the efficiency and the spatial reso­
lution of the spark chamber. 

In those experiments the H'.'/JC with 3 ram 
gap between 28 ym gold plated tungstem wire 
and cathode electrodes was used. This gap was 
chosen to minimize a volume of the M'ifPC trig­
gering system in the magnetic field of the de­
tector. The wire spacing was 2 mm, the wire 
length W S B 15 cm. The Ne + 0.7#CET, + 2.5#Ar 
gas mixture at 78 K and a pressure of 2 atm 
was used as 1IJK filling. The operating high 
voltage (EV) under this condition was 1500 V. 
The WWJC counting rate was 10* Hz per wire 
caused by the radioactive source. 



The following phenomena viere observed 
under these conditions: 

a) The HiPC with cathode electrodes made 
of metals .vith oxide films or. their surfaces 
did not work. The copper, aluminium, titanium, 
stannum, stainless steel were tested. A few 
tens of seconds after switching on a HV cur­
rent of 100 uA appeared through the chamber, 
the voltage drop on the limiting resi3tor in­
creased that caused decreasing of the HV on 
the chamber and the K.VPC lost its sensitivity. 

To reduce the electric field in tht- vic­
inity of the cathodes, the wire spacing was 
changed fiom 2 mm to 4 mm, that led to de­
creasing the electric field from "-3000 V/cm 
to -1500 V/cn, Thio gave the opportunity for 
ul'.VPC ivitli uluminium cathodes to operate dur-
inE about 30 hours. Then the sensitivity viae 
lost due to HV decreasing. 

This kind of behaviour of I.l.VPC could be 
explainer by an increase in tho resistivity 
of the oxide film on the cathode surfaces at 
lo:v temperature. The ions built up the sur­
face charge on this !"il<n, put out the elec­
trons fron the cathodeG and the current ap­
peared, Trie building time of the ion surface 
charge required far the appearance of a cur­
rent through the chamber strongly depends on 
the electric field in the vicinity of the 
cathodes. 

b) The M7PC with the gold plated cath­
ode and a 2 m.<i wire spacing operated about 
0 hours. Then the current appeared and the 
sensitivity was lost due to HV decreasing. 
The temperature increase by 10-15 degrees led 
to disappearing the current through the cham-

ii3 ta 11/ ia' 3; aJ 2 

ber for a few hours. These stops continued up 
to the temperature at which CR. could be re­
placed by GOg. The non-regular dark film was 
found on the surface of the cathodes which 
could be partly washed out by alcohol. 

M room temperature the M.VPu operation 
with this mixture is stable for a long time. 
This behaviour could be explained by the CH d 

radicals polymerisation which increased at 
low temperatures. The similar effects of our-
rent appearance in the MXPC at room tempera­
ture was described in Rsfs. 5,6,7,8,9, 

The noble gases with admixture of CO, 
are suitable for M'.'/PC operation at tempera­
tures higher than 160 K. 

3. The H.VPC construction and gas mixture 
UBed in the CMP 
The construction of the MV/PCs and ihe 

spark chamber used in the CMD is shown in 
Pig.2. The inner and outer M'lVPCa have been 
wound with the 2B wm gold plated tungsten 
wires (10) with 4 mm \vxre spacing, 3 + 3 mm 
gaps -aidth for outer and 3 + 4 ran gaps for in­
ner ones because of the email radius of the 
inner M.VPC. The inner M'flFC has been nounted 
on tha vacuum pipe of the storage ring. The 
wires are soldered to the copper strips put 
on the plexiglass isolating rings (11). The 
sizes of the plexiglass rings and aluminium 
cathodes (8) which had different heat expan­
sion coefficients were selected to have the 
constant wires tension with cool'ng. 

The stainless steel pipe (7) with a 0.05 
mm wall thickneSB was used as a storage ring 
vacuum pipe near the beam interaction point. 

Pig,2. The elements of 
the spark chamber and 
K'.TPCa: 1,4,5 - isolat­
ing rings, 2 - outer 
electrode of the spark 
chamber, 3 - foil elec­
trode, 6 - aluminium 
ring, 7 - vacuum pipe, 
3 - MIVFC electrode,9 -
berillium pipe, 10 -
sense wire, 11 - isol­
ating ring, 12 - front 
wall, 13 - prisms,14 -
HV electrode, 15 -
back wall. 

file:///vxre


A berilllura pipe (9) with a wall of 1 mm 
thick put inside the vacuum pipe to prevent 
it from the outer pressure destruction. The 
cathodes of the inner. Li'.VPC hove been mode of 
0.15 mm gold plated aluminium. The total 
thickness of the vacuum pipe and the elec­
trodes of the M7PC is equal to 0.3 g/cra or 
0.009 radiation length. 

The mixture of He + BiaAr + 2.5$30g was 
found to be suitable at low temperature for 
the sperk chamber and M'IVPCB. The chambers op­
erate at a temperature of 180 K and a pres­
sure of 2 atm. The gaB flow rate is about 5 
cm per minute. Under this condition the op­
erating HV of the MTOCs is about 1500 V and 
HIVPCB have the plateau width of about 100 V 
with nearly 100IS efficiency. The MYPCs time 
resolution is 2T • 100 ns. 

4. The operation of the H.7PCa as 
a CliD triggering system 

The wires in each IISPC were ordered in 
16 groups. The high voltage was applied to 
the sense wires. The signals from every group 
were taken through a dividing capacitors and 
proceeded via 50 a cables tD the amplifiers, 
which were placed outside af the detector at 
a 5 m distance. The input threshold was ad­
justable and was normally set at 3 uA. The 
selection of the desirable coincidence was 
carried out by the block of the trigger logic, 
which could be changed. The triggering rate 
of the detector was less than 1 Ks at maximum 

luminosity of the storage ring. The inner 
K'.YFC operated at about 10* Hz per wire and 
the outer one operated at - 10 Hz per wire. 
Every 2*3«10 dischargoein the spark chnmber 
caused the 20 V increase in the operating 117 
on the M.VPCs due to the gas mixture changing. 
The gas mixture used to be replaced oftor 
about 10 triggers of the spark chamber. The 
Til.VPCs operate '.vith CT.TD about four years. 
There were no broken wires and no changes in 
IMPCs" parameters were noticed. 
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THE FRUITS OF EXPERIENCE WITH ISIS 

W.W-M. Allison 
Department of Nuclear Physics, 
Oxford University, Oxford, UK. 

Summary 
The experience of ten years of studying dE/dx is 

summarised. First, a helpful, if qualitative, picture 
of the electromagnetic field of a relativistic particle 
passing through a medium is discussed. Second, the 
salient steps in a rigorous calculation of dE/dx are 
outlined. Results of calculations for a variety of gas­
es and configurations are given and the weakness of th*j 
calculation is pointed out. In the third section the 
practical experience gained from the ISIS project is 
discussed. The systematic effects that have been over­
come are listed and the status and successes achieved 
with JSJS1 and ISIS2 to date are described. 
A Qualitative Picture of the Field of a Particle in 

a Medium 
A charged particle passing through a medium carries 

with it a pulse of electromagnetic field. To simplify 
the picturo wo may ignore the vector nature of the field 
and pretend that we are working in two dimensions only -
x in the direction of the particle velocity y_ and y 
transverse. The pulse is made up of a full spectrum of 
frequency components. Let us consider the component of 
frequency 1-1 and suppose that the phase velocity of c m . 
waves of frequency ui in the dispersive medium is u C«). 
This component will have a wave-vector k_ which must 
satisfy: 

Furthermore, since the phase of the component is static 
as seen by an observer co-moving with the charged 
particle, the x-coraponent of k_ must satisfy: 

7T- - V. (or hi = Jc.V) 
K x 

"he transverse component of k_ is therefore given by 

There are two cases of interest. 
If v > u, ky is real and tht coiqjonent of frequency 

u represents a real travelling wave at an angle cos - 1( u/v). 
This is the ̂ ase of Cerenkov Radi.ition. 

If v < u, ky is purely ima^i:.ary and the component 
propagates as an evanescent wave in the transverse 
direction: 

y c - *S V 
The transverse range of the e.ci. field expands with a 
factor B'r' a s t n e Cerenkov threshold is approached. It 
is this expansion, normally referred to as the lativ-
istic expansion but in reality only depending a the 
wave nature of the field, which is responsible for the 
'relativistic rise* of the ionisation cross section for 
a particle moving in a medium. 

Relativistir AJnematics only enters through the 
limit v « c. There are then tfco cases of interest, 
First, below the principal absorption lines and in the 
optical region rfhere the refractive index is greater 
than unity, u < c and the field expands as v is increas­
ed and the Cerenkov threshold nay be reached. Second, 
in the u.v. and X-ray regions where the refractive index 
is less than unity, u > c and, although the field starts 
to expand as v is increased, the Corenkov threshold is 
beyond the limit v = c. The expansion therefore satur­
ates with a maximum range 

exp i - (x - vt) exp 

where the range y is given by 

- X. 

^ tan 

Re-expressed in terras of 0 f = X Y * * ( l - & l 2 ] ~ ^ and 

*• - - * t he f r ee wavelength over 2ir, t he range becomes 

* s » - =*> •i 
Expressed in terns of the refractive index n = T- and 
the familiar S = — and CI - B 2) 

y 0

s * * ^ + n - * 2 ) @ 2 r J 

which is effectively reached already when $ = n. This 
is the Fermi plateau region. The saturation is some­
times called the density effect because its onset dep­
ends on the density through n. 

As an illustration, consider-flu = BO eV, At this 
u.v. energy, the refractive index of argon at normal 
pressure is about 0.9S39? and the range of free photons 
is a few hundred microns. Fig. 1 shows the transverse 
range of the field as a function of the velocity of the 
charged particle. Fig. 2 shows the same on a vastly 
expanded non-linear velocity scale including the kine­
matic limit v = c. 
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Fig. 1 Transverse range of a field component as a 
function of velocity. 
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Pig. 2 As Fig, 1 but with kinematic limit. Note non­
linear scale. 

Of course such a crude picture, though qualitative­
ly correct, is no basis for calculation. For this we 
must turn to the Photo absorption lonisation Model.1 

The Photoabsorptiun lonisation Model 
for Calculation of dE/dx 

This has been described in detail elsewhere.1 Here 
we point out the five main steps involved. 

where N is the electron density, E = •TSu, p = 1ik and 
d 2a 
.p. is the double differential cross section per elec­
tron. Doing the implied algebra we get 

dEdF " i?$W !P(B " p ^ 1 ^Ifa-^pM 
• & ^7)1 

Step 4 

The only unknown in *"Ms expression is E. All we 
need therefore is e(k,u5, which if essentially the in­
elastic structure function of the medium. This involves 
a model1 derived from: 

detailed photoabsorption spectra and their sum 
rules2 

Kramers Kronig relation for the real part of e 
dipole approximation for the small k off-mass-shell 
region of e 
constituent (i.e. electron) scattering and sum 
rules for the large k aff-mass-shell region of c. 

Step S 

Invulves integrating the cross section over moment­
um transfer analytically and then folding the cross 
section numerically to derive the dE/dx spectrum in a 
finite thickness of gas. 

A FORTRAN program is available to calculate spectra 
etc. for gas nixtures* pressures, sample thicknesses and 
velocities of interest. 

Step 1 is a student problem in Classical Electro-
magnetism, tfe solve Maxwell15 Equations in a medium 
(D = EJ:, u • 1) due to a charge density o = e«53(r_-Bct) 
and current density £ = &cp, which together describe 
the charge moving with velocity 3c. In the Coulomb 
Gauge one obtains 

*(k_jU0 = 2G O(U - k_-BcVkzE 

A{k,«) = 2c fr*/fc3g - p 5(» - k,Bc) 

and 

* exp i(k_.rj - iut}d3I<du 

Step 2 

Ihe energy loss is due to this electric field doing 
work on the particle itself. 

dx 
eE(gct,t).g_ 

Step 3 

Step 3 is to point out that this energy loss, which 
is expressed as an integral over Fourier components, is 
not a sffiooth rate of energy loss but needs to be re­
interpreted, as in seiiiclassical radiation theory, as a 
probability of energy transfers ha. 

Results of Calculations 

We have calculated the 'relativistic' rise for a 
number of gases at atmospheric pressure together with 
the corresponding resolution. One must be specific 
about what is being calculated in considering these res­
ults. Table 1 shows data relevant to dE/dx spectra in 
l.S en samples. Rises, defined as the ratio for elec­
trons to protons at 4 GeV/c, are quoted for the peak, 
the half-height point on the low side and half-height 
point on the high BiJe of the dE/dx spectrum. The res­
olution is the FKHM figure per (metre]"£ derivable from 
a maximum likelihood fit [for protons at 4 GeV/el. The 
figures show that, whereas noble gases have the larger 
rises* they also have the poorer resolutions. In large 
measure these two effects offset one another. In the 
last six columns of Table I we show figures indicating 
the separation of masses divided by the FWHM resolution 
at 4 JeV/c and 20 GeV/c. The values are remarkably in-
depenJent of the choice of gas. It is important to note 
however that for the noble gases with their larger rise 
and poorer resolution* systematic effects in practical 
devices will be less important than would be the case 
for molecular gases. 

In Fig. 3 we show the effect of changing the den­
sity. The calculation is for pure argon. As the density 
increases, the rise decreases due to the 'density effect' 
but the resolution improvesr However* the effective mass 
separation does not improve nuch beyond 2-3 bar. The 
choice of gas density depends to a certain extent on 
whether separation is required at higher momenta. 



TABLE I 

Ca lcu la t ed Performance of Di f f e ren t Cases 

Gas Teak 
Rel . 

Lo Fa in t 
Rise % 

Hi Point 
Resolution 

% FKHM 
Mass S e p a r a t i o n (FWIM) u n i t s po'- m e t r e ' ) 

4 Gev/c: S/T »/K K/P At 20 GeV/c: e/ir n/K K/p 

He 
Ne 
Ar 
Kr 
Xe 
N 2 

°2 
CO 
NO 
co 2 

N 2 0 
CI],| 
t j l l j 
C21I& 
C41I10 
Ar/20'. C02 

58 
57 
57 
63 
67 
56 
54 
55 
54 
48 
48 
43 
42 
3E 
23 
55 

86 
72 
66 
65 
76 
59 
54 
56 
56 
52 
52 
45 
46 
41 
24 
62 

45 
57 
43 
6! 
64 
48 
17 
48 
47 
41 
41 
39 
38 
34 
21 
48 
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13 
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Fig. Calculated variation of relativistic rise, resolution and mass separation for 1.5 en samples of argon 
a function of pressure (at normal temperature], 

Fig. 4 shows the results of calculations on sample 
size. As the sample size is increased the relativistic 
rise decreases and the resolution per netre gets worse. 
Both effects tell us to sanple as finely as possible. 
Howpv^r, below 1 cm atm t.iickness in argon (or equiv­
alent for oti.er gases] the dE/dx distribution is no 
longer a scooth shape. It develops structures whose 
relative importance changes with velocity.3 Fitting 
thesej to realise the ideal resolution may not be 
practicable. The effect of diffusion in generating 
cross talk between fine samples is equally important in 
liniiting how finely one should measure dE/dx in practiced 

Critical Discussion 

There have been calculations of dE/dx before. All 
have been found wanting at sone stage. The present 
PAI Model would appear to be at least as good as pres­
ently available data. Nevertheless we summarise here 
its weaker points. 

First, the available photoabsorption speactra are 
not beyond criticism.2 However, when they are massaged 
to satisfy the sum rules representing the electron den­
sity and the static dielectric constant (by adding 
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Fig, 4 Resolution and relativistic rise as a function 
of sample size for argon at normal density. 

oscillator strength near threshold) they cannot be too 
far wrong. 

Second, the model for the E(k,u) is very crude. 
However, in veTy thin samples the important collisions 
are largely governed by the dipole approximation anyway. 
Results are therefore rather insensitive to the model. 

Third, the assumed linear relation between energy 
deposited and number of ionisation electrons is physic­
ally implausible. The model assumes that the relation 
holds at least statistically with the same proportion­
ality for evi>iy type of collision. Would the jnomentum 
of the secondary electron be a better guide to the 
probability of further ionisation? I believe that this 
weakness will give rise to discrepancies between theory 
and experiment sooner or later. 

The Fruits of Experience with ISIS 

The ISIS project for the Identification of Secon­
daries by lonisation Sampling started ten years ago. 
Those most closely involved in it have been C.B. Brooks 
(project engineer), J.H. Cobb (pioneering graduate 
student) and P.D. Shield (electronics engineer). After 
the <nitial idea in April 1972 5' E we built a first lm 
drift prototype, ISISO. This was run in a test beam in 
November 1973 and showed clear evidence both for the 
space charge problem and the separation of pions and 
protons after an 85 cm drift.7 After further tests 
and proposals the 2m drift prototype, ISIS1, was con­
structed in 1978. Following successful operation in a 
test beam at NIMROD8 it was used in anger as part of the 
European Hybrid Spectrometer at CERN in 1980 for the 
NA16 small bubble chamber charm experiment,9 Since then 
it has been replaced by ISIS2 which ran in a prelimin­
ary experiment in July 1981 and is now running again in 
NA27, the second charm experiment (March 1982). 

I will sketch the basic idea of ISIS first and 
then enumerate the principal problems, illustrating 
the points with data from our experience. Finally, I 
will show you where we have got to. 
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Fie* 5 Schematic diagram of ISIS, 

The Idea 

ISIS is a pictorial drift chumber similar to the 
more recent TPC but working at ambient pressure in a 
Cartesian geometry at a fixed target accelerator. lis 
prime role is particle identification; tracking is a 
free but impressive by-product. Fig. S shows a diagram 
of the chamber in the beam plane. Track signals arc 
drifted to a single central wire plane perpendicular 
to the diagram. Muitihit electronics can record between 
50 and SO hits per event on each wire. The electronics 
have been described elsewhere.10 They record the drift 
time and pulse height for each hit. The third coordin­
ate is not measured and the up-down ambiguicy is not 
resolved by the chamber alone. Table 2 gives the 
"vital1' Statistics of ISIS1 and ISIS2. The only impor­
tant difference is the length, i.e. the number of samples 
per track, 

ISIS1 ISIS2 
Acceptance 
Drift distance 

4 X 2m2 

2 x 2m 
4 x 2m2 

2 x 2m 
Voltage (present s 120) 
Samples 
Volume 
lonisation resolution, FWHM 

100-200KV 
60 -SO 
SOm3 

14% 

100-200KV 
320 
I20m3 

1% 

Table 2 
Hazard 1 Base Line Restorati on 

Generally dE/dx pulse heights are measured from 
a.c. coupled signals. It follows that the mean signal 
is zero. In particular, if the signal occupant iz f% 
within one a*c coupling time constant, the baseline 
will shift by f% of the pulse height. See Fig. 6. This 
is an unacceptably large effect in general. It cannot 
be computed from the amplitude of earlier pulses with 
good confidence in software because of the uncertainties 
surrounding the frequent saturating signals. The problem 



cannot be solved with linear filters. There are two 
solutions. Either you digitise the background level 
between pulses and correct in the software or you feed­
back the background signal level in the electronics it­
self. We have chosen the lattux method.10 Once this 
p rob J era is solved one can achieve excellent rejection 
of low frequency hum or at least its linear consequen­
ces. 

Fig,. 6 a.c. coupled signals 

Hazard 2 Pulse Shape 

The impulse response of the gas amplifier has a 
*/t tail.11 Inverting this to provide optimal clipping 
without undershoot is a lii*.»-..r problem. In ISIS we do 
it with 3 passive filter time constants - 2 is probably 
enough. 

Hazard 3 Shape-Independent Integration of Track 
Signals 

Even after filtering, track signals are not sharp 
due to the combined effects of diffusion, track angle, 
drift path variation as well as the finite band-width 
of the electronics. Because these effects vary from 
track to track, to measure the signal charge it is 
necessary to do a proper gated integration* The track 
signal must be integrated from some time before the 
discriminator fired until 99% of the shaped pulse has 
arrived. This may be done in software if the whole 
signal has been digitised or in hardware with "on* and 
'off* thresholds. In ISIS we do the latter. The 
strict definition of complete integration (±15) 
carries with it a conservative 2-track resolution. 
Fig. 7 shows the 2-crack resolution in ISIS. The line 
superimposed on the histogram is the expectation of 
Poisson statistics. All track hits above 12 ions are 
resolved. The figures helow each bin show the mean 
pulse height for the first and second hits of such 
pairs. We note that resolved hits above 12 Trans are 
unaffected by the presence of the other at the level 
of 1-2%. 
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Hazard 4 Bulk Space Charge 

As a result of cosmics, background and earlier 
events the drift volume of a large device always contains 
positive ions released during the gas amplification pro­
cess. It is usually possible to estimate roughly the 
space charge density knowing the gas amplification! the 
mean ionisation rate and the positive ion drift velocity 
(i»l en/s/voIt/cm). Bulk space charge will be a problem 
for both spotial and dE/dx distortion if 

/p(z)dz > f 

whore the integral is the line integral of the space 
charge density through the drift vcJume and o is the 
drift electrode charge density per vnit area. £ Tnust 
be of order 10~ 3. We have seen spectacular effects 
from such space charge7'6. 

lri ISIS we have cured it by gating the gas ampli­
fication off except during the bubble chamber sensitive 
time.8 He currently run in a bean of 3 x 10* s"1, gas 
gain lO1*, EHT 100 KV, 30 Hz x 2 ns sensitive time. 

truck l 

l.fixlO"19 

Fig. 7 Distribution showing loss of track hits at 
close separation. 

Fig. S Avalanche region for track at angle o. 

Hazard 5 Local Space Charge 

Consider the track shown in Fig. 8 which crosses 
a number of anodes at an angle B to the nornal. The 
avalanche for this track (ignoring diffusion) takes 
place over a length of wire s8. The size of the ava-
lance is of order 
G(gain) x P(bar) x 10[electrons/mm) x s(^m) 
giving a linear density 

CP S"1 x 1.6 x 10" l a Coulombs/mm 
If this charge density is significant compared with the 
charge density on the wire causing the avalanche, the 
gain will be non linear. The latter is typically 12 pC/mm 
for 25 urn wire. To avoid this problem at the 1' level 
we need GP6"1 < 2 x 10 5. In ISIS we have GP = It/1 so 
that saturation effects should be confined to traces at 
less than SO mrad. This may be responsible for a 2SJ» 
less of measured pulse height in the beam region (8=0) 
in ISIS1. Certainly this figure agrees within a factor 
2 with the empirical bench test observations of local 
space charge by Frehse et al. 1 2 No such effect has been 
observed in ISIS2 where the chamber is rotated so that 
no track has an angle less than 50 mrad. 

This problera is serious if GP must be kept high to 
get good charge division as in JADE and UA1. The prob­
lem in TPC should be no worse than in ISIS. In practice 
diffusion will help a bit. The problem may be compounded 
if the local rate is so high that a second track arrives 
before the positive ions from the earlier one have loved 
away. 



Haiard G Calibration 

In every event in £SI5 thore is both an electronic 
trnck fed to all preamps and a false trigger tr^ck that 
samples * zero pulse height' background. These are mon­
itored carefully. All signals arc corrected for gain 
and pedestal variations although the variation is now 
small enough that this is unnecessary. 

Hazard 7 Cross Talk 

Capacitative nearest neighbour cross talk is not 
seriou5,as shown by Monte Carlo simulation. Diffusion 
between neighbouring gas samples is potentially more 
serious. Because the dE/dx distribution is highly skew, 
cross talk can, not only change the shape of the spec­
trum but actually shift the peak. This has not been 
observed yet. It is a small effect. 

Long range coupling between many channels whether 
capacitative in the chamber or a technical problem in 
the electronics can be disastrous for the resolution,13 

Coherent pick up has the same effect. 

Hazard 8 Gas Parity 

For long drift paths and accurate pulse heights 
the gas must be pure. This requires leak tight systems, 
purification and instrunentation to measure the oxygen 
con i-r1*" rat ion. In our experience at purities of 1 part 
per million and less the latter causes the twst trouble. 
In ISIS2 we ^re able to measure the attenuation direct­
ly by fitting the measured pulse heights on steep tracts. 
We assume that 

an p. ot. 
where pj is the measured signal, w^ is a sample front a 
dE/dx distribution uncorrected with tj where t^ is 
the drift time. Moitents accumulated for o track give 
a value of a. A thousand or so tracks give a distri­
bution of attenuation factors <* which enable the loss 
factor to be determined with an error of order 1*, Our 
best performance so far is about lAh loss on 2 metres. 
We expect a significant improvement on this soon. 

lonisation Fitting 

As described elsewhere we employ a single param*-
eter maximum likelihood fit.3 Pig. 9 shows how this 
works for a •particular track. The histogram of pulse 
heights is fitted with a sliding scale parameter to a 
tabulated dE/dx function. In this case the track was 
known to be an electron from the spectrometer recon­
struction where it associated with a Y conversion in 
the Bubble Chaaber. Even with thR roodest statistics of 
IS1S1 the data clearly confirm the electron identifi­
cation. Also shown in Fig, 9 are the data for an ISIS 
track which was associated to two tracks in the spec* 
trometer. The likelihood fit correctly found the 
ISIS track to be 3 x minimum ionising although most of 
the pulse heights saturated the ADC. Such a case can­
not be treated by a truncated mean method. 

Fig. 10 shows new data from ISIS2 on the dE/dx 
distribution, The curve is the best calculation (with­
out correction for cross talk) for the Argon/20% C0 2 

mixture used. The data are actually fractionally 
sharper than the model. (The energy axis of the data 
has been sealed to give a best fit.) 
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Fig. 10 Experiiental and theoretical dE/dx distribut­
ions. 



Particle Identification with ISIST in the NA16 
Experincnt 

Fig. 11 shows the layout of the Eurcpean Hybrid 
Spectrometer at CERN with ISIS1 downstream of the IEBC 
bubble chamber as run in 1980,9'1'* Fits of ISIS1 tracks 
to the spectrometer gave residuals of 4 mis and 5 nirad 
SMS, Samples of electrons from y conversions in the 
bubble chamber and pions from K° decays in the bubble 
chamber were used to test the performance of ISIS. Fig. 
12 shows the ratio of observed to expected icmisation 
for these tracks. The width of 18,61 FWM is signifi-. 
cantly worse than found previously8 and predicted (14%). 
The systematic discrepancy is due to various problems 
that have been cured in ISIS2 (see below), Nevertheless 

13 shows clear separation of electrons and pions in 
the two cases. 

Fig. 14 shows a real case of physics interest. The 
bubble chamber picture(reprodueed_fi?re with sone diffi­
culty) contains a D°D° pair, The 0° decays to K*n*n"it". 
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Fig. 12 Resolution of ISIS1. Curve' is 18.6% FWHM. 
Fig. 14 A bubble chamber photograph from NA16 showing a 

D°B* e\ent. The first decay is 4,2mm from the 
verte;. 
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Fig. 13 The chisquare for one degree of freedom for electron and pion mass assignments for tracks of known 
identity. The lines in the plots.represent the two standard deviation limits. 
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The ionisaf.in for tlio K + track has a x 2 of 10.1 (ld.f) 
when interpreted at n*. The proper time is 4.5xlO"'3s. 
The D° decays as a 2 prong vce which does not point to 
production. The positive track has a momentum of 18 
GcV/c and is associated with a shower of this energy in 
the EHS lead-glass v-dctector. For this track the ISIS 
ionisation x 2 are i.t and 0.07 for the u* and c* inter­
pretation respectively. Although this analysis is pre­
liminary, it is interesting as a first clear use of 

Fig. 15a Construction of electronics in Oxford for 
IS1S2. 

Fig. 15c Corner shleM of 1SIS2 to provent breakdown 

- $0 

rolatlvistic dE/dx for physics and a:. - clear case of 
the infrequent semileptonic decay of a D°. 

Particle Identification with 1SIS2 

ISIS1 was built as a prototype, ?or full c/'/K/p 
separation the extra resolution and better systcmatics 
of ISI52 5-"; needed. Fig. 15 shows views of the mammoth 
100m3 device during construction. Fig. 16 shows the 

Fig. 15*J View of 1SIS2 during construction. The double 
wall of flold-shapine tubes and the epcxy im­
pregnated wooden frames Ljn bo seen. 

Fig. 15d View of chamber complete except for tne lower 
tube;;. The wire plane at 2m is just above 
technician1s hrad. 



layout of EHS more or less in it s present form. In 
July 1981 a conventional diffraction experiment was run 
and ISIS2 used for the first time. Fig. 17 shows a 
fairly high multiplicity event in which many secondaries 
and decuy products are seen passing through the chamber, 
The tracks have sagittae nf 400 ± 1000 urn over their 5m 
length. Typically there are 250 gosd resolved spatial 
points per track with 230 good pulse heights. The pulse 
generator artificial track is seen at the top of the 
picture. Its mean pulse height has a variation 1.0% 
HVHM from event to event -ind a jitter after reconstruc­
tion of 1,2 mms and 0,2 arad. It is reconstructed and 
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Fig, IS The measured ionisation of beam tracks in ISIS2. 
The horizontal scale is chosen for convenience. The 
'maverick' track is at I.A, The 'overflow' is the only 
track not plotted. 

Fig. 17 Spatial data for a single event in 1SIS2. Each point is a track hit and is associated with a measured 
pulse height (not shown). The horizontal axis (512cm) is the wire number. The vertical axis (2x200cn0 is the drift 
direction. Tracks, low energy electrons and noise hits may be seen. Track vectors reconstructed in ISIS space are 
superposed on the i iw data. 



recognised by the software in 99.B5 (±15)* of events. 

Fig. 18 shows the ionization of out-of-time boa™ 
tracks fmiral within tJjese events. These show a res­
olution of 7.4* FtfHM. There is no evidence of the sig­
nificant gam variations found in the beam region in 
1SIS1. This i s attributed cc better control of space 
charge effects. We ocpect that this resolution will be 
confirmed for other tracks although this anal;5is i s 
: at yet complete. 

Conclusion 

In Fig, 19 we show contours of resolution as o 
function of device length and number of snnplcs. The 
resolution values ore theoretical and assume a full 
analysis by maximum likelihood ratio. Those curves, 
which change a little with BY, are in fair agreement 
with more empirical estimates for sample thickness 
greater than 1 cm atm. Below this the difference bet­
ween the use of a truncated mean method and a likelihood 
ratio analysis is significant. For this reason other 
workers predict a worse resolution than shown here. 1 5 

100 ?C0 300 500 
Nurrber of sample* 

Fig. 19 The ianisation resolution (WWHM) of a multi-
sanpUng detector filled with pure argon calcu­
late., with the PA1 model for By - 100. The 
dashed lines are loci of constant sample thick­
ness. 

The cross labelled MSIS2' shows the ideal res­
olution for a track with 320 points. Kith 230 points as 
realised in the analysis of ISIS2 data after excluding 
double track regions, bad channels and lost pulse heights, 
the theoretical resolution is 6.84. (Walentn predicts 
7t on 300 samples or R's on 230). 1 5 This is tu be com­
pared with our observed resolution of 7.41. 

Wc consider that these figures support the view 
that there is no real uncertainty about calculations 
of ionisation resolution or indeed the consequent nass 
resolution. The important questions concern systematic;. 
In IS1S2 wo believe we are close to realising the full 
potential of the JC/dx technique. 
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DESIGN AND PERFORMANCE OF THE CLEO dE/dx SYSTEM 
R.D. Ehrllch 

Laboratory of Nuclear Studies 
Cornell University, Ithaca, NY 14853 

Sunroary 

The dE/dx particle ident i f ier described herein is 
a pressurized multi-wire proportional chamber system of 
modular construction. Residing in the outer detector 
portion of the CLEO detector at the Cornell Electron 
St"r-ia= Sing (CESR), i t can separate plons, kaons and 
protons in the non-relativistic region, identify 
electrons with high efficiency, and provide several 
standard deviation separation of kaons/protons from 
pions in fhe region of re lat iv is t ic rise. We wi l l 
review the most crucial features of i ts design and 
ins t ruc t ion , and discuss the methods used to control 
i t s electronic and gas-dynamic behavior. Finally, we 
show examples of i ts actual performance in the CLEO 
experiment. 

Historical Development The dE/dx Project 

The CLEO collaboration comprising physicists from 
Cornell, Harvard, Rochester, Rutgers, Syracuse, and 
Vanderbilt Universities, was formed in 1977 to design, 
construct, and operate a magnetic experiment at the 
yet-to-be-constructed Cornell Electron Storage Ring' 
(CESR). 

The obvious importance of charged particle ident i­
f ication in e*e" physics prompted an early decision 
to reserve ~1 meter of radial space just outside the 
central detector for either a) a threshold Cherenkov 
detector or b) a suitable dE/dx system. 

The potential of a dE/dx detector Incorporated 
within the CLEO experiment led to a research investi­
gation wnich began with a basic experimental study of 
the feasibi l i ty of dE/dx measurements, and later 
concentrated on the actual design, construction, and 
testing of a practical dE/dx detector. Tests on a 
small 17-gap chamber were performed in 1977, with a 
goal of determining optimum pressure, gas f i l l , wire 
spacing, etc. In Ouly 1978, a prototype of the f inal 
design was tested in a BNL test beam, giving 3 standard 
deviation separation of pions from kaons at 1 Getf/c. 
In the spring of 1979, a test of a portion of the 
actual system was made in a secondary electron beam 
from the Cornell 12 GeV electron synchrotron. By 
January, 1980, one quarter of the entire CLEO dE/dx 
system was installed and operational. Data from actual 
high energy physics running was taken through July 1901 
and physics results obtained. The CLEO data is 
described later. The entire complement of eight 
octants has now been installed. 

Design Considerations 

CLEO 

The CLEO Detector was designed to function use­
fully without its final particle identification system. 
Any design for the dE/dx system must live within the 
constraints imposed by the global detector. 

Figure 1 shows a cross section of the CLEO 
detector perpendicular to the direction of the beam. 
Figure 2 shews a cross section of CLEO parallel to the 
beam direction. While a technical description of the 
CLEO detector is available elsewhere, we will briefly 
recapitulate its salient points here.1 

Fig. 1. View of CLEO dectector perpendicular 
tn beams. 
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tuu in win IT7I2BI 
Fig. 2. View of CLEO along beam. 

*Worfc supported by National Science Foundation. 

Starting from the beamline and progressing outward 
the first detector elements are cylindrical multiwire 
proportional and drift chambers for precision tracking 
of charged particles. These are embedded in a magnetic 
field produced by a 3 meter long 2 meter diameter sole-
noidal magnet coil. At the ends of the solenoid are 
shower counters to detect and measure photons at small 
angles to the beam. 

Outside the magnet coil, the detector is divided 
into 8 octants. Each octant is self-contained includ­
ing its electronics and may be removed and operated 
independently if need be. Within each octant are a set 
of three drift chambers for measuring the exit position 
of particles emerging from the magnet coil, particle 
identification elements including a time-of-flight 
system, and photon shower detectors consisting of 



proportional-wire tubes interleaved with lead sheets. 
Beyond the octants themse}ves are the rectangular iron 
ffiudh f i l t e r s which completely enclose the experiment. 

Implications for dE/clx Design 

The volume 1n each octant is -5 m .Our test 
studies indicated that we required -100 Ionization 
samples along the particle path as well as pressurized 
operation to achieve a f inal resolution of -55! in our 
estimation of the "most probable energy loss." We 
rejected the notion of an ISJS type chamber, with 
large d r i f t distances, as requiring excessively high 
voltages and gas puri ty, both risky, high technology 
burdens. We were l e f t , then, with the twin problems 
of very many wires and pressure containment. 

When the number of wires in the total system 1s 
considered, i t turns out to be impractical to construct 
a monolithic system. In a monolithic design, every 
wire would have to be precisely located in a large 
unit frame. The total number of hires in a system 
with arrays of 100 proportional wires repeated every 
2.5 cm for -3.0 m along the beam line is -12,000. Thus 
we find that by i t se l f , the construction effort for 
one octant's dEYdx system alone would be comparable to 
that for a large d r i f t chamber. Moreover, there is no 
point in insisting on a monolithic structure. 

He therefore envision a dE/dx module as a single 
array of proportional wires complete with high voltage 
f o i l s . The modu'es may then be stacked as necessary 
to make the complete system. As a position accuracy 
is concerned i t should suffice to know the positiun 
of the track to -1 cell width in either direction. 
Thus, the modules do not have to be too carefully 
located with respect to one another. The only pre­
cision wire spacing necessary is that within a module, 
and small displacements in the radial direction of 
one module's set of wires with respect to another 
module's set of wires w i l l not be noticed. 

Two additional arguments in favor of a modular 
design are: 1) in principle the modules are indepen­
dent and can be isolated, thus avoiding disabling the 
entire device in the event of a local fa i lure, 2) Obvi­
ous mass production techniques may be used to advantage. 

Mechanical Design 

The basic detecting module is shown in exploded view 
in Fig. 3. The cross-section of the frames and their 
method of joining then together is shown in, Fig. 4. 
The trape20ldal frame is formed from 3 mm thicfc extruded 
aluminum channel. The cathode planes are 0.4 mm thick 
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Fig. 4. dE/dx octant: cross section of 
aluminum U-channel (units are cm). 

copper-clad c i rcui t board material (FR4). The cathode 
planes are r ig id ly attached to the frames by means of 
studs swaged into the aluminum and by epoxy. Their 
high strength gives the frames resistance against expan­
sion under pressure: they form a series of internal 
struts. Gas t ight seals are formed by a combination 
neoprene o-rlngs and a layer of two-component RTV. 
(General Electric RTV-77, a viscous compound.) 

The 50 urn gold-plated tungsten sense-wires are 
strung through nylon feed-thruughs inserted in precisely 
placed holes dr i l led in the web of the u-channels. 
There are 117 sense wires per module, spaced at -0.6C7 
cm intervals. The wires are tension to WO grams, 
fixed in place by taper pins, l ine up with a straight 
edge and glued in place. The taper pins are also used 
for solder-free connections to the outside world. 

The modules are bolted together wnile the RTV 
sealant is setting by means of aluminum screws and nuts 
placed at S cm intervals around the periphery of the 
frames. 

An important feature involves gluing snail preci­
sion-machined lucite blocks between the swaged studs 
on the parallel sides of the channel. These ouarant^e 
an accurate minimum spacing between cathode lanes, 
when the modules are compressed into the f u l ' assembly. 

Fig. 3. 
are cm). 

Exploded view of dE/dx module I'unlcs 

Fig. 5. Exploded view of dE/dx octants (units 
are cm). 
Figure 5 shows the final assembled octant in 

exploded view. The means of longitudinal pressure con­
tainment is clear. (The total fovce on the ends is 



6 x 10 lb.) We can afford to make the end pressure 
plates very massive because they are located at the 
edges of the CLEO octants. They are made of 7.5 cm 
thick trapezoidally shaped steel plates. The two end 
plates are held together along their parallel sides by 
two aluminum sheets. The sheet nearest the beam line 
is .94 cm thick and the other sheet is .53 cm thick. 
The steel end plates themselves do not come into 
direct contact with the aE/dx modules. Between the 
outermost dE/dx module and the pressure plate is 
inserted a flat aluminum sheet. Contact between the 
sheet and the end plate is made through a large number 
of swivel head tensioning bolts. The tensioning bolts 
are used to squeeze the 124 accordion like modules 
down to the overall nominal dimension of 3.14 m i.Ucm. 
Lucite spacer blocks are inserted between the modules; 
the tensioning bolts are adjusted until the modules 
are flush against the spacer blocks. On average, the 
dE/dx system presents only ~.3 radiation lengths of 
material to a particle coming from the interaction 
region. 
Electrical Considerations 

We require that our performance not be compromised 
by either systematic or unacceptably large statistical 
variations in the gas-amplification of the wires. Host 
important has been careful control of wire diameter and 
maintenance of uniform spacing (wrinkle-free) between 
cathode planes. We tested several wires in each module 
to ensure gain uniformity to ±4*. The 60 KeV line from 
Am" 1 was used to fluoresce the copper clad foils. The 
primary radiation easily penetrates the aluminum frames. 
The same technique wji used to determine empirically 
tne electrostatic cross-talk between sense wires, by 
observing the oppositely signed pulses on wires 
neighboring a struck wire. This cross talk is 
removed in our hardware by a resistive network which 
couples the output of all amplifiers in such a way as 
to cancel the electrostatic chamber effect, as well as 
circuit board cross talk. 
Amplifier Performance 
Each of the sense wires is ganged to nine neighbors 
with a simple single filament daisy-chain. The result­
ant independent groups total 1400 channels per octant. 
These are connected by ~20 ft. of coaxial cable to the 
charge sensitive amplifier inputs; each circuit board 
handles 60 channels. 

The amplifiers have a charge gain of about 5 ADC 
channgels/fC. Our typical signal at a gas gain of 
-5 x 10 3 is 4b fC. The rms white noise is about 1 fC, 
a negligible amount. With careful shielding and filter­
ing, incidental sources of coherent noise give less 
than 1 channel, or less than ]% of a single minimum 
ionizing signal. Gains are calibrated by impressing 
a small voltage pulse on the cathode planes. 
Sas Mixture 

The gas used is a 9S CH4, 91% Argon mixture. Tts composition is carefully controlled to <0.5S in the relative CHj concentration. This keeps gain shifts down below 1 percent. We also control the density of the yas mixture by requiring the octant absolute pressure to be strictly propG' tional to the measured absolute temperature. 
55 Fe Monitoring 

Finally, within each octant we have placed four small Fe-^ sources, whose spectrum as seem by repre­sentative wires is continuously monitored. 

CLEO Performance 
Fig. 6 snows the appearance of events in a dE/dx octant. The "clean" hit patterns are typical oF non-interactive hadrons and muons. The "overlapping" patterns are indicative of interactions, overlapping tracks, or showering electrons. 

(a) 
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(M 
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OVERLAPPING 
HIT PATTERN 

Fig. 6. Examples of (a) clean hit patterns and (b) overlapping hit patterns. 
Clean tracks are internally divided into 3 segments. 

They are retained for hadron identification only if the 
pulse height distributions of the segments are consis­
tent. The estimate of dE/dx used is the mean of the 
smallest 50S of the pulse heights (TM50). In Fig. 7, 
we show the TM50 vs. raw drift chamber momentum for 
-9000 clean tracks collected in the summer of 1981. 
These events, cClected during the ?(3S) running are 
requirea to 

1) have more than 90 hits 
2) to be in the fiducial volume for uniform gain 
3) to scatter by no more than 5° from the pro­

jected drift-chamber extrapolation. 
They are corrected for path length in a trivial way. 
Clean pion, kaon, and proton bands are evident. We 
stress that no hypothesis dependent manipulation has 
been performed, even thougluthe particles pass throuoh 
the solenoid coil (-30 g/cm ) at a variety of angles^ 
Figure 8 shows the TH50 plots for particles identified 
by the CLEO time-of-flight system (TOF). The (imperfect) 
agreement between the devices is quite good, though it 
is apparent that perhaps 202 of the TOF kaons are in 
fact dE/dx pions. Such contrasts between redundant 
detectors are invalusble for understanding true rejection 
ratios. 

Resolution in Practice 
Perhaps, the cleanest test of the in site capability of the dE/dx system is provided by C.E0 muons. Except for occasional final state radiation, these low multi­plicity non-interacting particles outght to give optimum resolution. 
Figure 9 shows the histogram of the muon tracks plotted versus the measured TM50 pulse height. In fact, the peak is located within 15! of the expected position, but the width is broader than expected from test beam performance. Both for this sample, and for pions in the neighborhood on minimum ionization, it appears that some systematic broadening of about 3% (in quadrature) is 
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Fig. S. "Most probable" energy laps (TMjo^ versus 
momentuia of tracks as measured in the CLEO drift 
chamber. 
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Fig. 7. THRQ versus momentum in the dE/dx device for particles identified by the CLEO time-of-f l ight 
system as (a) pions, (b) taons, (c) protons. The curves, are the theoretical energy losses expected, 

operative. Currently we favor uncompensated variations 
in gas density as an explanation, but no certain cause 
has been identi f ied. The resolution is nevertheless 
adequate to do useful high momentum T/K separation. 
Heretofore , running at a f ie ld of 0.1 Tesla we have 
been reluctant to trust momentum measurements; with 
our current 1 Tesla f i e l d , and improved tracking and 
luminosity, we expect to study the re lat iv is t ic rise 
region. 
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PARTICLE IDENTIFICATION BY dE/dx MEASUREMENT IN JADE* 

A. 
Fhysikalisch.es I 

Summary 

The jet-chamber, used as the central track detec­
tor in the JADE experiment at FETRA, is briefly descri­
bed. The present status of the dE/dx resolution, re­
sult? iAOii the measurements and the applications of par­
ticle identification in the event analysis are dis­
cus sed> 

The Jet-Chamber System 

For the central tracking chamber of the JADE 
detector [ij at the e +e~ storage ring PETRA a new type 
of drift chamber, the so-called jet chamber, has beer 
developed [2-<f]. This chamber is capable of recording 
events of high local track density (jets) with good 
space anu double track resolution and with the possi­
bility of particle identification within a solid anglt: 
close to 4TT sterad. The concept of this chamber was 
developed in 1976 and data taking at PETRA has started 
In 1979. Details about the jet chamber and its per­
formance have been published previously C 5'^]• B e £ ° r G 

discussing particle identification the principle of the 
jet chamber is shortly described. 

The sensitive volume of the jet chamber is a 
cylinder surrounilng the beam pipe. The outer diameter 
is 1.6 mf the inner diameter 0.4 m, the length 2.4 ra. 
The chamber ic subdivided into 24 modules, two of which 
are shown schematically in fig. 1. Each module contains 
4 cells with 16 anode wires each. A uniform drift field 
with equipotential planes parallel to the median plane 
is provided by field electrodes. The drift trajectories 
are up to a cm long. The gas gain (̂  4.104) is adjusted 
through the high voltage applied to the potential wires, 
located between the anode wires. In the range of polar 
angles 34° < 0 < 146° [measured with respect to the 
direction of the incident positrons), 40 points are 
:nsasured along each track. The track length in radial 
direction is 57 cm. At least 3 points on a track are 
obtained over a solid angle of 97% of 4TT. At each point 
tnree coordinates, r, $ and z are given by the wire 
position, drift time and charge division measurement. 
The charge division method requires the measurement of 
the integrated charge from each hit at both ends of the 
anode wire. The ratio of these amplitudes determines z 
and th"! sum of both amplitudes measure- the energy loss 
dE/dx of th*s particle in the chamber gas. This measure­
ment of the total charge, determined up to 48 times 
alonr each track, is used for particle identification 
by multiply sampling. 

The electronics [7] connected to each of the 
153fc, wires of the detector consists of preamplifiers 
on both ends of the wire, a discriminator-integrator 
and fast analog and time memories with a capacity of 
5 hits per wire. The discriminator provides the signal 
for the drift time measurement and the gating signal 
for che charge integrators. 

Different tracks within one cell do not interfere 
with each other provided they are separated by drift 
times guater than the sum of integration and dead 
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Fig.l. Cross section through two segments 
of th' jet chamber, l is the length of the 
drift path, c the Lorentz angle. The 
position of the anode wires (snail points) 
and of the potential wires (large points) 
are indicated. 

time (20 ns). The double crack resolution can be varied 
by adjustment of the integration time, which is current­
ly set to 120 ns f leading to a double tra-k resolution 
of 7 mm. 

A pulser system allows to inject pulses of known 
charge at both ends of each anode wire. This system is 
used to calibrate the gain factors of the electronic 
system. The chamber is operated with an argon-methane-
isobutane mixture (0.887 ; 0.085 : 0.028} at a pressure 
of 4 atm. This pressure is cnosen for mainly two 
reasons: to improve the space resolution by reducing 
the longitudinal diffusion and to enhance the effective 
sample thickness in order to obtain a better dE/dx 
resolution. The gas temperature ie kept constant to 
0.5 degrees. 

A solenoid provides a magnetic field of 4.6 kG 
parallel to the axis of the chamber. The magnetic 
field is orthogonal to the electric drift field and 
causes a rotation of the drift trajectories by a 
Lorentz angle of 20 degrees. 

The average values of the space resolution 
achieved in the central detects ~£ JADE are: 
afR,^) = 160 \m, G{z) = 13 mm. 
The average transverse momentum resolution is 
4P T /P T - 2.2% * P T[Gev/c]. 
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Pig. 2 shows an example- of a jet event as seen in the 
central detector and the surrounding lead glass detec­
tor-

^ 

filling. The correction reaches values of up to 30% 
for t D r l f t * 1.5 "*• . 

6) Since the chamber is operated at a gas gain of 4-10 
the effective gas amplification depends strongly on 
the angle 8 of the track with respect to the wire and 
on the drift time. This saturation effect is biggest 
for tracks orthogonal to the wiio and for short 
drifttiities* when all electrons arrive nearly at the 
same time at the sane point on the wire. The amount 
of saturation as. function o£ 6 and t^ was determined 
empirically from clean tracks during data taxing. 

7) A correction which depends on the angle between 
track and drift direction is presently under investi­
gation. 

The entire calibration relits on tracks collected during 
data taking- No radioactive sources or other external 
calibration tools are available at present. 

dE/dx Resolution 

The dE/dx resolution is limited by three factors: 
1) Statistical fluctuations in the energy loss, 
2] statistical fluctuations in the gas amplification, 
3) systematic errors. The choice of gas and pressure 
determines the contributions froir, 1) and 2 ) , The dE/dx 
resolution expected in the jet chamber is 
o/E = 4.5-6 or ( l Q - i m FHHM, with a relafcivistic rise 
of 1.45 [a,9j. The observed relativistic rise is 1.48, 
the resolution for electrons from Bhabha scattering 
is cr/E = 3.7% or {13-14}% FWHH [fig.3]. 

Fig. 2. Display of a typical jet event as 
seen looking along the e*e" beams * 

de/ax Evaluation 

The energy loss In the chamber is calculated from 
the s-i'Tn of the integrated charges measured at both ends 
of the wire. Up to 49 ionis^tion samples are measured 
per track, however for jet like events the mean number 
Of useful 5arpl«5 is reduced (only 50* of 411 tracks 
have more than 30 useful samples). This reduced san^le 
size is due to tracks which leave the chamber thtough 
the endplates and due to overlapping tracks, where 
hits in t;,o region of overlap havt; to be rejected. 

The mean energy loss for a given track i.- calcula­
ted by taking the average of the 60% lowest pulse 
heights thereby eliminating the influence of large 
Landau fluctuations (method of truncated means). 
Before taking an average, each individual Integrated 
charge has to be corrected for several effects: 
13 The lonisaLion is proportional to tfte sample thick­

ness, which is l C D normal to the drift direction. 
The measured charge is corrected according to the 
track direction. 

2) The gas ajid electronics ealibra *n differ from 
wire to wire. These individual gain constants are 
determined by using the electronic pulser system 
and .a larpe .suriber of tracks during actual data 
taking. The long terra stability of this calibration 
was found to be better than 2%. 

3) A correction for cross talk between neighbouring 
wires is made, which improves the resolution by 1D%« 

4) The chamber volume is disconnected from the exter­
nal gas supply during data taking periods. 
A pressure drop of 1% per month is observed, winch 
causes an increase in gas amplification 
AA/A « -7.2 A P / P . This change in amplification is 
corrected. 

.5) it was found that the pulse height drops with in­
creasing drift time like exp l-a • thrift) °*-ue C o 

electron attachrant in gas iitpuritles, where the 
coefficient a depends on the time after a new gas 

1 \ 

3PD W0 

dE/dx [keWcm) 

Fig. 3. Landau distribution and truncated 
Etean for electrons fron Bhabha scattering. 

The resolution obtained in high jnultiplicity events is 
worse however, 0/3=9»4% or 22* FWHW, This deterioration 
is partly due to shorter effective track length and partly 
due £o the fact that the majority of tracks in jets is of 
ION momentum with larne track inclination with respect 
to the wire plane. As mentioned above the inclination ' 
corrector is not yet properly taken into account* 

Even in tfte case of high momentum electrons the 
expected resolution was not reached. This discrepancy 
is due to remaining systematic errors mainly caused by 
saturation corrections. If one calculates for indivi­
dual Bhabha events H « (dE(e'J - dE(e ) ]/VTr one ob­
tains a resolution which is T* 2Q% better than the value 
quoted above and close to expectation* This can be 
understood since by calculating R in this way a number 
of systematic errors cancel. 



Test. Measurements 

When the JADE experiment s ta r ted no experl:%ncal 
information was available about dE/dx resolution in 
gases a t elevated pressure. For th i s reason and in or­
der to study sources of systematic e r rors , a ser ies of 
t e s t measurements was performed. The t e s t chamber i s 
shown in f ig . 4a. 

o) ^ v 

A t_j A . A. 
0 1 2 3 4 5 6 7 8 8 10 

dE/dx 
(arb. units) 

Fig, 4a. Cross section through test chamber 
4b. Distribution of the mean energy loss 
(truncated mean) as obtained by adding 
three tracks. 

It consists of two jet chamber cells, cut out of two 
completed segments and read out with the same elec­
tronics as used in the JADE experiment. Gas and 
voltage settings were also the same. The test chamber 
was scanned with an electron, pencil beam. Three tracks 
were added in order to create tracks with 48 samples, 
in the test setup it was possible to map the dE/dx 
correction factors for each wire as function of the 
track angle 9 and drift time with an accuracy of < H . 
Using these correction factors a resolution of 
ff/E = 4.6% or 10.8% FWHH was obtained for a large 
variety of track directions and drift distances 
(fig. 4b) < in excellent agreement with thf* expected 
resolution. 

The test measurements therefore have shown two 
things: 
1) The theoretically predicted improvement of dE/dx 
with pressure is correct. 2) An accurate determination 
of the correction factors can largely reduce the 
contribution of systematic errors to the resolution. 
Encouraged by this result wc presently use the high 
statistics data from fall 19B1 to redo the entire 
calibration of the JADE Jet chamber. 

Application of Particle Identification 

Although the dE/dx resolution of the JADE jet ' 
chamber has presently not reached the theoretically 
possible performance, the identification of all par­
ticles in an event is a very useful feature of the 
experiment. Fig. 5 shows the dE/dx information for all 
tracks of the event shown in fig. 2. One high momentum 
track (13) is strongly ionizing. A detailed analysis 
shows that this Kind of track can be explained as 
complete overlap of two tracks with small asinmthal 
•eparation [loj. Particle identification by dE/dx has 
been used to separate irr K and P in the non relati­
vist* c region (where in jet events the TOP information is 
deteriorated by frequent double occupancy of the 
counters} r for quark search [iqj (fig. 6), for the 
identification of baryons Q Q , and for the determl-

Q.CS Q.l l to ICC 
GEV/C 

Fig. S. dE/dx information of the event shown 
in fig. 2. For each track the truncated mean 
energy loss is plotted versus the momentum. 
The curves show the expectation for e r TT, K 
and P. 

nation of the n/(K + P) ratio f"l2j in the region of the 
relativiatic rise. Here the puLicle identification was 
done on a statistical basis rather than on an event to event 
identification! due to the limited resolution (̂  20 se­
paration). The dE/dx inforntion was used to separate 
low momentum plor.s from electrons in the analysis of 
+.he reaction e+e~ -*• e+e~n' [n]. Further applications 
are in progress. 

apparent momentum p /1 ffieV/cl 

Fig. 6. Mean energy loss as function of the 
apparent momentum P/Q, where Q is the particle 
charge. 

Integration Time and Gas Gain 

In order to combine A good tracking quality of the 
jet chamber with a good dE/dx resolution, certain 
compromises had o be made in JADE: 
I) Integration tLme: In order to avoid large fluctu­
ations in charge collection one would like to work 
with a long integration time (> 200 ns). Good double 
track resolution on the other hand requires short 
integration timei (< 100 ns) / The 120 ns chosen in the 
present electronic 5 is a compromise between both 
extremes. Recently the development of a new electronics 
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system has been started [l4j in which this problem will 
be eliminated. 
2) Gas gain: The accuracy of the z measurement using 
charge division is determined by the signal to noise 
ratio. Good z accuracy thej.,-fore requires high gas gain 
(̂  10$)* in order to avoid . arge systematic corrections 
due to saturation effects in the gas amplification one 
would however like to operate the chamber at low gas 
gain {< 1Q 4). Two possible solutions exist to avoid thia 
problem: One is to run the chamber at low gas gain, 
and to measure two accurate z points in separate 
chambers at the inner ana outer radius of the main 
chamber* The second solution Tiight be the use of 
thicker anode wires where the saturation effect seems 
to he smaller [15], 

Conclusion 

The combination of tracking information and par­
ticle identification has been very useful in the ana­
lysis of the events produced in e +e~ annihilations 
even though the resolution presently achieved is a 
factor 1.2 - 1.8 [depending on the multiplicity} worse 
than expectation. Measurements with a test chamber in 
an electron beam have shown that in a situation, where 
an accurate calibration is possibler the expected 
resolution can be achieved. The observed difference 
between the measured and expected resolution is there­
fore attributed to the fact that the present cali­
bration accuracy, due to low event rates, is In­
sufficient to reach the intrinsic resolution. We try 
at present to make use of crur recent high statistics 
data in order to further improve the resolution. 
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DE/d* MEASUREMENTS WITH ARGUS 

H. Hasemann 
DESY, Hamburg, FRC. 

Sunaary 

The use of pure heavy hydrocarbons l ike propane or 
isabutane has sore advantages for dr i f t chancers that 
treasure the specific ionisation for par t ic le ident i f ic ­
at ion. With a -prototype of the ARGUS dr i f t chamber 
various gases were tested with a 3 GeV/c electron beam. 
We found a dE/dx resolution for propane of Fwhiu- 10.42 
and for isobutane Fwhn; - 9.9X, by a factor of = 1.6 
bet ter than that fox argon-methane (92:8) mixture with 
Fwhm = 16.4Z. 

This Improvement corresponds to an increase in 
effective gas length by a factor of A compared to 
pure argon. In isobutane and propane we found a broad­
ening of the 55Fe-pulseheight spectrum with increasing 
gas amplification,shoving in isobutane a clear two peak 
structure for gas amplifications above "3 * I01*, 
However, neither gas showed a broadening of the trunc­
ated Landau distr ibution for electrons. 

Introduction 

For the DORIS storage ring at DESY a new universal 
magnetic detector named ARGUS1 is now under con­
s t ruct ion and wil l be instal led in the bean in the 
middle of this year. The central detector of ARGUS ia 
a d r i f t chanter 2 aeters long and 1,7 m in diameter, 
which will serve for coordinate measurement of charged 
tracks and par t ic le identif icat ion by dE/dx measurement. 
So far mainly ar?,on gas mixtures have been used for 
detectors which are designed to measure the specific 
ionization loss . 

We report here on measurements with isobutane and 
propane which show that these gases are advantageous 
for saoie applications. 

Compared with these heavy hydrocarbons, argon has 
a larger r e l a r i v i s t i c r iee of ionisation loss , which 
simplifies the control of systematic meaauremert er rors . 
I t can be used also under pressure to increase the 
effective gas length, but the short radiation length 
then tends to spoil the momentum resolution of the 
chamber. I t also has a broad Landnu distr ibution and 
hence poor dE/dx resolution, t so but a tie and propane have 
a long radiation length, an extremely narrow Landau 
dis t r ibut ion, and low diffusion. They aeeni to be ideal 
for use in a detector l ike ARGUS* designed to achieve 
very good mass and dE/dx resolution for the low mo-
centum par t ic les most abundant a t DORIS energies. 

We will give some efltioates of dE/dx resolution 
which can be obtained with the ARGUS chanter. Ampli­
fication saturation effects and polymerisation in iso-
bucane and propane will be discussed. 

The ARGUS Drift Chamber 

This chancer has 5940 identical dr i f t ce l l s of near­
ly square cross section in 36 concentric layers, f i l l ing 
the whole chajber volume without dead space. The 
sLructure of the chrmfcer is shown in Fig. 1, 

• & • * * * • * 
° Sense wire 

* • Potential wire 
o * • * D * • • D 

* • • • • • • • • r ? 
/—iji 

Fig. I : Cross section of the dr i f t chamber 
showing a typical cell 

The use of identical d r i f t cel ls minimizes corrections, 
simplifies pattern recognition, and gives good g-anu-
l a r i t y , There i s thus no need to use electronics with 
trailti h i t features, where the extremely short gate 
length required tor double track resolution can cause 
aoterioration of dE/dx resolution for neighbouring 
tracks. 

The isoenroncs calculated for a magnetic field of 
0.8'Tesla paral le l to the sense wires, ate shown in Fig.2. 
They are nearly perfect circles in 80% o£ the ce l l , so 
that in this region no angular corrections will be 
necessaryt 

Fig. 2 Calculated isDChrones and field 
lines in the ARGUS drift cell. 



The ARGUS chamber determines z-coordinates hy a 
snai l angle stereo wire arrangement, the sequence of 
s tereo orientation within the 36 layers being 
O.+.O.-.O . . . 

In a cylindrical geometry, tan stereo wires fore 
hyperboioids* The rcaximal saggital displacement of a l l 
sense wires in the charter has a constant value of Itnru 
This is achieved by varying the stereo angle from 
40 mrad in the innermost layer, to 80 mrad in the 
outermost; and by further giving the shielding wires be­
tween a l l layers a stereo angle which gives such a 
shielding wire half the s a ^ i t a l displacenont of the 
neighbouring stereo sense wire. In this wire arrange­
ment the maximum amplification varia ions along the 
sense wires do not exceed 10% and can be corrected for. 
The chtinber has 5940 30y tn.igaten sense wires and 

24538 potential wires of 7bu Cu-Be. 

Fig* 3 shows a picture of the ARGUS chamber during 
construction. Tie l ight ref lect ions indicate adjacent 
layers of v i res with different stereo angles. At the 
tinw of writ ing a l l wires are strung and the chairber ia 
neariy complete*1. 

With an expected accuracy of 150 urn for coordinate 
measurement and a nagnetic f l e l - f - o.£ T a nocentum 
resolution of Ap/p • IX at 1 GeV/r ia expected from 
Monte Carlo simulation. 

4ig, 4 shows a reconi trueted tfcmte Carlo event in 
the r-$ plane of the AEV'JS c h a f e r . 

Each sense wire has a preamplifier mounted d i rec t ly 
on the chamber and c main amplifier-discriminator a f te r 
30 meter of 50 Ohm coaxial cable . The main amplifier -
discriminator gives a stop signal for the LeCroy TDC-
systera 4290 and a delayed analog signal for the Le­
Croy ADC-system 2280. The minimum signal for a XDC 

life _4 : Reconstructed Monte Carlo event 
in the r-£ plane of the chaiAer. 
The circles indicate the neasured 
drift time, 

Fig. 3 : ARGUS - chamber 
during construction 



• t a r t i s 25 uV on 50 Ohtna at the input of the preampli­
f i e r . This a l lows for g i s ampl i f i ca t ions below ID1* 
w i th 992 c e l l e f f i c i e n c y * The e l e c t r o n i c s have a dynamic 
range of 50 dB which i s s u f f i c i e n t to measure the 
v a r i a t i o n of dE/dx with angle 4nd momentum of d i f f e r e n t 
p a r t i c l e s , inc lud ing the large f luc tua t ions of the 
Landau d i s t r i b u t i o n . 

Test measure merits were made wi th three d i f f e r e n t 
chambers : a small tube with the ARGUS c e l l geometry, 
a f u l l l ength prototype chamber with 16 sense wirea 
v i t h the ARGUS in re arrangement, and a chamber with 36 
adjacent ARGUS d r i f t c e l l s . 

Test Keasureoents 

Using a 55Fe X-ray source , pulse he ight spectra 
were taken i n pure propane and isobutano end i n the argon-
methane (92:3) mixture. For low gas ampl i f i ca t ions af 
5 « 10 3 we found n l i n e width of Fwhm • 172 tn both 
argon-methane and propane, and an increased width of 242 
in pure i sobutane , For higher gas ampl i f i ca t ions o f 
5 • \0h we found a broadening of the l i n e width in 
propane and a d i b t i n c t two peak s truc ture o f . t h e l i n e 
in i sobutane . Such a complicated mechanism leading to 
a double peak s truc ture of the amplitude d i s t r i b u t i o n 
has a l s o been observed in argon- iaobutone-f teon mixtures 
and has been a t t r i b u t e d to the appearance of secondary 
photon a v a l a n c h e s 2 . 

For d i f f e r e n t sense wires (20 y , 30u, and 37u) ue 
found the same behaviour, 

For 3 GeV/c e l ec t rons we did not sec any increase 
in the width of the Landau d i s t r i b u t i o n . We found 
Fwhm - <*5Z for propane and isobutane and Fwhm *'702 for 
ergon-awthane mixture for gas ampl i f i ca t ions from 
3 * I 0 3 to 1 0 s , 

Figt 5 shews the c o l l e c t e d charge v s , sense wire 
vo l tage for a 55Fe source and 3 GeV/c e l e c t r o n s with 
d i f f e r e n t angles to the sense w i r e . Data for e l e c t r o n s 
are normalized to ]g mm tracklength« Two points at the 
same vo l tage for 55Fe i n d i c a t e the double peak s t r u c ­
ture of the spectrum. 

Space charge sa turat ion leads to a d e v i a t i o n from 
exponential behaviour and to d i f f e r e n t s l o p e s for 
e lec trons perpendicular and i n c l i n e d to the sense w i r e . 
This e f f e c t seems to be small in argon due to i t s l arger 
d i f f u s i o n . In ibobutanc even SSFc shows space charge 
s a t u r a t i o n . 
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T T " 

V = 3,2kV 

V=3,05kV 

V =2,ft5 kV 

M* SO' 50* «0' 

ANGLE BETWEEN TRACK AND WIRE 

F I R . 6 i Dependence between entrance angle and 
c o l l e c t e d charge for 3 GeV/c e l ec trons 
for d i f f e r e n t vo l tages at ';he sense 
wire in isobutnnc. The track length 
i s normalized to 18 mm ga*j '.engch. 
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Fig. 5 : C o l l e c t e d charge v s . 
sense wire vo l tage for 
a 55Fe X-ray source 
and e l ec t rons inc l ined 
and perpendicular to the 
sense Mire. 
Data for electrons are 
normalized to 18 mm gas 
length. 
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guide the eye . 

-4*J-
1.7 Z4 2,6 

U tKVI 
2.B 3.0 3.2 3.4 



Fig. f> shows the dependence between entrance aiiglfe 
and normalized collected charge for different gaa 
amplifications in isobutane. 

For dli/dx measurement these saturation effects 
have to be corrected for with an accuracy better than the 
dE/dx resolution, i . e . on a 1-23 level. Tills seems to 
lie only passible for gas amplifications below tO u . 

The dE/dx resolution for the 36 layers of the 
ARGUS chamber was estimated by applying the well known 
truncation method3, using the corresponding; number of 
signals from a single ce l l . These results were com­
pared with those obtained from the 36 cell tost chamber. 
We fcind good agreement showing that correlations be­
tween adjacent cells and systematic OTTOM arc* small. 
The relative standard deviation of the truncated aver­
age distribution was taken as the dE/dx resolution. The 
distribution of the transited average (mean of the 
smallest »0Z .if each 3f> cell samp I el shnwH an approxi­
mate Gaussian form. The truncated mean approximately 
coincides with the maximum of the Landau distr ibution. 

For 'J GeV/c electrons UP found a ratio between tfcie 
truncated w.v.r* of jir gnu-methane (92:6) mixture, propane 
and isohutaiu- n{ 1 ; l.ft : 2 . k For this measurement 
the ;:as .impI i Fi cation was normalized with a 55Fe-source. 

The resolution dependence on the fraction of the 
signal!' used for averaging (truncation factor) is shown 
in Fig. 7« This indicates that,, for isoburane nnd the 
ARCUS geometry, a r runc.-n inn factor of about .fi - .7 
is optimum. 

Fig. 8 shows the dE/dx resolution obtained with 
different gas mixtures and different numbers of 18 mm 
long drif t c e l l s . Indicated is a measurement in argon-
COa (80:20) mixture from Ref. 4 which shows good agree­
ment wit" our measurement. 

To give some predictions WG compared our results 
in terms of the scaling variable c/1 which a sc r i be s she 
variation of ionisation loss for different gases. Wo 
used the formula given by Allison et a l . 5 which is an 
Approximation based on Monte Carlo calculat ions. 

"/el 34.5 - . i6 (C/I) - . 3 2 

where n ° number of layers, 
I » mean ionisation potential , 
t » 0,t35- (Z/A) pt CHeV for pt in g/cmZ>» 

TIic solid lines in Fig. B were calculated using 
this formula. They include fluctuations in energy loss , 
but not measurement er rors . 

From this jur measurement error r.an be estimated to 
be - 132 for the single cell m&asurcmont in propane and 
slightly higher in isobutane (possibly correlated with 
the increased width of the 55Fe line in isobutane). 

We can conclude that wc hove obtained 5031 bet ter 
dE/dx resolution in heavy hydrocarbons than in argon 
under the same conditions. 
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Fig. 8 : Relative dE/dx resolution in 
different gases vs. the number 
of 18 mm long drift cel ls used 
for ionisation loss measurement 
The solid l ines were calculated 
according to Ref. 5. 



The expected dE/dx r e s o l u t i o n fa r 
s e v e r a l d e t e c t o r s which use argon i s shewn 
i n P i g . 9 t aken fron Rcf. 6 . We have adfed 
a p o i n t t o t h i s f i gu re to i n d i c a t e the 
expec ted r e s o l u t i o n fo r ARGUS, t t shows 
t h a t t he s a r n i e s i z e in ARGUS la near the 
Opt icun And dE/dx r e s o l u t i o n would n o t hu 
i n c r e a s e d a p p r e c i a b l y by i n c r e a s i n g the 
number of l a y e r s At f ixed gas l e n g t h . 

I t a l s o shows t h a t we win a f a c t o r 
of fom in gas length comparoJ to the 
use of pure argon,. 

The use of heavy hydrocarbons W J H 
p rov ide b e t t e r s e p a r a t i o n o . n o n - r e l a -
t i v t s t i c p a r t i c l e s * However, t he r e l a -
t i v i s t i c r i s e of i o n i s a t i o a l o s s in p r o ­
pane i s l e a s pronounced f i an in a r ^ c m 7 . 
In the momentum range abeve J CeV/c 
only & s l i g h t l y b e t t e r p i r t i c U s e p a r ­
a t i o n can be expected foi h o a w hydro­
carbons and t h i s only i f s y s t e m a t i c 
e r r o r s w bo kep t s n a i l . 

Po lymer i s a t i on in heavy hydro­
carbons can r u i n a d r i f t c h a r i e r due 
t o a polymer shea th on the sense wi res . 
To e s t i m a t e the po lymer i s a t i on for the 
ARGUS cherrbe*- we i r r a d i a t e d a sense 
w i r e wi th a lOnRu source over a length 
of a few m i l l i m e t e r s . 

In an isobutn. ie ntethylal <95:5) mixture 
we found no e f f e c t a f t e r a dose of 
3 • 10^ p a r t i c l e s / m m cor respond ing to 
a c o l l e c t e d charge of 2 • IC^ pC/mm. 
I n pure propane wi thou t m e t h j l i l ad­
mix ture we found f i r&t p o l y m e r i s a t i o n 
e f f e c t s for a dose by a f a c t o r of 10 
s n e l l e r than in the i sobu tane ne thv l a l 
m i x t u r e . This was c l e a r l y i n d i c a t e d by 
a b roaden ing of the 55Fe l i n e and • 
c o n s i d e r a b l e dec rea se of gas a m p l i f i c a t i o n in t he 
i r r a d i a t e d p a r t of the w i r e . 

These e f f e c t s d i sappea red a f t e r " t r a i n i n E 1 1 * n c 

chamber for some tima wi th pure a r^on and o p p o s i t e y -' >rh 
v o l t a g e p o l a r i t y . Even assuming a background r a t e " t 
10 u p a r t i c l e s / w i r e ' s e c du r ing &RGUS o p e r a t i o n , i t would 
t ake over t en y e a r s of o p e r a t i o n u n t i l the background 
dose would exceed t h e dose used for the p o l y m e r i s a t i o n 
t e s t i n i sobu t ane methyla1 m i x t u r e . For propane we 
need f u r t h e r t e s t s t o undeuat.-m? the i n f l u e n c e of 
methy la l admixture on p o l y m e r i s a t i o n -

Conclus ions 

The dE/dx r e s o l u t i o n which can t e ob t a ined over 
£ f ixed t r a c k l eng th i s about the sar«: for propane or 
i s o b u t f n e a t a tmospher ic p r e s s u r e and argon a t a 
p r e s s u r e of 4 a t e . 

The advantage of propane i s an 8 t i i * $ l a r g e r 
r a d i a t i o n l eng th compared to argon, which l e ads t o an 
improved nomentum r e s o l u t i o n fo r t r a c k s wi th titcienca 
below 1 GeV/ct Also d i s t u r b i n g w a l l s o f a p r e s s u r e 
v e s s e l a r e o m i t t e d . However, due to space charge s a t u r ­
a t i o n and p o l y m e r i s a t i o n the a c c e p t a b l e p a r t i c l e r a t e s 
and gas a m p l i f i c a t i o n a r e l i m i t e d . For a d r i f t 
chamber d e t e c t o r a t the e + e - s t o r a g e r i n g DORIS, propane 
seems to be the b e s t coun t i ng g a s . 

Expected dE/dx r e s o l u t i o n in nrRon for 
d i f f e r e n t d e t e c t o r s t.ikcn from Rcf. 5. 
The expected r e s o l u t i o n for ARGUS i s 
i n d i c a t e d bv i n s e r t i n g -i poin t f . 
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ENERGY LOSS MEASUREMENTS IN THE PEP T*C 

G, n . Lynch find N. J , hadley 
Lawrence Berkeley Laboratory 

Un ive r s i t y of C a l i f o r n i a , Berke ley , C a l i f o r n i a 9472Q 

The Time P r o j e c t i o n Chamber (TPC) I n t he PEP-4 
experiment has bean t e s t e d wi th losmic ray muons In the 
pas t few months. These t e s t s hc-'c shown t h a t the TPC 
ig capable of laeasur lns the I o n i z a t i o n of s i n g l e 
t r a c k s with an accuracy of th roe p e r c e n t , and t ha t t he 
r e s u l t s of t he smal l d i p o l c I P C have s u c c e s s f u l l y 
been s ca l ed to the f u l l d e v i c e . 

Desc r ip t ion of the TPC 

The PEP TPC' la a c> U n d e r two mete r s Ions wi th a 
r a d i u s of one meter f i l l e d with arson mixed wi th 202 
ae tha i ; e . The TPC can ope ra t e a t p r e s s u r e s from one t o 
10 a tmospheres . When a p n r t l c l e t r a v e r s e s the TPC, t h e 
e l e c t r o n s l i b e r a t e d by i o n i z a t i o n d r i f t p a r a l l e l to the 
c y l i n d e r a x i s ( z - a t t i s ) a t about 5 cm per microsecond. 
The d e t e c t o r p lane o t each end i s d iv ided i n t o sl>t 
s e c t o r s , each of which has 183 d e t e c t i o n w i r e s* as 
shown in F i g . 1. The pulse h e i g h t s from these wi res 
a r e used to treasure the t r ack i o n i z a t i o n . Tn each 
s e c t o r on the end p lane chore arc- 15 rovJ3 of pad's. The 
pad spac ing i s 7.5 mm. The da ta from rhese jjada p r o ­
vide t h r e e dimensional nensurcmen ts of the t r a c k p o s i ­
t i o n . For both the pada and the wi res a ^ - p o s i t i o n i s 
c a l c u l a t e d from the d r . ft t ime . For the ptids an o z i -
tputhal p o s i t i o n I s c a l c u l a t e d from the pad p u l s e 
h e i g h t s . 

ENDCAf WIRE ARMY 

F i g . 1 . A schemat ic drawing of one of the 
d e t e c t i o n end p lanes of the TPC. Al l s i x 
s e c t o r s have the sane c o n s t r u c t i o n , with 1S3 
w i r e s and 15 pad rows* 

This VD \ was suppor ted by the D i r e c t o r , Office of 
Energy Research , Office of High Energy and Nuclear 
Phys i c s , Div is ion of High Energy Phys ics of t he U.S. 
Department of Energy under c o n t r a c t Ho. V-7495-ENG-4B 

C a l i b r a t i o n 

There axe t h r e e d i s t i n c t types of c a l i b r a t i o n s 
••hat a t e needed roT i o n i z a t i o n •measurements in t he TPC, 
t h e wirr* ga in maps, t he n l c c t r o n i c s c a l i b r a t i o n , and 
the end p l ane source c a l i b r a t i o n . 

Before t he s e c t o r s were i n s t a l l e d , e x t e n s i v e meas­
urements were made us inp Iron 55 sources ro ob t a in zaps 
of the v a r ' o t l o n s in wi re gain al<"iR the J J r e s . As 
lonp as the s e c t o r s a r e not changed mechan ica l l y , these 
maps ore expected t o bo permanent p r o p e r t i e s of the 
s c e t o r s . This assumption of gaifl map Lnwiridncu was 
demonstrated to bo a pood one for the two s e c t o r * t h a t 
worn used in the cosmic ray t e s t s in Ju lv and August . 
Figure 2 shows the ^a in map uade for i t y p i c a l \iVres in 
one of those s e c t o r s buforc and nft-r- t ha t run . For 
mofit sector,*) t he Rain v a r i a t i o n s have an RMS of 3 t o 4 
percent and a io not a s e r i o u s problem. In f a c t , for 
t he two s e c t o r s used in t he August cosmic ray tt>»tn the 
same Ion i za t i on measuroracnt rc&olut lon of 1.1X was ob ­
ta ined whether «̂r not we ctado these pain map c o r r e c t i o n s 

E l e c t r o n i c s c a l i b r a t i o n s of a l l of LIIP a p p r o x i ­
mately ftXJG TPC e l e c t r o n i c s channels In one of the two 
end caps have been done and used in the a n a l y s i s . We 
a re n t i l l l e a r n i n g how t o con t ro l the time s t a b i l i t y ut 
the c a l i b r a t i o n and reduce t he e l e c t r o n i c n o i s e . /!e 
exper t to improve our r e s o l u t i o n by t hese e f f o r t * . 
However* the I o n i z a t i o n nsc.isurunents a r e cinch l e s s sen­
s i t i v e t o t h e s e t h i n g s tVin a r e the p o s i t i o n measure-
™-ntfi. OUT i o n i z a t i o n rcp.isurcnonts w i l l r,a\n l i t t l e 
from these improvements. 
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Fig . 2 . This f igure shows two gain c a l i b r a t i o n s 
Eor A w i r e s i n a s e c t o r tha t was c a l i b r a t e d Vi ;foy, 
taken to IR~2 and used in cosmic ray c o s t s and 
then r e c a l i b r a t e d in October . The gain v a r i a t i o n s 
of a few p e r c e n t reproduced v^ry u c l l except very 
near t o the edge of the s e c t o r . 
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Each TPC sector la equipped with thrfte rows of 
Iron 55 sources with a remotely controlablu shutter 
that arc used to make end plane source calibrations for 
each wire. These cal ibrat ions wil l be used Tor three 
purposes. They can eliminate the sector to sector and 
vire to wire gain variat ions, which are on the order of 
15%. They can be use** to correct the wire gain map for 
gain variations due to temperature variations. In the 
construction of the TPC sectors much care wos taken to 
eliminate thpse temperature variations and we have no 
proof from our cosmic ray data that - uh corrections 
are needed. The third use of these i jjlibrations is to 
obtain on absolute energy cal ibrat ion. This end-plane 
source calibration system has been operated success­
fully. As yet these calibrations have not been in­
corporated Into the analysis. 

Track Finding in the TPC 

The raw data from the TPC arrive in the Earn of 
pulse heights in CCD buckets that are 100 nanoseconds, 
or about 5 mm, apart* A typical track produces a 
r lus ter of about five such raw ctaea words an each wire. 
The f i r s t task of the analysis is to find these clus­
ters and determine their peak heights and Expositions. 
For the pads there is an additional clustering of 
adjacent pads. 

In our present analysis system the pad data only 
are used to find tracks. After the tracks are found, 
the wire clusters are associated with the tracks and a 
selection Is made of the wire clusters that nro to be 
used in the ionization measurements. Figure 3 shows 
an example of a set of wire clusters that have been 
-msociated with a crac'... 

To be used in th i dEAN analysis , a wire cluster 
das to be within one centimeter in z from the track 
Lrajjoctory that was decemined from the pad data. A 
track crosses from 155 to 193 wires if i t goes the 
length oF a sector. In our cosmic ray tes ts in No­
vember most sectois have about 10 missing wires r p r i ­
marily due to calibration problems. Wire clusters are 
rejected from the sample if there ia another cluster 
or another f i t ted track witiun three cm In z on the 
same wire. This allows us to reduce the interference 
from other tracks, especially tfeltn-raya. Wire clus­
te rs are also rejected from the sample if the clusters 
on the track on either of the adjacent wires were so 
large that the electronics were saturated. About 27. 
of the wire clusters from cosmic ray rauons were re­
jected in this way* 

Event Selection for dE/dx Analysis 

To study the ionization measurements wo selected 
events that have one and only one track in each of two 
opposite sectors and ue required that thoy bo approx­
imately colinoar. This selects a fairly pure sample of 
cosmic ray muoiis. Tn addition*, wc required that both 
tracks have at least 120 wires remaining in the sample 
ofter all rejections. Figure U shows the distribution 
of the number of wires used in the dE/dx analysis for 
Che track in these events that had the fewest wires 
used. 
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Tig. 4. The dE/dx resolution studies ,sed 
events with Q cosmic ray track found IF, two 
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analysis for the sector that had the fewest 
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Fig. 3. Hie wire data for a cosmic ray event in the TPC are plotted in z versus wire number 
coordinates. The straight lines are the orbits obtained from the f i t s to the pad data. 
The numbers are wire clusters that were put onto a track. The asterisks are clusters that 
were not put on a track. The two tracks seen here are actually one track that is seen in 
two sectors . 



Figure 5 shows for one cosmic ray rim a t 8.fi a t ­
mospheres n dE/dx d i s t r i b u t i o n for n i l c l u s t e r s in n i l 
t r a c k s in one sac to** in t l t fs sample. T?ie typical 

t h re sho ld for a channel i s n t about 0 . 3 x 10 . One can 
see from t h i s p lo t t h n t we have no l a r g e low pu l se 
he ight contaminat ion and t ha t the t h r e s h o l d does not 
b i a s the d i s t r i b u t i o n . 

Each t r ack has n dF./dx d i s t r i b u t i o n u i m i l a r to 
t h a t of Vly,. 3 . Me choose to use a s a nrea.swra o / the 
energy loss Lin- mean nf the lowest fi52 of the pu l se 
h e i g h t s pur un i t length* Tiie choice of b57. for tho 
t runca ted moan unw Intended ns the optimum for fl.5 a t ­
mospheres. A la rger va lue for t h i s percentage i s p rob­
ably b u t t e r a t lower p r e s s u r e s . But , the r e s o l u t i o n 
is not very s e n s i t i v e t o t h i s c h o i c e . 

'k 

f*uls<- He i y h t P e r C e n t imp I i* r 

F i^ . ^- A d i s t r i b u t i o n of the pu lse he ight 
fin a r b i t r a r y u n i t s ) per u n i t l ength of a l l 
rosmic ray mnons t ha t were used. The r i g h t 
most bin c o n t a i n s a l l of the t r a c k s that 
overf lowed the h i s tog ram-

"Hie I o n i z a t i o n Mcamiroment Resolu t ion 

To measure the r e s o l u t i o n for energy l o s s we 
compare the two measurements of i o n i z a t i o n for a t r ack 
in the two s e c t o r s . Figure 6a shows Tor one fl.6 a t ­
mosphere run a s c a t t e r p l o r of t h i s f r a c t i o n a l d i f f e r ­
ence on tho x-nx is and the tonRent of the angle t h a t 
the t r ack makes wi tli tho v e r t i c a l plane on the y - a x i s . 
Figure lib has t he p r o j e c t i o n onto the x - a x i s . The a 
nf the Cniisftlan tha t "fits t h i s d i s t r i b u t i o n , d ivided 
by J2 1B 3.0 • 0 , 22 , which i s our r e s o l u t i o n . Wo have 
done t h i s measurement on many runs and F ig . 6b i s t y p ­
i c a l In that the d i s t r i b u t i o n f i t s a Gaussian r a t h e r 
w e l l , with very few events out in the t a i l . The re fo re , 
in c o n t r a s t to the s p a t i a l r e s o l u t i o n , which has a nen-
Gausslan tail, chc i o n i z a t i o n r e s o l u t i o n i s f a i r l y 
s t r a i g h t - f o r w a r d to measure and i n t e r p r e t . 

The fac t tha t we can get t h i s good Gaussian f i t in 
r i g . 6b and tha t the s c a t t e r p l o t in F ig . 6a has no 
s i >e to i t shows t h a t we are a b l e to c o r r e c t w e l l for 
e l e c t r o n c a p t u r e . In f a c t , for the run used for F ig . 6 
t he e l e c t r o n cap tu re r a t e was 0.60 pe r me te r , and a 
t r a c k a t the c e n t e r of the TPC has a p u l s e he igh t of 55% 

of the pu l se h e i g h t of 4 t r a c k w i t h t he same v e l o c i t y a t 
the end of the TPC. Although wo can o p e r a t e wi th such 
higii e l e c t r o n c a p t u r e , wo in tend t o fi:< the problem 
and r e t u r n t o the c o n d i t i o n s of our August cosmic ray 
t e s t s when the cap tu re was c o n s i s t e n t l y l e s s than 10X 

We have measured the dE/dx r e s o l u t i o n for many runs 
in our November cosmic ray t e s t a . The dE/dx r e s o l u t i o n s 
measured a t t he same p r e s s u r e and magnetic f i e ld ag ree 
wi th one a n o t h e r . Tie r e s u l t s t h a t wo ob ta ined a t 
t h r e e d i f f e r e n t p r e s s u r e s , averaged over a l l runs Qt 
4 kfl magnet ic F i e l d , we re 2 

dE/dx r e s o l u t i o n 
(X) 

p rossuro 
(Acti) 

8.64 
4.02 
1.50 

<2.80 
(3 .56 
(1*65 

O.QG) 
0 .09) 
O . U ) 

These errors are statistical only. He estimate that 
there aTe systematic errors of about 0i2£ also. 
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Fig . 6. a) A s c a t t e r p l o t for one 8.6 
atmosphere run of the tangent of the angle 
tha t the cosmic ray t rack tnakpB with a 
v e r t i c a l plane a g a i n s t the f r a c t i o n a l 
d i f f e r e n c e in the 65£ t r u n c a t e d means 
measured For the t rack measured in two 
s e c t o r s , and b) a p r o j e c t i o n of t h i s 
t r unca t ed mean d i f f e r e n c e . The width of .--
t he fiatissian f i t cor responds to a dE/dx 
r e s o l u t i o n of 1.0Z. 

Comp.trison with Expec ta t ions 

The 2,8X r e s o l u t i o n t ha t we found a t S.6 a tmos­
pheres I s b e t t o r than the 3% t h a t ve s e t for our goal 
a t 10 a tmospheres . How much b e t t e r could we do? We 
know t h a t we can i n c r e a s e the number of w i r e s t h a t we 
use and t h a t we con reduce t he wi re gain f l u c t u a t i o n s , 
With t he se improvements we should be ab le to reduce the 
2.8X to 2 . 6 2 . The Monte Carlo s i m u l a t i o n s t h a t we made 
before we b u i l t the TPC i n d i c a t e d t h a t 2.5% was the 
b e s t t h a t we could d o . I f we use the dE/dx d i s t r i b u ­
t i o n t h a t we observe (one l i k e the one in F i g . 5 , but 
wi th n-inimum i o n i z i n g t r a c k s only) a s the i npu t t o a 
Monte Ca r lo , we e s t i m a t e t h a t 2 .42 i s the b e s t t h a t we 
can do a t S.6 a tmospheres . The re fo re , the 2.SX r e s o ­
l u t i o n tliat we see a t 3.6 atmospheres seems to be 



within 20% of tlic best that we can expect to do. 

Relat ivls t ie Rise Measurements 

We have measured the r e l a t i v i s t l c r ise in the 
energy loss distr ibution for our cosmic ray muons. 
Such a measurement i s shown in Fig. 7. Plotted also 
on this figure, with arbitrary normalization, is a 
calculation of the moat probable value 3 of the ion­
izat ion. The disagreement between the raoastiroment and 
the calculation at hi^li monrcntutn is due to a presently 
poor niorjentun resolution acid a rapidly falling no-
men turn dis t r ibut ion. At present, our rcoraentum reso­
lution is about 50Z at 6 CeV. 

We characterize the t e l a t i v i s t l c r ise by the ra­
t io of the k~TT separation at 3.5 CcV to minimun ion­
izing, which we neasurc with our noons ,TB 

dE/dx (3,65 fleV) - dE/dx (0*73 CeV) 
(dE/dsJwln k~rr separation 

Our measurements of thoso values aroi 
Pressure k~ir separation at 3.5 fieV 

1.50 0.176 ± 0.009 
4 .02 
a . 6 4 

0.151 
0.121 

0.005 
0.005 

These values of k'T separation agree with the calcula­
tions that we made, as seen in Fig- B, though they are 
somewhat smaller than those predicted by others." 

When we combine our treasured resolution:: with the 
calculated k~~ separation, we can calculate ti'° nurber 
of standard deviations of k~u separation that wt can 
expects These arc 

Expected Standard Deviations 
of k"v Separation 

Pressure 

1.50 
4.02 
a.64 

3.41 t 0.16 
3.76 i 0.13 
3.92 ± 0.15 

Thus our findings are rhat there i s l i t t l e pressure 
dependence for the k~ir separation in the TPC. The 
separation at 8.6 atmospheres is only 15 t bZ bet ter 
than at l.S atmospheres. 

Actual Resolution 

The resolutions that ve have quoted so far in­
volve coopering a track with i t se l f . A sore severe 
tesc of the resolution is c*» corrpare many different 
tracks at the sane mcraentum* The resolutions thut we 
get by this method are worse than the previously 
quoted resolutions by about 35% at a l l three pressures, 
ThiB i s true even for minioum ionizing part icles for 
which the Eonentum resolution does nut seriously de­
grade out dE/dx resolution. We have not yet under­
stood t h i s . 

Par t ic le Identification in Mulci-Track Events 

The TPC has jus t moved into the beam at PEP and 
we have, aa yet no experience with i t s ab i l i ty to do 
par t i c le identif ication in multi-track events. Our 
Simulations indicate that for Q-Qbar events at 15+15 
GeV we can get re l iable dEdx measurements for tracks 
that are at least 3 cm away from other tracks in z. 
The effect of this i s to get pood ionization ceasure-
ments for about 90X of the tracks and get poor ac­
curacy on the rest< 

PEP-H RUN 3-115 
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Fig. 7. TPC measurements of the ionization 
of cosmic ray muons at 4 atmospheres. The 
data points are averages of 652 truncated roans. 
The dashed curve is n calculation (arbi t rar i ly 
normalized) of the most probable energy toss. 
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Fig. S. A calculation of the nost probable 
value for the energy loss in the TPC for three 
different pressures-
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PARTICLE IDENTIFICATION BY dE/dx SAMPLING IN NEON 

I. Lehraus, R. Mot 
CERW, Cenev 

Summary 

Systematic studies of identification efficiency Cor 
e/i/p weve performed in a variety of noble gdfl mixtures 
and in pure hydrocarbons at pressures up to 5 aCm using 
a 15 GeV/c tagged beam. Neon mixtures were found to 
give the best results (6.7 Q n/p separation at 1 atm). 
Replacing the conventionally used argon by neon would 
permit a reduction of detector depth by almost a factor 
of two. The measurements were carried out in a 
detector with 64 pairs of 2 x 2 em 1 proportional 
counters and a 50 cm drift space-

Performance of the neon mixture was verified in a 
Longitudinal drift chamber consisting of 16 Btages oE 
4.? cm drift each using Plash ADC vich 25 ns sampling 
internals. The results fire similar to those obtained 
by charge integration over large samples in a detector 
of the same total length* 

Introduction 

Efficient particle identification by ionization 
sampling in the relatlvistic rise region requires 
resolution in the fl-9% FWHM range. This is difficult 
to achieve in a compact colliding beam detector, in 
which a typical track length will be of the order of 
1*5 ra. Increasing the operating pressure improves the 
resolution, but this effect is practically cancelled by 
a reduction of the relativistic rig*: slope at high 
pressures. Therefore, an extensive study of a wide 
variety of gas mixtures is clearly required to 
determine the best performance. 

Furthermore, optimization of the design parameters 
of a colliding beam detector demands precision which 
can only be realized in a full-aiie detector segment. 
Indeed, a combination of several secondary effects, 
which were not even noticed in the first generation of 
colliding beam devices designed for operation below the 
ninimum of ionization (typical resolution about 155! 
FHHM), may now appear at a high order level. 

The present experiment was dedicated to a detailed 
study of Limits of resolution and linearity of response 
in various gas mixtures at pressures from 0.5 to 5 arm 
with up to 50 cm of drift. In addition, a multistage 
longitudinal drift chamber with fine sampling was used 
and its performance compared to results obtained by 
classical charge integration over large samples. 

Measurements yith 64 e&ffiples of *v cm 

The experimental set-up has been described in 
detail in ref. 1. The detector illustrated in fig. 1 
consists of 64 pairs of 2 K 2 cm 1 proportional cells> 
separated by a double grid from a 50 cm drift space. 
The cell structure is given in fig. 2. The HV, signal 
and field wire spacing is 1 cm and the distance between 
the two separation grids is 0*5 cm. For the signal 
wires 25 u diameter stainless steel was chosen- The 

neueon and U. Tojespy 
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gas amplification factor was kept in tht> 10 1 range to 
assure linear amplitude response. The grid transparency 
was optimized as ahown in the example on fig, 2 by 
using the beam aligned on the boundary and adjusting 
the grid potentials* Transparency was always above 
0.94. The charges collected by the individual cell 
pairs were integrated, amplified and processed by a set 
of &4 ADC's with 3-bit resolution. The measurements 
were performed at 15 GeV/c- in a tagged bean of protons, 
pions and positrons. The beam spot size was 4 cm FWHH 
and the momentum hite ± 0.25X. A general description 
of the measurement procedure and an elaboration of the 
results for all studied gasefi is given in ref. 2. Here 
ue put Che emphasis on neon mixtures and those aspects 
of their ionization behaviour that make the use of neon 
attractive. 

The width of the single 4 cm sample dE/dx 
distribution at 1 atm is plotted in fig. 3, taken from 
our previous paper , for noble gases and pure 
hydrocarbons. Surprisingly, the results for neon, 
argon, krypton and Kenon show practically the same 
resolution. Pure hydrocarbons have narrower 
distributions which, in contrast to the noble gases, 
improve with increasing molecular weight. 

For Ne + 10Z C|H,, fig- 4 shows on example of 
truncated mean (lowest AOt) distributions from 6& 
sample?, of 4 cm at ! atm, corrected for individual cell 
response. 

In fig. 5 the final resolution as a function of 
pressure for 64 K 4 cm samples is shown. Ac L ntm the 
resolutions for He, Kr and Xe are all very close to 
9.51 FUHH. Using neon instead of argon means a reduc­
tion of the detector depth by a factor of 1.7. Seen 
could thus replace much nore expensive krypton and 
Kenon. The hydrocarbons give much better resolution 
but, unfortunately, their relativistic rise is very low 
and BO the advantage is lost. This is apparent in 
fifi. 6 where the e/p peak ratio at 15 GeV/c is plotted 
as a function of pressure. As expected, xenon has the 
highest relativistLC rise, fclLowed by krypton. The 
difference between neon and argon is only about 10Z. 
All hydrocarbons dhow considerably lower values of 
relotivistic rise. 

By expressing the distance between various particle 
peaks in units of the standard deviation of the final 
resolution, we obtain the resolving power D/o. This 
is plotted in fig. 7 as a function of pressure. At 
1 atm neon, krypton and xenon have practically the same 
merits for ?T/P separation at about 6.5 o whereas argon 
is at the 5.3 o level. Only ethylene and propane give 
results comparable to argon. Note that neon at 0.5 atm, 
which corresponds to about 1.3 m detector depth equiv­
alent, gives (in our particular case) the same result 
as argon at 2 atm. The e/n separation is at 2.5 a- for 
neon compared to 3.0 a for argon. Pure hydrocarbons 
ate grouped at the L.5 IT Level. 



Signal attenuation by electron attachment j n 

different gjses was measured over 41 cm of drift 
distance and is shovn in Cig. if. Clearly, all noble 
gases and methane could be used at moderate pressures 
without problems* Ethylene and ethane arc acceptable 
at atmospheric pressure and propane may si ill be useful 
in very small samples. 

Drift velocity in _j)csn mixtures 

Dri[t velocity nvasuretnurits were r.ade in a small 
iesr chamber* As shown in fig., y, saturated drift 
velocities in the 3-4 qi/ r> ranRc can bo reached in 
several neon mixtures alread/ at low E/p values. Low 
percentages oC cither propane or isubutanc Seem to be 
the most satisfactory. The aeon/argon mixtures nave 
the advqntJiyL- that their density is practically equal 
to air, which is important in wornc- applications. 

Longitudinal d'J_ft aud_tinQ sampling 

This method was originally proposed ,it BNl-J. A 
multistage longitudinal drift chamber was constructed 
and lusted usin^ the same mson misturcs, so that n 
ttiract comparison could l>o made between charge integra­
tion over lj*T,e samples ,md fine sampling with many 
smalI intervals. 

T'.ic geometry of the detector is presented schemat­
ically in fig.. 10 •-there two stages iron the totnl of 16 
UTU siiuw/N '" ••;]! stage* the ionization deposited in 
the- drift space (the 4.7 cm between the 'IJ V thick 
aluminium'fni) JJV electrode and Lho E"*1) u*'s drifted 
along ciu larlicle Lrjjt'CLory into proportional colls 
OJ 0-B x O.B cm' section' The 15 cm long HV and 
I ielu vires are 50 u in diameter, the signal wires 
Jrt ul 10 u diameter silver plated tungsten* Another 
toil al act rode s^purates tl*o adjacent stagP3. Uniform 
dritt field is maintained uy a cage structure formed by 
tubular bras* electrodes- The total detector length is 
BH cm wittiout the ;;as tight box. The beam direction was 
perpendicular to the jircs. The triggering scintilla-
Lion counters were U.6 ci" wide, aligned on the central 
Ccits and J cm Jong, covering the middle part: of the 
wires, i\ vuto scinti1lntion counter guarding the full 
Detection jr'!*1 --ias used to ramove background and 
>mj]iip)u nils. 

A moriilieti circuit uf the original fast amplifier 
developed at fctff. (described in rof. 4) WJ5 connected as 
close as possible to the signal wire of each cell. When 
•incited by an input delta functinn> the shaped output 
pulse had n rise t Lite of 18 ns, fall time of 26 ns and 
& FWHH of 32 ns. 3ing.e-cJectron cell response produced 
a positive 7 mV output signal when the chamber was 
operated jt a gas amplification of 10* and the o noig c 

was 1300 electrons referred to the amplifier input. 

Tho output signals were transmitted via coaxial 
cables to a 16 channel 6-bit FAOC system which was 
operated continuously with a sample interval of 25 ns. 
Data wLirc stored in fast 25&-bit RAH buffers upon 
receipt of the event 1O(J»C decision- Between consec­
utive particle?, these data were transferred to an 
intermediate buffer until the end of the beam spill, 
and then read into the on-line computer between 
ejections. 

The IS CeV/c beam particle flux wae kept low to 
avoid space charge from positive ions and to limit the 
data transfer [oad (up to 4000 bytes of information per 
particle). A dead-time defining veto was provided to 
prevent pile-"up problem* 

A typical example of one particle registered in a 
single stage, using a waveform recorder, is shown in 
fig. 11. fhe sampling interval was 10 ns .and the drift 

velocity in No * 5% C,H, was 2*2 cm/us. The spike nt 
the beginning corresponds to the addition of ionization 
from both SIUDS of the signal uirc o£ the track Mgtacnt 
Crossing cho proport ional to 11• 

Summing up corresponding samples from all 16 stages 
mid for many particles creates the familiar shape shown 
in fig* 12. The sampling interval was 35 ns and the 
drift velocity in the Ne + [<U C^H, mixture wjs About 
3-6 cm/us so that the distance between samples was 
close to 0.95 ran. 

The arrows on fig. 12 indicate tno J 5 chosen 
samples on the platcnu used for the further dnta 
analysts, Single sample distributions for IS GcV/c 
protons and! positrons eve plotted in Fig* 13 within the 
(5-bit FVlDCs' dynamic range. 

Th** final distributions of mĉ in of 60S smallest 
values from 560 samples (16 stages af 35) for tagged 
protons, pions and positrons arc plotted in fig. 14* 
The differences between individual stage responses and 
the 2-33. droop from sample 16 to 50 were not here 
corrected. The first effect lios only a limited 
influence on the final distribution - the ionization 
fluctuations being predominant, the droop is difficult 
to correct for every individual Crack due to a 
dependence on the ioni^otion values registered in the 
preceding samples. 

The results obtained in N<s + 10SL C3rth at 1 a tin for 
560 samples of 0.95 mm interval are GummnriEdd1 as 
folIowa: 

Resolving 
power D/o 

Mean of smallest 
102 2DZ UDl 302 100X 

e/p 

u/p 

3.B2 4.bfl 4.61 4.52 3-4? 

1.01 1.1& 1.29 1.18 1.18 

2.81 3.42 3.33 3.34 2.24 

Conclusions 

A new gas mixture containing neon and a low 
percentage of hydrocarbons CC (H ( ) C3tit or £C kHi 4) in 
proposed for d£/dx sampling applications in the 
relativistic rise region. Particle identification 
efficiency in neon was found to be equal to results 
obtained in xenon and krypton. Note chat atmospheric 
krypton is contaminated by the B-emitting *'Kr isotope 
which prevents its use in big volume detectors. Us-o of 
«£«n instead of argon opens the possibility to teach 
6D separation for TT/P up to about 20 CeV/c in a 
detector depth below 1.5 m and at atmospheric pressure-
At the same timef the radiation length in neon is about 
3 times longer than in argon* 

Comparing results obtained in identical conditions 
using charge integration in 64 x 4 cm samples and 
longitudinal drift Hith fast sampling in 560 x 0.95 mm 
intervals, we found similar e/ff/p ionization ratios in 
hoch cases. On the other hand, the resolving power T>/a 
was reduced by a factor of two in the Longitudinal 
drift approach. This is in fair agreement with a 
square root of the total length ratio for the two 
detectors. It should be remembered that, ftom the 
total length of 88 cm for the longitudinal drift 
chamber, only bOX (i.e. 1& stages x 35 x 0.95 mm) ware 
exploitable for ionization sampling, SoDe improvement 



of the performance of this method is certainly 
possible, but there seems to be very little difference 
in the depth required for either of these detectors. 
For the longitudinal drift resolution no gain is to be 
expected by increasing the pressure, since for a given 
maximum sampling rate the amount of ionisation deposit 
between samples is increased in proportion. In the 
case of inclined and curved tracks the implications of 
varying interval length during the fine sampling are 
hard to assess, especially when the average distance 
between the ionization clusters is of the same order as 
the diffusion in the gas and the sample interval 
itself. Furthermore, for the data acquisition and 
later data analysis it should not be overlooked, that 
in the longitudinal drift method the amount of data to 
be processed will vastly increase in coraparison to 
charge integration over large samples* 
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Fig. 1 - Electrode structure of detector used in 
studies of resolution in various gases and at various 
pressures. 64 % U cm samples, 50 cm drift space. 
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Fig. 2 - Details of the 2 • 2 cm' proportional, cell 
geoeeery including the separation grids. Exaaple at 
optimization of grid transparency by adjusting the grid 
potentials so as to merge the peaks of the cruncaced 
mean distributions measured inside the cella (1) and in 
the drift space (3). Beam aligned on the boundary; the 
secondary peak (2) coc.es from the region between the 
grids. 
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r'ifi. 11 - Example of a single event in one stage 
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I n t r o d u c t i o n 

In a r e c e n t s e r i e s of t e s t a * i t has been shown 
t h a t t h e s e n s i t i v i t y for charged p a r t i c l e i d e n t i f i c a ­
t i o n v i a t h e r e l a t i v i s t i c r i s e in I o n i z a t i o n l o s * can 
be enhanced by u s i n g l o n g i t u d i n a l d r i f t and f a s t e l e c ­
t r o n i c s t o of feci: ve ry email sampling I n t e r v a l s . With 
t h e chamber geometry I l l u s t r a t e d in F i g . l o ( i . e . , o p ­
e r a t i o n in t h e " t i m e expans ion" node) e l e c t r o n s from 
i n d i v i d u a l i o n i z i n g c o l l i s i o n s d r i f t s e q u e n t i a l l y on to 
t h e anode w i r e w i t h a t i n e s t r u c t u r e de te rmined by t h e 
d r i f t v e l o c i t y in t h e gas* After f a s t p u l s e shaping 
t h e r e s u l t a n t vaveforra i s d i g i t i s e d wi th a f l a s h - e n c o d ­
ing ADC a t D frequency of IOOMHE. For t h e t e s t s d e ­
s c r i b e d i n Kef. 1 t h e s m a l l e s t sampling I n t e r v a l was 
1/4 o , and t h e o e n s i t i v i t y o? rmss ( v e l o c i t y ) d i s c r i m ­
i n a t i o n was s tud ied f o r 1 meter of t r a c k l e n g t h w i t h 
sampling i n t e r v a l s rang ing from 1/4 nWsample to 1& mm/ 
sample, t h e upper end of t b l o r a n g e being t y p i c a l of 
c o n v e n t i o n a l i o n i z a t i o n sampling d e v i c e s . 

The r e s u l t s of t h e s e i n i t i a l t e a t s are-summarlscd 
in F i g . 2 a s a func t ion of t h e nample s i z e . The r e s u l t 
ach ieved w i t h 1 meter of c o n v e n t i o n a l sampling ( I 5 I 5 - 1 , 
Kef. 2) l a shown for compar ison. For l a r g e sample 
s i z e s t h e r e s u l t s a r e comparable t o t h o s e of t r a d i t i o n a l 
t e c h n i q u e s , and a s i g n i f i c a n t Improvement I s ach ieved 
when t h e sampling frequency I s i nc reased by rough ly an 
o r d e r of magn i tude . ThE.se r e s u l t s were g o t t e n w i t h a 
S 3 a l l t e s t chamber i n which m e t e r - l o n g t r a c k s were s i m ­
u l a t e d by p i e c i n g t o g e t h e r many t r a v e r s a l s of a s i n g l e 
d r i f t g a p . We r e p o r t h e r e on t h e s t a t u t of f u r t h e r 
s t u d i e s t o s e e whether t h i s improvement in s e n s i t i v i t y 
can he d u p l i c a t e d w i t h a chamber of p r a c t i c a l d imens ions 
and many r e a d o u t c h a n n e l s . 

l e s t Conf igu ra t i on 

For t h e p r e s e n t t e s t s we u s e a m u l t i p l a n e chanber 
i n c o r p o r a t i n g t h e geometry i l l u s t r a t e d In F i g . l b . Here 
t h e s ense p lanea (anode p l u s f i e l d wi res ) a r e l o c a t e d 
s y m m e t r i c a l l y between p l a n e s of c a t h o d e w i r e s w i t h 
e l e c t r o n s d r i f t i n g from e i t h e r s i d e . Each s ense p l ane 
i a ins t rumented w i t h 10 a c t i v e anode w i r e s . The w i r e 
l e n g t h i s 20 ca and t h e anode w i r e d i ame te r i s 20 \aa. 
The chamber hae 10 such p lanea {100 a c t i v e wires) f o r a 
t o t a l d e p t h a long t h e bean of 40 cm. The t e s t d e t e c t o r , 
which -Has c o n s t r u c t e d by t h e CERN EF D i v i s i o n , i s shown 
i n F i g . 4 . 

A l l t e s t s have been c a r r i e d out w i t h a g a s m i x t u r e 
of SOS argon/2Q£ G ^ . The p o t e n t i a l s on t h e c a t h o d e 
and f i e l d w i r e s a r e a d j u s t e d to g i v e a d r i f t e l e c t r i c 
f i e l d of ^ 300V/cm and an a v a l a n c h e g a i n ( f o r f u l l 
*Work suppor ted by t h e U . s , Dept , of Energy. 

cha rge c o l l e c t i o n ) of ^ 10 , The d r i f t f i e l d was chosen 
t o g i v e an e l e c t r o n d r i f t v e l o c i t y of 1 cm/ijacc, ^ 1 / 5 
t h e tiaturotcd, v e l o c i t y in t h i s g a s m i x t u r e . The volume 
ef uniform f i e l d ( adequa te f a r l o n g i t u d i n a l d r i f t mea-
6Utcncnts of dE/dx) ex tends t o w i t h i n ±2 mm of t h e sense 
p l a n e and ±1 mm of t h e c a t h o d e p l a n e s , Hence, in p r i n ­
c i p l e . 802 of t h e t r a c k l e n g t h through a chamber of 
t h i s geometry i s u s a b l e for i o n i z a t i o n l o s s measure ­
m e n t s 

The r eadou t e l e c t r o n i c s c h a i n i s i l l u s t r a t e d in 
F i g . 4 . A l o u - n o l s c , common-baae p r e a m p l i f i e r i s 
a t t a c h e d d i r e c t l y t o t h e end of each anode wire* f o l ­
lowed by a shaping and f i l t e r a m p l i f i e r which c o n s i s t s 
of a a m i - G a u s s i a n i n t e g r a t o r w i t h a p o l e - z e r o t o l l 
c a n c e l l a t i o n . 3 The p u l s e width (FWKM) of t h e r e s p o n s e 
to a s i n g l e c l u s t e r of e l e c t r o n s ( x - r a y source ) was set 
to be 2D n s e e . For thcuc. t e s t a t h e o u t p u t s of a l l pru 
a m p l i f i e r s in a g iven p l a n e were sunmed a s inpu t to a 
s i n g l e shaping a m p l i f i e r . The shaped s i g n a l was d i g i ­
t i z e d w i t h a 6 - b l t (64 l e v e l ) f l a s h encoder o p e r a t i n g 
a t 100MHz. The d i g i t a l o u t p u t from each channel was 
buffered in a 6 x 256 b i t s h i f t r e g i s t e r o p e r a t i n g a t 
t h e same c l o c k speed, 1* a l lowing t h e s t o r a g e of ^ 2 . 5 
usee of d r i f t In fo rmat ion in each c h a n n e l . For t h e 
chanber c o n f i g u r a t i o n of F i g . l a , and t h e chosen d r i f t 
v e l o c i t y , t h e t o t a l d r i f t t ime i s 1,8 iisec and each 10 
VBec d i g i t i z i n g i n t e r v a l c o r r e s p o n d s to ,27 ran of t r a c k 
l e n g t h . 

The i r e s u l t s r e p o r t e d h e r e were o b t a i n e d in a 3*5 
GeV/c pos . t i v e beam a t t h e CERN Proton Synchro t ron , 
P r o t o n s , - . ions and e l e c t r o n s were tagged wi th a p a i r of 
t h r e sho ld Cerenkov c o u n t e r s and a load g l a s s shower 
c o u n t e r . The beam was normal ly i n c i d e n t o; t h e s ense 
w i r e p l a u e s a s i n d i c a t e d in F i g . 1, 

Tes t R e s u l t s p 

Figure 5 shows the ADC response for a single track 
crossing a dr i f t c e l l . The f i r s t sig^Tl arr ival a t the 
anode wire occurs In bin 19, prior to which one sees a 
DC off-set level of i-13 counts which Ud3 provided in 
order to study the baseline behavior as the signal de­
velops. Typical structure i s observed, corresponding 
to the sequential a r r ival of c lus ters of drif t ing elec­
trons. Individual c lus ters ( i . e . the resul t s of single 
ionising coll isions) are not resolved, but are blurred 
by the effects of electron diffusion, f in i te pulse 
shaping width, and the fact that the observed signal in 
a given time interval Is a superposition of ionization 
loss from either side of the sense plane. At the be­
ginning of the pulse t ra in the signal Is character is­
t i c a l l y large, corresponding to the portion of track 
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(-V ±3 ran) which l i e s In the high-field region near the 
sense wire plane. There the dr i f t velocity is essen­
t i a l l y saturated, and the collected charge per unit 
time is greater than that from the uniform dr i f t region 
by a factor of about 5, For the i l lus t ra ted track this 
in i t i a l pulse exceeds the dynamic range of the ADC, 

Our procedure for evaluating the effectiveness of 
very fin* sampling Intervals for par t ic le discrimina­
tion Is to divide each traclt into sampling intervals of 
2, 4, 16 or 64 of the rudimentary time bins. The charge 
i s integrated in each interval, after subtracting the 
baseline, and the resultant samples used to evaluate a 
parametric estimator (e.g, the truncated mean) of the 
ionization loss far the track. By spreading the ioni­
zation charge ovrr many measurements, each involving a 
small signnl, the longitudinal drif t technique is ex­
tremely sensitive to the s tab i l i ty of the baseline, and 
changes in the zero level during the ciarge collection 
time must be corrected for. Ideally, the signal pro­
cessing el ' :rironies should obviate the- need for such 
corrections. The tnil-cancelling networks* for instance, 
are designed to remove one source of baseline shift* 
For the circui try uhich we used in these tes t s another 
source, with similar effect, comes into play for col lec­
tion times which arc long compared to the aingle-elec-
tron shaping time! the cumulative effect of AC coupling 
in the system gave a time constant of ^10 use?, which 
Is appreciable compared to the total tJrift time of i»2 
usee. Hence the level of the baseline f a l l s off during 
the course of the pulse t ra in at a r a t e which is pro­
portional to the signal charge. To the extent that the 
A PC data include a conplcte time history of the signal 
on the wire, th is effect can be corrected for, on a 
track-by-erack basis as i l lustrated in Fig. 5, Figure 
6 shows the signal, for incident protons, averaged over 
many track segments. The shaded area indicates the con­
tribution accounted for by the baseline correction, 
which *& substantial . We stress that this off-l ine cor­
rection, which is necessary fat the analysis of the 
present data, should not be necessary in principle and 
indeed is not consistent with the requirements of a 
practical detector. We arc presently designing c i rcu i t s 
which will incorporate dynamic baseline restoration in 
an effectively UC coupled! amplifier ctuin. 

In Fig. 7 we show pulse height distr ibutions ob­
tained from the data for electron and proton tracks, for 
both "larg*" jnd "szxll" sampling intervals . The 1? w» 
samples (Fig. 7n) were obtPined by suttmiine, the digitized 
information over groups of W successive 10 nsec t ine 
bins, The 1/2 mm samples are similarly obtained, by 
summing in groups of 2. (Two uccessive digit izings 
span A time interval equal to the 20 usee width of the 
shaping c i r c u i t ' s response to an impulse of charge.] 
The horizontal scales are in ADC counts, with 2 ADC 
counts corresponding roughly to the signal charge in­
duced by a single drift ing electron. The distr ibutions 
in Fig. 7a are consistent with resul ts obtained from 
conventional measurements of Ionization loss in similar 
thicknesses of gas, except that the d^lta ray t a i l a t 
large pulse heights i s somewhat suppressed in our daia 
by the limited dynamic range of the flash encoders. 
The small samples (Fig. 7b) exhibit a more pronounced 
dependence of the shape of the energy logs distr ibution 
on par t ic le velocity: both the protons (minimum ionis­
ing) and the electrons (on the Fermi plateau) have some 
contribution at zero pulse height, the electrons having 
a substantially broader spectrum. The r e l a t iv l s t l c 
r i s e , as measured, e.g* by the ra t io of most probable 
energy loss for electrons and protons, is larger for 
the smaller sample size. 

To compare the sensi t ivi ty for par t ic le ident i f i ­
cation with previous resul ts , we calculate the trun­
cated mean pulse height for 1-meter track lengths* At 
the time of this tes t only 6 of the 10 planes In our 
chamber were fully instrumented with readout electron­
ics , corresponding to ^20 cm of usable track length for 

each Incident par t ic le . The useful track length was 
further res t r ic ted, by about a factor of tub, by the 
requirement that the i n i t i a l pulse from charge near the 
anode wire not exceed the range of the AUG, This was 
necessary for the baseline reconstruction discussed 
above. Hence, although one of the aims of th i s test 
was to investigate the performance of a device incorp­
orating many of the character is t ics of a ful l -scale 
detector, i t was s t i l l necessary to srsenble 1-raetcr 
track lengths from data accumulated over several suc­
cessive par t ic le t ravcrsals . 

Having assembled1 on ensemble of 1-meter track 
lengths, each track was subdivided into various sampling 
Intervals ranging from small (^2000 samples/meter) to 
large f/v60 samples/meter) And the truncated mean, re ta in­
ing the 40X smallest pulse heights, was calculated for 
each case. The resul t s as o function of sample size, 
ore shown In Fig. 3 . The resolving power for d i s t in ­
guishing electrons and proton* clearly improves ns the 
sampling frequency is incrpasod* The separation (s -
3.6} obtained with 17 mm sample size is comparable tb 
that achieved with conventional dE/dx measurements over 
1 meter of track length, as indicated by the point l a ­
beled 1SIS-I on Fig. 2. The saac set of tracks shows 
significantly better sepnrntion as the fine-sampling 
Information i s exploited. With the smallest sample 
s i te (1850 samples/meter of track) the figure of merit 
SCp i s improved by a factor of ^2 over the conventional 
sampling geometry. The origin of thiB improved sens i ­
t iv i ty i s made visually cleat in Fig. 8 (and is explored 
in deta i l in Hef. 1): the r e l a t i v i s t s r i s e i s enhanced 
at small sample sizes, v i th no degradation in rms width 
of the truncated mean dis t r ibut ions . 

The values of S e p obtained in this test fa l l sys­
tematically below those of our previous measurements, 
which arc summarized in Fig. 2, We may l i s t several 
reasons contributing to thn difference: 

1. The present measurements invclve a large cham^ 
ber, with many readout chirnels . The previous 
tes t s employed a single readout channel. 

2. Ionization charges drif t ing from either side 
of the symmetrically placed anode plane n r o 
simultaneously recorded in the present tostB. 
This saves space, but must cost something in 
resolution, 

3. Residual errors remain, for the present data, 
after the baseline correction discussed above. 
The previous tes t s involved much shorter d r i f t 
times (£ 400 ns) , and no such corrections were 
required. 

The f i r s t , aud probably also the second, of these 
points are endemic to a large chamber of practical 
geometry u t i l iz ing th i s technique. We believe that er­
rors associated with baseline s t ab i l i t y can, with modi" 
Fled readout electronics, be reduced to the level at 
which no off-l ine correction i s required. 

Conclusions 

In our earl ier work^ and In new resul ts by other 
groups presented at t h i s conference 5* 6 one has seen the 
potential for significantly improving the resolving 
power of r e l a t i v i s t i c r i s e measurements by exploiting 
longitudinal d r l t t and fast digi t izing electronic? ea 
achieve very fine sampling of the ionization loss , 
This opens the possibil i ty of compact and uncomplicated 
structures for par t ic le detectors covering large solid 
angles in colliding beam experiments. In the work pre­
sented here we hava investigated the fine sampling tech­
nique in a chamber of many readout channels, incorpor­
ating electrode structures readily amenable to the con­
struction of a large detector which optimizes the rat io 
of f i luc la l track length to tota l detector length. We 
conclude that , in terma of the separation parameter de­
fined in Fig. 2, a discrimination power corresponding 
to S e p (3 .5 GeV/c) £ 7 Is a rea l i s t ic expectation for a 



full scale detector of 1 meter fiducial length. This 
can be achieved with i detector unosc total length la 
{ 1 , 5 a, A conventional device, with 1-2 en samples, 
would require £ 3 in fiducial length to achieve the same 
sensit ivity. {For the latter estimate we use the calcu­
lation of Allison 6 Cobb,2 which has accurately pre­
dicted the performance of several large devices.) 

We l i s t here some of the issues Khich need further 
investigation before a full scale de\lce can be feasibly 
undertaken: 

• Stable conttol of the zero-slcna! level in Che 
amplifier chain, as dlscuBsed above. 

< Study of the response as a function of Incident 
track anqlej e.g. the sensitivity to local gain 
variations due to space charge effects. 

• A systematic study of the monentum (velocity) 
dependence of the resolution, 

In the meantime, a conceptual design for Imple­
menting such a detector in the environment of a high 
energy colliding beam experiment i s i;iven in Ref. 7. 
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Fig. 1(a) Electrode geometry for the test chamber 
of Kef. 1. The Ions arrow • epresents a particle 
traje:tory; the short f.rrow gives the direction 
of electron drift . The catlude planes are metal 
fo i l s separated by 1.6 cm; (b) The geometry used 
for the teBts reported here. The cathodes are 
wire ploneB. The ful l chamner consists or 10 
active planes, of which 2 are shown here. 
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Fig, 2. The separation paramecer S a l ; is defined in 
the upper drawing, in terms of the difference aE 
between the centrolds of the truncated mean d i s ­
tributions for par t ic le types a and b, and the 
nas widths of the d is t r ibut ions . The lower plot 
Guorcarlzes the resul t s from Ref. 1 for electrons 
and protons at 3.5 GeV/e, with 1 meter track 
lengths, as a function of the sample s ize . The 
open triangle Blves the result from the IS1S-I 
detector (Ref. 2). 



Fig. 3 . The chamber jos t prior to insertion in the 
test beam. Direction of incidence i s from the 
lower l e f t . The vires are ve r t i ca l , and the pxe-
ampiiticrG, seen at the top of the chamber* are 
attached direct ly to the ends of the anodes 
(there are 10 preamplifiers on each of 10 sense 
vire planes)« 

Pig, 5. The ADC response From a typical track through 
one ce l l (4 cm) of the chamber. Full range oE 
the ADC te &* counts on the vert ical scale. The 
dotted curve under the signal gives the computed 
baseline for th is event (see t e x t ) . 

~j>SEEE&{> i; 

Fig. 4. The readout electronics chain. 
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Fig. 6, The ADC response averaged over many (proton) 
tracks, after baseline correction. The shaded 
area fa l l s below the baseline in the uncorrected 
data. 
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Fig. 7. Pulse height spectra for protons (dote) and 
electrons ( x ' s ) . (a) 17 mm afluiplea (W time "bins 
per sample); (k) 1/2 mra samples (2 time bine per 
sample). Electrons and protons are normalized 
to the same area in each plot . 

Fifc. 8, The truncated means foi LIO proton tracks 
(open histogram) and 72 electron tracks (shaded). 
Each track i s 1 meter long. The resul ts are 
shown £or ^ different sample sizes. 
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Introduction 

Inprovafcility of particle separation by neons of 
fine dE/dX sampling brings forth an idea of central 
tracking detector with particle identification capably 
ljty in the colliding boam experiment- Ludlan et al. 
(hereafter referred aa BNL tnedsuroment) at the first 
time reported their test results on the dE/dX measure-
raent with the sub-am sampling intervals! which indica­
ted that the paTticle separation could bo improved 
appreciably cotrp.ircd to that obtained with the ordinary 
sampling into1 vals (1-2 cm)• As a result, total gas 
thickness could be much reduced and particle separation 
In the roJativistic rise region could be rcolizcd even 
with a i m long chamber at an atmospheric pressure. 
However, for a practical application of this method, 
following basic features have to he further Investi­
gated. 

The length of drift space: 
With the longer drift space, the total number of sen&c 
wires can be reduced, but particle separation vould 
become worse because of the diffusion and attachment of 
drifting electrons. 

The width of Unit cell; 
The linear relation between the distance of the Ioni­
zation point and the drift time to the sense vjrc is 
distorted because of the cylindrical electric field 
around the sense wire, and this distortion may deterio­
rate resolution of dE/dX measurement for inclined 
cracks against the drift Eield. 

The offset of magnetic Eield: 
The above effect would be much enhanced in the magnetic 
field because of the distorted trajectory of driftinR 
electrons-

Readout electronics: 
Sophisticated readout . lectronics for signal shaping 
and fast-sampling of pulse amplitudes are required. 
For the large-scale application, mote than 10^ wires 
may be used and the construction co3t is dominated by 
the cost of fast Flash ADC and fast shift registers. 
Thereforei simpler and cheaper electronics have tr be 
considered from the viewpoint of economical compromise. 

Gain variation, cross talks, etc: 
These effects would deteriorate particle separation in 
a large-scale multi-layer detector. 

With above in mind, we hav° investigated the fine 
dE/dX sampling method with a longitudinal drift chamber 
{LTD) having a longer drift space and with simpler 
readout circuits than BNL's. Here, results obtained 
without magnetic field are presented. 

Description o£ the Apparatus 

for electron is in the Furmi plateau region. So, our 
results can bo compared directly with the BNL*s-

Chamber 

The LTD» as shown in Fig,l, has a drift region a£ 
SI Pin long and twelve cells of 10 mux 10 mm for gas 
anplification. Applied electric Field an the drift 
region was about (Kd KV/cm and electron drLft velocity 
was about 35 mm/us In the gas mixture of <J0t Ac 4 101 
CH^. Applied high voltage on sense wires was 1.S5 KV 
which resulted in gns amplificotion gain oT about 
2*10*. 

particle ( [^ 

Fig.l, Scheme; of our lmgttudLnal driEt chamber (LTD). 

Electronics 

Sampling time interval of 40 ns was chosen because 
of easiness to obtain commercially available Flash ADC 
{TRW TDC-1014J), and this choice helped to simplify the 
readout circuit. As For pulse shaping, only a long 
signal taii with t'mg constant af about 2.00 ns had to 
be filtered out in our case. On the otherhand, BNL'S 
ID ns sampling required to suppress two signal compo­
nents with time constant of larger than 10 ns. Then, 

{fft^fif^r^ 

A series of measurements were done using electron 
and pion beams of 500 MeV/c, which were obtained from 
the bremsstrahlung bean at the 1.3 GeV electron synch­
rotron of Institute for Nuclear Study* At this 
Momentum, dE/dX for pion is at its minimum and that 

Fig.2. Input signal to FADE for the pion of 500 HeV/c. 
Vertical scale is 200 inV/dlv. and'horizontal scale is 
200 ns/div. 



we used a fast and low noise pre-amplifier developed 
by Bole et al. 2 by modifying it to match with 40 ns 
sampling interval. Only one pole-aero shortening 
filter with tiiae constant of 60-70 na was used Instead 
of two pole-zero's and a semi-Gaussian Integrator In 
BNL's. A semi-GaussIan Integrater with time constant 
of 15 ns was introduced on a particular channel to 
study its effect* Observed equivalent noise charge of 
the prc-ampllfler was about 4000 electrons. A limiter 
was also introduced to prevent overload of succeeding 
amplifier for large pulses. Amplitudes of the signal 
frcta the amplifier were sampled by 6-bit FADC with 
the dynamic range of -1.1 V and digitized data were 
stored on three dual shift registers (TRW TDG-100SJ). 
The offset level of +100 raV was applied on FAEC in 
order to sti'dy the detailed behaviour of small ampli­
tude noises. Fig.2 shows an input signal to PASC for 
the plon passing through the LTD. 

Gain Moniiioring 

We used "Fe X-rays irradiating a particular sense 
wire to sonitor the long term gain drift of the aystetq. 
The pulse height spectrum for X-rayB vera measured 
between the beam spill cycles with LeCroy QVT module* 
We observed gain variation of 1-2? for whole teat 
period and it was corrected at the off-llna analysis. 

Analysis and Results 

Accumulated signal shape 

Fig.3 shows an accumulated signal shape for plon 
events. The smaller pulse height at the leading edge 

-< 30 

,.!"/••»•• 
4 «••!«•*«"•" 

**. 

u 10 20 30 40 50 60 
Drift time { x 40 ns ) 

Fig.3 Accumulated signal shape for plons. 
One horizontal bid represents the sampling time inter­
val of 40 ns and one vertical bin. represents FA0C 
resolution of 19 mV that corresponds to dE/dX of about 
15 eV, The offset of +100 mV can be seen. 

compared with BNL*s can be attributed to the effects 
of pulse height limitation by FADC dynamic range, 
different gas mixture and unadjusted timing of the 
leading edge. The long plateau region of about 1.4 ve 
corresponds to the drift region of 51 ram in the LTD, 
Slow rise of the average pulse height in the plateau 
is seen and this will be discussed later. 

Pulse height, distributions 

Pulse height distributions for pinna and electrons 
with 40 ns sampling arc shown in Fig.4 together with 
Landau distribution functions whose parameters were 
chosen to fit the data at smaller energy loss side. 
Single sample resolution W/E 0, where W is the FWHH of 
the pulse height distribution and E a is the Kost 
probable energy loss, is plotted in Fig.5. Our data 
for gas thickness of 1,4 ran is on the linearly extra­
polated line from the wide samplings in the figure.'' 
The measured ratio of the most probable energy losses 
for electrons and plons of 500 MeV/c is 1,7 ±0.1, which 
is lower than the predicted value of 2.05* 

o/E and R 

A one-meter long track was simulated by using 720 
Boraples of 40 ns intervals from the successive events . 

0 10 20 30 40 50 60 
Puis:: height ( * 19 nV ) 

Fig.4. Pulse height distributions for plonij and elect­
rons of 500 McV/c. Dotted curves ace Landau dLstribu-
cion functions. +100 raV offset ta subtracted. 
10 

5 

1 

0,5 

ctt/I 
Fig.5. Single sample resolution W/E 0. 
<^are data paints of our and BNL measurements. Other 
data and Allison's curve are referred from ref.4. 
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In the ft--.lowing» we analyzed the samples in the 
whole plateau region between the bin number 11 and 40 
in Fig.3. This sampling range corresponds•to the 
drift time of about 1.2 us and to the gas thickness af 
42 mm, which occupies 70% of the total thickness of 
our chamber £nd this percentage is quite large compared 
to 31X of BNL's. 

Fig,6 shows the r.n,s, resolution o/E of the trun­
cated mean energy loss for a one-mater-long track as a 
function of the sample retention. The resolution for 
plons is worse than that for electrons and which might 
be due to the relatively large electronics noise contri­
bution for pions. Relatlvistic rise R (=Ee/E-jr) is 
shewn in Fig.7. 
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Fig.6. o/E of the truncated mean energy loss for a 
one-meter-long rrack as a funcrion of the sample 
retention. 
• is for pions and $ ia for electrons. 

: * 

1 "1 1 ' — i — 

—
1—

i—
i 

i 
i -O

-

4 
<> 

1 • 

* * V 
20 40 60 

Retention 00 
80 100 

Fig.7. Relativistic rise of the enerj-y loss v.s. 
retention for 1*4 nun sampling intervals 

Particle selectivity S 

A figure of merit S as a measure of particle sepa­
ration is defined as 

, - Eu I - C o e + ffTi > 

where <o>=(oG+o^)/2i E x and o x are the mean of the 
truncated energy logs for a one-meter-long track of 
particle X and its standard deviation, respectively. 
Fig.8 shows distributions of truncated mean pulse 
heights for pions and electrons with the retention 
rate of 602. Fig.9 is a relation between S and reten­
tion rate, where the plateau of S =8 can be seen at 
retention rate from 402 to 90?. 

S in the narrow plateau region 

The plateau region of the accumulated signal shape 
was divided into ihree regions to examine the depend­
ence of S on the drift length. Same S values of about 
10 was obtained over three regions. This increment of 
S value can he understood from the fact that the 
uniformity of the average pulse height Is better in 
the narrow region. Slow rise of the plateau as seen 

Number 
of events 

pions electrons [ 

200 300 400 500 600 700 
Truncated mean pulse height 

C arbitrary unifcs ) 

Ftg.8, Distributions of truncated aw an pulse heights 
for one-meter-long tracks with retention of 60X, of 
pions and electrons at 500 MoV/c, Dotted curves are 
fitted rtaussinn distributions. 
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Fig.9. Relation between S and retention rate for om>-
meter-long tracks, where samples from the whole plateau 
region were used. 

in Fig.3 contributes to make the resolution worse when 
the data In the wider region arc used. The origin of 
slow rise could be attributed to the superposition of 
remaining signal tails, because an accumulated signal 
shape for 5 5Fe X-rays has shown that the tail of 1-22 
of its peak amplitude remains ac the time 1 UB after 
the peak. 

No appreciable difference between the coses with 
and without a semi-Gaussian intergrater was observed 
on every items described above, 

S _v_._s_._ sample .size 

The relation between 5 and the sample size was 
studied by assembling wider sample sizes with neigh­
bouring 40 ns samples. Data obtained through a 
channel with a semi-Gaussian integtater were used, 
because overflowed event rates from the FM3C dynamic 
range are very samll at this channel whose gain was 
1/4 of other's. Fig.10 shows S vts> sample size for 
samples in the central plateau region from the bin 
number 21 to 30 in Fig.3. Result of BN1> measurement 
with different gas mixture are also plotted and good 
agreement between ours and BNL's can be seen. 
With 1.4 mm sampling gas thickness ( = 40 ns sampling 



time Interval), improvement of particle separation by 
a factor of 1.7 has been achieved compared with 21 mm 
ojmpl lng . 

' : : J H 
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inL i Mini i i i i j jnf 
"o.i 1.0 10.0 

Sample thickness (ten) 
100,0 

Fig.10. Relation between S and sample size for one-
fiieter-lDnft tracks, whetc samples izviu the central 
plateau region were used. 
Q and 0 indicate our measurement with retention rote 
of 4D£ and 60K, respectively. + and t indicate BNL 
measurement with 40£ and 60% retention, respectively-

FADC resolution 

Effect of FADC resolution on S value was examined 
by tailering the data with 3, 4 and 5 bit resolutions 
ot the stage of off-line analysis, where the dynamic 
range of FADC was kept constant (-1.1 V). Almost jhe 
same S values were obtained at 4, 5 and 6 bit resolu­
tions, while about 15% deterioration was observed in 
Che case of 3 bit. However, when the dynamic range 
Is reduced to -300 mV, which corresponds to 60% reten­
tion for electrons, the S value with 6 bit resolution 
lg reproduced even with 3 bit FADC, 

Discussions 

Attoinable maximum S 

We studied attainable maximum s value with 40 ns 
sampling using samples In the centrel plateau region. 
For this purpose, we simulated a ore-meter-long track 
by randomly picking up 40 ns samples from all data, 
end c-alculated the truncated means- S value was much 
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Fig.11. o/Ev.s. retention rate, calculated from 
randomly picked up samples. 9 * s £° T pi° n s ana" fy 1B 
for electrons. 

Improved to about 14.5. Resultant o/E, R and S are 
plotted in Ftg.H, 12 ond 13, respectively. This means 
that the short range correlation between samples has to 
be reduced to obtain higher S value. The short range 
correlation may come from the extended ionizations, 
diffusion of drifting electrons and the alow reaponce 
of electronics circuits. But it is not clear yet Qt 
our present understanding. 
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Fig.12. R v.a. retention rate, cnlrulntcd from 
randomly picked up samples. 
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Fig.13, S v.s, retention rate, calculated from 
randomly picked up samples. 

Signal tall suppression 

As described above, 5 value deteriorates about 
20%» when samples are taken from the whole plateau 
region, due to contribution of remaining tails.. Then, 
oni more pole-aero filter with tine constant of about 
a feu us might be required For further tall suppression. 

£ ray clipping 

Vie examined a fi ray clipping method, reported by 
BatemanG, at the stage of off-line analysis. Pulse 
heights larger than a certain level were replaced by a 
limited value, and neans were calculated including rhe 
overflowed samples. Resultant o/E, R and S for 40 ns 
samples frca the whole plateau region are shown in Fig. 
14, 15 and 16, respectively, S value obtained with <S 
ray clipping la the saoe with the one with the trunca­
tion method. Plateau region of S value appears in the 
clipping level region between ZOO eV ond 900 eV of 
energy losses in gas thickness of 1.4 mm. 

104 -
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Fig.14. o/E v.s. clipping level. The latter 1B 
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ordinary RC integrator circuits, respectively, Then, 
FADS and shift registers which dominate the cost of 
electronics is not necessarily required. 

With a simpler readout electronics and a longi­
tudinal drift chamber with a longer drift space, 
improvement of particle separation with the fine dE/dX 
sampling was obtained. Signal tail suppression is 
found to be essential to achieve good S values with 
the longer drift space* 

AIBO it is suggested that the maximum S value o£ 
14.5 would be obtained if the short range correlation 
between samples are auccess/ully removed. 

6 ray clipping technique will make simplification 
of the readout electronics passible without deterio­
rating the S value. 

Note: A group of KEK 7 also investigated the fine 
dE/dX sampling with the longitudinal drift chamber 
similar to ours. They tested the performance with 
the plon and proton beams of 2 and 3 GeV/c. Their 
results without the magnetic field are in good agree­
ment with ours and BNL's. In the magnetic field up to 
!> KG, no appreciable degradation of the particle sepa­
ration has been observed, which encourages application 
of this method to the central tracking detector at the 
colliding bean experiment. 
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Although 6 ray clipping technique does not improve 
S value, it suggests Q simpler scheme for readout 
electronics. Essential points of the electronics for 
the fine dE/dX sampling are on the fast and low noise 
amplification, and on the sufficient signal tail 
suppression both In the truncation and & ray clipping 
method. In the latter t.ise, clipping and integration 
can be done with, for instance, a limiter and an 



PARTICLE IDENTIFICATION AND TRACKING IN CENTRAL DETECTORS 
Donald L. Hartill* 

Laboratory of Nuclear Studies 
Cornell University, Ithaca, HY 14B53 

Combining particle identification by dE/dx and 
i.nclcing (n central detectors for the coming genera­
tion of colliders, e e" In the 100 GeV region and pp, 
pp in the 200 to 1000 GeV region, places constraints 
on these detectors which may force compromises on 
their performance as either identifiers or tracking 
devices or both. The average charged multiplicity 
for e + e - interactions at 100 GeV is <n C|^ s 25 with «n r> = 25, which Imply s very fine granularity for 
both tracking and Identification. A typical Monte 
Carlo generated Z' decay 1s shown in Figure 1 and 
Figure 2 is a histogram of the opening angle distri­
bution between pairs of charged particles fpr a large 
sample of Monte Carlo generated Z" decays. The peak 
of this distribution is at Sopping = 60 mrads or 
6 cm at 1 meter Imposing a granularity requirement 
of = 1 cm for reasonable efficiency In both Identi­
fication and tracking. 

Ideally the chosen central detector would be a 
zero mass device with spatial resolution of better 
than 100 microns 1n all coordinates and a dE/dx 
resolution of better than IS to assure complete 
identification of particles of all momenta with a 
granularity of a few millimeters. Coupled to this 
Ideal detector would be a data acquisition and soft­
ware reconstruction system which would require less 
than a few seconds of VAX CPU run time to completely 
reconstruct the event. Of existing detectors the 
projected performance of the TPC central detector 
of PEP-4 comes closest to this Ideal detector. The 
initial cos-iic ray test results from the TPC and the 
first colliding beam runs presented at this confer­
ence are very encouraging and hopefully their 
remaining problems will be quickly overcome. 

What are the alternatives to the TPC, which has 
bean a very long and expensive development program? 
The other central detectors which provide both part­
icle identification and tracking are the JADE drift 
chamber at PETRA, the UA1 drift chamber at the pp 
collider at CEP.N, the AFS drift chamber at the I5R at 
CERN, the new ARGUS drift chamber at DORIS and, in 
the near future, the CLEO drift chamber at CE5R. In 
all of these detectors the dE/dx resolution 
(CTdE/dx <_ 121!) is only sufficient to provide hadron 
identification 1n the non-relatlvlstic (1/BZ) part 
of the dE/dx curve and partial electron identification 
for some momenta. The particle trajectories in these 
detectors are measured by drifting perpendicular to 
the sense wires and by either current division or 
small angle stereo in the coordinate along the sense 
wires. 

Before comparing the performance of existing 
detectors it is useful to recall that the momentum 
resolution for a typical central detector illustrated 
schematically in Figure 3 operating in a uniform 
solenoidal magneti: field of magnitude B Is given by 
A -ZL Z ^ ,1500/2 (1) 
v p T ' measurement To3 L 2 B " MPS' 

momentum transverse to I. The units are 
i/c, xilogauss, and meters with a- $ - spatial 

resolution of the detector in the plan perpendicular 
to 3 and N = the number of equally spaced measuring 
points over the path length L of the particle through 

>\ 

where pj 
GeV/e, k 

Fig. 1. Monte Carlo generated 2° decay. 
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Fig. 2. Minimum opening angle 9 between 
charged particle tract pairs for Monte Carlo 
generated Z° decays. 

the detector. In addition there 1s a contribution due 
the multiple scattering in the material of the detector 

*Hork supported by the National Science Foundation. 



•N EQUALLY 
SPACED LAYERS 

Fig. 3. General Central Dr i f t Chamber with N 
eqi.illy spaced concentric cylinders spanning 
a radial distance L. 

which is given by 
dp j 

^pj 'multiple scattering " ' (1.43 iO/Z 12) 

where x 0 = average radiation length of the detector in 
meters. There is a crossover mo-.cntu.n whore these 
two con-ribuiions are equal which is given by 

L 
^crossover = 0.15 £ 

r,4 
1.43 ,,,.-,,1/2 (3) 

with multiple scattering dominating for moaenta below 
this value and the spatial resolution dominating above. 

For typical central detector-s at atmospheric 
pressure and operating 1n a 5 to 10 fcilograuss f ie ld 
this crossover momentum is about 1 to 2 GeV/c. The 
z-resolution (along 8) of the detector comes Into the 
total momentum measurement via the polar angle 
measurement with 

"T 
"total (4) 

To achieve good dE/dx resolution in Argon + 
Ethane with no saturation of the relativistic rise, 
tests' have shown that the total charge collected on 
a sense wire should be less than 0.1 picocoulombs. A 
factor of two increase in the charge collected will 
decrease the relativistic rise by = 20... In addition, 
for a fixed length of gas these tests show that the 
dE/dx resolution improves as tr''« for sample lengths 
^ 1 era-atmosphere; for pressures less than ^ 4 ,,, 
Atmospheres the resolution improves ai (pressure)" . 
Above 4 Atmospheres there seems to be very little 
improvement in the resolution. The small collected 
charge requirement is in direct conflict with 
determining the z coordinate by charge division since 
the error in that determination is given by 

4^= 2.S4 (kT CDT 
Qtotal 

1/2 
(5) 

the where Cn = sense wire capacitance and Qtgta] ^n * 
total charge collected. For simple single level 
discriminators providing the start pulse for the time-
to-digital converters to determine the drift time, 
the time slewing due to noise and pulse rise time also 
argues for high gas gain operation which is again in 
conflict with good dE/dx resolution. 

The JADE central detector , which has been in 
operation for over two years at PETRA, represents the 
kind of performance that a combined particle identi­
fication tracking detector gives. Figure 4 shows the 
end view of one of tho sectors illustrating the sense 
wires and drift field shaping electrodes in the chamber 
which operates with Argon 90S + 10'. Methane at 4 
Atmospheres. All sense wires are parallel to the 4.5 
kgauss magnetic field with the j-coordinato measured 

Ftg. 4. End view of sector of JADE drift 
Chamber wUl. Inner sense Nlres at r = 21 cm 
and outer sense wires at r = 79 cm. 

by current division. The r,* coordinate is determined 
by drifting, with an average achieved resolution of 
°r,4 " '50 microns. For a gas gain of 5x10'' the 
z-resolution is z = 13 mm (*J-) = 0.52) and the 
relativistic rise as measured with Bhabha electrons 
compared to minimum ionizing particles is 1.4 <0.05 
which seems very good for this large total collected 
charge on the sense wires. The dE/dx resolution for 
hadronic events is odE/dx - 9.10t and on Bhabhas is 
°dE/dx ! 6%. Figure 5 is a scatter plot of measured 
dE/ax vs momentum for events from JADE which shows a 
clear proton band and plon band in the 1/C' part of 
tie spectrum. Figure 6 shows similar results from the 
/FS Detector3 at the ISR. The new ARGUS central 
detector* presently under construction at DESy for use 
in the revised DORIS storage ring will have similar 
dE/dx resolution. It operates at atmospheric pressure 
artl uses small angle stereo for the z coordinate 
raasurement and is described elsewhere 1n these 
proceedings. 

There are several operating central drift 
chambers (Mark II, CLEO, TA550, and CELLO) with 
similar cell electrode configurations, with Figure 7 
showing the CLEO cell structure. An interesting 
question is whether or not. these detectors can be 
operated so that they provide a measurement of dE/dx 
which would be useful for identification of low energy 
K's and protons and perhaps electrons. By looking 
at the field lines for the cell configuration shown 
in Figure 7 and using a 1,5 usee integration time the 
effective collection length for the primary ionization 
is about 2 cm. Using a prototype CLEO chamber with 
9 layers (identical to a pie shaped section of the 
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F1g. 6. Scatter plot of dE/dx measurements 
with AFS. 

CLEO drift chamber) and full length wires, the typical 
pulse height distribution for normally incident minimum 
ionizing particles for a single layer 1s shown In 
Figure 8. The gas gain was 10* and the gas mixture 
used was 50S Argon + 50S( Ethane. The cell to cell 
gain uniformity was better than 10" and the variation 
along the wires was also better than 101. The fwhm of 

l e w «•* 

PULSE HEIGHT 

Fig. 8, Pulse hfclij;,t distribution of dE/dx for 
minimum loniiinj particles passing thrcugh a 
single layer of CLEO Drift Chamber. 

this pulse height distribution divided by the most 
probable pulse height is 65)5. Using the smallest 5 of 
the 3 pulse helgnts the distribution narrows ty J5 as 
expected. Extrapolating this performance to the CLEO 
chamber we expect ffdrydx £ 12S which will be adequate 
to identify low energy K's and protons. The new 
electronics to accommodate the simultaneous timing and 
pulse height measurement will be Installed during the 
fall of 1982. 

In summary i t is possible to combine both track­
ing and dE/dx 1n central detectors. Using current 
division to measure the z coordinate Is in conflict 
with the limits on total charge collected to avoid 
saturation of the relativlstic rise for electrons. 
The dE/dx resolution that can be achieved for an 80 cm 
path length with an ARGUS type chamber with as many 
wires Installed as possible 1s probably limited to S-%, 
This combined with a spatial resolution of o r i l | ) = 150 
microns and aj = 1,5 mm (small angle stereo) provides 
an excellent central detector. For particle identi­
fication in the relatlvlstlc rise region odE/dx < 4* 
which can only be obtained with a TPC like device? 
The high pressure TPC has yet to demonstrate an r,* 
spatial resolution better ;han a- * = 300 u wtvtch 1s 
about a factor of Z worse thsn the JADE or CLEO type 
chamber, and which may be a problem. 
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T 
5mm 

5mm _ 
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(-GROUND) 

Fig. 7. EJeetrode configuration of CLEO 
Drift Chamber cell. 
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ABSTRACT 

Fast secondary particles aTising from inter­
actions of K + at 70 GcV/c in the BEEC hydrogen bubble 
chamber, are identified by use of the relativistic 
rise of ionization in Argon. The ionization is 
measured in a large multicell proportional counter 
system, the External Particle Identifier (EPI). 
Results with Identified tracks show the expected 
separation. The resolution in experimental conditions 
is studied and compared to that obtained during cali­
bration runs. Individual particles, e.g., secondary 
kaons are identified at a confidence level of 862. 

Particle identification by ionization sampling in 
the relativistic rise region is Illustrated by pre­
liminary results obtained with the EPE (External 
Particle Identifier) used in conjunction with the BEBC* 
hydrogen bubble chamber in a study of K +p interactions 
at 70 GoV/c. The incident particles from an RF 
separated beam were tagged before entering the chamber 
by two multiple finger hoda^copes and two threshold 
Cerenfeov counters. Details about the bean, the bubble 
chamber nnd the data reduction methods were published.* 

A previous publication2 describee the EPI design 
and construct fan methods. It contains results ob­
tained in a calibration run. The EPI consists, 
essentially, of 1096 proportional counters (cells) of 

2 
6x6 cm cross section and 1 m. height, stacked in on 
array of 32 chambers wide and 128 layers deep. The 
gas used is 952 Ar + 5Z CH,. Each cell is connected 
to the data acquisition system, a N0RD-10 computer, 
via its Individual amplifier and 8-bit ADC, The 
individual cells and corresponding electronic channels 
were calibrated during a separate test run using a 
high energy pion beam. A feedback loop using a fi-
sourco irradiating one channel, acted upon the high 
voltage supply to balance changes due to atmospheric 
pressure variations. A residual slow time dependent 
decrease of gas amplification was corrected for in the 
offline analysis• 

The layout of the bubble chamber, the shielding 
and the EPI is shown on Fig. 1, which also illustrates 
the pattern of hits in the EPI. The opening in the 
shielding wall allowed for identification of forward 
particles only. The low-momentum limit at about 

10 GeV/c was imposed by available space and track 
curvature in the 35 kG BEBC magnetic field. 

Positive tracks reconstructed in Che bubble 
chamber were followed through the stray magnetic field 
of the BEBC magnet to the EPI. Wire chambers were 
used at approximately mid-distance and attached to the 
front and back planes of the EPt (not shown on Fig. 1) 
to assist the tracking. The hit cells of the EPI were 
associated Into strings and these into tracks (over 
several strings) by a pattern-recognition program, and 
matched to the bubble chamber tracks. A local cleaning 
algorithm was developed to localize the cells hit by 
crossing tracks or other local background (slow 
electrons, <5-roys, etc.). Overall, the ratio of the 
nunber of tracks K found with > 50 clean cells 

S 
("good" EPI tracks) to the total number N & of tracks 
followed from BEBC, through the relatively narrow exit 
window and Into the EPI front plane N Q was N/N» a 0,3 
for 0.15 < X F < 1 where V p is the Feynman scaling 
variable. The ratio N_/NB la practically independent 
of P-. As illustrated by Fig. 1, the background was 
due to crossing tracks arising from secondary inter­
actions in the BEBC exit windows and shielding, and in 
the EPI frame. Events with excessive background were 
rejected, they were largely responsible for the losses 
and for the relatively low \alue of N . 

The Ionization along the reconstructed tracks was 
computed from the measurements in each clean cell 
(corrected by the corresponding calibration values) 
using the tTuncated (smaller 402) mean, with the 
requirement of £ 50 clean cells. 

Scatter plotti of the ionization versus momentum 
For Bubsamplcs of known tracks are shown on Fig. 2 and 
Fig. 3. The well identified tracks of Fig. 2 are 
positive tracks arising from the decay of V° events 
identified in the bubble chamber (K° •+ TJ it , A -• pir", 
5 -*• e e ) t 

The tracks or Fig. 3 are mostly kaons arising from 
the decay K*° •* K*\r" where the K*(890) are selected by 

the remaining pion contamination is estimated at ~ 15%. 
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Fig* 1. Top: Layout of the bubble chamber, exit window In the shielding, Intermediate MvJPC and EPI. A 
reconstructed event shows tracks followed Into the EPT. 

Bottom: Pattern of cells hit in the EPI. In addition to the trucks from the reconstructed 
event t background tracks and secondary interactions are seen. 
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Fig. 2. Ionization vs. momentum for tracks 
identified by V° decays reconstructed 
in the bubble chamber. The curves 
are taken from the calibration 

Fig. 3. Ionization vs, momentum for tracks 
arising from K* decay (-B5S tcaons). 
The curves are taken from the cali­
bration run.2 



The accumulation of points around the expected 
line for kaons is clearly seen, 

A anaple of tracks with more than 95 cells, taken 
ac.vHigst all secondaries from interactions in BEBC, ia 
shown on Fig- 4, The accumulation of points corre­
sponding to plena (top) and to kaons (bottom) are 
visible, as well as the kaons arising from the elastic 
and diffraction peaks at high nocentun. In this plot, 
uie beam-tagging information has been used to remove 
events arising from a small contamination of the 
incident beam in protons and deuterans. 
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Fig. b. Average values of ionization as 
obtained by the gaussian fits vs. 
noir.cntun* The curves correspond 
to the calibration values, 2 

Fig. 4. Ionization vs. momentum for 3071 secondaries 
of K +p interactions at 70 GcV/c, for tracks 
with more than 95 cells. The small beam 
contamination in protons and dcuterons is 
removed using information from the tagging 
system. 

The distribution of ionization for a sample of 
tracks where the beam contamination was not removed* 
and laying in a chosen mo-pentum interval is shown by 
Fig, 5. It was fitted by three gaussian distributions 

N(I/Io> - EN^C*— 

where i B p» K. IT and the N, measures the number of 
tracks attributed to the ?» K, and r papulations 
(£N. e N, the number of measured tracks.) 

Fig. 5, Distribution of ionization for tracks in 
the momentum range 22 < P * A B ^ 28" GeV/c. 
The curves are fitted gaussian distri­
butions corresponding to p, K, and n. 

The fitted peak values <I/I >^ are plotted against 
conentum on Fig. 6, showing a good agreement with the 
curves obtained from the previous calibration run. 

j The expected width of the gaussian distributions, 
which gives a measure of the resolution, varies from 
track to track according to the number n of available 
clean efells, which depends in turn on the angle of 
incidence, on the removal of cells during the clennlnp 
process (because of the background due to crossing 
tracks„ fi-rays» c t d ) . The dependence of the resolu­
tion on n, which is roughly of the lorm n" ' , was 
determined experimentally on a sample of calibration 
tracks. In order to estimate the intrinsic width, 
i.e., the value 3.,|, (n-128) for an idcaL track 
crossing the whole length of the EPI and with ioniza­
tion measurements in all 128 cells, the following 
procedure was followed. For several subsamples of 
tracks, the expected resolution a was computed by 
a convolution of the values for each track i expected 
from the calibration and the value of n,. The oxpect-

a_ resulting from the gaussian fit. If the expected 
o were equal to the observed c_, they would fall on 
the diagonal of a scatter plot. The observed values 
show a slightly degraded overall resolution. This 
degvadation is probably related to such experimental 
circumstances as residual bnckground, e.g., a not fully 
efficient filtering of crossing tracks. For tracks 
with > 50 ceJls in the momentum region 22 < pr.T, < 
60 GeV/c, the pauaoian fits give a 

• P. K t 

f 3.83. 
and N EN, a 

defined by the gaussian fits are shown on Fig. 7 as 
functions of momentum. In this plot, the proton 
population was not corrected for protojia arising as 
secondaries frorc interacting beam protons, as nay be 
done by using the tagging inforcation. 

Preliminary results based on these measurements 
were presented at the Notre Dame Conference. 3 

For each measured track, three x 
computed as 

values can be 

- / ( I / I ) - <1/I >, \ 2 

2 / o'meas o j I 
i = \ o<n) J 
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Fig, 7. The populations of p, K» and n nnonget 
secondaries of K"1"? interactions nc 
70 GeV/c as >* function of momentum, 
determined by the gaussian flea. The 
curves arc empirical polynomial fits. 

where i * r, K» F (one degree of freedom). The proba­
bility U.at the track be 1 is then estimated as 

1 i 2 

The choice of the 

p, K, ir. It ts estimated, for instance, that the 
sample of Identified kaons contains Q contamination of 
< 1 W of pions. Thus, the Individual kaon tracks ate 
identified at a confidence level of 36%, 

Similar results ere available for an exposure to 
o RF separated K~ beam at 110 GeV/c.1" A detailed 
account of the methods of analysis and ot the results 
la in preparation. 
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Summary 

The Cercnkov counters in TASSO consist oi 3 ele­
ments* one filled with aerogel and two with Frcon 11& 
and CO,. The 1700 liters of aerogel cover an area of 
n.flm2~vith a thickness of !3.5 tn 18 cm. Most cells 
arc filled with an index of refraction between 1.013 
and 1.026. In a running period of 2 months after in­
stallation <Np>" 3.9 + 0.2 phntoelcctrons were observed. 
Tin: mp.in value over 3 7 months is < N > - 3.0+0.2. 
The aeroRel was manufactured at DEST with a rate of up 
to 90 l/utipk. The dimensions of the samples are 
17 x 1? x 2.3 em3. The rrfractive index of 986 pieces 
vith n around 1.025 is distributed with a = 0.0013. 
IHe transmission length for lijtfit with \ 2 43$ nm is 
A "= 2.66 era wi th 0.22 cm. For 100 samples with 

investigations the transmission length for aerogel with 
n » 1.02S could he improved to /\ =» 5. ] cm. 

I»2 
The charged hadrons in the TASSO detector at 

PETRA ar.1 identified by time-of-flipht counters and a 
Cerenkav sysLem coi-.cined with the momentum information 
of the centra! detector. This Ccrenkov system"' consists 
of 3 threshold counters fi l led with 1700 l i t e r s of 
aerogel, with Frt-on IK and C02, All the aerosol was 
fnartufacturc-d at 0ESY. This pnper describes the method 
used for rhc production of aerosol , i ts performance 
and the properties of the Ccrcnkov detectors. 

In aerogel ssal l colloidal part icles of s i l i ca with 
U nm in diameter are linked to hranched str ings. They 
form a porous structure with voids of about 20 to 200 uui 
in diameter. TL10 index of refraction resul ts from an 
average vtthin a uavolcn;;th of liftht. I t depends on the 
densit> p(^/cm'J of the aerogel by (Fie,- t) 

n - l = (0.210 +• 0.002) • o 
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•activity of silica aerogel produced at 
1 as function of its density. 

Preparation of aerogel 

Aerogel for Ccrenkov radiators ia usually pre­
pared out of tetramethoxisilan. It decomposes by 
hydrolization and then condensates to silica colloids 

3i(0CH 3) A + 4H 20 - S L ( 0 H ) 4 + U CH 3 OH 

m Si(0H)4 •*• <Si0 2) m + 2 rnH^O . 
When grown to the ripht size (in v 700), the particle 
come into contact and are bound together {Fig. Z) 
forming a gel- It takes the same volure as the initial 
liquid mixture* If more or less methanol is added at 
the beginning, gels with different densities can be 
prepared <ind different indices of refraction art ob­
tained. 

Fig. 
by ; 

2, Sketch of 2 colloidal particles bound 
alloxan link (Si-0-St) and by a water bond. 

The speed of gelation 13 in good approximation. 
proportional to the concentration v c {by volumes) oC 
the added catalyst (NH.0H) 

1 / tg - o • v 

with the gelling time t_. The coefficient a in turn 
depends linearly on the concentration v s of the silan. 
Froni Fig, 3 one finds that below v s * 0-1 no gelation 
takes place at>J refractive indices below n = 1.01 
cannot directly be obtained with this fixing procedure. 
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Fig. 3. Coefficient a of gelling speed l/t„ as a 
function of the concentration v g (by volumes) of the 
silan. The catalyst is a solution containing 25Z 
ammonia. The concentration of this solution in the 
mixture is given by v ^ n | J, 



After gelation the pores of the gel are still com­
pletely filled with alcohol and water. To extract 
these liquids without harm to the delicate structure af 
the gal they have to be transferred into the gaseous 
phase (Fig. 4 ) . The alcogel is heated in a pressure 
vessel slowly beyond the critical temperature (Fie. 5) 
and then the vapour is relascd at constant; temperature. 
Now the gel can, be cooled down and air penetrates the 
voids. 

V (UifMol) 

Fig. 4. Pressure-volume-cemperature diagram for 
methanol calculated from the Redlich-Kwong equation 
modified to p - RT/CV-bJ-a/C/T V(V+c-b)). With c «= 
15.97 the parameters a and b ore almost linear 
functions of Che absolut temperature T< R is the 
gas constant. The extraction cycle in the autoclave 
follows the broken line 
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Also the OCH3 groups on the surfficp of the colloids 
are burned and OH groups remain. The initially hydro­
phobic aerogel is chanced to a hydruphilic one. 

The whole productian ryele needs about 2 wccVs 
for samples with n - 1.025. The freshly prepared gel 
should age at room temperature (22 - 24° C) for about 
10 days to strengthen the bonds between the colloidal 
particles, The bottleneck in the production rate is 
the treatment in the pressure vessel. It takes 2 days. 

At DESY wc have 2 pressure vessels with a volume 
of 50 1 each (90 cm x 26 cm 4>). This allows a pro­
duction rate of ]00 to K D samples par week with pieces 
of 17 x 17 x 2.3 c m 3 corresponding to 65 to 90 L/ueek. 

The index of refraction and the transmission co­
efficient of each sample is measured. For 9B6 samples 
produced under similar conditions with n around 1.025 
n is distributed with i n - 0.0013. The transmission 
length A = l/u was found tu *h> = 2.64 cm with 
tjfl • 0.22 cm. The examination of 100 pieces with 
n ^ 1.017 yielded <A=- - 3,8 etn with =', " **•'> t'l'i-

Thi> refractivity measured at different points of 
t^e 17 >: ]7 cm* surface of an aerogel sample is plotted 
in Fig. 6. The scatter nf the values of about ± $1 is 
mainly due to systematic uncertainties of rhc measure­
ment because nf the uneven surface of thu sample. 
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The scattering of light shows the ejected \ 
bchavio'ir of Ray lei gh scattering (Fig. 7). The ab­
sorption was measured by the decay tins of the phcton 
intensity within a diffuse refl&cttag, bcv. in the pre­
sence of aerogel. In the visible spectrum the ab­
sorption is smaller than the scattering. The correspon­
ding lengths differ by at least :ne order of magnitude. 

Fig. 5. Temperature and pressure inside the pressure 
vessel as a function of time. The rise in temperature 
and the decrease of the pressure take cats of the 
changing density and viscosity of methanol. 

Some residual methanol and water can be removed 
by baking the aerogel at A00 c C in normal atmosphere 
for 3 hours. The optical properties of the gel ia chan­
ged simultaneously. We find for samples with refractive 
indices around n - 1.025 

n r v f 

The transmission coefficient u was measured at a wave­
length X * 436 nm and i and f indicate the initial and 
final values. 

600 700 

Fig. 7. Scattering length for unbaked (A) and baked 
(v) aerogel and absorption length (*) measured as 
a function of the vave length of light. The slope 
of the fitted lines is given by )L and .I0-? 
respectively. 



In recent experiments the transmission cotfficient 
could be improved by a factor of 2 (Fig. 8) . With a 
short gelling time t g and chemicals cooled to 1° C a 
coefficient of v • 0*2 cm was obtained. 
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Fig. 8. Transmission coefficient u as function of 
gelling time t g at room temperature. As catalysts 
were used ammonia, hexanethyldisilazane and 
TrisChydroxyniethylJ-aiuiKjmethane. The left mnet 
point was obtained with a tenperature of the li­
quids of !° C ft. - 12 nin). Its position in the 
plot is scaled to room tecperature. 

All our aacples were prepared in glass moulds and 
remained there also in the evaporation cycle. Tht: 
moulda had to have rounded edges. Uilh this shape the 
gel will not break when it detaches from the walls. 
We now succeeded to produce also aerogel with sharp 
edges without cracks. The gel is cast in a mould with 
removable waLLs (Fig. 9i and then transferred to a 
-rider dish. 

Fxg. 9. Mould with removable wails to obtain aerogel 
slabs with sharp edges. A thin plastic foil se­
parates the gel from the walls. 

Aerogel-Cerenkov counters 
The mean number o£ photoelectrons <Hê > detected 

by a phototube like RCA B854 or Kp 2041 in a Cerenkov 
counter can be estimated by 

<N > - n * sin2© • d __ • n e o c eff c 

with n 0 o 100 era , the Cerenkov angle 9 C, the effective 
thickness of aerogel d ? f f - A(J-exp("d/A)), the real 
thickness d, and the light collection efficiency q 
(for A see below). c 

For the collection of the Cerenkov Jiphc two dif­
ferent systens are usually recorjnended: 

With rairrors one may obtain a hifib collection ef­
ficiency, a particle with wrong direction is not 
detected and the signal is prompt. 
But to put the nirrors in the right position space 
is needed and the higr *t collection ef:»cienclos 
can only be reached wi^n mirrors of complicated 
shapes. The collection efficiency tends to be in-
honogeneous over the aera of the aerogel. 
A is determined by the transmission length of the 
aerogel A "- A W a n s ^ 2-5 T 5 cm and n c is limited 
by the reflectivity of the mirrors n c l 0.9. 
With diffuse reflecting walls ona collects the direct 
and scattered light- The counter is easy ro design 
and the collection efficiency is homogeneous. nut to 
obtain a reasonable collection a high reflectivity 
is needed (r * 0.95). Photons with many reflections 
arriyi within longer time intervals at the photo-
multiplict. The counter is sensitive to all particle 
directions. 
Ti;e effective thickness of aerogel .• h"re deter­
mined nainly by the absorption length > of the gel. 
^ v f'a v 11 era and 

n & - t • F / (l-r(l-F)) 
with the combined transmission of the light funnel 
and the photocathode t = 0.4 and F the fractional 
area of the photocathode F * area (PM)/area (total). 
In small counters a high yield is easily obtained. 

The counter in Fig, 10 with dimensions of 
24 x 20 x (21.5 * 38) en 3 was Hinert with nilliporo. 
With 18 cm of aerogel 12 photoelcctrons were produced 
by rolativistic electrons. The aerogel sLobs had an 
index of refraction of 1.023 and were rat baked. 

km| 
Fig. 10. Photaelectrou yield of a small counter 
with diffuse reflecting walls and with different 
aerogel layers of thickness d. The counter was 
tested in a beam of relativistic electrons. 

One cell of the aeTOgel Ccrenkov detector used in 
TASSO is sketched in Fig. II. The area of aerogel is 
about 35 x 100 cm^. The long distance between the 
radiator and the photomulcipliers was determined by 
the adjacent detector components. Monte Carlo compu­
tations for the different collection systems showed 
that the diffuse reflection scheme should be favoured* 
The total cell is lined with one layer of nullipara. 
The aerogel slabs were cut with a diamond saw to the 
right shape and stacked into a drawer which is chen 
inserted into the counter cell. The aerogel pieces 

IIS 



are held in place by cotton threads. 

Fig. II. Sketch of a detector cell used in 1ASS0. 

A prototype was tested in pion beams at DESY and 
CEEN. Pig. ]2 shows the threshold curve for 18.5 cm 
of aerogel with n « 1.024. The signal below threshold 
is almost due to 6 electrons. For the light produced 
in the millipore we found 2.4 • 10 photoelectrons. 

Fig. 12. Threshold curve tor a TASSO cell like 
Fig. II tested in a pion beam. 

The light yield was investigated in a beam of! 
pions with a momentum of 3.4 GoV/c (Fig. 13), The data 
for different radiator thickness are fitted with an 
effective absorption length of A • 9 + I cm, 
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Fig. 13. Mean number of photoelectrons va thickness 
of aerogel with n=1,024 (•) measured with s TASSO cell. 
Apion beam of 3.4 GeV/c was used. The open point <o) 
gives the mean value from 16 cells with cosmic muons 
beyond 4 GeV/c. The squares are results with 

n - 1.017 and cosmic muons (p > 1.4 CeV/e). Tho 
light was collected by milliporc (•) and alu-
nunized mylar (a ). 

In a measurement uith aerogel of n *« 1.017 in a 
layer o£ 23 cm thickness and cosmic muons {p > I.4GeV/c) 
we obtained a comparable yield of <N > = 3,9 + 0,3 
(Fift* )3). Tho lower number of Cotenfiov photons is 
compensated by the higher transparency of the gel. with 
aluminLzed mylar at tho walls and an appropriately 
bent foil opposite to the aerogel the yield decreased 
to 3,1 +0.1 pliotoelectrons. 

The assembly of tho 32 cells in the Cerenkov de­
tector of TASSO is shown in Fi?;. U , The Ccrenkov 
counters are arranged in 2 horizontal arms and subtend 
a solid .inplo of 192 of int (se<? Table J). 

* £ irmj 

Fig. K. End and top view of the TASSO detector. 

The 16 cells below the mid plane can be tested 
by cosmic muons in paralleL to the data taking runs. 
In the first 2 months after installation a yield of 
<Ne> * 3.9 +0.2 for particles with p > 4 GeV/c Was 
observed. 
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Table I - The aerogel Cerenkov counters in TASSO 

Solid angle 

Substructure 
Area of aerogel 
Volume af aerogel 
Aerogel thickness 

Index qf refraction 

The threshold curve for co jic muons averaged over 
Che whole run period (February IJ79 to July ?981) is 
plotted in Fig. 15. The numbe 1 of phatoelectrons here 
reaches <N 0> » 3*0 + 0.2. Fi> . 1& shows the result of 
the evaluation of hadronic lata . The fraction of char­
ged particles seen by the aerogel counters relative 
to all candidates is plotted versus the particle mo­
mentum. The arrows indicate che threshold for TI— , 
K-mesons and protons* The solid line is computed as-1 

suming constant particle ratios* The effect of pions 
and kaons are clearly seen. 
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Fig. 15. Threshold curve for cosmic muons of all 
TASSO cells below the horizontal mid plane. The data 
ate collected during U 5 years parallel to the runs. 
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Fi|;. 16. Fraction of charged hadronic particles de­
tected by the TASSO aerogel counters relativ to all 
candidates. The arrows indicate the respective thres­
hold. Dashed line: maxis-tni limit caused by a soft­
ware cut. A fast dropping electron background and a 
fLat background from neighbouring showers is also 
shown. 
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THE HRS CEHEKKOV COUNTERS* 

J, Chapman* N : Harnew, S, 
The University 

Department 
Ann Arbor 

SuTnmary 

We have successfully tested an ultraviolet photo-
ionization Cerenkov Counter tn n 10 GeV/c pion beam 
preparatory co building a lavge system to be installed 
in the HRS spectrometer* 7hq counter has been tested 
to LI atmospheres of pressure for use as a i/K separa­
tor. 

Introduction 

The separation of charged kaons from the mora 
copiously produced plons adds significantly to the 
analyzing power of e +e" detectors, Time-of-flight 
techniques provide this separation up to about 1 GeV/e. 
However, at PEP and FETRA energies a large proportion 
of particles have momenta above this range. A useful 
device to tag kaons above 1 GeV/c would be a threshold 
Cerenkov counter. Due no the tight bunching of parti­
cles in jets, the counter must have high sê ir.cntatlon. 
Unfortunately the need to keep phototubes of a conven­
tional counter outside a magnetic field makes a light 
guide syateu difficult if not impossible to design* 
For this reason Cerenkov counters which use proportional 
chambers to detect the ultraviolet part of the apecttun 
(1150-1350 K) have been developed.'"3 The proportional 
chambers are doped with a small araount of benzene. 
Benzene is chosen because It has a high photojonization 
probability in this wavelength range. 

This paper describes teats of a prototype cell of 
the ultraviolet threshold Cerenkov counter system which 
is to bL' installed In the High Resolution Spectrometer 
(HRS), a PEP detector. The counter will consist of 13 
individual tori placed around the bean as shown in 
Fig. 1. The design allows for high segmentation (64 
cells per torus-) vhile ?l\t: flftounc of material contri­
buting to multiple CouJmnb scattering is minimized, 
Each torus is constructed of 8 flanged units which bolt 
together to form a polygon of 10 segments. A group of 
t* proportional chambers share a common planar — 
elliptical mirror. The Cerenkov radiator will be an 
argon/nitrogen mixture at 16 atmospheres pressure. 
This gives a jr threshold at 1.1 CeV/c and will allow 
:i/K separation from 1.1 to 3.9 GeV/c. In addition, 
tirae-of-flight counters give a one standard deviation 
separation of n's and K's up to 1,3 GeV/c, 

CUT£« DRIFT CUMBER 

Fig, 1. End and side view of the planned Cerenkov 
counter system for the HRS. 

* Supported by the U. S, Department of Energy. 
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Principle of Operation 

The principle oT the photoionization Ccronkav 
counter Is much the same as that of a conventional gas 
threshold Cerenkov counter. The particle traverses and 
r.idiates photons in e nas, the number of photon* per 
unit length of the radiator is given by 

•g| - 370^ e sin29 dE 

where t is the particle path length in cm, 0 is the 
Cerchitov angle, E is the photon energy in electron volts 
and c is the photon detection efficiency, t is depend­
ent on the U-V transmission oi the proportional chamber 
window (typically 45* for caBnesium fluoride) and the 
mirror reflectance (typlcahly 75%)„ both of which vary 
with photon energy.2 The wavelength window is defined 
by the photoionlzntion efficiency of benzene which is 
zero above 1350 A and approximately 502 down to 1160 S. 
COj, which is used as a quenching gas In proportional 
chambers, is absorbing below 1160 8. Also a radiator 
gas cuist be chosen which Is transparent or absorbs L'-V 
photons only weokly. 

Ihc choice of Corenkov rodiator was a 852 argon, 
152 nitrogen mixture. Argon is known to be transparent 
in the WLvelcnrcth range of interest.2 Tim nitrogen wns 
added to quench scintillation light. Argon and nitrogen 
hnve similar refractive indices at these wavelengths; 
however nitrogen is known to nbsorb ultrnviolct photons 
weakly.1* Although the absorption length of nitrogen is 
large (187 en) absorption becomes significant in a 
pressurized system. Xenon and krypton fire known to 
tronsnit UV^ and have higher rcfrartivu indices than 
argon, however the photon yields would be inadequate 
for the proposed HRS dctertnrs. 

Neglecting the effects of dispersion, the number 
of photons per unK length con be simplified to 

j{ ° No sin 0 
where No is a constant dependent on the parameters 
described above. An estimation of thegc parameters 
ylalils an expected value of 70 far No, 3 

Exportmental Setup 

A protrcypc of the cell geometry to be used in the 
HRS was built. This geometry is shown i« fig, 2, The 
test section consisted of a 25.4 cm diameter aluminum 
tube of 0,32 cm thickness (l/8th of a complete torus). 
Contained Inside the tube was a 22.9 cm wide cylindrical 
mirror with a elliptical cross section. The proportion­
al chamber was placed 15 cm from the mirror at its first 
focus. The second fotua would correspond to the e+e* 
intcrsection point, 200 cm away. 

The structure of the proportional chamber is shown 
in Fig. 3. The design has gone through a variety of 
stages.3 The chamber was 15,2 cm long and contained 
six cells, each 0.5 cm wide, The dead region between 
cells was 0,5 mm, A 2 mm thick MgF? window was sealed 
to the proportional chamber with an 0-ring. Each cell 
contained a sense wire (38 microns diameter gold-plated 
tungsten) which was positioned 2.4 ram from the window. 
The six cell structure was chosen for two reasons. The 
proportional chamber runs fit atmospheric pressure and 
therefore must support the MgF2 window. Also the chamber 
presents a dead region since if a particle goes through 
the proportional chamber it will £1 ^ regardless of 



Fig. 2, Cross-sectional view of the Corenkav 
counter tost vessel* 

Fig, 3. Structure of the proportional chamber. 

whether the particle was above threshold or not. If 
the chamber has discrete cells, 5/6 of the chamber is 
still active for Cerenkov light when a cell 1B struck. 
However, to reduce electronic read-out costs, pairs of 
cells are grouped together. 

The preamplifier ia a crucial element in the sys-
ten. It must have low noise to detect single photo*-
electron avalanches efficiently. Each proportional 
chamber cell pair fed a separately housed low noise FET 
charge to voltage preamplifier with an 800 ns output 
time constant. Since linearity is not required the 
preamp can be of very simple design* The preamplifier 
output was firstly RC coupled to a discriminator of 
adjustable threshold via an external amplifier and 
secondly to an ADC channel with composite sensitivity 
96 counts/ fetTLto-Couloitb* l-i this case the readout 
electronics operated at a signal CD noise of 4/1 for 
signals above 0.3 ftunto-Coulomb. 

The mirror reflectivity has been measured to be 
75% at 1216 S. The mirror was made of glass, 2 mm. thick. 
It was slumped on a graphite form which had the desired 
elliptical curvature* The glass was then vacuum 
aluminited with a MgF 2 overcoating to prevent oxidation.& 

The mtrrors were chosen to give one dimensional focusing 
in tho elliptical plane. This nouns there is no fo­
cusing in the direction of the magnetic field hend. 
Because the counters form a complete azimuthal ring 
(sec Fig. 1) this does not lend to an efficiency loss. 

Preliminary Tests 

The addition of benzene as a photoionizing chi>nical 
tends to destabilize the proportional chamber. When 1 
proportional avalanche occurs ntany argon otoras are 
excited. The argon emission spectrum is centered 
around 1000 A ( These photons can photolonisc the 
benzene causing further avalanches, A suitable 
flenching agunt must absorb these photons while trans­
mitting VV light in the 1I5G to 1350 Si region. CDg has 
a short absoprtion length below 1160 £ and n "window" 
at the desired wavelengths.5 Wc experimented with a 
number of gaa mixtures — argon with 12 Ĉ ll̂  and ;», 
10%, 20S, and 305 C0 2- Wc found that more C0 2 Is 
needed than for a standard proportional chamber, a 
useful nixeuro being 13 benzene, 2Q% COJ «nd 792 argon. 
It was found that 30Z CO2 raised the operating voltage 
by 100 volts but did not affect the chamber stability 
or improve the single photon detection efficiency. Tho 
1 mole percent benzene was chosen so that there are 
several ncan absorption lengths far the UV photons in 
the chamber* 

An interesting feature of the proportional chnmher 
was its ability to detect visible photons JIB evidenced 
by its sensitivity to on overhead rocus light. We 
attributed :his to the photoelectric effect off the 
aluminum: oxide layer on the chamber walls. Silvering 
the proportional chamber surface elimlnnted tho effect, 

One worry was that the proportional ovolonchcs 
would affect window transmission. The transmission of 
the MgFj window was measured to be 50% using n Lymun 
nlphn (1216 A) hydrogen discharge lamp. The chamber 
was run for tolO counts Just below breakdown and the 
MBF2 transmission was rcmcasured. No notlccabJc 
difference was observed indicating that breakdown 
products formed by counter avnl.inehes do not dogrnde 
the window transmission. 
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Fig. k. Efficiency for detecting scintillation light 
as a function of pressure and nitrogen percentage. 



Scintillation light can be produced by a particle 
below its Cerenkov threshold thus destroying the use­
fulness of the counter for particle identification* 
Testa were made3 to determine the scintillation pro­
perties of argon-nitrogen mixtures as a function of 
nitrogen percentage and pressure. The results are 
shown in Fig* 4 where the efficiency for detecting 
scintillation light as a function of argon gas pressure 
is plotted for various fractions of nitrogen, it can 
be seen that an 85X argon, 15X nitrogen mixture keeps 
the scintillation light level below IX, Me consider 
this fraction to be the optimum mixture* the addition 
of more nitrogen will cause the unnecessary absorption 
of Cerenkov photons. 

Results 

The Cerenkov counter was initially tested with the 
discriminator electronics in a ID GeV/c negative pion 
beam at SLAC. The threshold behavior of the counter 
is shown in Fig, 5. Here the efficiency is shown as 
a function of Cerenkov gas pressure for a 90% argon — 
10X nitrogen and a 1008 nitrogen radiator. The effi­
ciency rises to 9B.45. for the 90% argon — 10% nitrogen 
mixture. The wall inefficiency is consistent with the 
antiproton contamination in the beam. Unfortunately 
there was no low energy beam available at SLAC with 
which to measure the momentum dependence. The effect 
of nitrogen absorption is clear. If the nitrogen Curve 
is corrected for absorption in order to agree with the 
argon curve, the resulting value obtained for the 
absorption length is within 102 of the published value.11 

The argon/nitrogen gas used both had purities of 99,999% 
which was sufficient to make absorption by gas impuri­
ties unimportant. The solid curve In Fig. S is a fit 
co the data and shows the efficiency expected far No H 

43.5 based on Poisson statistics. 
The counter wag further tested in a 10 GeV/c e + 

beam using the previously described low-noise preaapli-
fier end ADC* The performance of the test vessel was 
evaluated by calculating No (fron the Cerenkov effici­
ency) for a series of ADC pulse height cuts at a con-
scant pressure of 3 atmospheres absolute. The results 
are shown in Fig. 6. Here No is plotted as a function 
of ADC channel cut. The ADC pulce height spectrum is 
shown in Fig. 7. ADC channel 70 is U standard deriva­
tions from the cean of the widened pedestal and repre­
sents an observed No of fi5 <aee Fig. 6). Using this 
value of No we can deduce the efficiency of a 16 atmo™ 
sphere system proposed for the HR$. Talcing into account 
bending in the magnetic field1,, finite beam crossing 
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Fig. 7. The ADC pulse height spectrum showing 
the pedestal representing preamplifier noise. 

size, etc. and incorporating the geometry of Fig, 1, 
the efficiency as a function of momentum was evaluated 
using Honne Carlo techniques. The results of this 
study are shown in Fig. 8. 

The first torus was installed in the HRS detector 
during che summer of 1981 and collected data during 
the fall. Construction of the ..emaining tori and 
electronics is to proceed through the spring of 1982 
with p3ans to Install the complete system during the 
summer. 

We would like to extend our gratitude to ft. Thun 
for general advice and assistance; also to B. Cork for 
his assistance with the mirrors. We would also like 
to thank the S1AC Linac Operators for their help with 
the beam. 

Fig. 5. Efficiency of the counter as a function 
of pressure for various gas mixtures* 



ro 1.1 1.2 1.3 
V iMCWENTUM (GeV/eJ 

1.4 

Fig. S. Expected efficiency of a systciri of counters 
5s a function of IT raQmentmn, 

1. J. Seguinot and T. fpsUantis, NIH J « , 377 {2977). 

2. J. Chapnan, D. Meyer and R. Thun, NIH .158, 387 
(1979). 

3. N. Harnew and D. Meyer, NIH 186. 513 (1981). 

4. V. TomkiwU: and E. Garwln, NIH U±, 413 (1974). 

5. E. C. Y. Inn et n l . , J. Chcm. Phys. 21., 1648 (1953). 

b. C. Hass and R. Tousey, J. Opt. 3oc. ^9, 593 (1959). 

- HI 



A TRANSITION RADIATION DETECTOR FOR LEP EXPERIMENTS 

B, Bauche, V. Commlehau, W. Deutschmann, K. Hangarter, 
P. Hauelka, D. LinnhBfer, V. Struciinski and Hi Tonutti 

III. Phyjikalisehes Institut ;«chnische Hochschule Aachen, Aachen Germany 

Summary 

We are planning to build a transition radiation 
detector TKt> for the identification of prompt electrons 
in one of the proposed LEP detectore. Teats to be des­
cribed in this paper show that rather little apace is 
required for such a TRD to achieve a n/e rejection of 
at lease 20 : I at 95X acceptance for electrons uith 
momenta in exceBS of ̂  2 GeV/c. Combining the TRD with 
an additional electromagnetic shower calorimeter in the 
LEP detector( a total nadron rejection of the order of 
I03 : I or beccer can be obtained. 

T able I 

Material P Comments 
(availability) 

Li 
LiH 
Be 

14 
19 
27 

best radiators 
but safety 
problems 

B 
B,C 

31 
32 

not available 
in thin form 

C 28 

mylar (C^n.,) 24 
polyethylene 19 

fibres, foam etc. 

inexpensive but 
less efficient 

Introduction 

Transition radiation TR is emitted when a fast 
charged particle crosses Che boundary "between two 
materials of different dielectric constants! e.g. a 
dense material and a gas. Highly relativistic 
particles produce these TR quanta in the x-ray-region 
(typically 5 - IS keV) in a narrow forward cone! Un­
fortunately the average energy loss per interface is 
very low: E - *1Tu y, where u is the plasma frequency 
of the dense material and y - E/mc . To overcome the 
small factor a/3 one needs several hundred interfaces 
of alternating slabs of material (typically i. 10 ura 
thick) and 5.1s (e.g. air or helium * 200 urn thick) to 
produce sizeable TR signals in a subsequent xenon wire 
chamber. Optimum materials far such radiators have to 
combine high electron density (Urge w p ) , on one hand, 
with low atomic number Z, on the other, to reduce self 
absorption of TR quanta in the radiator* Some choices 
of materials more or less fulfilling both conditions 
are listed in Table 1. 

The TRD model set up 

Lithium as one of the best radiator materials has 
been used with good success by the Willis group1 in a 
practical TRD at the CERN ISR, Lithium, Beryllium and 
their compounds are. however, highly toxic> particu­
larly in finely distributed form. Therefore, their 
application in large quantities, of the order of tons, 
in an underground hall at LEF appears to be prohibitive. 
A reasonable and not too expensive compromise in 
efficiency is carbon, being available in form of fibres 
of 6 - 12 urn diameter at densities between ].6 and 
1.85 g/cm3. The radiators of the model TRD to be des­
cribed below have been produced from irregularly 
stacked short cut ribres pressed to overall densities 
between 0,06 and 0,15 g/cm3 to keep average fibre to 
fibre distances in the 100 - 200 tiro range (formation 
zone in air). A problem arises from the fact that the 
fibres tend to stick together to form clusters of 
aligned filaments, thereby reducing the required air 
gaps* The problem is worse for high density fibres 
whichjdue to their brittleness, can only be delivered 
with a thin (rather adhesive) coating* 

Work supported by the Bundesminister £Ur Forschung 
und Technologist, Federal Republic of Germany 

Fig. I shows an experimental set-up recently tested 
at DESY in an electron beam at momenta between 1 and 
6 GeV/c. The TRD is composed of 5 carbon radiators, 
each followed by a I cm thick multiwire proportional 
chamber filled with 95/! xenon plus $Z CH^, or with 
90£ xenon plus 10Z C.H^ during different parts of the 
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Fig- 1• Schematic view of Che teat set-up showing 
S carbon radiators RI~R5, each followed by a xenon 
chamber in a bean; defined by counters Sl-53. 

run. The chambers ate identical to those described in 
reference £ . The radiators were not of equal length but 
staggered with 10, 6 and 3 x 5 cms for the 5 units, 
respectively, giving the detector a total length of 
46 cm (including gaps at the chambers), Staggering 
reduces the detector length and makes average signals 
in all charters equal, since the TR produced in one of 
the radiators is rot fully absorbed by Che subsequent 
chamber but partly added to that of the following unit* 

The finger counters S.i S* and S 3 defined a. beam 
size of I en 2 in the chambers. In the so defined bean 
region four vires in each chamber (5 mm wire spacing) 
were connected in parallel to a fast charge sensitive 
preamplifier with two outputs feeding two separate 
channels, one for integral pulse height measurements 
and the other - with sharp differentation - for cluster 
counting. Both informations were transferred via CAMAC 
into a PDP1J. The gas gain was monitored by means of 
55 Fe eoutces attached, to each ch&t&er. The electronic 

stability was regularly checked with artificial pulses 
induced on the.sense wire. 

Resulta 

Fig. 1 annus measurements of the mean (Integral) 
pulse height per chamber as function of the electron 
momentum. All errors (not indicated) are of the order 
to 0.2 * 0.4 keV and result from uncertainties in the 
pulse height calibration. The points on the central 
curve (c) were obtained with all radiators taken out 
of the beam; i.e. they represent the mean ionization 
loss -dE/dx and are well compatible with a Fermi 
Plateau as shown hy the horizontal line. Different 
symbols of points represent different typis of 
radiatorH &nd/or of quenching gases (CH^ or CjH*)• 
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Fig. 2. Mean pulse height no function of the beam 
momentum. Pointi on the curves (a) and (b) are 
measured with radiators in the beam, those on 
curve (c) without radiators- Curve (d) is taken 
from reference \ 

CoirreapondinB points on the two upper curves (a) and 
(b) we'e measured during neighbouring running hours 
with radiators in place. Points marked "+" were taken 
with the full Bet of 5 radiators,, whereas for all 
other measurements only one radiator of ID cm length 
in each case and one chamber were used.. The upper two 
curves are eyeball fits through the points with 
partial adjustment to former measurements taken below 
1 GeV/c.2 The points on curve (a) are obtained with 
our best, radiator made of 6 um high density (1.85 3 g/em ) fibres which, to avoid clustering* have been 
treated specially3 by washing in acetone and by 
blowing up in an air stream (a method prrbably not 
applicable in case of large quantities)* All other 
radiators show a very similar performance, in 



spite of ao different fibre diameters as 7 and 12 urn. 
The 12 urn fibre* were,however^of low density, i.e. 

3 2 
1.6 gycia aa compared to 1.7 g/cm in case of the 7 urn 
type. Other low density materials like carbon foam and 
hollow spheres have alto been teated and gave poor 
results.3 

The shape of the lower curve (d) in fig. 2 narked 
"pions" ia taken from measurements of Walenta et al.1* 
of the ionization loss in xenon at atmospheric 
pressure. It has been normalized to the Fermi plateau 
of our electron data (curve c) and will be used in 
the follouing part to calculate the TT/C discrimination. 
(A pion beam was not available during"our tests.) 

ENEPfit C CPU 3 

Fig. 3. Fulse height distributions: (a) single 
hits, (b) the arithmetic mean over 5 chambers. 
Corresponding histograms contain equal numbers of 
entries. 

Fig. 3 shouB in its upper part (a) pulse height 
distributions from measurements with and without 
radiators at & GeV/c electron momentum. The Landau 
distribution narked "pious" originates from our 
electron data without radiators scaled down in the 
absciBsa by a factor of 0.71 as obtained from the 
normalization in fig. 2, The effect of transition 
radiation by electrons is clearly seen, although the 
two distributions still strongly overlap. The overlap 
is reduced to about 53 in the lower subfigure (b) 
where the arithmetic mean over the five chambers is 
plotted. 

Applying simple pulse height cuts in distributions 
of the type shown in fig, 3b we obtain in fig. 4 the 
pion contamination as function of the electron 
acceptance. The vertical position of both curves ia 
Bubject to systematic errors resulting from the 
above mentioned uncertainties of the pulse height 
calibration. The figure shows that e.g. at 95" 
electron acceptance and for momenta above 2 GeV/c the 
contamination by pions is of the order of 5%. 
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Fig* £< The pion contamination ae function of the 
electron acceptance. 

Fig- t, algo shows a single point from a publica­
tion of Fabjan et al. 5 which compares well with our 
data. It is obtained with a similar set-up but with 



the cluster inethod and is valid for 6 satapling unite 
at somewhat higher momenta of 10 - )5 GeV/c. 

Ve should rentier* that our results on electron 
versus pion discrimination by means of the cluster 
method are roughly comparable to those found with the 
(integral) pulse height method hut show a tendency to 
be somewhat inferior. We therefore do not present them 
here. 

Tt is interesting tg see which e/n discrimination 
would result with our best radiator made of high 
density fibres. Having only one radiator available we 
simulated a sec of 3, 4 and 5 sampling units by taking 
consecutive independent events. The result is shown 
in fig. 5. Comparing vith fi&. A one sees that an 
improvement hy n factor of ̂  5 could be achieved. 
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RADIATOR Wcm-C-F/BRES 
1 GeV 

x 3 SETS] simulated 
o u SETS} from 

* \ A 5 SETS! one set 

ELECTRON EFFICIENCY 
Fig. 5, Same as fig- 4 but from measurements 
with one radiator (6 urn fibres) only, simulating 
3 - 5 sampling units 

1 METER 

Fig, 6. Schematic view of one quarter of the 
proposed ELECTRA detcccor for LEP. 

tracking and phocon measurement• The figure shovo that 
inside a superconducting coil (1 Tesla) it 4.6 teeter 
inner diameter two types of transition radiation de­
tectors, a barrel TRD and two endcap TRD's will be 
arranged to cover *v 3SZ of the full solid angle. 
According to actual plans, the barrel TRD will be 
arranged in form of 16 segjnents and each endcap TRD 
will consist of A quadrants* Both types of TED vill be 
composed of 5 sampling units and will be t 46 cm thick, 
i.e. most probably they vill be structured according 
to our test set-up shown in fig. I. 

The intention is to identify prompt electrons by 
two fully independent icethoda, the TRD's and the 
electromagnetic shower calorimeters, whose positions 
are shovn in fig. 6, As the two devices are expected 
to provide electron versus hadron discriminations at 
the few percent level, the total hadron rejection 
will he of the order of 10 : I or better. 

The TRD for LEF Experiments 

Fig. 6 is a schematic view of the ELECTRA detector 
recently proposed6 for experiments at the large 
electron^positron storage r'ng LEP. One of the 
salient features of this detector will be good lepton 
identification and high precision in charged particle 
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The p r inc ip le of operation of spark co­
unter with a loca l i zed discharge are desc r i ­
bed from the view point of the improvement 
of i t s t i ne c h a r a c t e r i s t i c s . The appl icat ion 
r e s u l t s of theBe counters in the experiment 
a t the co l l i d ing beam f a c i l i t y VEPP-2M and 
s t a tu s of the spark counter program in Novo­
s ib i r sk are discussed* 

Introduct ion 

We aee.two main appl ica t ion of spark 
counters v/ith a loca l i zed discharge £1J i n 
de tec tors for experiments a t co l l i d ing beam 
f a c i l i t i e s : 1) precise time measurements for 
the p a r t i c l e i d e n t i f i c a t i o n by TOP and 2) an 
appl icat ion i n the electromagnetic shower 
and hadron calor imeters for the energy, co­
ordinate and time measurements. The advanta­
ges of these epark counters compared to 
o thers gaseous de tec tors and s c i n t i l l a t i o n 
counters are the high time reso lu t ion ( ~ 1 0 
times b e t t e r than tha t for s o i n t i l l a t i o n co­
unters) and the same accuracy in pos i t ion 
measurements as tha t i n the case of d r i f t 
chambers. The pulse amplitudes of fev; v o l t s 
and a r i s e time ~ 0 .1 ns s impl i f ies the 
e l ec t ron i c s . 

The operation p r inc ip le of these coun­
t e r s w i l l be described from the view point 
of improvement of i t s time c h a r a c t e r i s t i c s . 
She reBUltB of the appl ica t ion of the coun­
t e r s in the co l l i d ing beam experiments a t 
the VEPP-2S f a c i l i t y and the spark counter 
program s t a t u s i n Novosibirsk a re discussed. 

1. Spark Counter wi th a Localized 
Discharge 

The spark counter with a l oca l i s ed d i s ­
charge cons i s t s of two plane - p a r a l l e l elec­
t rodes separated from each other by a gas 
gap. These e lec t rodes are supplied wi th a 
constant voltage above the threshold value 
a t which the p a r t i c l e s begin to induce d i s ­
charges between the e lec t rodes . The sparks 
discharge a l imi ted area of e l ec t rodes . The 
rad ius of t h i s region i s of the order of the 
spark gap s i z e . Under these condi t ions the 
s e n s i t i v i t y to the par t ic leB Bituated on the 
remaining counter area i s preserved. Dischar­
ge locat ion i s achieved by using aemioonduc-
t i v e BIBBB with high r e s i s t i v i t y {109 • 
• 10 l aJZ.cm) for one of the counter e l e c t r o ­
des and choosing a epacial gas mixture which 
absorbs photons p r i o r to t h e i r t r a v e l l i n g to 
the regions of the high e l e c t r i c f i e l d [21. 

A pr inc ipa l ley-out of the counter i s 
shown in Tig, 1. The anode i s made of the 
eemiconductlve g lass and the cathode i s an 
ordinary g l a s s onto which a l ayer of copper 
i s vacuum-deposited* A typ ica l gas mixture 

oons i s t s of a noble gaB with an addit ion of 
copper s t r l r i 

cathode oopper coated glBBsH "T\ 

spacer high voltage 

Pig . 1 The pr inc ipa l lay-out of the 
loca l ized discharge spark counter. 

organic gases whose t o t a l absorption Bpectra 
cover a vd.de range of photon wavelengths be­
low 225 run: 2.5% 1.3 butadiene; 1.955 e t h y l e ­
ne; 1C# isobutanes end B5.6S& argon under a 
t o t a l pressure of 12 atmospheres (Fig. 2 ) . 

The s igna l s propagate in both direct ions 
of the counter along the a t r i p transmission 
l i n e s formed by the cathode and conductive 
s t r i p s 10 mm wide. These copper Btr ips are 
deposited onto the h igh - r e s iB t iv i t y e l e c t r o ­
d e ' s surface opposite to the spark gap (Hg.1). 
The pulse amplitude i s several v o l t s a t a 
load of 50 Jl. The a r r i v a l t imes of the s i g ­
na l s from the opposite ends of the counter 
1?i and 'Vj, provide information on the time 

of p a r t i c l e passage (CC<+ '2'aJ/2) end 

50 450 
wavelength, n» 

• P ig . 2 Photon absorption coef f ic ien t 
for gas mixture used i n spark counter: 
1 - red boundary of the photoef&ct for copper. 
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the coordinate along the strip lines ((Ty-fa.) /2). The transverse coordinate fay be determined by using the standard procedu­res for finding the centre of gravity of the signals induced on stripe. 
Counters have been constructed with «r«-

BB up to 30 ea i JO cm and with the 1.0,0,2 
was achieved at a gap of 0.1 mm and was 
Gj = 24 pa. The accuracy of the coordinate 

along the counter's strips is measured to be 
equal to -a 0.2 on. 

a. Soae possible ways of improvement 
~of the counter tin characteristics 
According to streamer's theory, elect­ron in the strong electric field qulcly ava­lanches, and this process can be described by 

where I is the distance from the start point 
of an avalanche, and £ - the first Town-
send coefficient [3] 

JL =Ap-SXP{'Bp/£) ( a > 
where A and B are the constants dependig on 
gas mixture; P,E are the applied gas pressu­
re and electric field. , j 

When the number of electrons Afo ~ 10 
(</-X~20 ), an avalanche tuma into streamer, 
which quickly bridges the counter «sp f3J. 
Bense the time delay from single electron ia 
defined by formula 

* - # (3) 
Where IS la the electron drift velocity. 

The delay time fluctuation 1B defined 
by the fluctuations both of gaseous amplifi­
cation and transition moment from avalanche 
to streamer. Both of them are proportional to 
the delay time and therefore, the total time 
resolution is equal to 

where &. and i are proportional coefficients. 
In the gas of counter relatlvistlc par­

ticle creatBB on average, AfoU/cm) of pri­
mary electrons. If the average distance be­
tween thea is more than the characteristic 
length J(eC where the avalanche growth by 
"e", then it is passible to consider the de­
velopment of avalanches independetly. 

The situation in the counters is close 
to this case as 

0 , -ZS/vn » SM ~ z •*•*/*» • 
The delay time fluctuations are deter­

mined by the transition moment fron the 
first (in time) avalanche to the streamer. In 
this case, the distribution of discharge delay 
time can be written by the formula 

_ t 
={^rijf(t)-EXP[KC$(tyt'] (» 

•i 

where f(t) is the delay time distribution 
for a single electron; N - the number of 
electrons, with the average number of primary 
electrons Tf, which may cause the discharge in 

the gap. The calculations performed for the 
distribution (5) with the normal curve C<fl for 

J(t) and the sane rith 

vary slower compared with TH dependence of 
the delay time fluctuation on H (Tig. 3). 

c* 

F(t) = 'faNM-fT*) 

<% 

0£ 

10 15 N 
Fig. 3 The time resolution dependence on 
Che number of primary ion pairs: 
(1) aT/oI - l/M; (2) the calculation of 
Eq. (5) with f(t> = exp(-t!/2>//57: and 
(3) the same with f(tj - expO|t|) i l l . 

The comparison of tiae resolution for 
various number of initial ion pairs in the 
gap W S B made experimentally. With the pres­
sure of a gas mixture increased by a factor 
of 1.5, the time resolution did not change 
with the accuracy of 1 0 % et the same overvol-
tage. With the spark gap Increased by fsctor 
of 1.85, the time resolution measured with 
the ssme accuracy changed in proportion with 
the tiae delay (4). The results of thepe ex­
periments show slower oomosre'd with YT depen­
dence of the daisy time fluctuation on IT. 

The tine resolution and delay time de­
pendences on Toltage applied to electrodes 
are given in Fig. 4. One eon see, that the 
ratio of delay time te thatiaa resolution 
is approximately constant and both are chan­
ging very rapidly with the voltaee increase. 
However, when the high voltage is about two 
times higher than its threshold value the 
nain discharge from particle is accompanied 
by afterpulses, and their number increases 
rapidly with the high voltage. 

The model explaining all our experimen­
tal results consists in the assumption that 
the avalanches eerie develop In the region 
around the main discbarge, where the elect­
ric field is email, which results in the 
discharge in the region where the voltage is 
above its threshold value (Fig. 5). Accor­
ding to this model the initial electrons) 
appear from the cathode under influence of 
low energy photons (220-250 nm) where the 
gas mixture has no absorption (Pig. 2). ?h\e-
ss photons couldn't ionise the gas molecules, 
since their energy is less than ionization 
potential. Experimental facts explaining by 
this model, consist in the following. 
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ELg< 4 The delay time to end time re­
solution (TV vereua the voltage V. for 
the spark counter Y/ith the 0,2 mm gap. 

Pie- 5 The model of the afterpulae: 
1 - the main discharge, 2 - avalanches 
serie, 3 - the afterpulse. The curve 
shows the high voltage distribution on 
the distance of the main discharge* 
Uo- the threshold voltage. 

1. The number of afterpulses does not 
Increase with increasing the absorption com­
ponent pressure ( A •*• 220 nai) • 

2. The average delay time between the 
main pulse and the afterpulse A t « 100 ns 
(Pig. 6) one can explain with the time ne­
cessary for the electron avalanches aerie 
creation in a low electric field. 

3. The afterpulBe amplitude is less than 
the main pulse amplitude, since it takes pla­
ce in the electric field about threshold va­
lue • 

4. The depondenoe of afterpulses fre­
quency on the properties of polymer film on 
the electrode surface was observed. 

T 

Pig. 6 A main pulse with a f t c rpu l se . 

The gas mixture, used in the counter , 
has no absorption for the photons with the 
wavelength? ranging from 220nm to the photo-
effect red boundary for an copper cathode. 
For the f i r s t turn-on of counter a f t e r i t s 
assembly, t h s "burning-in" period i.s rsquired 
t o obtain the loca l ized discharge- This i s 
accomplished using an in tense rad' .oaetlve so­
urce , and a t the same t ime, high voltage i s 
slowly increased. Swing t h i s i n i t i a l period 
of use, the electrode surfaces are coated 
with a film of polymerized gas, changing the 
work function of e lec t rodes and loca l i z ing 
discharge. The proper t i es of t h i s film depend 
on the gas mixture. As was shown, the adding 
of a small quantity of d ie thyl e the r r e s u l t s 
in the film formation, whicii reduces the num­
ber of a f te rpulees and enablns to reach the 
higher overvoltage and hence to improve the 
tisie r e so lu t i on . The time diBtributicri of 
events with cosmic pBTtlcle6 obtained for 
two counters with 0, 1 nun spark gaps and each 
l l i l l cm2 i n s i s e , i s shown in P ig . 7 . The 

•132 0 432 

Pig . 7 Dis t r ibut ion of the time dif­
ference of two spark counters . 



EBB mixture contained 2,5S 1-3 butadiene, 
1,936 ethylene, 3«3£ d ie thyl e the r , 6.6£ l s o -
butsne, 85 . l£ neon under the t o t a l pressure 
of , 12 atm. The counter time reso lu t ion of 

0% = 24 I>B was obtained at an operat ing vol­
tage 4 .5 kV, ( the threshold for ion iz ing r a ­
dia t ion to produce discharges was K„a l.97kVL 
Obviously, the c rea t ion of film with higher 
work function r e s u l t s in fur ther improvement 
of time r e so lu t i on . 

The f u l l solut ion of the problem w i l l be 
ueing the gaseous admixture absorbing the pho­
tons in £20</I •*• 250 ran range. Our search i n 
t h i s d i r ec t ion does not give us a pos i t i ve 
r e s u l t y e t . Vfhen t h i s problem w i l l be solved, 
one can expect the improvement of counter t i ­
me r e so lu t ion t o 6 g ~ 8 ps due to increas ing 
the e l e c t r i c f i e l d a t a fac to r of two above 
the previous va lue . I t i s Eupnoaed tha t e l e c ­
t r i c f i e l d s t reng th of E a 1 H e V c r a i s s t i l l 
too low to produce autoelectron emission from 
cathode. 

The Measurement of the Pion 
Form f ac to r 

S c i n t i l l a t i o n counters wore u t i l i z e d as ran­
ge counters Ginoe the pions stopp&d in on 
aluminium absorber not reaching s c i n t i l l a t i o n 
counters 1 and 4. The event d i s t r i bu t i on over 
time delay between the papange of the c o l l i -
necr p a i r s through the nnark counters nt on 
energy of 2 x 219 HeV for the p a r t i c l e s which 
a re not r eg i s t e r ed in s c i n t i l l a t i o n counters 
1 and 4 i s shown in Pig. 9. The delay time 
between two peake, At-»500 poec, corresponds 
t o the time of f l i g h t difference for e l e c t ­
rons and piona over the 50 em d i f f e r e n t i a l 
f l i g h t path of the spectrometer. 
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The loca l ized-d i scharge spark counters 
were used for the f i r s t time in the exper i ­
ments on measuring the pion form fao tor near 
e e"-*-^ r *j7~reaot ion threshold a t the 
VEPP-2M f a c i l i t y (Novosibirsk) [ 5 ] . A t ime-
- o f - f l i g h t spectrometer i n KL&. 6 has been 
designed on the b a s i s of these counters with 
0 .1 mm spark gap. Two spark counters of 
11 cm x 11 cm and 30 cm x 30 cm in s ize were 
loca ted a t a d is tance of 13 cm and 62 cm in 
a v e r t i c a l plane on both s ides of the beam 
i n t e r a c t i o n region . They were used fo r me­
asuring the time of f l i g h t and coordinates of 
the c o l l i n e a r p a i r s of the produced p a r t i c l e s . 

J i g . 8 General view of time of f l i g h t 
apcctrometeri 1*5 - s c i n t i l l a t i o n co­
unte rs ; 6,7 - upper and lower spark co­
un te r s , 8 - wal l of vacuum chamber of 
VEPE-2M storage device. 

P ig . 9 The event d i s t r i b u t i o n over 
t i ne delay between operat ion of two 
spark oounters with no s ignal from 
s c i n t i l l a t i o n counters 1 and 4 . 

For t h i s experiment the gas mixture men­
t ioned e a r l i e r was used. The operat ing v o l t a ­
ge v;as auch that the reso lu t ion Gj- -a 50 po 
for each counter . The specif ic fea ture of a 
spectrometer was the absence of conventional 
t rak ing chambers, t h e i r ro le vras played by 
spark counters . In t h i s experiment tha pion 
form faotor near the a V — ^ " ' ^ ' r a a o t i o t i 
threshold was measured, an electromagnetic -
pion moan square r ad ius , <•?$•>= 0.37*0.05 f 
was found, which i s an agreement with the r e ­
s u l t <?%> = 0.31 * 0.04 f 2 Of the FtfAL-Dub-
na ffre - aoa t te r ing experiment Ibf. The da­
t a co l l ec t ion for t h i s experiment l a s t ed for 
about bO days. 

Sta tue of the aoark counter program 
in Novosibirsk" 

The typ ica l s izes of de tec tors for l a r ­
ge physical devices are of 2*3 meter. Our 
est imations and experiments have shown tha t 
the manufacturing of spark local ize i j -d iscbar-
ge counters of such s i zes seemed to be quite 
r e a l i s t i c . The main d i f f i c u l t i e s confronted 
are aue to the preparat ion of the l a r g e , f i ­
ne , nondefective e lec t rode surfaces before 
assembly of counters . To find the p r inc ipa l 
solut ion of t h i s problem, we are cur ren t ly 
const ruct ing a counter of 90 cm long. This 
counter w i l l be composed of th ree sect ions 
oennected i n s e r i e s , each 11 x 30 cm in s i z e . 

The other important problem i s to find 
new gas mixtures with b e t t e r time charac te ­
r i s t i c s and l e s s prone to polymerisation i n ­
duced by the d ischarges . 

The comparison of var ious nobel gase3 
inf luence on the counter c h a r a c t e r i s t i c s was 
made. Boon compared to fil and XS decreases 
the threshold value and has good time r e so ­
l u t i o n . The low operat ing voltage should im­
prove the gas mixture s t a b i l i t y . The search 
of the new absorption admixture, according 



to the above mentioned p r i n c i p l e s , i s in 
progress now* 

To our opinion, the advantage of these 
detec tors ore the high time and coordinate 
reso lu t ions in combination with an ease of 
s ignal processing, using time-amplitude con­
v e r t e r s . Moreover, since each p a r t i c l e d i s ­
charges a Email region of the oounter, the 
s ignal amplitude of several p a r t i c l e s i s p ro ­
por t ional to the number of p a r t i c l e s . This 
may enable on° to design electromagnetic sho­
wer and hadron oalorimeters on the bas i s of 
loca l ized discharge spark counters . 
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RESULTS FROM THE SL»C PSC DEVELOPMENT FSOCRAM 

W. B. AtHood 
Stanford Linear Accelerator Center 

Stanford University, Stanford, California 94305 

Planar Spark Counters (PSC's) have unique detec­
tion properties for charged particles. Those counters 
have achieved the best time resolutions of any particle 
detector,1 This In combination with their other prop­
erties makes PSC's attractive for use in high energy 
particle physics. At SLAC a program to develop this 
technology has been in progress since lS'S.' Last year 
we tested a pair of PSC's at the PEP storage ring and 
I will report on the results here.^ 

Provided that one can extend the PSC technology 
to large devices, PSC systems could have time resolu­
tions of 50 psec or better. In Fig. 1 1 have plotted 
the momentum for 50 and 100 psec time-of-flight parti­
cle separation over a 1,7 m flight pnth for various 
pairs of particle, It Is seen from this figure that 
such a system would sake good inroads on the difficult 
1-2 GeV momentm region, PSC systems will have a 
granularity dictated by the cost of electronics 
channels: at least an order of magnitude over con­
ventional scintillation counter systems is not unrea­
sonable, e.g., a cylindrical array of 1,000 PSC strip 
lines compared to one hundred or so scintillation 
counters. ThiB feature will reduce ambiguities arising 
from more than one particle striking a single detector 
element. 

PARTICLE (OENTfFICflTION 

Flight Poth' 1.7m 
TOP Resolution: SQaitC 

1 > 2o-
— 1 > I (T 

0 2 4 6 8 
•-•! f> (Gev/d . , . , . , 

Fig, 1. Tine-of-flight separation 
for various pairs of particle types. 

As I will show later in this report, PSC's 
Measure space-tine points. The accuracy of the 
coordinate along the PSC strip-line can be as good as 
200 urn, '• while the resolution of the coordinate trans­
verse to the Pre strip will be set by its width. If 
the strips are made narrow enough to have appreciable 
pulse height sharing, excellent transverse coordinate 
information may be obtained. In addition, the pulse 
height from the PSC strips provide a good indicator 
of the nuaber of particles striking that strip. 

PSC Counter Cetails 

Some details of the PSC design used at SLAC are 
shown in Fig. 2. Host of our counters have sn area of 
9 cm x g cm with a gap dimension of 185 um. Two to 
three microns of copper deposited over —100 8 of 
chromium on a substrate of ordinary window glass is 
used for the cathode, jour indium plated brass washers 
deteLTnine the gap dimension. The variations in the 
gap are required to he less than 3 microns. Semi­

conducting glass with a volume resistance of about 
10 1 Dn cm is used for the anode. Copper Btrlp lines 
ware vacuum deposited on the Bide opposite the gap to 
conduct the high frequency signals to coaxial output 
cables'. Coupling to the cathode Is accomplished using 
a parallel plate capacitor with mylar dielectric. The 
capacitance of the coupler is about IB0 pF. 

Fig. 2. Exploded ^iev of SLAC PSC 
construction. 

We have run our PSC's at gas pressures in the range 
of 6-12 atmospheres. The components of the gas we use 
are 70S argon or neon, 16X isobutanc, 3,3£ ethylene, 
3.3Z 1-3 butadiene and 7.4X hydrogen. We have also 
added up to I-1/2Z ether for some runs.3 The gas is 
recirculated through the spark gap with a linear velo­
city of about 10 cm/aoc. The only purifiers in the gas 
system are a .03 urn dust filters located j .ist in front 
of che counters' gas Inlets. 

UBing this gas mixture with argon far the noble 
gas, we observe a threshold for sparks at about 3,500 
volts across the spark gap. By 4,000 volts the count;r 
has plateaued with a singles counting fate of about 
.02 Hz/cm2 (cons 1stant with the cosmic ray background). 
At 7,000 volts the counting rate has risen to about 
.025 Hs/cm2 and then quickly increases with further 
high voltage increases. We operate our counters Jusc 
before this rapid rise in the singles rates. We attri­
bute the excess counting rate to after pulsing ir. our 
counters with second sparks following the initial 
discharge by up to 300 nsec. Experience has shown that 
extended operation in this region eventually leads to 
a "run-away" situation from which thd counter does not 
recover. 

The output pulse from our PSC'e has a rise time of 
about 200 psec, is 1-2 volts in amplitude, and has a 
•width of 5-10 nsec. OUT measurements of the frequency 
response of the strip line' i the PSC'a have shown 
them to be similar to R01" coaxial cable and we attri­
bute the 200 psec rise time in our counters to the 
limitations of the strip lines. We have measured the 
rise-time through B0 cm of PSC strip line using a 25 
psec rise time input pulse. A 600 psec rise time 
output pulse was observed. 



In Figs. 3-5 I show typical results from our 
9 cm * 9 cm PSC's obtained using cosmic rays. The 
time-of -flight shown in Fig. 3 is the tine difference 
hetween the PSC*s. The time for each PSC 1B the aver­
age of the times measured from the two ends of Che PSC 
strip-line with the largest pulse height for that 
event. The coordinate resolution shown in Fig. 4 is 
the location of the hit in the PSC inferred from the 
difference in times from the two ends of the hit strip 
minus the predicted hit location determined by a drift 
chamber equipped cosmic ray telescope. Our coordinate 
resolution is consistent with th& least count accuracy 
of the TDC units used for measuring the times from the 
PSC strip lines. 

Figure j shows a PSC pulse height distributions 
from the cosmic ray running. The PSC was operated at 
the end of the hiph voltage plateau curve for this 
data. The pWHH is approximately equal to 1002! of the 
mean. At lower voltages this distribution becomes 
narrower. 

r • i 1 " 
• Gas = Neon+ Lt her Mill. 

V G A P . 6250V 
_ Cosmic Roy 
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Kor/yS 49 -tpsec 

- J V J . i 

-1000 -500 0 500 1000 
'lOF '"«' .,.,., 

Fig. 3. Time-of-flight distribution 
from PSC's using cosmic rays. 

50 100 150 S00 
PULSE HEIGHT 

Fig. 5. TSC pulse height distri­
bution from cosmic ray data. 

PSC Teats at PEP 

In Juno of 1S81 a pair of 9 a » 9 ™ PSC's were 
installed and operated In IR8 at the PEP Storage Ring.3 

Figure 6 shows details of this installation. The PSC's 
were mounted on the face of the DELCO luminosity moni­
tors and covered about 30% of one aectant on each Bide. 
The luminosity monitor Itself had aperture defining, 
face counters (Fl and F2) backed by wave-bar read-out, 
sampling shower counters (LI and L2). The tricger for 
data taking was F1.M.F2.L2 and had a large component 
of small angle Bhabha scattering. The trigger rate was 
about 1 K2. Of those triggers about 1/10 had PSC hits. 
The pulse heights from LI and L2 are shown in Fig, 7 
end the events with large, correlated pulse heights in 
the two shower counters are from Bhabha scattering. 

F2 L2 

1 tt -

T * 

• » -
« 

U M * • - • * • » -U - . •*•* 
A. <em) 

Fig. 4. Spacial coordinate resolu­
tion of PSC's along the strip lines 
from cosmic ray daca. 

Fig. 6. Schematic of PSC instal­
lation in IRS at PEP, 

o.2 o,4 o.6 o.a 
P.H, FOR LI tx'O3) 

Fig. 7. Scatter plot of luminosity 
shower counter pulse heights, LI and L2. 



The counting rates Into our PSC's In these loca­
tions varied between 1 and 5 kHz/81 cn2-+ This rate 
was a factor of 10 higher than the rates which the 
counters had been pravlously subjected to using a Co 6 0 

source. The RC recovery time for a PSC Is approximately 
equal to the product of the dielectric constant and the 
volume resistivity (p) of the semiconducting glass* 
Fur our counters o • 3 and 6 x 10 L On cm which results in 
time constants of ~25 *nd »50 msee, Ac a 2 JeHs rate 
into our PSC1 s the mean time betueen sparks in the same 
local area (~*25 cm) 5 is about 150 msec* Thus we expect 
to see some rate effects arising from partially re­
covered regions of the spark gap. These effects may be 
lowered by about an order of ragnltudc by using more 
conductive glass (the lover limit Is p ~ lÔ fi en}. 1! 5 

The ra^e effect should worsen the time resolution and 
lower the pulse height* We observed both. 

Figure 8 shows the pulse height distributions fron 
the two FSC's for Bhabha events in which both PSC'a 
recorded a hit (pulse height £ 20 channels above 
pedestal). In both counters we observe a long tall 
extending to large pulse heights* We interpret these 
events as ones in which more than one particle struck 
the PSC. In Fig* 9 scatter plots for LI vs_ L2 are 
shown for the cases (a) when both PSC's are hit and 
(b) when both PSC*s ore hit by one particle. The events 
which are eliminated are likely to be "spray" events 
caused by electrons (positions) showering off the edges 
of small angle lead masks in front of the luminosity 
•.ounters. 

The single counter tine resolutions are shown in 
Fig, 10 for BhabhA events. The start For the TDC was 
the discriminated, beam button, pick-up signal and the 
TDC stops were the discriminated pulses from the PSC 
strip lines. The cine that the PSC was hie is gotten 
by averaging the tines from the two ends of the hit 
strip* We see in che comparison of P5C1 and PSC2 that 
the counter with the higher resistive semiconducting 
glass has a worse resolution as expected fron the high 
counting rate conditions. 

We also observed "albedo events" In our FSC's, 
These are events in which the pulse heights froa LI and 
12 ere consistant with the Bhabha signal but only one 
of the FSC's registered & hit. This may arise from 
shower particles [mostly gamma raya) coming back out of 
the shower counter and converting the the PSC. The 
time distribution for these events is shown in Fig, L0 
by the shade area, It is seen to be on the average 
later and broader than the distribution for the events 
in which both PSC's were hit, consistent with the longer 
and varied flight paths albedo events would have to 
follow to register in the PSC*s* 
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Fig. 8. Pulse height distribu­
tions from FSC1 and PSC2 from 
small angle Bhnbha scattering. 
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Fig. 10. Single PSC time distribu­
tions using the beam crossing signal 
for the TDC stare. Data cut on Bhabha. 
events from LI and L2 pulse heights. 



In Fig + 11 the time difference ( t T 0 F ) of the single 
counter times is plotted. Any jitter In the TDC stare 
signal will be correlated for t T 0 F and drop out. Using 
the single counter times (TPl and TP2) together with 
t-jop we can estimate the contributions to the measured 
time resolutions from various sources: 

ff2(TPl,2> - a 2{PSCl,2)+o 2(X)+0 2(BUNCH) 

o 2 C t X 0 F > - 0 2 (PSC1)+0 2 (ESC2)+2d 2 <BUNCH) . 

The o ? s l a b e l e d PSCl and PSC2 a r e t h a c o u n t e r r e s o l u ­
t i o n s , o(x) i s t he c o n t r i b u t i o n a r i s i n g from j i t t e r i n 
t h e s t a r t p u l s e fo r t he TDC'fl and a(BUNCH) i s the con­
t r i b u t i o n from t h e f i n i t e bunch l eng th of t he s t o r e d 
beams (0(BUNCH) * 2 cm). As such 

a(TPl) » 138 psec 

o(TP2) - 3 87 psec 

aCty 0 p) = 392 psec 

a(BliNCH) - 68 psec 

a(PSCl) * 76 peec 

0(?SC2) - 148 psec 

a{X) - 93 psec 

<rT O f-//i?=IJ6t2p«c 

1000 -500 0 500 
1TOF <PS«) 

Fig. II. Time difference of PSCl 
and PSC2 measured on Bhabha events* 

Due to the highly colllnear nature of Bhabha 
scattering the locations of the hits in our PSCTs 
should be anticorrelated. The PSC strip lines were 
oriented to be vertical and perpendicular to the beam 
direction. He call this the Y coordinate. In Figt 
12(a) the Y coordinate is plotted for each PSC derived 
from the time difference of the two measured times on 
the hit strip, (The signal velocity on the PSC strip 
lines is about L5 cm/nsec.) Fig"" 12(b) shows tha 
sum of Y(PSC1) and Y(FSC2). The width of this distri­
bution has contributions from the least count accuracy 
of the TDC's (c(TDC)), radiative correction to Bhabha 
scattering (ff(RAD)), and variations in the vertical 
position of the beam (o(BEAM) < 1 mm). We calculated 
c(RAD) using a Monte Carlo program and estimate it to 
be -2 ram. Using these va estimate a (TDC) ~ 18 psec 
(2.6 mm) which is not inconsistent with the TDC 
accuracy due to its 50 psec bins (50 psecATif • 
14 psec)* 

A major concern was the liftime of PSC's under 
storage ring conditions. Both PSCl and PSC2 were 
powered up for about 150 hours with circulating beams 
present. At the start of the PEP running PSCl was 
about I year old and PSC2 was 2 months old. We observed 

-10 -5 0 5 0 5 10 15 
.-,» YtPSCI STRIPI) (x9mm) „„,„ 

Fig. 12, (a) PSCl and PSC2 Y coordinnte correla­
tion for Bhabha events, and (b) sum of Y(PSCI) + 
Y(PSC2) for Bhabha events, 

no deterioration in these PSC's operating characteris­
tics during or after the PEP running. In fact the time 
resolution measured on cosmic rays shown in Fig. 3 was 
taken with these PSC's after PEP had shut down for the 
summer. 

Our conclusions from this test are: 
(1) There wert no surprises. PSC's perform as other 

HEP particle detectors even under high rate 
conditions near the hewn. 

(2) High rates degraded pulse height and time resolu­
tion by a factor of 2-4. The rate dependence was 
due to the unnecessarily high resistance of the 
semiconducting glass anodes. The rate dependence 
can be improved by a factor of 10 by using more 
conductive glass. 

(3) The correlated information of two times and one 
pulse height from each strip gives a space-time 
point of good accuracy and the strip multiplicity 
for each event. This provides a powerful tool for 
understanding various event types, 

(4) PSC's can withstand harsh experimental environ­
ments. 
The SLAC PSC development project is presently 

building two 10 ctu * 120 cm counter. We are also making 
a 20 layer, atmospheric pressure, electromagnetic shouer 
counter using PSC's as the sampling detectors. And 
finally, u are investigating the use of various semi­
conducting plastics from which to moke the electrodes. 
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MICROPROCESSORS IN DETECTORS AND ANALYSIS 

Eric J. Slskind 
ISABELLE Data Acquisition Group 
Brookhaven National Laboratory 

Upton, New York 11973 

Introduction 

The increasing need in high energy physic a ex­
periments for computation power for both online and 
offline applications! coupled with the current 
"microprocessor revolution/' has led ua to examine 
the use of microprocessors in various aspects of HEP 
computing. The following article ia a brief [and 
admittedly somewhat biased) review of current hard­
ware products, the coats of developing and producing 
hardware systems, and the costa of providing appro­
priate software support tools which allow one to make 
effective use of physicists' time, and the applicabi­
lity of certain systems to the various needs of HEP 
comput ing. 

What is a Microprocessor? 

The tern "microprocessor" is currently used to 
depcribe two dist inct ent it ies which, although aome-
what related, have sufficiently different: chdracter­
istics, costs> and optimum uses aa to merit individ­
ual consideration. The following discussion should 
help elucidate the difference between a microproces­
sor and a microprocessor! 

The first use of the terra describes the process­
ing element of a microcomputer system, aa distin­
guished from minicomputers, midicomputetJ, etc. The 
hardware is invariably implemented in LSI or VLSI 
chips, with a complete processor occupying one or a 
few chips or substrates. Such a processor executes 
machine instructions which can be generated via as­
sembly of a program written in a language which is 
identical for all examples of this processor (and 
often for an entire family of processors, e.g. LSI-
U ' B use of the same assembly language as all PDP-11 
processors), or which can be generated via compila­
tion of programs written in FORTRAN, PASCAL, C, or 
other higher level languages. The execution of a 
single machine instruction typically requires more 
than one basic clock cycle of the processor. The 
machine instruction seta typically contain integer 
arithmetic, including multiplication and division, as 
well as logical operations (e.g. bit manipulation), 
and occasionally implement floating point operations 
with additional or even integral hardware, The exe­
cution of complicated instructions, implying multiple 
clock cycles per instruction, requires the use of 
instruction decoding and execution sequencing hard­
ware within the microprocessor. Table I lists sever­
al important characteristics of some of the micro­
processors of this type which are currently available. 

The other use of the term ''microprocessor" de­
scribes an engine which executes microcode, as dia-
t inguished from the usual macrocode instructions. 
Microcode is in some aente "closer to the hardware," 
can have instruction formats and widths which differ 
from application to application using the sane hard­

ware, can describe multiple operations (in different 
execution unite) in a single instruction, and typi­
cally specifies instructions which execute in one 
machine clock cycle (although the instruction may 
contain & field which indicates that it is to be 
executed multiple times in a row), with each inutruc­
tion capable of Less powerful manipulations than 
that of macrocode. As an example, it LB rare machine 
of this type which can execute at\ integer multiply 
operation without instruction repetition, although 
exceptions to this rule exist (e.g. FNAL H7 2), The 
hardware for such machines varies quite considerably, 
with the data paths often built out o£ MSI chips with 
SSI control gates in order to obtain a configuration 
optimized for certain types of calculations. When 
built in this fashion, a microprocessor may contain 
hundreds or even thousands of integrated circuit 
packages. Howevert LSI chipB containing a "a I ice" 
several bita wide of either standardized data paths 
or sequencing logic are commercially available, and 
are typica;ly expandable to configure machines of 
arbitrary wt>rd width. Such machines are referred to 
as "bit-slice microprocessors," and a sampling of 
characteristics of such devices is included in Table 
II. It should be noted that even with the use of 
auch chips, the instruct ion format is at ill diccated 
by the hardware designer. 

Table I. Characteristics of General Purpose Micro-
Processors. Source - EDN. 11/11/81 

Data Word Add.Word pins Clock Rate Cost 
Chip (Bits) (Bits) (D/A) (HHg) (100 lot] 
8080 8 l& 8/16 1-3 3.70 
8085 8 16 8/16 1-5 4.40 
5 BOO 8 16 R/16 1-2 4 .95-6.2D 
ZBO 8 16 8/16 2-6 8 .00-15 .00 

8086 18 16 16 5-10 58 .50-127 .40 
8088 16 16 8 5 14.10 
68000 32 23 16/23 6-12 .5 86 .00-149 .00 
28000 16/32 24 16 8 35.90 

432 32 24 16 8 1470.00 

Table 1 1 . C h a r a c t e r i s t i c s 
P r o c e s s o r s . Source - EDN. 

of B i t - S l i c e 
11/11/81 

Hie r o ­

Chip 
Width 
( B i t a ) Family Reftitfters 

Clock Rat 
(MHz) 

le Pr ice 
(100 l o t ) 

M01 4 STTL 1* 16.67 S .95 
2903 4 STTL 16 10 21 .00 
29203 U STTL L6 10 ' ? 
:9116 16 STTL 32 10 ' } 

10800 A ECL 10K 0 20 48, .75 
10902 8 ECL 10K 0 50 100. .00 

10022C 8 ECL 100K 1 50 7 

Work performed under t he ausp ices of the U.S. 
Department of Energy. 

With che n o t a b l e excep t ion of t he SLAC 1G8/E, 3 

code for such machines i s generaced v i a meta-assembly 
of symbolic source code in a form which i s unique to 
t he p a r t i c u l a r p r o c e s s o r , and i s q u i t e d i f f i c u l t to 
g e n e r a t e . The re fo re , such machines r a r e l y employ 
p rograms c o n t a i n i n g more t h a n a few t h o u s a n d 



instruct ions • A typical estimate is that microcode 
is an order of magnitude more difficult to generate 
then typical machine assembly language macrocode. 
This results from the need to specify multiple opera­
tions in each instruct ion, timing problems associated 
with different propagation delays (i.e. varying 
number of transfers) associated with moving data into 
distinct regis torn, the need to consider the fre­
quently pipelined nature of microcode execution, and 
the typical lack of sophisticated debugging tools. 
The 168/E differs from the norm in that its microcode 
is ?°ierated by the translation of the object nodules 
(or load moduLes) produced by the compilation of 
FORTRAN programs on the host machine, and so fre­
quently large volumes of microcode are produced, 
often requiring overlaying in the relatively lae&*. 
prograo memory. 

c'\hough such machines were first developed as a 
means LZ implementing the central processors of newer 
computers with more complicated instruction Beta and 
formats without proportional increase in the amount 
of hardware in such a processor, they also find ap­
plications wherever special processing requirements 
exist. Table III includes characteristics of the 
central processors of various computer Bysterna. Note 
that fnuter microprocessor clock speed does not nec­
essarily imply faster macroinstruction execution, but 
char memory access times and the presence of special 
hardware or additional connectivity in the micropro­
cessor data paths may have far jflore profound effects 
(e.g. the VAX-11/78Q is around 5 times more powerful 
than a PDP-11/34, yet the latter machine has the 
faster microprocessor clock speed). Also, note that 
the fastest processing units prefer the route of more 
hardware rather than microcoding instructions (e-R-
CDC 7600, Cray I and n ) . Table IV indicates the 
variety of microprocessors found in a typical VAX-
11/780 system, while Table V gives a sampling of 
microprocessors which have been developed for use In 
high energy physics. 

Table III. Hicromachines in Commercial CPUs 

Hachinr 
Cycle Tine 
(Nanoseconds) 

UC Width 
(Bits) 

UC Length 
(Kwords) 

L S I - l l / 2 400 22 1 
PDP-11/04 260 40 'J. 25 
P n p - l l / 3 4 180 4B 0.5 
PDP-11/45 150 64 0.25 
PDP-11/60 170 48 2 .5 
VAX-11/750 320 ao 20 
VAX-11/780 200 96 4+:(RAM> 
IBM-30B1 26 7 ? 
CDC-7600 25 Hot Microcoded 
CRAY I 12.5 Not Microcoded 
CRAY I I 4 . 0 Not Microcoded 

Table Jiv, Microcode^ Processors in a VAX -11/780 
System 

jC Width UC Length 
Model Descr .ption ALU ( B i t s ) (Kwordo) 
KA-790 Central Processor 74S181 96 4tl(RAM> 
FF-780 Float ing Paint Unit 74S361 48 0 .5 
DW-780 Unibua Adapter None 44 0.5 
DR-780 C/O Ch innel 2901 40 1 
RX-02 Floppy Disk 2901 16 1 
DMC-11 S e r i a l I/O Unit 74S181 16 1 

Table V. Microcoded Frocesaorg Developed for HEP 
UC Width UC Length 

Model Description ALB (BitB) (Kvorde) 
W- Trigger Procesaor 10181 
BABC* Digitizer Controller 2901 
TDS 5 Digitizer Controller 101SI 
168/E3 Mainframe Bnulatar 2901 
VCC& CAMAC Channel 2903 
UPl" FastbuB Channel 2901 

64 4 
4B 0.5 
32 1 
24 32 
64 4 
80 2 

Hardware Costs 

He now turn to the coBts of developing and pro­
ducing microprocessor systems. There in an implicit 
assumption in the following discussion that the 
microprocessor has very little in the vay of private 
peripherals outside of the hardware directly under 
its control, but instead talks to humans or media via 
a connection to a host computer, I note in passing 
that iE this is not so, but instead the micro is 
equipped with a compute se; of Support peripherals, 
including terminal, printer, floppy disks, etc.) then 
the coat of such a development system is currently in 
the range of S2&K. 

In developing a hardware configuration £c>r a 
typical microcomputer such aB an 8086 or 68000, a 
standard estimate might be of order a man-year of 
engineering plus prototyping coats, or a figure o£ 
order S100K, Considerable design savings may he 
effected by careful use of existing hobbyist develop­
ment cards or crate/bus systems such as S-100 or 
Multibus (or ultimately Fastbusi). On the other 
hand, the engineering of a bit-slice system involves 
somewhat higher development coats, A crude estimate 
for the SLAC BADC system6 was 3 man-years of engi­
neering plus S100K of prototype hardware construc­
tion, for a total oE S250K. 

The final product board of either type of micro­
processor system, containing both processor and mem­
ory, has an estimated cost in the neighborhood of 
$LK. The estimated processing power of a current 16 
bit micro is of order a few times 10 instructions 
per second, for a cost effectiveness of order a few 
hundred instructions per second per dollar, while the 
power and rose effectiveness of bit-slice systems for 
those applications which can ho programmed effec­
tively on them is about an order of magnitude higher 
than those for the single chip processor. For com­
parison, note that the cost effectiveness of the beat 
of the current mid is or mainframes LB only around 10 
instruct ions par second per dollar (e.g. VAX's run 
around $100K for a cpu executing around one million 
instructions per Becnnd (MIPS) while rhe TBM 3081 
runs a couple of ma<tabucka for around 15 HIPS of 
processing power). 

This set of numbers leads to two distinct con­
clusions. The first is that microprocessors are 
sufficiently more cost effective than current main­
frames to merit serious study of their use in conven­
tional compute bound HEP .-̂ plications such as offline 
production and Monte Carlos. Tn addition, their cost 
effectiveness will shortly bring the use of high 
level trigger processors constructed from arrays of 
microprocessors programmed in FORTRAN or some equiv­
alent language and providing instruction processing 
powers of order 10* instructions per event on data 
streams of order \0 3 events per gecond into an af­
fordable regime. The second conclusion is that once 
you have engineered the hardware for a system* you 
should stick vith the hardware until there is a clear 
need to engineer a new system. As an example, given 
an engineered 806 in a Fast bus crate with a cost 
effectiveness of 200 instructions per second per 
dollar, one should not be tempted to develop a more 
cost effective piece of bit-slice hardware until that 
enhanced cost effectiveness will offset the 5250K 
development, i.e. until the processing requirement 
exceeds 50 HIPS (50 VA:»* or 5 CDC 7600 equivalents!) 
even assuming that the new hardware has infinite cost 
effectiveness. In real life, there obviously may be 
some other overriding consideration which necessi­
tates such a hardware development projectt but it 
should not be cost. Similarly, one should typically 



not TKI<# to the desires of your hardware engineer to 
play tfith the latest new chip which is twice as Fiat 
as '.he aid one (and is NOT a plug-in replacement) 
unless he ia willing bo pay the development costs out 
of his pocket. This conclusion will gain even more 
strength when one adds the costs of software support 
to the hardware development. 

Software Costs 

A number of system architectures have been pro­
posed far mult i-qiicToproceB3or systems For various 
applications in high energy p h y s i c s - 9 , 1 0 These ar­
chitectures all have the co™non feature Chut they 
contain a number of computers connected by same form 
of bus to a common host node which is responsible For 
code development and some of Lne I/O handling. Each 
computer can calk to i t s awn local memory and possi­
bly to local peripherals without tying up the multi­
processor bus, and in some cases can talk to other 
peripherals for I/O purpose's via the bus hut without 
the aid of the host- This architecture is also that 
of the CM*,11 n multiorocesor built from 50 LSI-ll 's 
at Carnegie-Mellon University to study such configur­
ations .ind their operating systems. The unique fea­
ture which HEP adds to the Or* is the knowledge that 
either an application is consigned for all time to a 
particular processor because of a need to access 
peripherals that are only connected to that processor 
(e.g. distributed cont rols systems), or else that 
Che comparing loud is naturally divided into "events" 
which can be distributed among the processors with a 
time icale which is known to the application program­
mer, and thus the distribution of work is never han­
dled by the multiprocessor operating system. 

Having "listed the similari t ies anong such sys­
tems t note that such systems .iiFEer in whether the 
slave processors execute the same instruction set as 
eh« host and in whether a particular application Î UBC 
be Forced into a particular slave or is free to be 
located in any slave or set of slaves. The software 
developments necessary to support two particular 
systems will now be described. 

The first system is one in which the slave pro­
cessor is of a different type than the host, and che 
apolicat ion is constrained to live in a particular 
slave. This is the classic case of microprocessor 
support using development tools on a remote system. 
The syseen in question is the controls upgrade tor 
the SLC linac,® which uses Sytek syscera 40 as the 
multiprocessor bus* However, an essentially identi­
cal specification has been promulgated for a BNL-LBL-
SLAC col laborat ion 1 2 which is attempting to introduce 
Fasthus as the multiprocesor bus to existing PEP 
experiments, starting with the Mark IT. The software 
specification is as fallows; (1) a FORTRAN cross-
compiler implementing FORTRAN 77 extended to be es­
sential ly compatible with VAX FORTRAN will be provid­
ed; (2) a suitable cross-linker and downline loader 
will be provided; (3) the run-time support system at 
the slave node will Support FORTRAN FORMAT staten^nts 
( i . e . the programmer need know nothing about the 
internal machine representation of floating point 
numbers), timer services (Hhat tine is it? Execute a 
speciEied routine at a specified time1. Execute a 
specified routing a specified time fron now), and 
connect to interrupt services (execute a specified 
routine whenever a speciEied interrupt driven event 
occurs); (4) an interactive symbolic cross-debugger 
will be provided. The last item, which is definitely 
the most important, will allow a programmer s i t t ing 
at a terminal on the host machine to place break­
points in any program executing in any slave proces­

sor, and to investigate variables in the slave pro­
gram by their symbolic names. I t is estimated that 
the development of such <> software support system 
will coat between S250K and S500K, 

The second system is one in which the slave 
processor ia assumed to have an instruction set iden­
t ica l to that of the host, and in which the entire 
set of slave processors is used to boost the proces­
sing capacity of the host system. An application can 
be moved from the host system into the slaves, re­
queuing, at the time of the move, the use of any 
number of identical slaves available in the slave 
pool maintained by the host system. The use of an 
identical instruction set allows the debugging of any 
new Application by developing code with the aid of 
the host symbolic debugger, followed by transfer to 
the slave processors with no code changes, A cross-
debugger is not provided. The software specification 
allows any process running on the host machine to 
perform the following actions: (1) allocate a clus­
ter of slave processors; (2) specify a program to run 
in any of its slave clusters; (3) get the status of a 
cluster; (4) wait for the status of a cluster to 
change (e.g. wait Eor slave program execution to 
terminate); (5) connect any logical unit (e .g . 
FORTRAN device 6) of any cluster of slaves to any 
file nr device on the host, to any logical unit of 
the host process which owns the cluster, or to any 
logical unit of another cluster owned by the same 
host process. This system ia being built ae BWL to 
^llow a VAX host system to access slave LSI VAX pro-
censors through a Fasthus multiprocessor link. A 
slight modification of this system may be used in the 
Ferrailab Colliding Detector Facility to allow mange* 
ment of LSI VAX processors via Fas thus for UBe as a 
programmable trigger f i l t e r . The estinated software 
development cost is of order S250K. 

This seems to lead us to another pair of conclu* 
sions. The firBt is that given a sufficient in i t ia l 
software efEort, it seems possible to develop support 
tools which can manage microprocessors connected to a 
host system to perfona essentially arbitrary tasks, 
as long as there is sufficient capacity on the multi­
processor bus and in the host system. In particular, 
i t U not unreasonable to expect that after in i t i a l 
development costs of $100K for hardware and $250K for 
software, a $1H investment in microprocessors can add 
of order 100 HIPS of manageable processing capacity 
(e .g. 10 CDC 760D equivalents) to any current online 
VAX system in an experimental p i t . In an age of $50H 
experiments, this is not a large price to pay for 
such an outstanding anount of computing. The second 
conclusion concerns development of software support 
tools such as those mentioned in the f irs t example 
above. In general, the $250K minimum software cost 
necessary to support a new nicroprocessor far out­
weighs the hardware developnent effort (estimated at 
$100K above), and thus again it pays even more ta 
restrain your engineer from his desire to play with 
the latest chip. In the extreoe, the software devel­
opment cost and software production cost so far ex­
ceed the hardware cost that the method of choosing 
hardware is to Find that hardware for which the soft­
ware development costs will be minimized. Typically, 
a reasonable additional constraint is that the soft­
ware support system be designed so as to be immedi­
ately compatible with any new hardware releases the 
manufacturer has in nind for the next 5-10 years. 

Of course, these observations are not really 
new. In fact, in perusing the proceedings of the 
1979 Data Acquisition Conference I noted several 
papers in which the managedent of arrays or networks 
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of cheap computers was presented as the outstand ins 
problem of HEP computing For the next decade. 1 3, 1* 
One speaker also indicated that ill of his comments 
had already been -made at a conference ten years ear­
lier. The only new development la that a few at­
tempts to build complete integrated hardware/software 
aysterns are finally in progress. However, I peraon-
aily find it exceedingly distreaaing that, given the 
exceedingly large development coats for a complete 
system including the necessary support tools, so many 
distinct and nanconrmnicating microprocessor develop­
ment projects bxiot in the various laboratories and 
universities. In my view, the high energy physics 
community can afford (especially in the light of the 
current budget problems) to support one 16 bit sicro-
proceaaor Dystem, and (at the appropriate later date) 
one 32 bit microprocessor system- Given the extreme 
difference in coats between an engineer's perception 
that development requires a hundred dollars or so for 
the cpu and a few hundred dollars at moot for memory, 
and the total project costs including all overheads 
and software support of many hundreds of thousands of 
dollars, anyone vho believes that they should start 
yet another microprocessor development project Bhould 
be firmly directed towards employment in the private 
sector . 

HEP Computing 

Table VI presents e list of some of the comput­
ing tasks associated with high energy hysics experi­
ment a. Of particular importance is the column which 
indicates whether a task is proportional to the num­
ber of physicists en the experiment or the volume of 
data taken (event size multiplied by trigger rate), 
or to neither of these. In the last caee, the magni­
tude of the problem ia typically still proportional 
to the overall scale of the experiment. A summary of 
microprocessor applicability to the tasks follows. 

Table VI, Experimental HEP Computing Tasks 
Task. ' Scale Coop. Root, for Hadron Collider 
Control Neither10 -10* inat./sec./application 
Zero Supp.1*,5 Data 10 s channels/event 10 3 eventa/s 
Calibration^ Data 10'' channels/event 10 3 events/a 
Trigger2, l s, 1&Data 10 u analog channels/event 10se/s 
Event Filter Data 10 5 inst./event 10 3 events/aec, 
Online Hon, Data 1G 7 in&t»/event W 3 events/sec. 
Production3 Data 10 7 inst./event 10 s events/year 
Simulation Data Identical to Production 
Code Dev, People lO^instTuctions/aecoTid/physiciBt 
Physics People 10^instructions/aecond/physiciet 

Controls 

Control of high voltage, gas systems, cryo­
genics, etc. was one of the first areas of experimen­
tal HEP in which single chip microprocessors were 
applied. These systems are typically quite limited 
in computational pover requirements, but require 
special applications coding for each new usage. This 
is clearly an area in which the availability of a 
complete development package for a slave of identity 
distinct from that of the host, complete with inter­
active symbolic crosa-debugging aids, would be moat 
h-^pful. 

Zero Suppression 

Intelligent digitizers have now been around for 
several years, with the SLAG BADC1* as the logical 
culmination of attempts by commercial manufacturers 
to nake "soart" ADC units. Recent developments auch 
aa the FNAL TDS/RABBIT5 system have concentrated on 

improving conversion speed, channel density, and 
dynamic range, as </ell ns adding redundant paths for 
fault tolerance in applications with Limited hardware 
sccessihility. Given the need to custom design a 
digitizer controller, as well as frequent constraints 
on overall speed to minimize deadtime, this has been 
an area where microcoded hardware rather than general 
purpose micropracesOTB have traditionally been 
applied. 

Calibration and Transformation 

This function has ;'requent Ly (e .g, T1ADC) been, 
but is not necessarily contrained to he, combined 
with the zero suppression function. The application 
typically requires a very email algorithm, and would 
seen to be a natural for bit-slice inpleatcntat ions. 
In general, it seems that if the functionality can be 
added tq an existing aero suppressing digitizer, it 
should be, but if the task requires development of an 
additional microcoded calibration processor, one 
should do a careful analysis to see if the. use of an 
existing packaged general purpose microprocessor 
coded in assembly language would be more cost 
effective, 

Event Filtering 

In this category, t include processing which 
makes a trigger cut based on consideration of an 
entire event's data buffer, rather than the restric­
ted subset used by most trigger processors (which may 
even make their decisions before digitization of the 
majority of the data haa commenced). To my knowl­
edge, this type of processing has yet to be attempted 
in any large» high data rate experiment, probably 
because the processing power requirements are so 
immense, although the FNAL Colliding Detector 
Facility1? is showing a strong interest in includible 
such an opt ion. The bas ic requirement here is rhe 
need to execute a large algorithm which is probably 
coded in FORTRAH so that personnel an shift can both 
understand the trigger and rapidLy modify it for 
changing running conditions and physics needs. This 
would seen: to require an array of 32 bit general 
purpose microprocessors, although a bit-Elice solu­
tion along the lines of the 168/E (i.e. equipped with 
FORTRAN programming tools) is also a possibility. 

Online Monitoring 

This again requires the use of a FORTRAN coded 
system handling large algorithms for a sampling anal­
ysis of complete events. Recent modular software 
techniques which divide this analysiB into a number 
of cooperating independent tasks, some being parts cf 
a "standard" analysis, and some being interactive 
based searches for special character!atics of a re­
stricted class of events, rather than the traditional 
B ingle large "background'1 analysis, might slightly 
favor a uniform architecture cpu booster implemented 
in 32 bit general purpose microprocessors, which ha<»e 
extensive easily programmed I/O capabilities, ever s 
microcoded emulator approach, but the latter alterna-
t ive has the "irtues both of being a proven performer 
and of having a better cost effectiveness of the 
final hardware. 

Offline Data Reduction and Simulation 

The oftline production problem for the SLAC LASS 
experiment was the original rootivation for the 16B/E 
development project. Again, the requirements are 
FORTRAH and large program memories, and can be met 



both by 32 bit general purpose LSI microprocessors or 
by translated microcode bit"slice systems. Careful 
Analysis of coats is necessary to determine whether 
or not the better coat effectiveness of the raierocoded 
ayatem ia outweighed by the relative ease of program­
ming and upward compatibility vith nev faster hard­
ware releases of the generaL purpose microprocessor 
ays terns. 

A few mooente* reflection will hopefully con­
vince you that the vast majority of the tasks which 
are proportional to the volume of data taken can be 
tackled with microprocessor baaed solutions, leaving 
only the highly interactive problems of code genera­
tion and physicB results preparation for the types of 
processors currently in use in the field, Given that 
the volume ft data taken in. HEP experiments has been 
growing considerably faster than the number of physi­
cists, microprocessors can stake meeting our future 
computing needs considerably leas painful. 

Actually, bit-slice microprocessors have already 
fnund considerable use in the areas of zero suppres­
sion and data calibration, as well as in some aspects 
of trigger processing and data reduction. The next 
major advance will hopefully be the harnessing of 
current and future generations of complete one chip 
or few chip processors to the tasks of high level 
trigger processing, online analysis, and offline data 
reduction and Monte Carlo generation. 
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FASTBUS AT THE FRONT END 

R. W. 
Loonis 

University of 111 

SUMMARY 
A major consideration in the initial 

design of FASTBUS was ita applicability to 
front end hardware. A number of features have 
:<een incorporated to allow the front end 
^signer a large degree of freedom hut still 
aiatain compatibility with the standard. 

GENERAL 
it is this author's view that we are in an 

era of great change in electronic equipment 
for high energy physics. Microprocessors and 
their cousins, the smart controllers, being 
incorporated in many designs. We are also now 
seeing devices such as FPLA's, PAL's, etc. 
becoming larger, faster, and more useful in 
replacing large amounts of "discrete" logic. 
On our doorstep are gate-arrays of all types. 
Smaller (100-1000 gates} in ECL provide the 
high speed we need; larger (1000-10,030+ 
gates! in slower logic families can be 
designed for certain specialized computations 
for physics. 

All these new devices tend to be design 
intensive. Mistakes cannot be repaired by 
cutting plating and patching wires where 
necessary. The engineer must do note careful 
design checking before committing a design to 
hardware. At the same time, we are living 
with budgets which are not expanding. One 
solution not available is to hire more people 
to work on these new designs * 

Where does FASTBUS fit in? Many papers 
over the past several years have discussed 
FASTBUS in terms of the handling and 
processing of data . To accomodate the 
microprocessor revolution this bus standard 
was definitely needed. CAHAC simply could 
not provide the necessary bandwidth or 
multiple control capabilities. Standard 
assignment of bits in control and status 
registers have been made for software 
compatibility. A FASTBUS diagnostic language 
(FDL) is in the final stage of testing and 
will be released shortly. FASTBUS also 
provides a well defined mechanical package. 
The printed board specification is standard 
commercial tolerances. The board itself 
rides in the card guide. Front panels are not 
necessary and can be eliminated if one feels 
the cost savings merit it. The voltages 
specified are standard. The power supplies 
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are not part of the card cage specification 
so the user may tailor them to the specific 
system. FASTBUS fits all around the users 
design providing standard building block and 
frees the designer to concentrate on unique 
parts of the system. 

HARDWARE 

The preliminary specifications were 
published for the purpose of evaluating the 
standard and, where necessary, fix problems 
with it before the final document was 
published. The review at the end of the 
FASTBUS prototyping period showed that not 
enough room had been alloted in the 
auxiliary area for making connections. The 
card size was increased by one 'u' (1.75 in.) 
and the connectors on the card repositioned. 
The board outline remains , as bc£orer compatible with the Eurocard system. By 
maintaining this level of compatibility some 
economic gains are available to the user from 
the standardization of chassis parts. 

The hardware used in a FASTBUS system can 
be as simple or as complex as necessary. The 
things that are specified in detail are the 
card size, the main bus connector, and the 
position of that connector on the printed 
circuit board. The specification for the 
chassis is that it accomodate the card and 
provide the connection to the main bus. The 
method of construction of the chassis and 
backplane is left to the user. Obviously, 
standard chassis will be solo by companies 
and, although they will contain features one 
does not need for some jobs, the user must 
decide if he can justify the design and 
prototyping cost of constructing his own 
version. 

Both the main bus connector and the 
recommended connector in the auxiliary area 
are two piece post and box type on .100 in. 
grid. The main connector is two rows on this 
.100 in. grid providing 130 pins. If the 
user wishes, the recommended auxiliary 
connector can be identical with the main 
connector. These connector patterns are 
symmetrical about the horizontal centerline 
of the card. Figure 1 shows the essential 
dimensions. 
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The pine in the auxiliary area also 
project in the rear of the backplane, since 
they are on .188 in arid many types of 
insulation displacement connectors may be 
directly attached. By using the auxiliary 
area as a feedthru panel, the usual mass 
(mess) of cabling that is hanging in the 
front of racks may be moved to the rear, 
fienoving these cables from the front allows 
easy servicing of modules without disturbing 
the cabling to the detector or elsewhere. 

If the user needs some special 
connectors, the recommended chassis design 
provides for methods of attaching transition 
printed circuit boards to these rear 
projecting pins. The main advantage here with 
the FASTBUS standard is the flexibility the 
designer has in solving cabling problems and 
still work with a standard design. 

The HARK III experiment implemented the 
trigger using three prototype FASTBUS 
chassis. All signals that come into the 
trigger from the detector attach in the rear. 
There are a total of 1280 channels (2560 
connections) made with flat ribbon cable 
using 34 position insulation displacement 
connectorB. Host of these cables loop through 
the trigger giving a factor of two more 
connections. The experience with this 
technique has been very good. Mo connections 
have failed to date. About 75 prototype 
FASTBUS sized cards make up this system. 
Cards are easily serviced. The chance of 
making a cabling error when reconnecting has 
been effectively eliminated, 

FASTBUS allows the user to purchase only 
the power required for each installation by 
decoupling the card cage and power systeir in 
the specification. A 'standard' package has 
been described for general use. This power 
supply will probably have its main use in 
single chassis installations or for lab test 
facilities. The power supply described in 
Appendix J can deliver 1580 watts on both the 
+5 and the -5 volt rails. Typically, one has 
a maximum of 1588 watts total in a FASTBUS 
chassis. Therefore one half the power is not 
being used at any one time. At $1,50 a watt 
installed this is about $2006 per power 
supply that would be wasted at each chassis 
in a large system. Large semiperminant 
FASTBCIS installations can achieve significant 
cost savings by purchasing only the power 
actually required. 

The backplane design for standard FASTBUS 
crates has tried to optimize the distribution 
of analog voltages. Figure 2 shows 
schematically the +15 volt, -15 volt, and the 
0 volt return (quite ground) as implemented 
in the 50 SLAC prototype backplanes. The + 
and - IS volt distribution is split into two 
parts, each supplying power to 13 card 
positions. The zero volt return for each of 
the 13 positions is brought to a single point 
on the backplane. This allows the analog 
designer to use a single point (radial) 
grounding technique to eliminate ground 
loops. 

What about costs of multilayer 
backplanes? The current design is a nine 
layer board. The two outer layers contain the 

main bus. The inner layers, except for one 
which has the 'T' pin, carry just power. 
Three of the inner layers should be a minimun 
of four ounce copper, the rest are two ounce 
copper. A backplane such as this costs about 
5380 before the connectors are inserted. 
The advantage thiB construction Method has is 
that after the connectors are presL fit in 
place both the signal and power wiring are 
complete. Backplanes with only 2 layers can 
be purchased for about $100 but one still has 
to buy busbars and attach them. It is very 
difficult to deliver 300 amperes to a card 
cage and control the voltage drops correctly. 
Large copper sheets are very effective in 
delivering currents of this magnitude with 
drops of 10 millivolts or less ovet the 
entire backplane. The connector cost must be 
added to this, imwever, that cost is 
essentially independent of the method of 
mounting and attaching to the pins. On the 
average this cost will be six to eight centfc 
per pin. The mated cost per line will be from 
fifteen to twenty cents per line. This is 
about what one pays for odgecard connections; 
remember the gold fingers are not free. 

The last hardware problem most often 
encountered and least often considered at the 
initial design phase of a system is cooling, 
FASTBUS considered the cooling problem early 
in the writing of the standard. The 
guidelines for chassis construction, air 
flow, and heat removal in general are 
detailed in the document and its appendices. 
These should be of great help to the 
designer. In addition, many internal FASTBOS 
reports are available on this subject. The 
designer should seriously look at this 
portion of t'ASTBUS early in the design phase 
It is difficult, if not in-possible to 
retrofit cooling into a 1580 watt chassis. 

BUS COMPATIBILITY 
The fundamental operations on the bus are 

asynchronous in nature, A bus master issues 
timing request signals which are expected to 
be answered by timing response lines. The 
standard protocol also has a synchronous data 
transfer operation specified, however this 
probably does not gain one >y operating 
speed when the communication is confined to a 
single backplane. 

To be compatible with standard FASTBUS 
devices cniy a minimum number of lines need 
to be obeyed. Ten lines are used to handle 
the multimaster arbitration. The bus has tvo 
lines (RB and BH) which are used to reset all 
devices on the bus. Two timing lines (AS and 
AK) define the master to slave lock. The ten 
arbitration lines along with these four lines 
must be used in a standard fashion. 

The designer, if there are definite 
needs, can remain physically and electrically 
compatible by simply obtaining control of 
the bus in the standard fashion, obeying the 
protocol on the four lines mentioned above, 
and then running any protocol he desires on 
the remaining 4€ bus lines. 

If the user wishes to communicate from 
one chassis tc another through standard 
Segment Interconnects two more timing lines 
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must be obeyed; DS and DK. Additionally, the 
direction of information flow must be 
consistant with the direction standard 
protocol would cause the Segment Interconnect 
to point its transceivers. The user could 
then invent a private protocol on the 
remaining 44 lines. 

Within t>.» standard backplane ate 
additional lines for use by front end 
equipment. Two sets of daisy chain lines 
along with an associated return line may be 
used to sequentially scan modules. The 
disadvantage of this type of readout is the 
inability to skip bad units or remove a card 
and continue operating without patching the 
daisy chain across to the next unit. These 
systems are also difficult to trouble shoot 
due to the inability to sit on a suspected 
faulty unit and continuously access it. 

Another point needs to be made about 
daisy chain systems. A study group, early in 
the design of FASTBUS, tried to see if 
significant readout speed was gained by using 
daisy chain instead of a handshake protocol 
such as PASTBOS. Their conclusion was that 
the daisy chain had no advantage over a 
handshake protocol. Some of the easons in 
the past concerning economics of hardware I 
believe are no longer viable when one 
considers the total cost including testing 
and mainten.nce. A standard readout system 
comes out ahead. 

In addition to the daisy chain lines a 
'N' line type pin is available at each 
position in the chassis. These piiis are the 
'T' pins, so c led because they connect in a 
•T' fashion at each card 6lot to the 
corresponding data bus line. For example, the 
'T' pin at poaition 5 is connected to 
Address/Data <05>, etc. These lines may be 
used in conjunction with a control line to 
either point at one position o: obtain one 
bit of data from a position. Since these pins 
are hooked to the 32 bit data bus, the 
operation may be carried out in parallel to 
all positions in the chassis simultaneously. 

Past readout schemes can be conceived 
using the 'T' pins. For example, the 
controller does a pattern read to the entire 
chassis. Each device containing data asserts 
its 'T' pin. This operation gives the 
controller cards which contain data. Next it 
points at the cards which previously 
indicated data present by a 'T' pin type 
addressing, or maybe converts the pattern 
data to a five bit geographical address and 
obtains the data in a more conventional 
FASTBUS manner. 

MONITORING AMD TESTING 
Probably the most serious electronic 

problem facing large experiments, other than 
design time, is the testing and monitoring of 
the equipment. Access to large amounts o£ 
electronics is severely limited at colliding 
beam machines. When access is gained, it may 
be only for short periods. This means that 
problems must be diagnosed as much as 
possible remotely so efficient use is made of 
what access time is allotted. 

FASTBUS has provisions in the standard to 
allow just this type of remote diagnostic 
capability. Designers are encouraged to 
implement control and status registers. Since 
these are standardized for the more common 
functions it is easy for other people 
familiar with FASTBUS to check the system. 
Computer readable ID numbers in modules 
insure that parts of the system are correctly 
in place. A quick computer scan of the system 
can save many hours of lost running due to 
misplugged modules. 

The asynchronous nature of the FASTBUS 
control along with the Wait (WT> line lets 
monitoring modules etop operabion, single 
step the bus, and possibly control the bus if 
necessary. This single stepping feature along 
with a 'back door' serial diagnostic system 
will let the FASTBUS user obtain a maximum 
amount of information even if the computer 
does not have access to a crate via the main 
bus, SLAC has a SNOOP module under 
construction to serve just this function. The 
bus protocol is under software control when 
it acts as a master. This allows the SNOOP to 
simulate some private protocol5 and serve as 
a diagnostic tool for more thar. just standard 
FASTBUS protocol devices. 

The serial system in FASTBUS is similar 
to ETHERNET, although at the moment it 
operates at about l&Bkhz instead of the lBmhz 
proposed for ETHERNET. When the LSI 
integrated circuits become available the 
serial diagnostic system will be upgraded. It 
is possible that ETHERNET devices may be 
coupled to FASTBUS and give the user -another 
method of attaching computers and pheripheral 
equipment. 

One issue raised whin discussing the 
additional diagnostic registers is the added 
cost of the IC's. That is true; IC's and 
their cost of installation are not free. 
However, when accelerator time is costing 
many thousands of dollars an hour, the 
savings from a few IC's soon turn into large 
additional costs. with current budgets 
severely restricted, the accelerator 
operating time will become more valuable and 
force experimenters to use it more 
efficiently. 

Next lets look at FASTBUS and testing. 
Often the last thing considered when building 
special systems is the design of te-t 
fixtures. Here again adherence to a standard 
can be of help. If one assumes a standard 
crate and power supply are available in the 
lab, a portion of the test fixture is 
automatically present. If one also has a 
general purpose register driven FASTBUS 
interface then the entire test fixture may be 
present with a little programming. Staying 
with a standard will also provide one 
automatically with extenders, test boxes with 
switches, or a host of other devices. How 
much effort has been wasted because a special 
piece of electronics didn't have all the 
tools to test it available? Following the 
standard also has the advantage of giving one 
the Lame tools away from home. 

The problem is compounded when a good 
design at one place is used by someone at a 
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second place. The new user is now faced with 
no chassis, no test gear, no extenders, etc. 
The cycle repeats the first place cannot 
loan the equipment since they need it for 
their own operation and don't have a spare. 

CONCLUSION 
The FASTBUS standard has attempted to 

solve not only sophisticated communication 
and data processing problems but also provide 
a vehicle for building to a standard systems 
that were in the past only doable with 
special designs. This is not to imply that 
all electronics for High Energy Physics will 
be FASTBUS. A large amount of older equipment 
in CAKAC and other packages is still useable. 
Certain restrictions at the very front end 
electronics which directly mount on the 
detector require special layouts. There nay 
also be some very fast triggers which also 
require special connections these may be, 
however, candidates for a FASTBUS hardware 
only package. It does seem to this author 
that^once the signal processing passes the 
directly attached printed circuit boards that 
very serious considerations iri;at be given 

before designing hardware which does not 
conform to all, or at a minimum, at least a 
portion of a standard. 

FURTHER INFORMATION 
Anyone interested in FASTBUS should 

obtain a copy of the latest document from: 
Louis Costrell 
National Bureau of Standards 
Center for Radiation Research 
Washington, DC 20234 

Many additional Internal FASTBUS 
committee reports and reprints of articles 
are also available. Approximately 140 such 
documents ate cataloged. To obtain a list 
writes 

Ray Larsen 
SLAC 
P.O. Box 4349, Bin 2S 
Stanford, CA 94395 
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STATUS OF EVENT SELECTION PROCESSORS AT CEflH 

C. Ve 
Eur&rc&i Organisation 

C,±n&va«Sw 

Smaaajry_ 

A brief review is given of the uses in event aelec** 
tion of different processors., following the sane classi­
fication scheme as has been used earlier. The develop­
ments which took place at CERN during the last year are 
described. The progress made with three processor 
systems, namely MICE, 1&8/E and FAMP will be emphasized. 

Introduction 

A year ago, a wealth of information was presented 
at the Topical Conference on the Use of Microprocessors 
in High-Energy Physics Experiments1). Tho coverage of 
this field was so con.plcte( that it will be difficult 
for some time to come Co discover an aspect of the use 
of (nitre) processors in particle physics •which was not 
mentioned. If ve try to Treasure progress against what 
had been achieved already a year ago, we must admit that 
apparently - as far as CERN is concerned - no spectac­
ular new things have seen the light. In the absence of 
real innovations however, bore solid experience has been 
gained with a number of processors for event selection. 
A large part of the progress has been node in the new 
Underground experiments and the experience of one of 
them is. the subject pf a separate presentation at this 
conference2)t The present paper will briefly review what 
has happened in the field* outside the UA1 experiment, 
Three processing systems will receive most of out atten­
tion MICE, 16&/E and FAMP. A year ago these had just 
begun to find their way into experiments, 

This brief review will be structured according to a 
classification scheme3-' adapted earlier and based on the 
principal use of the processor : pre-processing, event-
selection* monitoring and control, tests. Inside each 
class a subdivision is made according to the implemen­
tation, which - in some complex way - is related to 
speed. 

Pre-processing and data-acquisition 

In the course of the vear, it was decided to pro­
vide a limited support for TAB1*), the Camac Booster 
developed at Ecole Polytechnique, Paris. This is an 
And 2900 based mictoprogramahle processor* packaged as 
an auxiliary crate controller* In an earlier version it 
was very successfully used in the real-tine analysis of 
a small angle scattering experiment st the PS*', Due to 
its short micro-word (24 bits)* microprograms for this 
processor have a familiar flavour of normal assembly 
language programs. Cross~s<fitvavc for CAB is available 
on CDC Cyber machines, The software which has been 
developed at CERN aims at easy integration of CAB in the 
standard data-acquisition systems. 

A typical example of the use of CAB is given by 
experiment NA3. Three Catnac branches are controlled by 
one CAB each* Approximately 60 events per burst are 
created; the CABs perform the read-out and the compac­
tion oE ABC data, individual pedestals are subtracted 
and whenever a signal above threshold is detected, the 
adjacent cells are inspected and registered even if 
their signals are below threshold. The CABs are also 
used for calibration. One of the processors roads out 
1500 words per event, the others approximately 300 each. 
The treatment takes 3 as maximum. The events are dumped 
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into an external memory from whore they are read back 
and recorded during the tine between bursts. 

Event-Selection 

Hardwired Processors 

It had already been remarked that a large differ­
ence exists between Europe and the US in the applica­
tion of hardwired processors. In Europe hardwired 
processors have been developed for a few experiments in 
an ad-hoc manner. No serious attempt was made to define 
a set of modules from which the physicist could build 
himself complex event-selection processors. 

MENlM6)aatisfios a number of the requirements and 
is wtll suited for fast decision making with some pre­
processing, but it lacks so far the core complex 
nodules needed to perform algorithmic processes for 
track finding or vertex reconstruction* A menory for 
look-up purposes and an arithmetic unit are part of the 
module set, but do-loop indexers and other control-of-
flow modules do not exist yet. We are still far away 
from having on ECL-Camac or a Nevis modular system at 
GEHN and there seems to be no great urge either to 
import those systems, 

Microprograjnnaule Processors 

B ESOPs continue to be used in 4 different experi­
ments, at CERN*), An additional processor is used in on 
experiment at Saclay. The preparation of the programs 
for these tines has shown up a few shortcomings of ESQP 
which make writing code rather difficult and introduce 
unnecessary overheads in execution. An improved design, 
called XOP6J, is being worked on ac present. Helped by 
the experience, better ways of shuffling data - or 
better avoiding to move then around - have been inves­
tigated. The new design has register files and allows 
for nesting pf loops and subroutines * The microcode 
memory will be distributed over the modules. The impor­
tant advantage is that modularity can be easier 
achieved, but loading of programs becomes more compli­
cated. For this and other reasons an H6800O control 
processor is foreseen. The programs will need to be 
written entirely in microcode, as was the case for ESOP, 
In spite of the high speed of XOP, this may licit its 
future use. The building of a prototype should start 
this year. 

Emulators ; MICE 

Before we give some examples of the present use of 
MICE 9), we recall its more important characteristics. 

MICE was designed for real-time use, for those 
capes where both speed and easy programming are impor­
tant . The machine emulates the PDP11 instruction set 
and due to its implementation in EOL logic reaches 
three times the speed of the fastest processors in the 
PDP11 family : the 11/45 and 11/70. MICE is a true 
emulator : PDP11 machine code is executed by a micro-
programned interpreter. Programs can therefore be 
written in any language for which a compiler producing 
PDPll code exists. Programs written in assembler, FLU 
and Fortran run in fact on MICE without difficulty and 
always much faster than on a PDP11, except when aany 
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byte-oriented instructions are used. 
To preserve this high speed operation, the capabi­

lities of MICE have been deliberately restricted in 
seme other respects• The maximum memory size of MICE ia 
therefore limited to 28 Kwords. As programs for event 
selection must be fast, thus shore and simple! this ia 
not felt to be a Berious restriction. Fixed point multi­
plication is done by hardware in 3 cycles (315 ns), but 
division is implemented in microcode, A floating-point 
processor was not foreseen originally,again because we 
felt it was not really needed in event-selection appli­
cations. Other applications may however profit from a 
user tnicroprogrammable floating-point unit so that, for 
instance, a FFT algorithm could be run at maximum speed* 
Such a unit is being designed, MICE has a simplified 
Unibus, so that simple peripherals can be attached with­
out difficulty. A Camac interface is provided for pro­
gram loading into HICK,for reading of results and for 
debugging. 

MICE has a 1 K writeable control storct 5/8 of 
which is used for the emulation of the PDPll. A unique 
feature of the machine ia ita user micro-pragrcmaabi-
lity. User-written microprograms can be invoked from 
within PDPll code, in a way similar to a subroutine 
call. Depending on the program, an extra factor of 2-5 
in speed can be gained by microcoding. On HICE the 
microcoding can be done for selected parts of the pro­
gram only. Frequently 90 Z or more of a program's exec­
ution time is spent in 10 2 or leas of the code* Such a 
small piece of code can then be replaced by microcode 
and the overall speed increased by a factor 2 or more, 
with & minimal effort. 

It is not surprising that these characteristics of 
MICE were attractive to a number of experiments. At 
present MICE has been in uee in three experiments and 
three others have definitely decided to use it. 

Ths following three examples of the use of MICE 
highlight one user-aspect each. 

HICE in Comput&r-Aided Tomography. In this appli­
cation1 U)MICE collects the data for every positron 
annihilation and reconstructs the line of flight of the 
two photons. The intersection points of this line with 
twelve planes is calculated and 2-dimensiona.l histo­
grams built up in a number of Camac modules. These 
histograms will undergo A further treatment off-line 
(e.g. FFT i. 4 its inverse) to produce the final tcco-
graphs. 

The program running in HICE was written in PLll 
and was able to handle 2500 events/second. The inner 
loop of the program was then recoded into 20 micro­
instructions. This gave an improvement of a factor 2 in 
overall speed. The race of events that can now be 
handled in real-time (.5000 s~1} should be compared with 
the xate (6000 S"1) at which histogramming can be done 
off-line on an IBM 370/168, The rate obtained matches 
the limit of both the Camac hardware and the processing 
in MICE. 

The microcode was designed, written and debugged 
in a couple of days by an expert of HICE. It is highly 
optimised in the sense that the possibilities of pipe­
lining and parallelism of MICE are fully exploited. 
This example shove that with a modest effort conside­
rable improvements in speed can be obtained, even if a 
alow I/O system imposes constraints. 

MICE in a track selection application. The WAl 
neutrino experiment provides another example of the use 
of MICE, Here it is used to select cosmic ray muons 
which are closer than 250 mrad to the horizontal direc­
tion. These muons, collected in the time between 

neutrino bursts arc used for calibration. MICE reads 
the data needed via a ROMULUS branch, cakes the neces­
sary checks on woTdcounta, etc. and suppresses the zero 
data words, converts the wire number into a space co­
ordinate and stores these numbers in an array. All this 
is done on the fly, by a program written in PDPll as­
sembly language. As ROMULUS delivers one word every 
1.5 ua and HICE ta'.'es only 630 ns to reject a zero data 
word> there is plenty of time left for treating the non~ 
zero-data \z 5 X). When the read-out is finished -
after 1,6 ms - the analysis program written in Fortran 
finds the horizontal track, or rejects the event. The 
overall event rate is limited by the time - 50 ms - to 
read an accepted event into the NORD 10 computer. The 
processing time in MICE is negligible : it does not 
exceed 400-500 us on average, 40 X of all events ore 
rejected almost immediately by applying simple criteria. 
7.5 % of the total number of events arc accepted after 
a modest amount of work. One third of the events are 
sufficiently complicated that more work has to be done 
to detect 2.5 X of acceptable tracks amongst them. 

A peculiar effect causjd by the FIFO-buffers re­
sulted in a decrease (from - 100 to 64) of the total 
number of events read during a 6 second pcTiod, but in 
the critical regions of the detector ten times more 
tracks are now found than before. 

The example chows that HICE can be usefully cm-
ployed with a modest programming effort, - 350 Lines of 
assembly code and - 250 lines of Fortran. 

MICE in a SC experiment. MICE woe used during one 
week of data taking in on experiment with a 1 2C beam. 
MICE simply replaced a PDF11/04, did the Caraac read-out 
via its Unibus extension and sorted the events into 
five classes. Full buffers were transferred to a 
PDPll/34. An existing stand-alone program was used. It 
needed adaptation to replace the DMA transfers from 
Camac by programmed transfers. The total effort spent 
was 2 programmer days. The data taking rate was im­
proved by a factor 4. 

Emulators, t_ 168/E 

At present the only on-line application at CERN of 
the 168/E is in the central detector of UA1. In Decem­
ber A single processor was used to test the algorithms. 
The results will be given by S. Cittolin2J. As far as 
the hardware is concerned the present plans are to have 
2 processors installed end April. The CPUs are built at 
CERN, the memory boards with increased capacity for data 
will come from Saclay, The event size is buch that a 
data memory of 126 Kwords is needed, A smart Camac 
module with a programmable sequencer will read out the 
5 Remus branches in parallel at 0.5 us/word, using the 
SI pulse only. The data is sorted into the appropriate 
blocks and sent to one of the 168/Es for track proces­
sing. This arrangement will also require new interfaces 
to the 168/Es to adapt to an improved version of the 
data bus. 

This application of 168/Ea exploits an old idea in 
event multiprocessing : a complete event is treated by 
one processor and the next event LB sent to another 
processor. The present plans are for two 166/Es but 
presumably later extensions Are foreseen. It will be 
interesting to see how such a multiprocessing scheme 
behaves under real-time conditions. 

Off-line applications of 168/E. Although not real­
ly the subject of this talk* it is interesting to des­
cribe briefly the present status of off-line processing 
with 163/EB. At end 1981 2.2xl07 events had been pro­
cessed, which corresponds to 2000 hours of 370/168 CPU-
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times. The machines are now grouped in on off-line pool, 
which will eventually consist of 7 processors ; 2 a/s­
tems with 3 nachineB and one system with 1 machine * A 
system includes a PDPll and the MOSTEK memories for 
overlaying. The two large systems are intended for pro­
duction, the smaller for tests and software development. 
Four user groups use the facility at present : EMC, SFM, 
R807 and Asterix. Full track reconstruction for SFM may 
need upgrading of some of the machines to 64K, to make 
space for the magnetic field map. 

3081/E. In May 1981 plana were presented for an 
improved version of the 168/E 1 1), now baptized 30S1/E. 
In principle an agreement was reached with SI.AC to col­
laborate in this development. The project should get 
off the ground after this spring. 

Multi-processor Systems 

Systems built from a number of identical find cheap 
processors should in principle be capable of very high 
throughput! if the intercommunication and I/O problems 
can be satisfactorily solved. Many high-energy physics 
experiments do use some sort of a distributed proceB&or 
system, but most of them have grown in an ad-hoc manner 
by adding something to an already existing configura­
tion. Rather few attempts have been made to design a 
modular multiprocessor system which! with a modest ef­
fort, can be adapted to a variety of real-"world situa­
tions. 

Computer scientists recognize that multiprocessing 
still presents many problems for which no general solu­
tion has yet been found* It is then probably wise to 
adhere to a guiding principle : Sicplicity, When we 
manage to keep things simple, particle physics may pro­
fit from the improved price/performance ratios of the 
modern 16-bit microprocessors. Systems which do not 
make conscious use of the fact that data is structured 
ia events - or worse, which are upset by it - will havn 
little chance of success in experiments. Simplicity 
also means that a multiprocessor system, be configured 
once and for all together with the data-acquisition 
&yeten and that no attempts be made to implement con­
cepts such as dynamic xeconfiguration or dynamic task 
allocarion. They only add complications and overheads 
in our environment. These remarks do not contradict the 
fact that multiprocessor configurations have emerged 
rather naturally and without too much difficulty in 
those cases where the taskB were restricted to data-
acquieition and pre-processing. Examples abound in 
these applications. 

The scene changes however when we consider event-
selection. Obviously the final decision can only be 
taken by one processor alone. For colliding beam expe­
riments} if the total task is too large to be performed 
on a single processor in the time available between 
successive triggers* only two possibilities are left 
for implementation : a "hierarchical" system or a "col-
legial" system. The latter is baaed on a mutual agree­
ment "I'll see this event through from beginning to 
end; you others take care of the events that occur 
while I am busy". We saw en example in UA1. 

The FAMP12) system* developed in Amsterdam, ~nd 
using Motorola M680O0a, is a hierarchical system. Slave 
processors perform suhtaska and report their results to 
a supervisor via messages deposited in dual"port memo­
ries. The supervisor can at any moment take a decision 
and stop further processing by the slaves with an inter­
rupt. 

In experiment NAH a FAMP system, of 1 supervisor 
and 2 slaves is about ready to operate. For UAl the 

implementation of a second level decision process for 
the tuuon chambers is well advanced. The final system 
will consist of 6'alave processors and one supervisor, 
Data from drift tubes will be used, truncated to a. 
limited precision. Each slave processor will search for 
muon tracks in a parr of the detector and for one pro­
jection only* The supervisor will take a decision on 
the basis of the results for two projections. The pro­
grams running in the slave processors arc written in 
assembly language and occupy at present 2 K. They make 
extensive uBe of large look-up tables for the definition 
of conea in which to look for tracks and for the trans­
formation of drift times into bit patterns which can be 
AJTOed to detect a straight track. For the next run, the 
decision time is expected to be a few milliseconds. 
This tim-j should be considerably reduced when more a-* 
priori information will become available from the first 
level trigger. 

Conclusion 

In this review, the examples of the use of event 
selection processors at CERN came mainly from fixed 
target experiments. What then is the relevance for col­
liding beam experiments ? 

In the absence of a burst structure, events cannot 
be buffered for long periods and the rates that can be 
handled are directly proportional to the speed of the 
processing system (including data acquisition). Proces­
sing speed is thus a very important factor. Very few 
physicists seem however to be ready to sacrifice every­
thing else for the sake of speed. So easy programming. 
easy interfacing and easy adaptation to changing exper­
imental ccFriitions are equally important. The first 
point, easy programming, will prevail when the events 
become very complex at higher energies. The availabi­
lity of good information from the first level trigger 
will then be a necessity. Much time can be saved if a 
program knows where to search for tracks. 

When we require good prograMiiing capability and 
speed together* the choice of processors narrows down 
considerably. In my opinion, of the systems mentioned 
in this review only three then remain : MICE, 168/E 
and VAMP, The first two seem rather expensive for use 
in large quh^tities hut they are very well suited when 
they can handle the job alone. For multiprocessor can-
figurations it is obvioualy much more attractive to use 
the relatively cheap microprocessors. But the number of 
processors that can be made to work together construc­
tively is limited, either by overheads or by the impos­
sibility to divide the job into independent tasks. 

For a siccple experiment toy preference still goes 
to a single processor system for event selection, but 
then, are there still sitople experitisents ? 
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UM DATA-ACQUISITION SYSTEM 

UAl Collaboration 
CERN, Geneva, Switzerland 
(Presented by S. CictoLin) 

Abstract 

The data-auquisition system of the UAl experiment 
running at the CERN pp collider is described. The front-
end electronics generates 1,6 Mbytes of raw data for each 
event. Parallel data-stream processors reduce the typi­
cal event data to 60*000 bytes in a time of less than 
10 ms. Data arc read out by Remus CAMAC branches, for­
mated data streams being read in parallel by buffer units 
with EUlti-event storage capability. For test and raoni-
toringi the data flow can be accessed by local proces­
sors associated with each detector subsystem. Alterna­
tively, i-Jjir over-all system ran be partitioned off in a 
set of independent subsystems tunning their own data ac­
quisition with or without a synchronous trigger. On­
line functions arc assured by a number of multitask and 
dedicated-task 16-bit and 32-bit computers. A variety 
of microprocessor-based systems with autonomous capabi­
lities control the experimental apparatus. 

Introduction 

The UAl experiment is a general-purpose detector 
system aejijjned to provide a full snlid-angle cuveragr-
of the LSS5 intersection rcgiou at the CERN pp collider. 
The apparatus is cocposed of a variety of conipleEer.ta.ry 
detectors surrounding the collision region to provide 
parcicle tracking, electromagnetic and hadron calori-
metryj muon identification, and Dagnetic analysis. The 
aver-aLl detector structure has been described else­
where1, and the image chamber central detector is the 
subject of a separate contribution to this conference. 

The data-iicquisttion system presented in this re­
port is a Ren»us CAMAC readout system with distributed 
intelligence a n ij function separation facilities. Its 
development started at CERN in 1979, and data taking 
commenced in July 1981 during the collider Machine de­
velopment period. This report describes the general 
components of the system and the way in which its major 
Functions ^re at present implemented. 

1. Trifit-er Rate 

Wnen six protan-antiprotan bunches are circulating 
in the collider, J be-*>a crossing occurs every 3.8 us, 
Ac the ultimate lumi.tDi.'ty of io l c cm~: s~l the expected 
collision rate in. about JO kHg, 

The total number of channels in the detector (AI>C, 
TDC, wires) is about 20,000, and the digital informa­
tion, accumulated by the fmnt-end electronics after a 
trigger, consists of 1.6 Mbytes. The majority of these 
data come from the central detector, where wire pulses 
are sampled every 32 ns over a time of U us. The typical 
event data are reduced to 60,000 hytes by a set of 
parallel processors at a rate of 130 Hz. The maximum 
data-taking rate is limited to 10 H2 by the tape writing 
speed. 

The data-acqiiiflJ tiou system is structnred in three 
distinct stages: data reduction and fornat.ng, data col­
lection and filtering, and computer data-taking. Each 
stage of the data acquisition runs with its own dead-
time, so corresponding levels of trigger decision are 
combined in order to reduce thu rate between stages. 

To reduce the trigger rate from 50 kHz to 100 kHzt 

two levels of trigger decision take place before the data 
reduction phase is initialized. The first-level deci­
sion is made between be,am crossings; events are selected 
on the basis of energy deposition in the calorimeter and 
a muon particle identification. The second-level trigger 
is only activated if a rauon candidate is identified in 

the first level. By means of microprocessors, the muon 
drift chamber information is analysed to determine, with 
mure accuracy, if the muan candidate comes from the in­
teraction region. 

A third-level trigger matas decisions based on the 
analysis c*E the event data; it uses processors program­
mable in high-level language (168E) and it is part of the 
dpta-collection stage of the system. Levels two and 
three are at present still in a state of development and 
they will not be described here. 

2. Data Reduction and Formating 

The data reduction phase take? place at the occur­
rence of a first-level trigger (and second level if en­
abled), it consists of the suppression of null informa­
tion channels and data re-formating with or without 
arithmetic computations^ 

The information coming from the Calorimeters, the 
nuion chamber (wiihout second-level trigger), and the very 
forward chamber (VFC) £ s either already packed by the 
digitizer electronics or directly treated by harcl-wired 
devices with a fixed and simple algorithm such as the 
LRS 2230 ADC processor. The anount o£ data generated 
by this part of the apparatus is of the order 0:" 20,000 
Vytes and the reduction ciee ia mare or less constant at 
Z ms. 

The handling of the information coning from the 
central detector is more complex. 

The basic principle of each sense-wire readout elec­
tronics2 is represented la Kig. 1. 

By means of two six-bit fast analog-to-digit.il con­
verters (FAlKs), the digitizing electronics samples the 
two wire-edge pufses every 32 ns, measuring a non-linear 
function of the energy loss dE/d* and, directly, the 
track position along the wire by charge division method. 
The drift time within the window of 32 ns is measured by 
a three-bit time-to-digital (TDC) interpolator with an 
accuracy pf U ns, and an additional bit, the time tag, 
flags the sample at which a start of pulse (hit) lias been 
detected. 

The digital outputs of the two FADCs, the TDC, and 
the time tag ar$ then stored in a circular buffer memory, 
128 words deep, PI 16 bits, providing a continuous record 
of the last 4 ps wire information (the maximum drift tirae 
in the chamber is about 3.6 Us). 
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Fig. 1. Central detector wire readout block diagram. 
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To allow all the electronic channels to operate 
with identical performances and to obtain the maximum of 
accuracy in charge division measurement, two gains and 
four off-sets in each signal processing channel are ad­
justable over a small range by means of six-bit digital-
to-analog converters (DACa). 

A four-unit CAMAC module, the charge and time digi­
tizer (CTD), supplies the digitizing and control elec­
tronics for 1Z wire channels. 

Thfi elementary system for the central detector 
data reduction is a CAHAC crate containing one time-
stop interpolator, five charge and tine digitizers* 
and one readout processor (ROP)5. Each crate can handle 
up to 60 wires, and the complete set-up consists of 
110 crates. 

Given the functions of the digitising electronics, 
at the occurrence of a trigger 15*360 bytes are accumu­
lated in the CTD memories of each crate and 1-6 Mbytes 
in all the system. This primary information must be re­
duced as quicklv as possible in the form of single-hit 
coordinated, such as 'he drift time, the wire number, 
the track position along the wire, the energy loss, and 
the pulse duration. This IB one of the tasks of the ROP 
unit. 

2.1 The central detector 
readout processor 

The ROP is a dual processor system that combines the 
fast handling of the CTD data with more sophisticated 
functions for monitoring and calibration of the central 
detector electronics. 

The ROP is a four-unit CAMAC module containing a 
data formater processor and a control processor (fig. 2). 
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Fig, 2 ROP block diagram 

The data formater (DF] is based on the 8-bit Signetics 
8X300 microprocessor (250 na cycle) with instruction 
word extended to 24 bits to define bus^source and bus-
destination addresses and a few direct actions. Its 
hardware comprises 256 24-bit control store memory loca­
tions, two 16-bit s'lmming registers, a 4K 12-bit look-up 
table, a IK 16-bit Kemus port sutpur FIFO, and a variety 
of registers for control* stadia and data communication. 
The control processor <CP) is based on the 68B00 micro­
processor with 8K RAM, 24K EPR0H, 4 DHA channels, an ad­
vanced data-link controller (ADLC) port", and parallel 
input/ouput to communicate with the DF and the module 
front-panel. 

The two processors play complementary roles in the 
FOP crate system. The OF acts as the input/output pro­
cessor for data acquisition, while the CP supervises the 
crate operations testing aLL the internal module func­
tions, bootstrapping and controlling the DF programs, 
and monitoring the performance of the electronics. The 
CP has also its own data-handling tasks in order to 
evaluate the characteristic parameters of each electronics 
channel and adjust the associated gains and off-sets via 
on-line calibration procedures. 

2,2 Central detector 
data re-formating 

During data acquisition each ROF crate accepts 
Trigger, Clear, and Read signals from the experimental 
logic. At the occurrence of a first-level trigger, the 
CTD digitizers are stopped by the beam-crossing signal 
delayed by 4 ys; then* if the event is accepted by the 
second level of decision, a Read signal starts the CTD 
scanning and the data Formating process. All these ope­
rations are executed in parallel on all the ROP crates 
under the concrol of che DF processors, 

The more important data-reduction algorithms at 
present implemented in the DF software ore the 'unpacked 
data format' and tht* 'packed data format', 

CTD unpacked format 

The DF initialises the CTD Q-skipping procedure. 
A fas: search for a non-zero time tag is dnne by the CTD 
at a rate of 4 us per wire. For each pulse found, a 
two-byte hit header word LB created, packing the drift 
time and wire address followed by a variable length data 
block containing the CTD mod tile number and the current 
division and dE/dx samples associated with the pulse, 
the end-of-pulse being detected by a comparison of the 
dE/dx sample with a given threshold. 

All processed data are output inro the Remus IK 
data FIFO and are optionaLly sent, together with wire 
statistics information and error flags, to the CP for 
monitoring and local data sampling. 

The number of bytes generated by each hie depends 
on the pulse length and the chosen end-of-pulse thresh­
old. The average hit length is of the order of 20 bytes. 
Typical events produce up to 100 hits per crate, corres­
ponding to about 2000 bytes. The dead-tire of this kind 
of data reduction is 200 Us per hit. 

CTD paaked format 

This format is currently used during data taking. 
The hit search and header word construction proceed in 
the same way as for the unpacked format, but the pulse 
information ia reduced by the calculation of the total 
charges deposited at the two edge? of the wire and the 
pulse duration. By means of the OF lo-̂ k-up cable, pre­
loaded with suitable conversion parameters, Che dE/dx 
sample, corrected for its base line shift, is transformed 
by a quantity proportional to the wire total charge con­
tribution of the sample. In the dame Banner the current 
division measurement, weighted with the corresponding 
dE/dx sample, gives the evaluation of the charge deposi­
ted at one edge of the wire, as given by the following 
formulae: 

Q(total) * ^ {BCl-A)(Fi-BL)/[t63-BL3(63-AF.)]} 

Q(left) - £{Z iB{l~A}{F.-BL)/[(63-BLH&3-AF i)]} 

(sum over the pulse samples), 

where Z. and ?. are the current division and dE/dx samp­
les, A and B are fixed parameters defining the non-linear 
response of the uE/dx FADC channel, and BL is the adjust­
able base line of the dE/dx channel. The charge integrals 



are accumulated over the pulse samples until an end-of-
pulse is found or when a g i v e n number of samples have 
been added (usually eight, corresponding Co 256 ns). 

The total hit information produced with this format 
consists of a minimum of six bytes containing the drift 
time, the wire and CTD module number, the Q(total) and 
Q(left) charges, and the pulse length expressed in num­
ber of sacnplts. For long pulses the charge evaluations 
are repeated every eight samples, and 3n additional four 
bytes are output. The time needed to process a single 
hit is of the order of 30 to 100 us, depending on the 
length of the signal. For events with up to 100 hits 
per crate the reduction dead-time varies from 3 to 10 tns. 

3. Data Readout 

The complete UA1 readout system consists of about 
200 crates housed in a motile electronics control room 
near the e^pn inental apparatus. All front-end data 
digitizer electronics are allocated in CAMAC crates; 
however, only the calorimeters and trigger information 
readout (ADC, TDC, scalers) use standard CAMAC* whilst 
the central detector CTD crates run the ES0N"E C0MPEX 
p-otocol. 

Iha data collection is performed using the CEEN 
Romilus/Remus rcethod of reading CAMAC 5* This system is 
based on two types of CAMAC modules: the branch driver 
(CERN type 243) and the crate controller (CERN type 244 
and the R0F processor). These units connect crates 
together in branches (vertical bus) organized in a tree­
like network, always terminating with a single branch 
driver sitting in a standard CAHAC crate. The V-bus es­
sentially carries the data stream from the front-end to 
the branch driver. Crates are read autonomously; mar­
kers and word counts are generated to format the data* 
in this way minimizing the software and hardware over­
heads during a computer DMA transfer. 

To increase the flexibility of the system and inr* 
prove the performance of the readout, the V-bus data 
handling was extended with the addition of two auxiliary 
Remus modules; the Remus Router Unit (RRU) and the Renus 
Data Buffer (RDB). 

3.1 Data Flow and 
System Partitioning 

By means of a RRU the data flow can be switched 
between two separate V-bus highways, SD that the com­
plete system can be ; artitioned off in a set of inde­
pendent data-acquisition subsystems which are synchro­
nously or asynchronously triggered. 

Alternatively, one V-bus can spy the data whilst 
they are being read out by the second one performing as 
master. Local processors can Lhus access the data in 
parasitic mode .for rnonitoring purposes, without affect­
ing data acquisition. 

This data-routing strategy is applied at two levels. 
Near the front-end electronics, CAVIAR, microcomputers6 

are used as local processors for each individual brsr^h 
Q£ the detector. During th& assembly and development 
of the apparatus, the CAVIAfts are used to perform tesc 
and debugging functions, whilst during data acquisition 
they run monitoring and display programs without alter­
ing the front-end data in any way. 

The data-routing technique is applied at a second 
level to the collection of the complete event data in 
the main control room. This allows the various computer 
systems to sample data from a full event record simul­
taneous y. 

3.2 Parallel Readout 

The V-bus is read in an autonomous mode, by means 
of a buffer unit, and event data are temporarily stored 
in a dual port memory operating as a FIFO, 4K or 16K 
deep. The buffer stores all the V-bus data and control 

bits at the speed, of 1 us per word, go many event data 
blocks can be pipelined without losing their original 
data structure) whilst the data readout continues at the 
output port driven by the subsequent elements of the V-
bus tree. The input triggers are counted in each me­
mory, and the results from all memories are compared 
during output to verify that all data blocks are synchron­
ized on the same event. Through input control signals, 
the buffer can operate in single event, multievent, or 
transparent mode, and further triggers are inhibited by 
a Busy output signal during the upstream data reading. 

The black diagram of the UA1 V-bus structure is re­
presented in Fig* 3, All the digitizer crates ̂ .^ 
grouped in 30 sub-branches, each driven by a buffer 
unit* The partition of the crates and the size of the 
memories were chosen in such a way as to have a total 
storage capacity of up to four events with an average 
distribution of Sata per branch of 2000 bytes for typi­
cal events of 60,000 bytes. 

At this level the data acquisition runs in paral­
lel* taking a total tine of the order of 1 ms. The data 
reduction time being 3 to 10 ms according to the trig­
ger, the full experiment electronics dead-time is 4 to 
10 ms, allowing maximun peak rates of 200 and 100 events 
per second. 

The computer readout procedure and the event data 
structure are not affected by the parallel readout. The 
latter can be switched off by setting all buffer units 
in transparent mode. The data talcing can continue as 
hefore but with the expericent dead-time limited by the 
full event computer reading. 
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3,3 Data Collection 

After the first stage o£ parallel readout, data are 
collected and mergsd into five branches and transmitted 
to the Main Control Room, one hundred metres away. The 
long-distance transmission causes a slowing down of the 
data rate to 0.75 Mbyte/s per single branch (3.7 Mbyte/s 
ithea the five branches are ruad in parallel). Before 
terminating in the data-acquisition computer, the .nain 
data stream goes through different levels of routers, 
each one driven by a large memory buffer of 64 kbytes 
operating this time in single event node and allowing a 
maximum trigger rate of 50 events pet second. This last 
stage of parallel readout allows the sane event infor­
mation to be read by different computers Cane acting as 
TUBS Let and the others as spy); or, by appropriate dynami­
cal change of the router position, selected event data 
can be dispatched to different data-acquisition systems 
in order to increase the over-all experiment maximum data 
rate to more than 10 events per second and eventually to 
associate the acquisition of different trigger types with 
separate computers. It is planned to install the third-
level trigger at the top of this structure. This trigger 
is based on 163E processors that have parallel access to 
the five main branches via a CAMAC-168E bus interface 
being developed at CERN. 

4. On-line Computers 

4.1 The Machines 

The UAl general computing support is baaed on the 
Norsk Data HD 100/500 16-bit and 32-bit machines. In 
addition, three .1P21MXE minicomputers are assigned to de­
dicated functions, such as video-tape mass storage, mass 
histogratcming, and luminosity chamber data acquisition. 
A set of CAVIAR and SUPER CAVIAR microconputers are re­
sponsible for the control and monitoring of all the 
equipment. The CERH standard link CCERNET) provides the 
communication with the. C&RN central computet facilities 
and with a remote Megatek interactive graphic system 
driven by a VAXU-780. 

4.1.1 The WORD computers. The KORD 100/500-type 
machine is a new Norsk Data product* As its hardware and 
software development fell slightly behind the evolution 
of the experiment, temporary configurations were instal­
led during the first phase of the UAl run. At present we 
are corverging toward the final configuration, consisting 
of two identical KORD 100/500 systems with 2 Kbyte memory, 
STC 6250 bpi 125 ips magnetic tape units, and 75 Mbyte 
disks. They are referenced as KORD A and N'ORD B systems 
and are che main on-line computer support of the experi­
ment. 

The NQRD 100 runs the multi-user, multi-task virtual 
memory operating system SINTRAN III, allowing standard 
real-time programming and the. implementation of direct 
tasks associated with hardware interrupts. The KORD 500 
is a powerful 32-bit processor equivalent to a 0.3 IBM/ 
370 168. It runs in multi-user code and has the H0RD 100 
as front-end. 

A CERK-developed package (DAS) performs all the 
basic operations of data taking* namely the system ini­
tialization, the CAHAC readouti the oagnetic tape re­
cording and replay^ the communication with the data 
sampling programst the error handling, and the production 
of run summaries far the bookkeeping. The over-all sys­
tem is fast and efficient, and its speed is essentially 
limited by the hardware. 

A data baee is installed on the two machines for the 
purpose of having a conmon mechanism for storing acid re­
trieving the inforoation concerning the apparatus para­
meters and the experiment running conditions. 

Several multi-video terai rials (MVIT)8 £ *ovide the 
machine/operator interface during the experiment. The 
KV1T is a 6800 microprocessor terminal developed in UAl; 
it consists of a keyboard, four alphanumeric video signal 

outputs, and a touch panel. The static information is 
presented as histograms on four CRTs, scrolling text in 
selected frames of the &creew or as horizontal circular 
me5sagest whilst inputs are chosen from a menu list by 
programmable touches. 

4.1.2 NORD system general tasks. The identical 
configuration of the two NORD systems and the common ac­
cess to CAHAC allow any task and program running in one 
machine to be, in principle, transportable to the other, 
thus providing a continuous functional back-up. However* 
the two systems play different roles according to the 
running condition of the experiment. The function of 
each machine is defined by its task configuration. The 
definition and the function assignation of 3ach computer 
system are still in an evolutive state, and more experi­
ence witn Lne data handling and the on-line use of the 
16BE processors is needed for a definitive consolidation 
of the over-all system. Listed below are the u.?rc gene­
ral hardware and software configurations foreseen for che 
NORD computers. 

Vata-taking and experintr'.t xfonitor* 

The NORD 100 of system A runs DAS as master; it 
reads CAtJAC and writes tape. Only very efficient and 
consolidated tjsks are activated; they provide a check of 
the readout system, a monitor of the trigger and collider 
performances, and i first data analysis based on the 
energy deposition in the calorimeters. Full event analy­
sis with accumulation of physical result statistics is 
done at the same time on the NORD 500 A. The NORD 100 of 
system B runs DAS in spy made, servicing a variety of 
user-developed data-sampling programs Ear display, moni­
toring, alarm, and supervision of the distributed intel­
ligence controlling the detectors' equipment. The re­
mote VAX11-780 graphic station is serviced as well. 
During this phase, the NORD B is the real host-computer 
system. If one of the computers hangs up because of an 
unrecoverable failure, then all ics tasks or a subset are 
moved to a aingle machine that will carry on the data ac­
quisition but with it deed eSiiaiency. 

High-luminosity_, dual trigger data taking 

when running at high luminosity it seems convenient 
to separate the trigger into two classes: the 'few' trig­
ger and the 7"Tany' trigger, these Heing the two trigger 
selections made either at the first level of hardware 
logic decision or at the level of 168E filter processors. 
To increase data-taking efficiency to the maximum, the 
KORD & system is devoted to the prior collection of the 
'few1"type events. A trigger supervisor processor con­
trols the data routing between the two computers ac­
cording to the incoming trigger type and monitors the 
'many' trigger dead-time in order to keep its rate lower 
than the data-recording saturation of the tfORD A, thus 
always allowing free spa-e in the parallel readout FIFOs 
for the acqui&itiai of 'i_:v'-type event data. 

Calzbraticn and mxtntenanae 

By setting the tenuis Router Units, the readout can 
be split into a large set of independent subsystems for 
hardware maintenance Calibrationwiae, the UAl detector 
can be divided into two parts: the calorimeter and the 
image chamber. At the level pf computer data collection, 
the over-all system is partitioned off into two indepen­
dent ones by setting the calorimeter branch router, 
NORD A being used to calibrate hadron and electromagnetic 
calorimeters and KORD B to calibrate the central detector 
via the SUPER-CAVIAR HOP controller. 

Off-line prepPaaeBBirig 

It is foreseen that the off-line DST tape produc­
tion will run on NORD A, using the SORD 500 machine and 



the 168E processors; the NORD B system is devoted to 
program develounent and apparatus maintenance. 

4.2 Dedicated Tasks 

T'icse functions are taken away from thp main com­
puters in order to off-load their charge. They are still 
activated and controlled by the NORD B computer, but 
their execution is performed by separate processors. 

A.2.1 Luminosity chamber data acquisition. The UAl 
lupinosity nipnitor runs as an experiment apart. Th-2 data 
acquisition is performed by a CERN standard HP22ifltE sys­
tem using its own CAMAC readout and magnetic tape stor­
age- A CAMAC-to-CAMAC link provides communication bet­
ween the luminosity monitor and the host computer. 

•i.2,2 Histosrarming machine (HM). The histogramming 
and the average and sigma calculations are the simplest 
tools for evaluating the performance of a data channel 
such as an ADC. Histogramming is a time- and nernory-
consuming task that can become very heavy for a multi­
user computer system such as the NORD when the nurier aE 
channels and events to be treated in * short time is 
high. The UAl calorirsoter detectors consist of 7500 ADC 
channels, and their calibration procedures need the ac­
cumulation of several hundred events taken vith different 
external conditions '"simulation pulses, laser flashes, 
ere). 

At the begirnurtg o£ the experiment it was thought 
necessary to provide additional histogramming facilities 
in the main computers. In the case of the central de­
tector readout, these were included in the design of the 
system, and For the ADC channels a HP21MX minicomputer 
(HMJ with 384 kbyte memory was completely dedicated to 
the task of mass histogramming. 

The HM runs a software optimized for fast histogram­
ming and statistics parameter evaluation] allowing the 
filling of one thousand histograms at the rate of 20 
events per second* or the first and second moments cal­
culation of 7500 channels taking one second per eventa. 
The HM has only access to the calorimeter data via a RRU, 
and it can operate In spy mode during data acquisition 
or in master mode during the calibration. The NORD B 
system communicates with the HM via a serial link. The 
NORD initializes, books, end reads back accumulated 
histogr-ims for display and updating of tables of cons­
tants. The HM is treated as a peripheral of the NORD 
computer with a limited and well-defined set of func­
tions. During data caking, the HM role is complementary 
to that oi ihe main computer, where histogramming tasks 
are devoted essential(y to monitoring the physical in­
formation contained in the data. 

i.2.3 Mass storage. The data collected by the NORD 
system are recorded by STC 6250 bpi 125 ips magnetic 
tape units CMTUs). Owing to the 60 kbyte event size, 
the MTUs a.e saturated by a trigger rate of 10 events 
per second, -vhich fills a reel in four minutes. 

When the collider luminosity attains the design 
value of 10 cm A ±>~ , the problem of handling over 200 
tapes per day vill yecone serious unless a very selec­
tive trigger is used to reduce the event rate. 

To provide greater capacity of high-rate data re­
cording, a digital vid&o-tape system: has been instal­
led which records data at 1 million bits per square inch 
by helical scanning. The system is a dual-transport de­
velopment of a configuration which was successfully em­
ployed in 1ST. experiments R605 and R&061' and is control­
led by an HP21MXE cotr.piit.er. Video-tape data are recorded 
at 11,000 bpi by Miller code in scanlines of 100 kbits. 
An interleaved data, structure is implemented to avoid 
requiring a fast disk fev intermediate data staging. 
Scaqline addressing and the status intonation required 
tc log the structure are recorded in separate longitudi­
nal tracks, which can be read at search speeds up to 
400 ips. 

The video-tape system records 9 Gbyte per reel of 
tape, equivalent to 50 reels of 6250 bpi tape, and can 
take d;ita at maximun rate on a single reel for over 3.5 
hours of running. It will be brought on line when dual 
selective/open triggers have been implemented and stable 
behaviour of the experimental apparatus has been 
achieved. 

£.3 Equipment Control 
and Monitoring 

Microprocessor systems are used for the control of 
all Che equipment associated with detector functions, 
such as power on/off, parameter setting* current and 
voltage .lonitoring, and calibration pulse generation. 

The host Computer (usually the NORD) is able Lv in­
teract with these systems via CAMAC, to control their 
operation, and to communicate with the programs they are 
running. 

4 3.1 General-purpose microprocessor control­
ler (iiPMC)9. This is a single-unit CAMAC module based 
on the 6BQ0 microprocessor with 16K EPROM, 2R RAH, RS232 
and ADI.C pores, and a 6800 bus extension to which is 
connected an interfile module (IM) specific to tiie de­
vice to be controlledr According to the application, 
each IM replaces a well-defined electronics logic and 
measuring system that would be expensive to implement 
with standard CAMAC and NIM modules. Different IHs were 
developed in order to handle the central detector cali­
bration pulse generation, the very forward chamber (VFC) 
electronics control, and the central detector high-
voltage and current monitor. The GPMC firmware runs an 
interactive monitor, processing commands coming from 
CAMAC or the RS232 port, the command firmware depending 
on the IM application. 

4.3.2 CAVIAR and SUPER CAVIAR microcomputers. 
CAVIAR is a CERN-devclDped stand-alone microcomputer 
which is used extensively in the laboratory and associated 
institutes for CAMAC system development, monitoring, and 
control. 

It is an tntegratsd micracumputer system based on 
the 6800 microprocessor and 9311 floating-point arith­
metic and function processor, and the standard uuit in­
corporates 32K RAH, 29K EPROM, a EUR 4600 CAMAC branch 
driver, an IEEE 488 GPIB controller, an audio cassette 
interface, two RS232 communication ports, and a raster-
scan video monitor with alphanumeric and graphic capa­
bility. 

The SUPER. CAVIAR11 enhancement includes a memory map­
ping system, 256K RAM, up to 85K J'PBOM, an ADLC port, and 
a real-time clack. Multipage colour «"aphics are cur­
rently being developed. 

SUPER CAVIAR firmware includes BAHB1, a high-level 
interactive programming system with a language similar 
to BASIC but which uses pre-run compilation to achieve 
execution speeds substantially faster than BASIC inter­
preters. The systec incorporates a comprehensive range 
of over 200 assembly-written routines for CAMAC, GPIB 
and ADLC operations, graphics, Kistograamiiug, array hand­
ling and remote computer communications.. 

The pain Control room CAVlARs and SUPER CAVIARS are 
the primary interactive interface facilities between the 
operators and the UAl experiment complex. They allow 
direct control and monitoring of the experimental ap­
paratus by keyboard contends or easily written programs, 
and operate autonomously on the equipment connected to 
their CAMAC systems. However, each CAVIAR system is seen 
by the host computer (Fig. 4) as a CAMAC device with 
which it can communicate programs, data, and control 
functions for the supervision of the status of all the 
apparatus. 

CAVIARs or SUPER CAVIARS ate employed for the fol­
lowing control^ monitoring, and development tasks in UAl: 

central detector high-voltage, gas, and temperature? 
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CONTROL 
SUPERVISOR 

EQUIPMENT 

The experience accumulated so far has shown chat 
microprocessor-based devices play a central role in large 
and complex experiments such as UA1. Remus CAMAC read­
out enhanced by the parallel processing, buffering, and 
partitioning facilities performs satisfactorily at the 
present scale of the experiment. 

However, when introducing multiprocessor facilities 
for the third-level trigger implementation* the lack of 
a modular event data-staging otructure is felt. Inter­
mediate solutions have been adopted for the near future, 
whilst FASTHUS would appear to be the most feasible 
long-tern scheme for the event dats-collec.iLon stage of 
the system. 
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Fig. 4. Configuration of CAVIARs for equipment control. 

central tie tec tor transient recorder monitor; 
central detector ROP control and calibration; 
central detector electronics testing (four units); 
photoisultiplier power supply1*; 
trigger processor controlj 
experiment and collider status; 
magnet control; 
electronics test and development; 
readout setting and control; 
local data sampling and monitoring (seven units), 

In addition, the spin-off from the CAVIAR program 
(KVIT, GPKCi ROP development system, electronics produc­
tion test system) has resulted in a somewhat unified 
approach to this first large-scale application of micro' 
processor systems to a complex experimental facility. 

A.3.3 Local area network.. A simple and cheap serial 
data-link was developed in order to provide an indepen­
dent control and data camnjunicationa path to all the 
distributed intelligence associated with the front-end 
electronics, such es the central detector RQPfl and the 
very forward detector GPKC electronics controllers. 
This local area network is based on the 6854 advanced 
data-link controller (ADLC)4 using a data communication 
protocol based on HDLC. The network is organised as a 
set of closed loops, each having a SUPER CAVIAR primary 
station and up to 254 secondary stations (RQPs). Via 
the ADLC link the SUPER CAVIAR can read or write vari­
able length data blocks at specified addresses in each 
ROP control processor RAM or send specific commands for 
initialization, internal calibration, and selection of 
the ROP data-acquisition mode. 

5. Conclusion 

The UA1 experiment started taking data at the CERN 
pp collider during the second half of 1981. The major 
part of the basic software and hardware elements of the 
data acquisition system was installed and running. 
During the latest data-taking period in December 1981, 
half a. rail lien events were read and written onto tape. 

References 

1. A. Astbury et el., A 4TI solid-angle detector for 
the 5P5 used as pp collider at cm. energy of 
540 GeV CERN/5PSC/7B-06, 5PCS/P 92, 30 January 
1978. 

2. M. Calvetti et al., Electronics and results of the 
central detector, preprint CERN-EP/80-42 (1980). 

3. S, Cittolin and B. Lofseedt, A Remus crate control­
ler for the autonomous processing of multichannels 
data streams, Proc, Topical Conf. on the Applica­
tion of Microprocessors to High-Energy Physics Ex­
periments, CERN 81-07 (CERN, Geneva, 1981), p. Si. 

4* S, Cittolin, B. Lofstedt and E. Zurfluh, High-speed 
serial link for UA1 microprocessor network, Proc. 
Topical Conf. on the Application of Microprocessors 
to High-Energy Physics Experiments. CERN 81-07 
(CERN, Geneva, 1981), p, 573. 

5. P.J. Poncing? A guide to RoouliWRemus data-acqui-
sition systems, preprint CEKN-EP/8Q-0I (1980). 

6. S. Cittolin and B.G. Taylor, CAVIAR: Interactive 
microcomputer control and monitoring of multi-crate 
CAMAC systems, Proc. Conf. on Microprocessors in 
Automation and Communications, Univ. of Kent, 1978 
(IERE No. 41, London, 1978), p. 309. 

7. J.T. Carroll, 168E on-line configuration, UAI 
Technical Note TN 81-46 (1981). 

8. UAI On-line Manual, 1981. 
9. S. Cittolin and B.G. Taylor, Digital video-tape 

data-handling in a CAMAC system, Proc* Conf, on 
Video and Data Recording, Univ. of Birmingham, 1976 
(IERE No. 35, London, 1976), p, 99. 

10. B*G, Taylor, Mass storage for on-line experiments, 
preprint CERN-EP/77-105 (1977), presented at the 
All Union Seminar on Physics Data Processing, 
Erevan (USSR), 1977, p. 2?. 

LI. S, Cittolin and B.G. Taylor, SUPER CAVIAR: Memory 
mapping the general-purpose microcomputer, Proc. 
Topical Conf. on the Application of Microprocessors 
to High-Energy Physics Experiments, CERN 81-07 
(CERN, Geneva, 1981), p. 533. 

12. H tJ. Haynes, Photomultiplier high-voltage control, 
UAI Technical Note TN 31-30 (1981)* 



TRIGGER PBOCESSOBS FOR HADJDN COLLIDERS* 
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Sumnary 

Ihe Collider Detector Facility (CDP) collabora­
tion is designing and constructing a powerful, general 
purpose detector system for use at the Fermilab 2 TeV 
center of mass energy antiproton-proton collider. Tne 
detector will have approximately 75,000 channels of 
electronics and must be able to deal with a raw event 
rate of 50 kHz, corresponding to a luminosity of 10 3". 
Ihe multi-level trigger processing system to be used 
in this detector is described, with emphasis on the 
general features of detectors at hadronic colliders 
which have imposed certain architectural choices on 
the CDF triggering and data acquisition system. 

Introduction 

A nurtoer of considerations lead one to consider 
different types of triggering schemes for experiments 
at hadron oolliders than for those at electron-positron 
colliders. In particular, the high event rates and 
extreme complexity of the events requires powerful, yet 
flexible triggers that can make relatively high level 
physics decisions, are easily programmable so they can 
be modified and checked, and do not contribute signifi­
cant amounts of dead time to the data acquisition pro-

unfortunately, these three requirements are some­
what contradictory. Speed must often be traded for 
flexibility and ease of progranming. A well-known 
solution to this problem is to provide a series of in­
creasingly complex triggers, each successive level of 
which mates more detailed decisions (in correspondingly 
larger amounts of time) on fewer events (due to the 
rejections by earlier levels of the trigger). 

This is the solution which has been adopted for 
the Collider Detector Facility (CDF) at Fermilab. This 
detector will be used at the Fezjnilab 2 TeV center of 
mass energy antiproton-proton collider. The detector 
design attempts to provide full coverage over the 4ir 
solid angle around the interaction region for particle 

Fig. 1. An isometric view of the CDF detector. 

'Operated by the Universities Besearch Association 
•ir.der contract v.th the United States Department of 
Energy. 

tracking, fine-grained electromagnetic and hadronic 
calorimetry, and muon identification using a variety 
of different detectors. Magnetic analysis is provide;1 

for tracks in the central region by a large supercon­
ducting solenoid, and for moons in the antiproton dir­
ection using iron toroidal magnets. An isometric view 
of the detector is shown in. Fig. 1. 

In total, there will be approximately 75,000 indi­
vidual signal sources including drift chambers, photo-
multipliers, cathode strxp chambers, and cathode pad 
chambers. Further information regarding the detector 
can be found in the CDF Design asport. 

Ihe data acquisition system is described in Eef. 2. 
It is a multi-function, distributed intelligence, mea­
surement and control systan which provides a variety of 
services in addition to data gathering. In general 
terms, the system consists of signal conditioning and 
digitizing front end electronics located on the detector 
which are controlled remotely by a FAS1BU5 based net­
work of processors. The precise configuration is still 
under design and will continue to evolve as experience 
is gained at Fermilab and elsewhere. 

Other features of the CDF triggering system besides 
it's multi-level character are also dictated by general 
considerations. Ihe first of these is the relatively 
long time (expected to be at least 3.5 microseconds) 
between beam crossings at a proton-antiproton collider. 
These mean that the lowest level of the trigger will 
contribute no dead time as long as it makes its trigger 
decision faster than this interval, and that there is 
nothing to be gained by making the first level decisions 
any faster than that. This allows a certain simplicity 
of design and means that there is no need for ultra 
high speed elaiants in the triggering system. 

Finally, the overall cost of the system is another 
important consideration. With the large number of chan­
nels needed in a general purpose detector, the cost par 
channel must be kept as low as possible, fliis means 
that the majority of channels will have no provision 
for fast read-out, as this would add substantially to 
the cost per channel. A relatively anall number of 
channels, possibly 10 percent of the total, will be 
equipped with special fast read-out electronics inde­
pendent of the standard data acquisition read-out path. 
The first levels of the trigger will make use only of 
these fast read-outs. Only after the event has passed 
the first few levels of triggering will the slow pro­
cess of reading out the entire event be initiated, and 
the full event data will then be available at the 
highest levels of the trigger. 

Thus, general considerations of the triggering 
needs for a general purpose detector for a hadron col­
lider set the basic structure of the trigger system for 
CDF. There will be a multi-level trigger, with the 
early stages examining a portion of the event data 
using a special read-out path, but with no requirement 
for any decisions faster than a few microseconds. 
Higher levels of the trigger will exaaine the entire 
event, and should allow complex physics relabed algo­
rithms to be used for final event selection. The de­
tails of the CDF triggering system will be described 
in the remainder of this paper. 



Triggering Overview 
At the desi^i luminosity of 103l)/cm2/sec, the 

inelastic interaction rate is approximately 50 kHz 
which mist be r-ducd to the tape writing rate by the 
trigger system, lhe rate for writing events to mag­
netic tape is constrained to about 5 Hz by two inde­
pendent considerations. First, 5 events per second 
is close to the maximum rate at which a standard 6250 
bpi tape drive can be operated. Second, data written 
at this rate for one north is estimated to require at 
least one year of available off-line analysis capa­
bility, A three level hierarchical trigger strategy 
has bee-, chosen in which each level produces a rate 
low enough so that the dead time introduced by the 
next level is not significant. Within this constraint, 
the trigger requirements at each level are as loose 
as possible, leaving more restrictive decisions to 
higher levels where ircre information from the detector 
is available, and a longer decision tine per event is 
allowed. 

The first two levels of the trigger system will 
be used to reduce the rate from SO kHz to about S00 Hz 
before digitization. Prompt signals from the detector 
for these two levels of the trigger structure are pro­
vided by the front end electronics in the form of drift 
chamber hit bits and analog sums of calorimeter towers. 
The level 1 trigger decision occurs in the tine be­
tween beam crossings and so is deadtureless. If a 
candidate event is flagged L.y level 1, prompt signals 
are passed on to level 2 for a more complex and time 
consuming selection process, incurring dead time-
Level 2 is estimated to require of order 20 microsec­
onds to make its decision. Limiting the level 1 rate 
to 5 kHz then gives an acceptable dead time due to 
level 2 of 10 percent. An e^nt accepted by level 2 
is digitized and stored in huffier memory. Since the 
digitization process takes approximately 1 msec, the 
level 2 trigger rate is limited by deadtime considera­
tions tc about 500 Hz. 

Level 3 of the trigger structure is used to re­
duce the event rate from S00 Hz to the tape writing 
rate of 5 Hz. This level's decision criteria should 
be easily modifiable to accomodate changing physics 
requirements and increasing knowledge of both the trig­
ger and detector operation. Accordingly, level 3 i9 
configured as a set of independent processors which 
work on the entire event record using an event analysis 
and selection urogram written in a high level language. 
Those events which pass the filter criteria are sent 
to a data logger to be written on magnetic taie at an 
average rate of 5 events/second. 

The bandwidth and processing power requirements 
for the level 3 system are formidable. Assuming 10 
parcent to 20 percent detector element occupancy and 
full data compaction, an event is expected to consist 
of approximately 10,000 3|-bit words. This requires 
a bandwidth of 13? to 5*10 words par second at the in­
put to level 3. Then, assuming that about 10 machine 
instructions are needed to process an event on the . 
average, level 3 must achieve the equivalent of 5*10 
instructions per second in performance. 

The CDF data acquisition system is then composed 
of two cooperating and concurrent subprccc-sses. The 
first, or triggering and digitization subprocess, in­
volves the lower system levels, including the front end 
electronics, scanners, local processors, and level 1 
and level 2 triggers. Hie second, or event selection 
subprocess, employs the level 3 trigger processors to 
select a subset of the digitized events for legging to 
magnetic tape and/or transfexral to the host computer. 
The data flew for an event in this system is shown on 

Pig. 2, while a schematic diagram of the system oppo­
nents and interconnection is shown in Pig. 3. Further 
details on the CDF data acquisition system besides the 
triggering aspects discussed here can be found in 
Bef. 2, 4, and 5. 
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Fig. 2. a) Data flow in the global partition, illus­
trating the process of normal data acquisition, 
b) Data flow in a local partition, illustrating the 
use of an independent subsystem for running diagnostics 
and doing calibration. HIC stands for "Hunan Interface 
Computer." Ihere are several of these minicomputers 
distributed throughout the system. 

level 1 and 2 Triggers 
These triggers respond to analog signals and drift 

chamber hit bits delivered directly to the trigger logic 
from the front end electronics over 5,000-10,000 dedi­
cated cables. These signals include pulse height infor­
mation from sums of calorimeter nodules, timing signals 
from mucin drift chambers, hit bit latches from tracking 
chambers, and current division pulse heights from 
tracking- chambers. Die trigger logic will be locabed 
outside the shielding wall. The trigger cables repre­
sent the majority of the cables for the experiment that 
must penetrate the shielding wall, and these cables 
must either be disconnected or manipulated in some man­
ner when the detector is moved in and out of the inter­
action region. 

The level 1 trigger makes its decision in the time 
between beam crossings (roughly 3.5 microseconds) so 
as to generate no dead tire. Tins is 3xpc«ted to pro­
vide enough time to allow the level 1 trigger to iden­
tify all inelastic events with a transverse energy 
greater than a predetermined nuniinom, with more than a 
given nuntoer of calorimeter cells having a transverse 
momentum deposit greater than a preset value, and to 
identify events with muon candidates in either the 
central muon drift chambers or the forward toroids. 

Beyond that, the level 1 trigger should introduce 
as small a bias as possible into the event sample. Up 
to a : 

mall a bias as possible into the event sample. Up 
. luminosity of 10 , tiie level 1 trigger could in 
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fact accept every inelastic interaction without intro­
ducing significant dsad times at later levels of the 
trigger system. A + higher luminosities, level 1 will 
be expected to select roughly 10 percent of the total 
inelastic interaction rate, or about 5,000 events/ 
second. 

A schematic outline of the level 1 logic is 
shewn in Fig, 4„ This fairly straightforward logic 
should not require the development of any special pro­
cessors, but can be implemented using conventional 
electronics. 

The level 2 trigger makes a more sophisticated 
decision based on the same data as that available to 
level 1_ It selects events according to the general 
topology of the event, including energy clusters in 
the electromagnetic and hadronic calorimeters and muons 
in both the central and forward muon detectors. 

The speed requirements on level 2 are that it not 
introduce lar^e amounts of dead time when processing as 
many as 5r000 events per second, and thus the level 2 
decision process can average no more than 20 micro­
seconds per event. However, since the trigger decision 
can be asynchronous and analog information is preserved 
for a few milliseconds on sample and hold circuits, the 
level 2 processors can take up to several hundred micro­
seconds for a subset of events provided that the majori­
ty of event:, are rejected in less than 10 microseconds. 
The level 2 processors must reduce the rate by at least 
another factor of 10, down to roughly 500 events per 
sectJid. Events passing the level 2 selection criteria 
are then digitized by the normal readout process (a 
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slow process, requiring up to 1 millisecond per event), 
and the entire event will then ha available for con­
sideration by the level 3 triggering system. 

The level 2 trigger processors vi 11 consist of 
two major portions: a collection of processing engines 
and a series of decision engines. The processing en­
gines have the job of doing the actual processing of 
the input data and producing lists of muon tracks, 
energy clusters in the calorimeters, and central 
tracking candidates, These will be primarily hard 
wired nodules, programmable only by reloading memory 
look-up tables or changing a programed logic array. 
They need to V3rk relatively rapidly to allow quick 
rejection (less ti^n 10 mi"roseconds( for most events, 
but do not need to be particularly flexible, as the 
types of calculations needed can be veil predicted in 
advance. New types of triggers (for instance, se­
lecting particle types with Cerenkov cour.'cors) will 
require additions of new detectors and new triggering 
cables as well as new level 2 processing engines. The 
initial ccrrplement of processing engines should be suf­
ficient for almost all types of triggers which could 
be formed from the information initially available for 
level 2. 

An example oi - -.erasing engine is the cluster 
finder ihown in Fig. - and described more fully in 
Bef. 6. This device will use analog pulse heignts and 
find a group of neighboring calorimeter modules all 
of which have transverse momentum deposits above a 
miniirun threshold. It will prepare lists of the size, 
location, total transverse momentum, and electromag­
netic or hadronic nature of each cluster. 

The decision engines, on the other hand, can be 
somewhat slower and thus more flexible. They will be 
programmable devices, possibly using bit-sliced micro­
processors, which will run siirple programs using the 
lists of bracks, jetsr muons, and electromagnetic 
showers prepared by the processing engines. A large 
number of triggering criteria based on the overall 
event topology are then possible, allowing t^e trigger 
requirements to be easily modified as the physics in­
terests of *i* experiscnt evolve. 

The overall tuning of the level 1 and 2 trigger 
processors is shown xn Fig. 6. This diagram shows how 
the gate and clear process is suspended by a level 1 
accept decision, resuming after either a level 2 reject 
decision, or after the full event readout following a 
level 2 accept decision. 

Level 3 Trigger Processors 

The level 3 trigger processors have the task of 
performing the final event selection, reducing the 
event rate from 500/second down to about 5/second. The 
event has already been digitized through1 the standard 
read-out path, and so the level 3 processors will have 
the entire event at full precision to examine. 

Despite the very large total processing required 
at level 3, as described above, there is no particular 
speed required for any individual event. This is due 
to the fact that the events are buffered, and thus 
level 3 processing produces no dead time regardless of 
how long a single event takes to procesf. provided that 
the total amount of level 3 processing CJI handle the 
total event rate. 

T'.-> premium at level 3 is therefore not on pro­
cessing capability of an individual CPU, but rather on 
total processing capability per dollar. Th^ most cost-
effective way of providing the large total amount of 
level 3 processing power is with a large number of 
small CPU's, each of which will process one event for a 
relatively long tires. The overall processing demands 
are satisifed by many CPU's processing many events in 
parallel. 

Itawever, the individual level 3 CPU's cannot get 
too small. Aside fran the requirement that a single 
processor be able to handle an entire event, the pro­
cessors must be prograranable in high-level language!;. 
The level 3 trigger selection criteria will.likely 
involve complex physics calculations including exten­
sive pattern recognition and reconstruction of both 
tracking and calorimetric data, and such programs can 
be conveniently written only in high level languages. 
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Fig. 6. Timing diagram showing the interaction between the level 1 
and level 2 triggers and the trigger supervisor. 

Moreover, it will aid program development and debugging 
if the level 3 processors can execute the instruction 
set of seme larger CPU. which can then be used to de­
velop and test the programs to be used for event selec­
tion. 

Thus, the preferred iaplarentation for the level 3 
processors is a CPU that executes the instruction sat of 
seme popular main frame cemputer together with a large 
arrant of noicry, all built on a single FUSIL'S card. 
It is hoped that such devices will be cuTrrercially 
available by the time they are needed in the CDF de­
tector; if not, we will need to develop .such processors 
ourselves. 
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DATA DRIVEN PROCESSING 
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ABSTRACT 
Herein is described a very high speed 

processing method. It is baaed on the data 
driven principle, and depends on constructing 
algorithms from hardware operators that are 
generally interconnectable. A set of modules 
and their application to Fermilab E 605 is 
discussed. 

INTRODUCTION 

In order to deal with the very high in­
formation rates provided by modern detectors, 
we are forced to introduce some sequential 
processing in the data stream. To achieve 
high bandwidth, we must consider the limita­
tions of each part of the system. I. we are 
willing to treat the system as a pipeline 
structure and fully buffer the data stream, 
then the time for encoding the data into nu­
merical form can overlap the processing time. 
By the same tolcen, we can distribute the pro­
cessing in the pipeline so that only the aver­
age processing time of any section limits the 
rate in the data stream. In addition, raw 
data can he passed thru the structure for re­
covery to permanent storage. This view leads 
to the concept of a data driven structure, 
where the natural segmentation of the detector 
is imposed on the data formating and buffering 
arrangement, and the processing algorithm 
appears in a hardware pipeline. 

1,2 
DATA DRIVEN CONCEPT 

The traditional stured program computer 
treats computation as an ordered sequence of 
operations to be performed on a set of da.. 
A data driven processor is based on the prin­
ciple that any operation can proceed when its 
operands are available and the destinations 
of the results are able to receive them. 

The step to a hardware processor is 
quite simple. We must build a set of useful 
operators that are generally interconnectable, 
and then put together computation structures 
that match the natural structure of the prob­
lem. This will result in genuine concurrency 
of computation, and an enormous increase in 
speed. 

This structure requires no central con­
trol, except for maintenance. Data words and 
blocks are aligned by the operators, HO that 
quite complex systems involving nested loops 
can be constructed that are completely deter­
minate and free of conflicts. 

DATA TRANSFER PRINCIPLE 

The basis of this scheme is the data 

transfer principle that allows generalised 
interconneotability. 

We define a cable with a 16 bit data 
value field, and an 8 bit control field. The 
control field contains a bit called valid 
that defines a non-empty data word for that 
clock cycle, a bit called complete that de­
fines a block boundary, and 4 bits called 
name that identify the data subset to which 
the valid belongs. A bit called hold is pro­
duced by any destination module on the cable 
that is unable to accept the data transfer, 
and a bit called block reset allows data 
within a block boundary to be destroyed by a 
downstream device. Data transfers between 
modules, and internal to modules, are regis­
ter to register, synchronous to a central 
clock. The hold presents * special problem 
since it propagates backwards in the sequence. 
The hold is de-skewed with respect to the 
clock at the output of each module, where a 
normally transparent latch is provided to pre­
vent loss of data because the output register 
sees the hold one cycle too late. A register 
that contains no valid data can be loaded re­
gardless of a downstream hold, effectively 
blocking the hold for that cycle. The data 
flow is optimally controlled in complicated 
structures, where the process of data align­
ment generates both empty words forwards and 
holds backwards, that annihilate on contact. 

More than one module is alloweJ to re­
ceive the same cable, and branches are con­
structed by pre-programming each module to 
accept a subset of the name space. 

PROCESSING SYSTEM 

A system includes the readout, the data 
buffering, the data transfer buses, the pro­
cessor^) , the host, tape units, etc. 

Figure 1 ct̂ -ws n fully yipelir'--' "•"••>tem. 
Here e 
er so 
at a i 
be pre 
The bu 
no com 
their 
readou 
cept f< 
merge a 

Th 
puts to 
ternal 
event 1 
contai: 
old evi 
The out 
skip oi 
ring buf 

' II 'F*' 



read bus and are expected to accept this 
sXip/read command in unison. Hold, on this 
read bus, allows any buffer, momentarily un­
able to execute this command, to prevent 
other modules from prematurely acting on the 
command. 

TIUG BUSY 

, r t, 
READOUT 

TTC. \ PROCESSOR SYSTEM 

A property of this system is that it can 
be data driven either from the readout, which 
is a parallel structure, or from the data bus, 
where data can be written into ring buffers 
from the host, or from tape. The same data 
tape that is written from the data bus can be 
rewound, written directly into the ring buff­
ers, fcnd processed to produce a reduced tape. 
The holds, and alignment of block boundaries 
between events guarantees determinancy. 

The processor and readout have a control 
bus that attaches to every module, and is 
used to maintain the system and to load fixed 
data into the modules. All registers, coun­
ters, and memory locations are accessible via 
this bus. The internal registers are con­
structed from shift register IC'S, so that 
these off line operations can be bit serial 
on this bus, which requires only one data and 
one response bit (in addition to address and 
control bits). For system testing, blocks of 
code are sent from the host data channel into 
the system, and Output code from the system 
is independently received by an input data 
channel, which interrupts the host either 
when it is filled or when an interrupt word 
appears in the output code. This way the 
host requires no special knowledge of the 
system state for transfer of data in and out. 

The readout bus is based on the data 
transfer principles described in the previous 
section, except that it has four more control 
bits in the name (address) space; a tag con­
trol bix: that allows the name to be associ­
ated with the data source or to represent the 
address of a destination, and a tag control 
bit that defines use of the data field as a 

value or as command information. These tags 
result from merging control and data trans­
fers onto the same physical bus. Because the 
bus is synchronous, and all words are fully 
specified by the name and tag fields, it is 
possible to have interleaved, autonomous com­
munication on the bus. A small number of add­
itional module types allow asynchronous com­
munication to external devices, for example 
the host, tape units, etc 

PROCESSOR MODULES 

So far we have constructed a set of 14 
modules found to be useful in track following 
and data organization problems. The modules 
are based on ECL 10K logic and operate at a ) 40 Mhz clock, rate. The modules can be organ­
ized into four groups; lists, sequences, 
functions, relations . 

The list modules are differentiated by 
the way the data is organized for access. 

LiBt/lndex-Data is written in sequence at the 
write port, and assigned an index or word 
count. This index defines the data storage 
}ocation, so that data can be retrieved from 
the read port by index value. The write com­
plete word is held at the write port until 

n the rend port complete is received, at which 
h point the words are merged to produce the 
s, output complete word, and reset the index. 

List/counter-Data at the write port passes 
e thru the output port, and those data elements 

that match the pre-assigned name are written 
into memory and assigned an index (i.e. word 
count) that defines the storage location in 
memory. In order to retrieve data via the 

1 input portj a read index is generated by 
counting data elements at this port and read-

d ing from memory hose elements that match a 
pre-assigned name. This subset of the data 

a that entered the write port corresponds to a 
relation on the original set. It is assumed 
here that all the elements that pass thru the 
list counter via the write port are tested by 

d a processing relation and passed back to the 
read port with a name assigned by the test 

f that indicates which elements pass the test 
0 and therefore belong to the relation. Any 

number of list counters can be connected in 
series, where there are multiple nested loops 
in the relation- The output complete is pro­
duced when all elements sent from the module 
have been counted at the read port. The in­
dex counters are reset when the output com­
plete is formed. 

s Buff^r-This is a FIFO that allows data align-
1 ment between different parts of the process­

ing structure without causing holds in the 
connecting path. Data can be written and 

e read during the same 25 nanoaecond cycle. 
Data is available at the output port whenever 
the buffer is not empty and there is no hold 
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on the output. Holds cannot propagate to the 
input port if "he average output rate is 
equal to or greater than the input rate, and 
the dynamic space of 128 woids is not filled, 

Map-This is a storage device that allows asso­
ciative data retrieval. A memory cell is 
assigned for each possible write data value, 
with all cells initially set to zero. Data 
is retiieved via the read port by value in 
the form of nine contiguous cells around the 
integer part of the input value. An optional 
form of the map allows 16 cell access around 
the integer read value, but requires two read 
cycles. The truncated part of the read value 
is passed to the output and concatenated with 
the cell data. If data is written as an or­
dered sequence, the read hold is used to pre­
vent reads until the last write value exceeds 
the value at the read port. For unordered 
write data, a read hold must be present until 
the write complete is transferred. When both 
write and read completes have been received, 
the output complete is sent, and the map is 
erased from an internal list containing the 
last block of cell numberj loaded into the 
map. 

These modules generate sequences from 
the data; 

Binary Index Generatoi-This module generates 
the cartesian cross product of two data sets 
in index pair form by counting the data ele­
ments at each of two input ports, and gener­
ating all possible index pairs at the output 
port. Outputs are produced as soon as two or 
more inputs are counted, under control of two 
read counters and two pointer registers. Ho 
input holds are produced except by the input 
completes which are held until the full array 
has been generated, at which point the output 
complete is sent and the index counters are 
initialized. 

Unary Index Generator-This module generates 
all the unique index pairs of the product of 
the set on itself. The diagonal elements of 
the set, that is the elements themselves, are 
generated with a different name to distin­
guish them. No holds are produced on the in­
put port, except by the input complete which 
passes to the output when all index pairs 
have been produced. 

Page Generator-This module is used to copy 
the data elements a pre-selected number of 
timej. Only data with a pre-specified name 
will generate this copy sequence, all other 
data elements pass directly thru in one cycle. 

The following modules are available for 
generating functions; 

Arithmetic Operator-This operator performs 
irny of the standard binary arithmetic and 
logical operations on the output data (add. 

subtract, and, or, exclusive or, etc.) pro­
vided by the ECL 10181 ALU. A plug-in patch 
allows the 20 bit name and data apace to be 
connected in a general way to the two 16 bit 
innuts and to the control space QL the ALU. 
Alignment of data in the input registers 
causes data transfer to the output and new 
data to be entered at the input registers, 
under control of the holds. Alignment of 
completes at the input ports produces a com­
plete at the output port. 

Normalizer-The norma User is used to give a 
linear function value ax+b of its input value 
x. Two internal memories (B address bits 
each) can oe preloaded with 16 bit function 
values. A plug-in patch allows any 16 of the 
bits of input data and name to be connected 
to the two B bit address tables, and the out­
puts of the tables are added with 16 bit pre­
cision. In order to normalise 16 bit input 
words, the 8 high order bits are patched to 
the high order table, and the 8 low order 
bits to the low order table. For smaller 
size values, name bits can be connected in 
common to the two tables, resulting in sets 
or normalizations. Any function of F (X, ̂  + 

n 1 
G [X.) can be produced, where X.. and X„ are 
separate data fields of the input words. The 
complete passes thru the normalizer without 
producing holds. 

Binary Tablg-The table is used to give a gen­
eral function value of F(X.,X.) of its two 
input values. A plug-in patch for each of 
the inputs allows any part of the value, name 
space of the two input words to be patched 
into the 8 bit address space to produce a 16 
bit function value at the output. Alignment 
of data in the input registers causes data 
transfer to the output under control of the 
holds. The table can also be a test if ap­
propriate output function bits are patched 
into the output name space. 

Unary Table- I'his is identical to the binary 
table, except that only one data input is 
provided. 

The following modules &r& available for 
generating relations involving greater than, 
less than tests. A relation results in a 
lame being assigned to the output data de­
pending on the test result. 

Ordered Merge-This binary input module merges 
two ordered data sets into a new ordered set. 
The data elements at each input port are com­
pared over a selectable part of their data 
fields, 'rhe larger {or smaller) word is 
passed to the output, and the other input is 
held until it is larger (smaller) than the 
word at the other input port. when the in­
puts are equal, either the value is passed to 
the output with a special name, or optionally 
both values are passed in sequence with their 
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respective names- The input completes must 
be aligned before an output complete is pro­
duced. 

associate-This is a unary input module where 
adjacent words in a sequence are subtrrcted 
and their difference compared to a pre-set 
number, for greater than or less than. The 
result of the compare assigns a name to the 
words according to this association. The 
complete word passes thru without producing a 
hwM /unless there is a hold on the output 
port). 

Cut-This unary device compares the input 
value with two preloaded 16 bit numbers and 
names the data word according to whether it 
is within the cut, cr above or below the cut. 
Only hold3 on the output cable affect the 
data flow. All words, including the complete, 
pass thru without producing hold, 

ALGORITHMS 

Because the system is modular, the pro­
cessing algorithm can be flexibly adapted to 
the experiment+ E^ch module and the complete 
algorithm is emulated in Fortran so that the 
algorithm can be pre-tested both with Monte 
Carlo data, and with data tapes produced by 
the readout. These data tapes can be direct­
ly off loaded into the ring buffers and pro­
cessed, with no modification to the system. 

An example of a simple binary loop 
structure for tracfc finding is shown in Fig­
ure 2. This structure is designed to predict 
the location of hits in wire chamber 2, all 
possible pairs from chambers 1 and 3, and 
then generate information needed for testing 
the trajectory past the magnet by using hits 
in chamber 5 to test chamber 4. 

The symbols are defined as follows; a 
madule is indicated by a circle containing an 
identifying symbol, and lines connecting the 
modules represent the interconnecting cables. 
Inputs are of two types, a read input, indi­
cated by an arrow, forms part of the active 
processing path thru the output, while a 
write input, indicated by a solid blob, di­
rectly affects only internal storage within 
the module. 

The binary index generator (I) counts 
valid transmissions and generates all index 
pairs over the accumulating counts. The 
lists (L) sequentially store incoming data 
which is later retrieved by index. The nor-
malizers (N) generate linear mappings of 
their inputs which are then added to define a 
projection of chamber 2. Data written into 
the map from chamber 2 is retrieved in the 
form of the 9 contiguous cells around the 
prediction, and concatenated with the non-
integral part of the prediction. A table (T) 
transforms this data into a weighted value 
and a name is assigned to the data. This 
causes the index pair associated with the 
test to be retrieved from the list counter 

LINEAR COMBINATIONS OF X ;, X 3 

FOR DOWNSTREAM CALCULATIONS 

FIG, 2 TYPICAL BINARY LOOP STRUCTURE 

and reinserted into the calculation if the 
test was passed- The new name is used to 
look up another set of normalizations for 
calculations needed in the downstream struc­
ture- The copy device (P) allows any number 
of calculations to be generated in sequence 
for the same index pair. 

This type of structure indicates how 
quite complicated loop structures can often 
be decomposed inco binary structures. In 
this example, instead of N.XN XN_ cycles 
(where N is the number of hits), we have only 
N.XN- cycles because of the use of the map* 
Whenever we re-use the structure, as in this 
example, we create a loop. This is worth­
while here, since the test only causes infre­
quent re-use, but considerable savings in 
hardware. Because the data elements are dis-



tinguighed by name, they are allowed to co­
exist in the sequence without causing con­
flicts, rhe computation proceeds at the 
highest possible speed since the operations 
take place concurrently at the 40 Mhz clock 
rate, moderated only by holds and data align­
ment in the modules. Any amount of parallel­
ism can be added to the computation part of 
the structure by expanding the number of nor­
malizes and other arithmetic devices, or 
alternatively the structure can be re-used by 
adding more nested loops where we use list 
counters to close the loops. The use of a 
buffer (B) at the table output allows data 
from the table to be automatically aliqned 
with the downstream data without producing 
holds. 

We can duplicate this structure for each 
of 3 or 4 wire plane views, and fold them 
onto each other to reduce hardware, or unfold 
them to gain spe^d. If we consider the more 
complete problem of finding tracks in three 
views, the nested loop structure decomposes 
into loops for lines in front of the magnet, 
those for tracking to the back, and those for 
matching tracks found in each view This de­
composition leads to a high degree of con­
currency, where the delay thru the structure 
is irrelevant since the new events keep the 
pipeline optimally filled. 

TRIGGER PROCESSOR FOR FERMILAB E60S 

We have built a small trigger processor 
for E60S. The detector configuration is 
shown in Figure 3. The target is in the 
field of a focusing magnet which focuses high 
mass pairs around a beam dump into the detec­
tor. There are two UVY MKPC chambers in 
front of an analyzing magnet, and two drift 
chamber stations behind it, with staggered 
pair UVY planes* In addition to this track­
ing system, there is an imaging cerenkov 
counter between the drift chambers, and there 

are electron, hadron and muor detectors in the 
back. 

Three planes of x,y hodoscope counters 
are used to define a fast trigger for gating 
the readout systems. The data subset required 
for the trigger processor transfers thru the 
ring buffers to the processor- inputs. 

The preliminary form of the processor 
selects tracks that are consistent with the 
target and constrains p . The system modular-

V 
ity will allow development of the trigger as 
running experience accumulates. 

Wire hits from the staggered pair drift 
chambers are merged with ordered merge mod­
ules. Adjacent wire pairs and singles are 
encoded by associator modules which assign a 
low order bit to the wire number corresponding 
to one-half wire space. 

Wire hits from the HHPC chambers are 
written into separate maps. A binary loop 
structure, similar to the one described in the 
previous section, forms lists of the associ­
ated signals from the two drift chambers and 
generates all possible line projections for 
the MWPC plane maps, "oth projections are 
calculated simultaneously to gain speed. 

A binary table transforms the output 
road data from the maps into a cut. If the 
test is met, a new name causes the list coun­
ter module to retrieve the index pair for the 
track, and the linear combinations of Y,, y., 

3 4 
for calculating the p and P momentum 

Z y 
components are simultaneously accessed in the 
normalizers (the test name is used to addresj 
the appropriate pages of the norraalizer 
memory), Log tables are used to generate logs 
of these two quantities which are subtracted 
to give the log p . A ta;>le forms a cu^ on 

The projections on the calorimeter, rouon 
detector, and counter hodoscope are also 
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copied out during this pass of the loop, The 
various cuts are buffered, to eliminate holds, 
and concatenated to form a parametrization 
for each track candidate. A unary index 
generator module forms all track pairs and 
singles, and a trigger cut is produced in a 
binary table. The trigger output word 
assigns trigger identification to 12 unique 
bits, and a frequency which is matched a-
ga*:ist an event counter in the event genera­
tor module. A match sets a flag that causes 
the ring buffers to transfer the last event 
in the ring to the readout. If the flag is 
not set when the eve/it boundary passes out of 
the processor, the event generator causes the 
last event in the ring to be skipped. The 
identification bits are accumulated in flip-
flops and sent with the event count whenever 
the ring buffers are read. Track parameters 
from the processor are also sent, and all 
data is transferred to a mega-byte 

memory , at a 10 Mha word rate for PDP-11 
processing during the team-off time. The 
system deadtime duo to the trigger processing 
is 1 to 2 lis. 

MEW MODULES 

For economy, we wish to vary the amount 
of hardware for a particular computation to 
match the desired speed of computation. For 
the modules described so far, this can be 
accomplished in an obvious but limited manner 
by varyinq the degree to which modules are 
repeated. For less frequently performed cal­
culations we use another family of modules in 
which data transfer is serial rather than 
parallel, i.e.. rather than transmitting one 
word each clock period with a 24 bit cable, 
we transmit n bit words on one bit of cable 
In n clock periods. Communication and com­
putation thus require less hardware to oper­
ate more slowly. 

Another feature of previously outlined 
computations was the presence of frequent 
decisions based on simple computations, which 
then a .Iter the sequence of subsequent opera­
tions. Large computations with fixed sets of 
operations permit additional optimization of 
the hardware, because more operations may be 
performed in parallel. 

An interesting arithmetic structure with 
serial communication, but performing normally 
distinct computations in parallel, is the I 
module used to provide linear combinations of 
severa L variables: 

The variables X. are transmitted simultane­
ously but bit serially on a narrow bus cable 
which may have several £ modules. Each 
transmission provides an 8 bit address for a 
256 word table of sums of all constants A . 

ni 
for which the corresponding bit of the add­
ress is one. The table entry is added to a 
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shifting accumulator. rf the B bit address 
is inadequate, the computation must be dis­
tributed over more than one Z module and the 
results added. Bit aerial addition is suffi­
ciently simple that Z modules can simply be 
cascaded with increased propagation delay, or 
another simple module can add up to eight 
pairs of numbers in parallel. For large com­
putations, we can quite freely vary speed 
with module count. A. single E module, for 
examrle, could provide 6 different linear 
combinations of five variables. 

Examples of large computations without 
branches are plentiful in the processor which 
wo are building to reconstruct charged parti­
cle trajectories measured in a magnetic 
spectrometer, A measurement consists of one-
dimensional projections of particle trajec­
tories in 24 drift chamber planes inside a 
moderately non-uniform magnetic field. Each 
of the 24 measurements of a single trajectory 
is a separate nonlinear function of a single 
set of 5 parameters. A moderately accurate 
initial estimate of these parameters is five 
linear combinations of 6 measurements found 
in the initial pattern recognition. 

To accurately determine the five param­
eters with a lea=t-square tit of 24 measure­
ments, we generate an initial parameter 
estimate, using £ modules to provide the 
linear combinations of 6 measurements, then 
carry out nine multiplications to form 6 
higher order products of these parameters. 
fin eleven term polynomial expansion of the 
predicted track coordinates is then carried 
Out for each of the 24 planes. Generation of 
the initial estimate of the 5 parameters and 
the 24 measurements implied, can be performed 
for a new track every 300 nanoseconds with 
about 70 modules, or more slowly with corre­
sponding reduction in the number of modules. 

READOUT MODULEL. 

High speed data driven processing may 
well require data to be supplied in numerical 
form at very high rates. Detector systems 
developed at Nevis consist of several small 
subsystems, each capable of supplying encoded 
measurements at tens of Mbz. By buffering 
these subsystems in parallel, a single meas­
urement consisting of several hundred numbers 
can be completely transferred ir. less than a 
microsecond. These subsystems attach to a 
control bus, so that each readout module can 
be addressed from the host for testing time 
and charge. Signals can be automatically 
injected into modules for calibration and 
testing. 

The following readout modules have been 
built; 

MWPC Svstam-This is a coincidence register 
system that has been in use for many years, 
consisting of chamber mounted discriminators, 
flat polyethylene signal delay cables to 32 



channel coincidence register cards. These 
cards attach to a read bus segmented by wir^ 
plane. A newly designed wire number encoder 
allows sparse readout at a 20 Mliz word rate 
onto our standard processor cable, where the 
word fonrat is the binary encoded 10 bit wire 
number and crate name. The encoder also gen­
erates a word count for limiting the block 
size to a pre-set number of words, and a 
truncated event nunber in the complete word. 

Drift Chamber Syatem-Thig is a single hit 
time recording system designed for relatively 
close wire spaced drift chambers. The time 
is directly encoded into 6 bit gray code for 
time bins greater or equal to 4 nanoseconds, 
or 5 bit code for 2.5 nanosecond time bins. 
32 signal TDC cards attach to a read bus seg-
merited by wire plane. The sparse data can be 
transferred to a standard processor cable 
with a valid word every 25 nanoseconds. The 
data word contains a 10 bit wire number, a 
6 bit time, and the plane number. A word 
counter in the readout allows the block size 
to be limited to a pre-set number, and a 
truncated event count is sent with each com­
plete word. 

4 ADC Readout -This B channel ADC was developed 
by a member of the E EOS group for readout 
into our system. The ADC has 8 bits of 
square root encoding, and a digital cut for 
each channel to sparsify the data. The 
sparsified data can be transferred at a 20 
Mh2 rate to the processor cable. 

Unencoded Register Data-This system consists 
of 16 bit fast coincidence registers. The 
data is read out in an unencoded, fixed block 
size form, at a 20 Mhz rate to the processor 
cable. 

SUMMARY 

Data driven machines have no natural 
scale association. The computation time does 
not have to increase as more computation is 
added, and the physical size of the system 
is not constrained since there is no central­
ized communication. 

The cost per operation per second seems 
to be much lower than any other method. This 
is a result of the property of concurrency, 
the close match of the operators to the cal­
culation, an.i to the simplicity of the oper­
ators. 
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THE UA2 CENTRAL CALORIMETER 

UA2 Collaboration (Bern-CERN-Copenhagen-OrBay-Pavia-Saclay) 
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CERN, Geneva, Switzerland 

Summary 

The UA2 experiment1 was recently installed at the 
CERN Super Proton Synchrotron (SPS) proton-antiproton 
collider2, to study collisions at an energy -/l • 540 GeV. 

A major objective of tins experiment is to identify 
the weak intermediate bosons (Z° ,&) via their elec­
tronic decay nodes: 

pp •* Z° + X D ; 1° •+ e +e" 

Cufrcnt theoretical models3 predict a production cross-
section ̂  3 « 1Q~ 3 3 cm2 and a leptonic fraction ^ 32 
for Z°, ̂  8S for W^1. 

The low expected Z c, H" production rate implies 
the need for good electron identification and energy 
measurement over a maximal solid ancle. The VA2 detec­
tor is instrumented over * 80% of the solid angle by 
segmented lead/scintillator sandwich counters, provid­
ing a ?} -*• e*e" acceptance of ̂  63X. At luminosities 
E, t io 3 D cm"2 s _ 1 , ^ 0.15 events/n should be detected 
with a mass resolution at the 2 D peak ^ 1.52. 

Another major objective of this experiment is to 
study high-pj hadron jets. For this reason, and to en­
hance electron identification, segmented iron/scintil-
lator sandwich counters are installed in the central 
region. 

This talk describes the electromagnetic ?nd had-
ronic calorimetry in the central region of the UA2 
detector. 

Experimental Apparatus 

General 

Figure 1 is a plan view of Che apparatus. At the 
centre is the vertex detector. It consists of four 
raultiwire proportional chambers (HWPC) with cathode 
atrip readout, a cylindricel scintillator hodoacope, 
and two JADE-type drift chambers1' with charge division 
and multi-hit readout. The detector is surrounded by 
1,5 radiation lengths tungBten and a fifth proportional 
chamber (PR0P5) to provide an accurate position measure­
ment of e.m. showers. This chamber allows improved had-
ron rejection, and rejection against overlap background 
(a low-ciomentum hadron near a ,i°, simulating an elec­
tron) in the following calorimeter. 

Covering :1 rapidity units about 0, the vertex de­
tector is surrounded b"" electromagnetic and hadron 
calorimeters. 

The forward and backward directions (20° to 37.5*. 
142.5° to 160°) are each instrumented by twelve 
toroidal-magnet sectors CO. 38 T-ro) and associated s-pec-
trooetry, Following each sector, nine drift chamber 
planes allow a momentum measurement on charged tracks. 
After this, a 6 mm lead converter and two proportional-
tube planes define the position of e.m. showers in a 
calorimeter. 

p-p experiment UA2 

TOfiWD COILS CONVERTER 
DRIFT TUBES 

L-lm - I FORWARD-BACKWARD CALORIMETER 

Fig. 1- Plan view of the UA2 d e t e c t o r . 



f.-m. calorimeter: 17 radiation lengths 

total calorimeter:4.5 absorption lengths 

Fig. 2. Typical cell of the UA2 central 
calorimeter. 

Ihe 12 forward and 12 backward calorioeter sectors 
are -5ach divided into ten cells (15* in $, 3.5° in &>. 
Each, cell is a iead/scittillator sandwich in two longi­
tudinal sections (26 r.l. and 6 r.l.). The light o£ 
each section is collected in two phototubes via RBQ-
doped wavelength-abifting light-guides. The calorimeter 
performance is similar to that of the central region. 

Central Calorimeter 

The lead/scintillator electromagnetic and iron/ 
scintillator hadronic counters cover from 40° to 140* 
in polar angle, and all azimuthal angles. A spherical 
structure, the calorimeter is segmented into 240 indi­
vidual cells (towers) pointing co the pp interaction 
vertex, Each cill has three longitudinal sections (plus 
PROPS). In addition, the last 0.35 attenuation lengths 
are separately measured to provide a tag on late had-
ronic showers. Each cell has an e^. length *v 17.5 r.l. 
and a hadronic length ^ 4 a.l. (Fig. 2). 

The light of each section is transferred via 2 ran 
thick BBQ-dopcd light-guides to a total of seven photo­
tubes per cell <XP2008, XP2012). The scintillator is 
4 m HE104B (e.m.)i and 5 rot PHHA doped with 12 FBD, 
0.12 PQPOP, and 102 naphthalene (hadron). Wavelength-
shifting techniques5 minimise the dead-space butveen 
Adjacent cells (Table 1)* tn practice the polar dead-
space is negligible except for particles of normal 
incidence. 

Table 1. Maximum separation between calorimeter cells 

Compartment Polar 

(am) 

Asimuth 

EH 

HADRON 1 

HADlMH 2 

4.6 (light guide) 
9 (light guide) 

13.6 (light guide) 

1 (Fe) • I n (air) 
10 (Fe) 
10 (Fe) 

To monitor phototube stability, a xenon lights 
flasher is associated with each -szitnuthal slice of w n 
cells* Light (diffused and filtered to approximate the 
light spectrum reaching the phototube) is passed via 
plastic fibres to the light-guide of each phototube. 
The net flasher stability and pulse-to-pulse variations 
in light output are monitored by a box containing three 
vacuum pbotodiodes. The relative stability of different 
azimuthal slices is monitored by sending light from each 
flash-tube to a box (J-BOX) containing a scintillator 
slab in front of three selected phototubes (XF2012). 
The stability of these phototubes is monitored by d.c. 
current measurements from 6 0Co and 9 oSr sources. 

An identical but independent flasher on each slice 
sends light to two scintillator plates of each e.m. com­
partment. The same photodiodea monitor flash stability. 

Calibration Stability 

An initial calibration of each ce.il was made using 
10 Gev/c electrons (e.ta. coinpartment) and 10 Gev/c 
muons (hauremic conparttnents). Since installation in 
November 1981. phototube gains have been aonitored using 
the flaflh-tube of each slice, normalized with respect 
to the response of: 

£) vacuum photodindes (discarded because of gain 
changes)j 

ii) mean e.m. phototube response: the r.m.s, spread, 
for individual e.m. phototubes with respect to the 
mean, is ±2.62; the mean hadron respont is un­
changed with respect to the e.m. phototubes, with 
an r.m.s* spread for individual tubes of 3%; 

iii) J-B0X response: this indicates a mean change in 
e.m. light response of 0.52, with an r.m,s, spread 
of 22. 
A mean change of < 12 (r.m.a. of ^ 0.6X) has been 

measured in e.m. response, from oeriodic 6 DCo d.c. cur­
rent oc-asurements on each cell. In the extreme forward 
(proton) direction, the mecn change reaches 1 7%, sug­
gesting minor radiation damage. 

The stability of the phototubes, between their 
initial calibration and installation at the pp collider, 
is being analysed. 

http://ce.il


Electron Response Measurements 

ITI addition to the calibration of each e.m. cell 
with 10 GeV.'c electrons, data were collected between 1 
and 70 GeV/c for all 5 e.m, cell types. Figure 3 illu­
strates the nomenclature of this section. 

Response Linearity and Resolution 

Figure 4 shows the normalized light response to 
electrons of between 1 GeV/c and 70 GeV/c passing 
through the centre of an e.m. cell. Following a non-
linearity correction 0.977 [l.Q + 0.01 In <E+1>], the 
light response can be estimated to 5 ±1%. Figure 5 
shows the variation of ff/Vi (0.14) with electron momen­
tum. The beam momentum 3pread {y IS) has uot been sub­
tracted. In each figure, error bars represent the 
r.M.s. spread of all measurements on all cell types. 

Fig. 3. Nomenclature used in following section. 
$ and x are measured with respect to the centre 
of the cell I. 
UBQs = light response of small BBQ 
BBQL = lifiht response of large BBQ 
BBQ S L - /BBQs'BBQL 
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Fig, 4. Deviation from linearity of the light 
response BBQSL a s a function of incident elec­
tron energy. The superimposed curve is 
« [1+0.01 ln(E+l)]. 
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Fig. 5. Resolution o£ light response BBQjj^, as 
a function of incident electron energy, (o) 
show data collected with tungsten converter 
90 era from the e.m. calorimeter. Co) show data 
collected with tungsten converter in final UA2 
positionr 

Response Variation with Position (Normal Incidence) 

Spatial scans were made for several examples of 
each cell type. The r.m.a. spread of raeasureme.it3 in 
different examples of the same cell type is < ±1%. 
Figure & shows the uncorrected response for cell 2 (the 
second smallest) as a function of position. Similar 
variations exist in other cell types. Figure 7 shows 
the same data after correction ^-cording as: 

BBQ(corr) = BBQ(raw)-exp v-irr) 

Al.x + A2.x2 + A3,xa) ( 
+ (B1 + B2.-X + B3.: 
+ CC1 + C2.x + C3.; )i*r 

Constants A;, B±, C£ have been determined for each BBQ 
of the five cell types. Data from muona provide a con­
sistent parametrJzae£on. For beam impacts > 5 ran from 
a cell interface, the r.m.s. spread of corrected light 
response for individual measurements of a cell type is 
< 1.1&- The resolution o/i/E is unaffected. The ratio 
BBQR = BBQQ/BBQT provides a measure of the beam impact 
position in the cell (0 < 5 mm). However, because of 
di£fering light collection efficiencies for BBQs and 
£BQL, a variation of light response exists along each 
BBQR contour. For that small class of e.m. showers 
having no associated track or PROP5 signal, this varia­
tion defines the effective resolution of the e.m. 
calorimeter. 

Response Near a Cell Interface (Normal Incidence) 

Tha azimuL.ial separation between two cells is small, 
and a maximum response correction of 10% is required 
within ±2 mm of the cell interface. Few normal-incidence 
electrons pass through the BBQ (smeared pp vertex). At 
the BBQ interface* 1* 20% of elections are within 3 st. 
dev. of the peak, and o/E * 0.25/t^. The light response 
of remaining events is distributed below the peak 
(longitudinal escape and tferenkov light). 

http://raeasureme.it
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Fig. 6. Variation of light response BBQ51, with 
position, in cell type 2 of the e.m. calorimeter. 
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The UA2 calorimeter is short (4 a..I.), so significant 
longitudinal escape is expected. Kouever, high-energy 
hadron jets should be better contained since their be­
haviour is similar to that of a single patcicle inter­
acting at the calorintter entrance. Data exist both 
for single particles an" for simulated jets. 

Event Selection 

To ensure good energy containment 1 cuts ^ere ap­
plied: E(hadron section 2)/E(calorimeter) < 0,8, and 

E(e.n.) Z 1 GeV or E(hadron scction"l) > 1.5 GeV. 
The resultant event efficiency is Bhown in Pig, 8. 
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Fig. 8. Efficiency of detection in hadron 
calorimeter as a function of incident n"* energy. 
Applied cuts are described in text. 
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Fig. 9. Deviation from linearity of the light 
response BBQgL as a function of incident r~ 
energy. 

Kon-Bormal Bean Impact 

At the pp collider, the interaction v-rtex it 
atieared along the bean direction with <j "" 1J cm, and 
data vera collected to ainulate vertices in the range 
-20 < e < 20 en. For |z| > 2 cm, no deterioration of 
the efficiency or resolution is measured near the BBQ 
interface, and no additional response corrections are 
required. Using the correction formulae above, the 
average response at each vertex position changes by 
< l.U vith respect to normal incidence. The r.n.a, 
spread of individual Measurements is « ±11 for M U 
cell type. 

Hadron Response Measurements 

Data have been collected at r.~ momenta of 1 to 
70 GeV/c and ft* momenta of 1 and 2 GeV/e. Preliminary 
results era shown for n~ data of momenta above 6 GeV/c, 

light Response 

A fit uas made to normal-incidence JET and SINGLE 
data to find paraoeters, relating the response of each 
compartment, that optimize the response linearity 
(Fig, 9), The resultant resolution is shown in Fig. 10. 

Response Uniformity 

The above light-response analysis used available 
data in the median plane of each cell (r> - 0), with 
linear attenuation corrections, Tbe resultant response 
was uniform to < ±4! for each cell type. For normal-
incidence data near a BBQ interface, the acceptance is 
reduced for SINGLE triggers, but not for JET tripfters 
(Fig. 11). The resolution is not significantly affected, 
as shown in Fig. 12. 
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Fig. 10. Resolution of light response BBQSJ, as 
a function of incident n"4 energy. 
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Fig. 11. Variation of Tl~ acceptance across 
cell interface of the central calorineter. 

Non-Normal Incidence 

Data collected st an effective vertex position of 
£10.4 era snows an average change in lighc response of 
< ±IX. Tht resolution is unchanged. The variation in 
aperture across a EBQ interface is reduced to < ±53 tor 
SINGLE triggers. 
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MAC Collabo.-ationi 
Colorndo-Frascsti-Hortheastsrn-SLAC-Utsh-Hiaconaint 

Presented by M, I . Ford, Cole-redo 

Summary 

The MAC detector at PEP features a targe solid-angle 
electroaagnetlc/hadronlc calorip.eter system, augmented 
by magnetic charged-particle ticking, muon analysis 
and scintillator triggering. Its Implementation in thv 
content of electron-positron annihilation physics is 
described, with emphasis on the utilisation of eeleri-
metry. 

Detectnr ncecrlption 

The IWC detect'-- is ihoun in Fig. t. Charged parti­
cles produced uith pilar angles betueen 17* and 163* 
are analysed in the central tracking chamber* which 
comprises S33 drift cellk arranged as 10 layers in • 
common gis volume. Each cell contains a double senae-
wire pair connected to differential electronics so that 
drift distance is determined uilhout right-left ambigu­

ity. The uirea in four of the layers art axiali these 
are interspersed uith sl> stereo layers at plus and 
minus three degrees to determine axial positions. The 
setting accuracy is 200 urn; uith the sotanoidal mag­
netic field of 5.7 CO, the momentum resolution is 
Ap/p o ,065 p Bind. 

Surrounding the solenoid coil is the central shcuer 
chamber (referred to betou aa S O , a calorimeter opti­
mized for electromagnetic ahouer analyaia and compoaed 
nf 3! lead plates Interspersed uith proportional uire 
chambers for a total thickness of 16 radiation lengtha. 
Cach anode uire is suspended parallel to the beam at 
the center of a rectangular aluminum cathode about I cm 
thick x 2 cm uidi. Croups ol uires are combined for 
readout aa 192 azimuths) sectors in each of three lay­
ers Anial position is determined by current division, 
i.e.. the rstio of pulse heights measured at both ends 
of the wire group through lou input-impedance preampli­
fiers. 

fig. 1. MAC detector layout. The components 
labelled in the figure are: central drift 
chamber (CD), ahouer chamber (SO, trigger/'tim-
ing scintillators (TO, contra! and endcap 
hadron calorimeters <HC, EC), and th* inner and 
outer muon drift chambers (tri, rio). Also indi­
cated are the solenoid end toroid coils. 
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The central hadron calorimeter (HC7 uhich surrounds 
the shouer c timber hag a very simitar structure except 
the absorbers are 24 1-incJi-thiclt stpel plates* lol-
lowed by three 4-ineh-thick plates. The three thick 
plates and their associated proportional chambers are 
for mnon tagging. 

The steel plate calorfneter is extended to smalt 
polar angles by the tuo eitdcap sections (ECK whose 
absorber plates stand perpendicular to the beam. Each 
endcap has 28 l-ineh-thick calorimeter plates followed 
by 2 4-inch-thick muon tagging layers. The endcip sam­
pling detectors are planar proportional charrib-ers. e<ych 
covering a 30-dcgree aaimuthal sector, the anode uirea 
run parallel to the edges of the hexagonal endcaps and 
n^e grouped, for readout* into four radial panels. 
Inch cathode is divided into three ID-degree azinuithal 
wedges winch arc resid 0ut as uell. The chambers occu­
pying the- first 9 g?,ps Ufi radiation lengths) hnve 
finer segmentation to match th«?m to Mie electromagnetic 
shouors ahieh are outside tin? acceptance of the central 
shower chamber. In these chambers each segment meas­
ures about 5 P in azimuth by 5* ir zenith. H I P endcap 
siQnals are grouped into four layers in depth. 

One layer of scintillation counters lor triggering 
and timo'of-f I >g1it ore inserted iruo one gnp near the 
entrance tace at the hadron c^orSmoter. \n the central 
and both endeap regions. There are 144 separate Scin­
tillator*. 

The muon tracking L-.ystera consists of One central and 
•three eiu!c?n planes ol drift chambers located before 
the entniiqe faces of the hndre-n colorimeter, four lay­
ers of j!r*:t ch^cbers surrounding Ihe calorimeter, and 
six layer? covering the end iacea. for momentum analy­
sis the c^lorimeterVftbscirbor steel is mngnetired by 
ioraid coilsi one at the center of each sextant. The 
Mt trance chambers, ami those underneath the calorime­
ter, Br; planar; the remaining exit planes are assem­
bled irun 10 cm-diameter tubes each containing a single 
*:ire. The utrcs are nil oriented to determine axial 
position, since the toroidal field causes a change in 
the tracks' polar angle, except for the endcap planes 
of which two layers have horizontal uires* and tuo each 
have Hires «. t CO" m d 170* respce* i vcly» 

Triggers for the e*|ier iment «nay be summarised, with 
some simplification, as the logical OR of: M ) scintil­
lator opposite r.oxtnnts or end quadrants: (21 scintil­
lator hits on any 3 or more of the 8 faces of the hex­
agonal pi ism with ends; (3) showers of at least 2 Gev 
in any 2 of: G SC sextants. 2 endenps, or any part of 
ine KC; i"* one or aore penetrating tracks, defined hy 
a striny ol central drift hits uithin a 2t)° sector and 
the cortt ^ponding scintillator and central hadron calo­
rimeter suttnnt registering at least 400 HeV. 

Calibration and Resolutions: 

The eltetromagnetic calorimeters have been cali­
brated gith electrons fro™ &habha scattering. The 
enerpy response for the central shower counter is shown 
it* Fig. 2. The observed uidth of %'/. (standard devia­
tion) is greaier t^on the ^X we would expect on the 
basis of earlier te.its m t h one of the sextants in an 
electron beam. Those tests gave AE/E » .20/^E Iron .& 
to 16 GeV. The difference is largely attributable ta 
scattered non-functioning channels uhich number about 
3-7# of the total- <ji,tt curve accompanying the data of 
Fig. 2 includes the effect of 55! randomly-distributed 
non-responding channels.) Presumably the importance of 
this effect is smaller at loner energies relative to 
inherent ionization fluctuations. In any case? the 
resolution of this device is not the limiting one for 
hadron calorimetry. The directional resolution, meas­
ured by eonparing the shower centroid with the entrapo-

£ 10 I5> 
DETECTED ENERGY (G&V) 

Fig. 2, Energy response of the central shower 
clumber to \4.S-Ce1* electron*. The curve 1a 
the predicted resolution function. 

lateu central drift chamber track. 1s 0.3* in * * 1.J* 
in B, The f error corresponds to about 0.4 timet the 
wire group segmentation. The G error corresponds to 
about IK of the wire length frcm current division* 

The corresponding information for the endcap shouer 
chamber tg presented in Pfo/. 3. The few energy tail in 
Tig. 2a Is caused by the Inttflftttlw region* occupied 
by the r'ramet of the proportional chamber*. These 
regions occur every JQ degrees and are about 10 era 
wide, independent of radius, and hence hive maxlBim 
impact near the poles uhich are preferentially Illumi­
nated by the Bhabha electrons. The directional resolu­
tion is J 6 -fn * (cathode strips) X 1.5* in 4 (anode 
wire groups). 

The shouer detectors alone accomplish both trigger­
ing and analysis of >y events, fpr which ye show* in 
rtg. At the nonca*linearttv angle G*3tMbuticn compared 
uith the qCD calculation. 

Tor calibration of the response of the calorimeter 
system to hatirons- ua have only the total energy O'I 
multihadron event? as a knoun reference point. To pro­
duce the corresponding measured total pulse heightr ue 

10 20 
E (GeV) .;...> 

Tig. 3. Energy response of the andeap calorim­
eter to 14.5-GeV electrons for (a) a l l azinu­
tria 1 angles, and tb) events uithtn fiducial 
area. 
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must bring in'o register the three separate calortme-
tiri >'sr, HC and EC). For samples containing a fluctu­
ating mixture o( hadrons and gammas from neutral pfon 
decay incident over a uide range ol entrarce aigles. 
The response to gammas per GeV will presumably ii« the 
same as that measured for electrons; for incident 
hadrons tie expect an average of about 30-40SC of the 
energy is lest to nuclear binding and heavily Ionizing 
fragments. Uith these expectations in mind, ue may 
write 

0 10 JO 30 40 50 60 
I!".. TOTAL CALORIMETER ENERGY (GeV) 

fig. 5. Total energy of multihadron events, 
central region: (a] data; (u> Monte carlo cal­
culation. 

a P(S»i + b P(HC)i + c P(CC)i = Ee»> 

where a* b, and c are the factors lor converting aaoh 
calorimeter's pulse height, p. into energy units, and i 
1s the event index, (tn general one may treat sepa­
rately the several layers within SC, etc., as uell.1 
Thr coefficients are determined by a fit to alt the 
events in the multihadron simple. 

the measured response to multlhauron events uith 
narrow jet structure and thrust axis pointed toward the 
central ealorineter 1s given in Fig. Sa. For compari­
son. Fig. 5b shows r?sults of e calculation usinj the 
nonte Carlo programs ECS' and HETC1 with our geometry. 
Both curves give oE/E « .16. Me may compare this uith 
our earlier beam tests of a model of the DC alone uith 
pions of several, energies at normal incidence. These 
can be summarized as OE/E - .7S/Jz. which gives .11 at 
29 CeV. The corresponding results for 
37° i Stliruit i M3* which covers all three calorime­
ters but avoids losses near the poles, are shown in 
Fig. 6. In this case, we get oErE = .18. and again our 
results Agree quite Hell uith the calculation. 

The directional resolution for hadrons is set by the 
spread of the hadronie cascade in the calorimeters. 
ana measure of this is the mass of a hadron jet. Tha 
hadronic decays of tau leptons provide a sample ol 
c.noun> limited aaasi *• i *j.t i »t»u - 1.S CeV. The 
aaaa determined for such events by calorlmetry is shown 
fn the distribution ol Fig. 7a- This resolution func­
tion is narrow compared with tha distribution for mul­
tihadron events seen in rig. 7b. 

0 10 20 30 CO 50 60 
TOTAL CALORIMETER ENEKGV ISeVJ 

Fig. E. Same as Fig. S For alI non-polar 
events. 
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Fig. 7. Invariant moss oF on* jet for Ca) 
hadronic T decays, ani Cb> multihadron events. 

Indicated cut in P (Fig. 9a) is cho&cn to remove D sub­
stantial fraction of background uithout reducing the 
signal si ginficnntly. The cut in C A (ftn. 3b) docs 
take out that fraction of the signal which is essen­
tial ly indistinguishable fron background; it amounts to 
an acceptance less, estimated to he about VA of oil 
one-photon events. After application of several selec­
tion criteria of Which the foregoing are the nest 
iifipcrtarttr the distribution »r> total visible enerciy is 
decomposed into the signal and background p-irts indi­
cated by the dashed and dotted histograms in fig. S. 

An alternative analysis (method 2) has been per­
formed which accomplishes this decomposition o1 the 
multihadron sample by fitting signal and background 
shapes to the total distribution with adjustable scale 
factors. The parent shapes uere extracted by requiring 
more than 8 prongs and small Qs to g?t the signal func­
tion and by taxing events with large IJS to model the 
background (see Fig. 10). The full distribution uns 
cut near the minimum between the tuo peaks and the fit­
ted components used to estimate the toss of signal nnd 
the residua! background. 

jj»1tihadron Event £pc_!i0J3 

The large acceptance calorimeter system is well 
suited to the efficient extraction of multihadron 
events from single photon annihilation of electrons and 
positrons, even in the presence of copious multihadron 
production hi/ tuo-pheton annihilation. The solid his­
togram of Pig. ft shows the rau distribution in total 
visible energy of all events tr q^sring the experiment 
and having at Feast five charged prongs farming a ver 
te* within the interna Hon volume of the colliding 
beans, for one-photon events the tot;-l visible energy 
•fl-vector ijj except for measurement error, very nearly 
that of trie initial slate, i.e., energy = 2 E b „ „ . and 
net cioaentum = 0. The tuo-photon events have tuo 
final-state electrons carrying a substantial fraction 
of energy generally outside the acceptance gf the 
detector (typically inside the vacuum pipe). The visi­
ble -1-vector therefore has energy less than 2 Eb==« net 
women turn along the bean direction, end limited momentum 
perpendicular to the bean. Lie measure the net motion 
of the v»sibte energy by the imbalance vector 

8 = I Eifii/ I Ei. 
and the perpendicular energy by 

E A = I EisinSi, 

where E; is the energy, 8; the polar angle, and nj the 
unit direction vector for energy parcel i. Fig. 9a and 
b shou the distributions in & - iBl and ZL, respec­
tively, for the event sample plotted in Fig. B. The 
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Fig, ft. Total evergy for all 15-prong events. 
The dashed histogrem represents events passing 
the selection criteria for multihadron events; 
events in the dotted histogram are the remain" 
der. 

The event yields uhich result from these analyses 
for R particular data collection pt-riorl (representing a 
subset of the data M Tig, 6) are: 

H = 1839 i 45 (Method 1) 

H = 1801 i 49 (Method 2>. 

Ue expect that uith improved statistical precision, 
yield measurements accurate Mithin 2-3" percent sdauId 
be possible. The nadel-depenilrnt acceptance correction 
is very sma'* a precise measurement ol a = <Hi*<]ron''ciiii 
should be possible, assuming such fatlors as the lymi-
nosity, radiative corrections, etc. are a<so uell 
understood. 

0 5 10 15 20 25 30 35 40 45 
"• Ei «3eV) 

Fig. 9. (a) Imbalance and <b) £L distributions 
for all !5-prong events. 
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Tip. 10. (a.) Events having H prontjs and 
Q- i 0.57. Cb) events having iS pronga and 
B a > 0.57. 

Hartram'c Enemy fIon 

A further objective of the study oF wultihadron 
final states is to map the distribution of energy as a 
function of production angle. For cxaa-ple, in Fig, It 
ue shou the distribution in polar angle of the thrust 
axis. The thrust T is defined by 

T = max | 2 J EiJcoSfil/r.fl„ ^ 

where i runs over a n energy parcclsr (\ is the angle 
between the thrust nxis and parcel i, and the maximiza­
tion is uith respect to the direction oi the thrust 
axis, The curve in Fig. U represents 1 + cos :P# the 
distribution expected from the quark-par ton model. 
Frcr Fig. n it is clear that the region of diminished 
acceptance of the calorimeter system is restricted tc 
IcosBI > .9. and fS.it, barring nnomoloc/s rapid change 
of the true cross section very near the poles, all but 
six or seven percent of the integral 1B included in the 
observed distribution. 

A measure of the "jettifiess" of the events is the 
distribution in thrust. T, shoun in Fig. 12 as inferred 
both from the calorimetor and from the charged tracks 

teen In the central drift chamber. The calorimetrlc 
neasurement appear* to give a sorafuhat nArrouer peak* 
presumably because of the more tonplete sar.plfng of the 
energy, but one that is displaced toward smaller aver­
age values. This may be caused bv the lateral spread 
of the hadronic cascades uhich tends to produce a mini­
mum observed jet uldth. 

One approach to the study of energy H on In nultiha-
droi> events uhich addresses the question of tuo-jet 
versus three-jet structure has been employed by the 
authors ol ref, 3. ft coordinate system is defined for 
each event such that when the angular distribution of 
all the energy parcels is plotted for a sample of 
eventsr the axes of tuo-jet events, and the production 
planes of three-jet events, ets,. are aligned. The 
result is a set of three orthogonal projected energv-
flou patterns as shoun in Fig. 13a for our data (see 
ref. 3 for definitions o-; the major and oinor axes: the 
thrust axis is si defined abov«). One can see clearly 
the dominant colltnear two jet structure. In rig- 13b 
ue shou the "production plane" vieu for events selected 
for maximal deviation from the tHO-jet character, The 
events apftror to consist, on average, of thrte jet&-
More quantitative study is required to evaluate the 
significance of these features in the contort of mod­
els. 
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Fig. 12. Thrust distribution for multlfradron 
events, determined from (a) calorimeter energy 
ond (bl charged track momenta. 
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Fig. 11. flrgular distribution of the thrust 
axis for multihatfrsn events* determined from 
calorimeter energy. 

Fig. 13. (•) Energy-flow plots for the multi-
hadron events aligned according to the directed 
thrust and major axes. <b) The view normal to 
the event plane for events having thrust SO.8 
and oblateness *0.1 (see ref. ?i. 
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Hil&JQ [ j j f_nt i f IPHIj ,on 

The calorimeter system serves ? "so as an active Wri­
ter which i" combination uitli the niuon tracking pro­
vides excellent wuon identifieatien. Preliminary d j t a 

lnv e be on presented1* on col linear GEO m w HUT. and 
it-*iie events. Another example ifl eetfU Hnai states In 
uhich only th? nuonc are detected: we shou in rig. 14 
the invariant mass distribution for the pairs uithin 
ccrtnin fiducial cuts. 

The inclusive muon distribution from amltihadron 
events as a function of the tnonentua perpendicular to 
the thrust nx\z is plotted in Fig. 15. The curves show 
contributions iron deczys- of tnoun particles, and that 
expected f"*c"» j hypothetical t-tjuark sf mass 10 CeV 
having a 10'J munnie branching ratio. The contribution 
from hadronic punch-through, uhieh before cuts is com­
parable ta that Tron TT/K decay- uns reduced by a factor 
of b to IC by excluding candidates accompanied by ttore 
than •! hits in the outer layers ol the haurcn caloricne-

10^ 

Jl -£9Gev 
Dorrs [QGEvenrsI 
OED 

Fig. 1-;. Invariant moss distribution of v, 
pairs from fie -* Ct|ltl. 

Fi9. 15. Hamentum perpendicular to the thrust 
axfs for nuens in PtfiJUhfldron events. Sol Id 
curve; calculated contribution fron IT* K, e, 
and b decay. Dashed curve: contribution of a 
10-GeV t-quark with 1QX rvjonic branching ratio. 

Conclusion 

The MAC detector is operating near design perform­
ance a* measured in a variety of electron-positron 
annihilation processes at F&P, in particular* the 
had rem calorimeter resolution *ti energy and direction­
ality agree uell uitli calculations. The effectiveness 
o* the large-acceptance calorimeter in detecting multi-
hndron events has been demonstrated and precision total 
and differential cross section measurements can be 
anticipated, 
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THE TASSO LIQUID ARGON CALORIMETERS 

A. Ladage 
Deutsches E lek t ronen-Synchro t ron DESY, 200Q Hantourn 52 , NotkestraBe 85 

Suunary 

The shower counter system of the TASSO-collabora-
tion consists of large lead/liquid Argon Calorimeters, 
The calorimeters arc subdivided into 4 barrel- and 
2 end cap counters. The highly granulated lead stacks 
are composed into towers looking onto the interaction 
point of the experiment* Altogether there are 16 000 
electronic channels, which allow for a precise energy 
and position measurement of high energy photons and 
electrons even in jets. A description of the design of 
the calorimeters, operational experience and perform­
ance of 2 years running titoe, together with results o.i 
the data taken in the TASSO experiment .ire presented. 

^rfsgpr~ L 
k'}4 >*-* 

Description ofthP_cglorimpt&rs 

In Fig. 1 cross sectional views of the TASSO de­
tector^ jre shown. As can ba seen there are 4 barrel 
liquid Argon shower counters and two endcap counters, 
while the so called hadron arms have shower counters 
in lead-Bcintiilator-sandwich technique with wave 
length shifters. Since the principal design of the end-
cap counters is similar to the barrel counters I will 
concentrate here on the barrel counters only. The 
barrel counters are each A m long, 2 m wide and 0.5 m 
high. All counters are vacuum insulated, with super-
insulation on the inner surface of the vacuum tank. 
Two barrel counters on top or bottom are mechanically 
coupled together in the middle, so that the vacuum 
forces on the middle wall are compensated* By this, 
the middle wall of the vacuum tanks can be kept rather 
thin, thereby reducing the loss of sensitive area in 
the center to a minimum. Each of the 4 modules have 
12 feed through flanges on the back circular vacuum 
wall* to allow for the 3000 electronic channels to be 
connected to the preamplifiers sitting in crates close 
to the flanges, The preamplifiers are double shielded, 
the inner shielding is connected to the inner liquid 
Argon tank, while the outer shielding is in contact 
with the vacuum tank, sitting on rails with insulated 
rollers inside the large magnet yoke. These pre­
cautions have been taken to avoid ground loops and to 
keep the noise level low. The entrance face of the 
vacuus tank is made of thin stainless steel, 1.5 on 
only, equivalent to 0,0$5 red, length. The inner tanks 
for the liquid argon and lead stacks are made of alu­
minum. Here,, the entrance face is Trade from two 5 mm 
Aluminum plates with 50 nm spacers inbetueen, every 
J00 mm repeated. The average thickness of this struc­
tural beam entrance is 0,U red. length. Altogether with 
superinsulation, liquid Argon and tank walla, a particle 
entering the calorimeter sees approximately 0.25 r.l. 
before entering the first ionizing gap, while the total 
amount of material in front of the calorimeter, due to 
beam pipe, proportional chamber, drift chamber and 
magnetic coil is 1.3 r,l. 

The two base plates of the inner tank serve as 
mounting tables for the lead stacks and carry each 
six feed through flanges made from stainless steel 
with glass~steel feed-throughs welded into the flanges. 
The flanges are sealed with indium, while the large 
mounting plates are sealed to the tank with Cefilac 
seals (Spring loaded O-shaped stainless tubing covered 
with soft Aluminum). This seal works fine, as long as 
the hardness of the Aluminum surfaces of tank and 
plates are guaranteed-

The connection of the inner feed through flanges 
to the outer feed throughB is done with multiwire flat 
cable as commonly used in computer techniques but 
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Fig, \: Sectional views of TASSO detector, 

instead of copper stainless steel leads have been used. 
This reduces the heat-conductivity by a factor of 50 
compared to cuppers so only 50 cm long cables are 
necessary. The cables are folded like an accordion 
bellow, thereby acting as superinsulation. 

In Fig, 2 a drawing of the lead utack is shown. 
The stack is divided into front-and bock. towei<:. Four 
front towers cover the face of one back tower. In-
between the front towers are tramtirsed B,; strips, 
orthogonally to each other and dE/dx strips. The strips 
are made by etching copper plated fiber glass plates. 
A particle entering the calorimeter first traverses a 
front tower gap of 2 x 5 ma liquid argon, then two 
dE/dx gaps, which act also as z coordinates, then a 



Fig, 2; Lead Stack 

$ gap. After this approximately one rad, length of lead 
front cower gaps is traversed. Then again z and t 
scrips are hie, Thereafter again one rad. length of 
lead front towers and again z and $ strips. This set up 
has been chosen to have a high conversion efficiency 
for photons and a good positioning of the photona in 
the 20 mm vide strips. The spall size of the front 
towers (70 x 70 mm 2) is valuable in separating ahower-
ing particles in a jet and for it0 measurements. The 
division between front and back towers helps distin­
guishing hadrona from electrons. The electrical and 
mechanical connection between the tower plates is done 
with bolts and insulators. TheBE bolts are stacked up 
together with the lead plates. Since all towers are 
focused onto the interaction point, the stacking bolts 
are in certain planes offset. 

Each lead stack is U m long by I a wide. Two 
stacks make up one module. 

The electrical connections for the towers emerge 
from connecting fiberglass-plates on the front and 
back towers, while the z and $ strips have connectorB 
at the sides of the stack. Flat multivire copper cableB 
take the signals to the feedthrough flanges on the 
base plate. 

The lead plates are 2 ms thick. They contain 3 X 
antimony and have been hardened by heating for 5 hours 
at 25G°C. After that they were dumped Into cold water 
and obtained their strength within a few days due to a 
recrystallization process. The surface of the plates 
was cleaned from oxide layers by glasaparl blasting. 
This was a necessity, since otherwise small oxide 
pieces would short-circuit the gaps under high voltage. 
Each completed stack was tested in dry air with 5> kV 
on the gaps. It was judged clean when the total leakage 
current was smaller than 1 yA. 

The cooling system 

In Fig. 3 a drawing of the cryogenic system has 
been sketched. Each module is connected by two vacuun 
insulated lines to a recondensation vessel of about 
too l volute. The recondensation of argon is done with 
liquid nitrogen running through a heat exchanger. The 
anount of nitrogen is adjusted by the argon gas pres­
sure acting on a proportional valve. If a cool down 
of a module is going to be started* argon gas is con-
densated by the nitrogen heat exchanger into the re-
condensation vessel. Since this vessel is seated 1/2 m 
higher than the top point of the modul, liquid argon 
starts flowing into the module through the so called 
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spray line. The spraying action is achieved inside the 
module by Teflon tubes which have small holes (0,7 mm) 
in their walls. These tubes are mounted along the 
lead stack on the sides as well as an top and 
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Fig. 3; Cooling System. 

bottom. The nuafaer of hales per unit length increases 
froK the entrance to the end exponentiallyr to assure 
a cool down with only small temperature gradients (40°C). 
What happens to the liquid argon in the Teflon tubes 
ie that it evaporates due to heat taken, in from the 
surrounding, so that cold argon gas sprays out of the 
fine holes, thereby cooling the lead and tank- The 
number of holes haa to increase with tube length, be­
cause with length more gas is produced and it also warms 
up acre. This procedure goes from room temperature dovn 



to -160 C. Ftrom here on alio liquid araon drop* out of 
the holes, but thii does not hina the temperature 
gradient smoothness, since only 23°C are left to reach 
liquid argon tsTipetature. Thia cooling procedure lasts 
3 days with about *?,;>7C/hour cooldown speed, TK* 
nitrogen Keat exchanger needs about 3 kW cooling powr, 
since *WO*Hattacc have to be cooled away. When the 
nodule has reached liquid argon tenperature, it can be 
filled with liquid argon from the reservoir, which 
takes one nore day* The anount of liquid nitrogen uied 
for cool doun and filling ia about 3 n* per nodule, 
while only 2Q0 1/day are needed per nodule to take 
care of the heat losses of 2S0 Vatta under normal 
running conditions. Thia system works very reliably 
since now about 2 years. Since the liquid argon, once 
in the nodule, is not in contact vith the outside world, 
it stays clean: the oxygen content ia only 0.3 ppjn; in 
two years it has never been exchanged. To get the 
liquid argon delivered with only 0*3 ppnOj, needed 
some education of the people handling the argon at the 
delivery company and at DESV, This education was already 
achieved during teatruns with a small nodule and later 
on with the large modules on test beams at the DESY 
synchrotron* 

Electronics and readout system 

In Fig. 4 a block diagram of the electronics is 
shown* The signal pulse from the calorimeter is on 
virtual ground* so no high voltage capacitors in the 
liquid argon are used". There are also no transformers 
for capacity matching, since our tests showed that we 
could work without them, thereby avoiding shielding 
problems in the stray magnetic field of the detector 
and inductance matching problems due to different 
cable Lengths. The preamplifier of standard design 1B 
however protected against high voltage breakdown by 
diodftB and a email spark gap, which short-circuits 
pulses of 200 Volts or larger. This protection works 
so well that preamplifiers do not break. From the 
preanplifier the pulse is send through a shaping net­
work and a cable driver over 50 m long double shielded 

coax cables into the readout electronics>A fast trigger 
pulse (after I Hate) is taken off before the second 
•haper stage and nain amplifier. Here 32 front towers 
and 8 back towers are gQT1&'d together for a stand alone 
trigger from the liquid argon calorimeter into the 
general TASSO trigger logics. A trigger is produced 
if in one liquid argon suboodul 2 GeV are deposited 
or 0.5 CeV in 2 subnodules or 5 clusters of 250 MeV. A 
trigger is also produced if one charged track and a 
cluster of 250 HeV is found, or two charged tracks in 
the drift chanter. If an event was found in the shower 
colorimeter a clack U started and a 12 bit DAC produces 
a voltage ramp in 4000 steps, each 1 mV for 500 channels 
in comnn. When the ramp voltage and the sample and 
hold voltage show the same size in the comparator a 
latch is produced and the addresses of towers and the 
clock value are stored in a data buffer. Pedestals and 
gain factors are then taken into the data by control 
of a microprocessor and a constants uemory. The data 
are than stored in an on-line computer. Pedestals and 
gain factors are controlled every two weeks off line 
with testpulses. Only towers with more than 20 McV 
true showar energy are stored. The noise level is only 
10 HeV, The amount of dato stored is relatively small, 
On average a good event hap 4o data words. 

Results 

One of the most remarkable features of the liquid 
Argon calorimeter is its stability and reliability. 
Besides the high granularity and therefore position re­
solution, good energy resolution was achieved* In Fig.5 
the energy resolution in a test beam up to A CeV is 
shown, while fig, 6 shows the energy resolution at 
18 G?V for Bhabha scattering. In Fig. 7 ^-production3' 
is shown , while Fig. 8 shows a 3 jet event with 
several photons releasing energy in the liquid argon 
calorimeters. Fi&. 9 is a Bhabho event, 

Table I collects some basic data of the barrel 
liquid argon calorimeters. Besides the low noise of 
only 10 HeV equivalent shower energy, the small heat 
loss of ZSO Watts per module only, nay be worth mention1 

ing. 

Fig. 4: Electronics and readout system. 
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Table I; Data collection of barrel liquid 

Active area 
Covered •olid Angle 
Granularity for energy naasuretnent 

Enerpv resolution with I,fi cad. lenpth 
before counter due to coil and walls 

noise 
Sho* er-position resolution fork's 
Number of electronic channels 
Number of towers 

of that small towen 
large Covers 

z,4> and dE/dx strips 
Total wei8 h t 

of that lead 
liquid Argon )0m3 

Insulation vacuum 
Cooling pouer per modulo 
Cool down speed 
Temperature gradients during cool down 
Heat losses per nodule 
Consultation if liquid Nitrogen for 

6 counters + linen and so on 
Total manufacturing costs per channel 
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n 
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Abstract^ 

Steel tubes of approximately 8 ma D.D., filled 
with Argon &ae to ̂ 200 bar, are considered as the 
active decent for a charge collecting sampling calori­
meter readout system. The tubes are permanently sealed 
and operated in the ion chamber node, with the charge 
collection on a one-millimeter concentric anode* We 
present the motivation for such a device, including 
Monte Carlo predictions of performance* The CMthod of 
construction and signal collection are discussed, with 
Initial results on leakage and ageing of the filling 
gas. A prototype electromagnetic calorimeter la de­
scribed. 

I. introduction 

Among the several readout techniques employed for 
sampling calorimeters at colliding beams, liquid argon 
systems stand out for two important reasons; 

i) They provide excellent energy and space 
resolution, 

ii) They have demonstrated control of Instrumental 
effects (calibration and uniformity of re­
sponse) at the IX level required to achieve 
the intrinsic precision of caloriraetric 
measurements at very high energies. 

The drawback of these devices is the high fabrication 
costs of the cryogenic construction, and inevitable 
dead spaces in detectors covering large solid angles. 

wa describe here a new read-out system for calori­
meters, presently under development, in which the 
active sampling elements are sealed tubes of high pres­
sure argon gaa operating as individual ion chambers. 
The motivation for this approach Is to achieve a rela­
tively inexpensive, well-segnented calorimeter struc­
ture of design similar to proportional wiro devices, 
with energy measurement capability and control of 
systeoaticB comparable to liquid argon systems. 

II. The HARP Concept 

Our approach has evolved from recent studies of 
a "high density" proportional wire calorimeter:!,2 a 

structure In which individual sampling channels pene­
trate bulk absorber, in contrast to the conventional 
geometry of multiwire planes sandwiched between sheers 
of absorber. A test device of this type is shown in 
Fig. 1. It was found that acceptable energy resolu­
tion can be achieved with very sparse sampling volumes, 
and that the high net density of the device (which 
limits the lateral showex development), coupled with 
a fine-grain array of sampling channels can be ex­
ploited to give excellent space resolution, separation 
of near-by showers and discrimination between electro­
magnetic and hadronlc showers. In acMltion, this type 
of structure lends itself to a number ?f interesting 
optione for construction methods. (He return tn this 
point in Sec. IV.) 

Figure 2 shows the calculated energy resolution 
of such a device for electromagnetic showers± as a 
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function of the sampling ratio, R * sampling volume/ 
total volume. These restUs are obtained for argon 
sampling 8*» »c 1 atmosphere,2 The resolution width 
is dominated by Landau fluctuations, which in principle 
can be reduced by Increasing the gas pressure. In 
Fig. 3 we show the same calculation, comparing the 
net resolution for a range of gas pressures and for 
liquid argon. The performance figures of liquid argon 
are approached ac pressures which are not difficult to 
achieve in practice. Hence the concept of HARP (High 
Pressure Argon Pipes), we replace the proportional 
wire sampling channels in sueh a structure with sealed 
tubes of argon gas pressurized to *v2Q0 atmospheres. 
For sampling channels of 25 nm 2 cross section in an 
iron structure with R • .25 (a practical packing frac­
tion for such tubes) the calculated energy resolution 
for 1 GeV electrons is 15J at 250 atmospheres, as 
compared with 13* for liquid argon. The signal charge 
at this pressure (*vl0& electrons per GeV*o£ shower 
energy) is sufficient Co allow operation in the Ion 
chamber made, with no avalanche gain: I.e., in nearly 
exact analogy with liquid argon readout. 

III. Charge Collection in Ion Tubes 

The tube construction which wc have adopted Is 
illustrated in Fig. 4. It consists of a standard 
steal pipe witTi 6 mi outside diameter and Sib mm 
Inside diameter. The gas tightness is achieved by 
two plastic stoppers which are crimped at the two ends 
of the pipe in such a way that the gag pressure helps 
ensure the gas tightness. The stopper at one end of 
the pipe serves as an insulating feed-through for the 
central electrode. 

These tubes are permanently sealed wit'i- the aim 
of being operational for £ 10 years. In tests carried 
out with the collaboration of Che CERN HS Dept. the 
breaking pressure was found to be ̂ 850 atn., which 
allows a safe working pressure up to 250 atta. The 
leakage rate, measured at 200 atm., corresponds to a 
maximum drop in pressure of 33! (i.e., 6 atn.) over a 
period of five years. 

The chick central electrode (£ 1 am diameter) is 
held In the center of the pipe by thin, plastic spacers; 
It; carries both the operating voltage (3-4 kV) and the 
signal, the external vail of the pipe being grounded. 
The electrical capacitance of a 1 meter long tube is 
about 50 pF. 

The time development of signal charge in cylin­
drical ion tubes is closely analogous to that of the 
familiar parallel plats geometry used in liquid argon 
calorimeters. This is illustrated in Fig. 5, for a 
gas mixture of 90X argon, 10% CH4. (For the illus­
trated geometry, with an applied voltage of A kV and 
250 atm. pressure, the reduced electric field ranges 
from E/P - .25 V/co/mm Ug at the anode to .05 V/cm/ 
ma Kg at the cathode. In this range the small ad­
mixture of methane increases the electron drift 
velocity by a factor of 5 over purge argon.) 

The readout electronics requires little develop­
ment as the needs are similar to those of several 
other charge collection devices now in operation (e,g., 
liquid argon colorimetera, low-gain wire chambers. 



silicon atrip detectors). The electronics chain 
Illustrated In Fig. 6 hat been Implemented lor Initial 
teat*, using existing components, and yields a measured 
equivalent noise charge of 350 electrons WIS. 

A aeries of tests have been Initiated with tubes 
constructed with a-emitttng radioactive sources sealed 
inside. Thase are being kept continuously at operat­
ing voltage and rhe pulse-height spectrum monitored 
to investigate the stability of response and possible 
ageing effects due, e.g., to degradation of the gas 
mixtures. Results to date for the two earliest tubea 
are Bhown ir. Fig. 7. It vlll v*± se^n that there is a 
"conditioning" period in each case lasting for a few 
days, after which the response remains very much 
constant. 

IV. Possible Application and Plana for 
a Prototype Detector 

With each tube being an independent, solf-
ccntained detector, which operates ac "OB temperature 
and should perform well in a magnetic field, one has a 
great deal of flexibility for configuring them in some 
matrix o£ absorber. We Mention two classes of 
applications: 

a) Pole Tip Calurincterfl (see discussion in 
Kef. 1): Here we envisage the pipes to be 
inserted into channels drilled into the steel, 
as Illustrated Schematically in Pig. 3a. 
Drilling of such holes in iron (8 no diameter, 
1 m. length) can he done without great diffi­
culty, and at reasonable cost, by specialized 
companies. We have evaluated test drillings 
in magnet iron and found then to bo satis­
factory, with deviations from stTalghtneoa 
£ .001 a over 1 a lengths; 

Figure 1. The test calorimeter of Refs. 1, 2. The 
module is aeBembled from steel plates. Machined 
slots in alternate plates form the sampling chancels, 
which are 2 mm jc Sum and 2 mm x 2 am in cross section. 
In this device, which was operated with proportional 
wires, the sampling gaB occupies only 10X of the 
total volume. 

b) Large An^le (EM or Hadronlr) Calorimeters; 
Hare a great variety of geometries can be 
realited with either magnetic or non­
magnetic materials. Fig. 7b visualizes a 
close-packed arrny of hexagonal tubes, as an 
example. Arrays of tubes may also be im­
bedded in molded castings. An Interesting 
possibility la to consider these Cubes In a 
tutrix of heavy metal oxides CSBC in 
plastic.3 This approach offers the possi­
bility of uranium calorimeters using 
powdered oxides (which arc plentiful and 
easily cast in plastic) rather Chan metallic 
uranium, which is difficult and expensive to 
machine. 

We are.presently constructing a prototype 
electromagnetic shower detector for test beam studies. 
This device will incorporate 150 tubes inserted in 
8 on diameter holes drilled In an iron block. The 
tubes will be 30 cm long, with readout electronics 
as illustrated in Fig. 6, 
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Figure 4. Construction details of the ion tube. 
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Figure 2b. Energy resolution for incident electrons, 
as a function saapling ratio, for 5 x 5 nm^ sampling 
channels. The lowest curve corresponds to fluctua­
tions in the number of sampled shower electronst the 
next incorporates path length fluctuations, and the 
top curve gives the net resolution (Ref. 2). 

Figure 5* Time development of the signal charge for 
a track crossing an ion tube in the illustrated 
geometry, producing ionization charge Q 0. The gas 
mixture is 90Z argon/102 methane* with, the central 
anode at T4 kV. The tine (T) for full signal collec­
tion is 100 nsec 
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Figure 3. The net energy resolution, calculated as 
in Fig. 2, for various pressures of the sampling gas. 
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SUTfflary 

A gas sampling electromagnetic calorimeter running 
in a "Saturated Avalanche Made" was tested at SLAC with 
positrons incident at energy up to 17.?. CftV, With this 
new method, good energy resolution, lb percent/'VE, 
and good linearity were obtained with arrays of thirty-
four 0.S radiation length thick lead plates inter­
leaved with 34 wire counters. There was no measurable 
systematic effect, Amplifiers are not needed; the 
signals are large enough to be connected directly to 
the ADC's. 

Introduction 
Gas sampling calorimeters operating in a propor-

tional.ncde have been tested and used by several 
groups but, with one reported exception", their 
energy resolution has been much inferior to that 
achieved with calorimeters that use plastic scintilla-
tor counters. Improved resolution has been demon- .. 
strated in a calorimeter operated in the Geiger mode . 
and nay be expected also with the limited streamer"'" 
ncde. Those devices are intrinsically different from 
proportional couater energy stapling calorimeters. 
Ihe former, in effect, use the nunfeer of tracks in the 
shower, while the latter use the magnitude of total 
collected charge as measures of the energy deposited 
in the gas. In this paper, we report results of tests 
of gas sampling calorimeters run in neither of these 
nodes, but in an intermediate, partially saturated 
mode. Their resolution is comparable to that of plas­
tic scintillator calorimeters. 

These tests were made as part of the program to 
develop calorimeter nodules for the Collider Detector 
Facility14, an apparatus to detect products of pp 
Interactions at the 2 Tev colliding beans machine now 
under construction at Fermilab. The present design 
calls for gas sanpling electromagnetic and hadronic 
calorinEtry in the forward and backward angular regions. 
Respectably snail granularity will be achieved with 
tower structures of cathode readout pads. 

tpresent address: Institute of HEP, Ac. Sinica, 
Beijing, P. R. China. 
•Operated by Universities Research Association under 
Contract with the Ghited States Department of Energy. 

Experimental Arrangements 
The detector studied was a MAC prototype6 which 

was tested previously in proportional node at SLSC. 
Thus, only limited details of construction will Be 
given here. 

The MAC prototype was composed of 34 lead plat£3 
of 2.8 rrm thickness and 34 planes of SO w diameter 
anode wires, enclosed in 9.5 im x 9.S mm cells which are' 
separated by 1.5 rim thick aluminum ribs, a 17.9 radia­
tion length shower detector. Fig. 1 shows the arrange­
ment and the call structure. The anode wires of each 

M&C CALQRINCTER 

Fig. 1. The experimental configuration of the t«C 
electromagnetic calorimeter. 



plane were connected to a cannon atrip, and seven such 
planes were further grouped together, resulting in five 
groupn to be read out. Uaet of the results that will 
be presented in this paper were obtained from the 
total sun of these five groups. Besults on the longi­
tudinal development in the shower will be reported 
.later. 

Ite counter gas was a mixture of 49.3 percent 
Argon, 49.3 percent ethane, and 1.4 percent ethyl 
alcohol. Negative high voltage was applied to the 
cathode tubes. Distributed high voltage capacitors 
totalling 0.25 (if wore the charge storage elements. 
As indicated in the figure, there was no need for 
amplifiers between the wires and the ADC's. Lideed, 
it was necessary to attenuate the large signals ob­
tained between 2 do and 30 db depending on the high 
voltage and gas pressure. Party meters of BG58 coaxial 
cables carried the signals to the LeCroy 2249W ADC's, 
Bie ADC pedestals were determined with a linear extra­
polation of the measured variation of pulse height 
with incident energy. 

A rsr-n oonputer system with a SLAC program 
"ATRMOS" was used for data taking and on-line display 
monitoring. 

Beam Parameters 
Ihe detectors were tested in the 19° beam of the 

Stanford Linear Accelerator which provided positrons 
of 17.5 GeV naxinrjti energy, SLAC ran in the SUED mode 
during the entire tests with a bunch lemjth of about 
20 nsec, F H M 8 nsec, and 10 bunches per second. About 
95 percent of the beam at the detector was within the 
2 mm x 2 mm area of the beam defining counter. The 
intensity was, on the average, between 1/10 and 10 
positrons per bunch, the momentum spread of the beam, 
Ap/p was less than ±0.25 percent rrns. 

Experimental Rgsults 
For 10 GeV incident positrons, the total pulse 

height distribution is shown in Fig. 2 together with 
a.Gaussian fit to the data. Only that portion of the 
distribution within ±2cr of the mean sere used in the 
fitting procedure. Ute shape of the jistribution, 
typical of all, is wall represented by the Gaussian 
fimction. 

Fig. 2. A typical pulse height distribution and 
Gaussian fitted points for obtaining a and mean values 
using 2d fit. 

With fixed gas pressure, the resolution o/E varies 
with high voltage as shown in Fig. 3. As the voltage 
increases from 2100 V, the resolution slowly decreases, 
to a shallow minimum at A. 2250 v and then slowly in­
creases. 
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Fig. 3. o/E versus high voltage for 10 GeV positions 
at 0 psig. 

Fig. 4 presents the calorimeter output as a func­
tion of incident positrcn energy showing no departure 
from linearity at energies up to 17.5 GeV. For this ' 
run, the counters were run at 2300 V. 
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Fig. 4. The total pulse height response of the calori­
meter ns function of the e*" energy for 0 psig. Hie 
linearity is excellent. 

Higher energy response of the detector was simu­
lated by using multiple positrons in a single rf bucket. 
This is a fair simulation sines the positive ions do 
not move appreciably from where they were produced 
during the beam spill. Fig. 5 shews the detector re­
sponse to multiple positrons of 17.5 GeV. It shows that 



as many as 11 simultaneous positions the energy reso­
lution of the detector is sufficiently good to resolve 
them with clear miniaa between the peaks of the pulse 
height distributions for the corresponding number of 
positrons. In fact, this is a Boisson distribution for 
n = 4.5. That the pulse height for the multiple posi­
trons deviate in a smooth way from linear behavior for 
more than 2 positron (35 GeV) shower is seen in £iq. 6. 
An expanded view of the pulse height distribution for 
10 GeV positrons is shown \n rig. 7. It dramatically 
shows the syimetric, Gaussian-like shapes with clean 
valleys between the multiple-hit peaks. The energy 
resolution as a function of equivalent energy deposits 
of multiple 17.5 GeV positrons is shown in Tig. 8 after 
correction for the non-linear response. 

Die energy resolution as a function of energy for 
single incident positrons i= shran in Fig. 9. ts/E 
shows the usual E~L'* dependence with a constant factor 
of 16.2 percent as indicated in Fig. 10. the shape of 
the dependence of resolution on energy indicates no 
systematic term since it extrapolates to the origin. 
This is, perhaps, because there is no active device 
(anplifier, pulse shaper, etc.) between the detector 
and the ADT, and small variations among individual wire 
gain average out over the detector* 

m e detector was rotated to make angles to tha 
beam axis of as much as 23 with 17.S GeV positrons 
incident, the results of Fig. 11 ware obtained. It is 
seen that the pulse height increases by a small amount 
(maximum 2.3 percent), and the o/E decreases slightly 
with increasing angle. This improvement may be due to 
a better containment D f energy in the effective thick­ness of the angled calorineter. 

Saturated Avalanche Mode 

We have investigated the ionization region 1 2 

between the proportional region and the self quenching 
streaner region in detail using a 9.5 mm x 9.5 inn tube 
having a 50 uti wire, a replica of one cell of the 
prototype hBC detector, in order to understand the 
improved energy resolution of the apparatus relative 
to calorimeters running in the proportional mode. 

i.s.ic^i 

are fo ir.a IOS ws.a 
CWROT H'OIIT H4V> 

Fig. 6. The pulse heights as a function of simultaneous 
17.5 GeV multiple positrons fat 0 psig. 

Fig. 7. Pulse height distributions for 10 GeV multiple 
positrons. 

Fig. 5. Hie response of the detector to simultaneous 
multiple positrons of 17.5 GaV. 
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Fig. 8. o/VE*versiB sisiiitaneous multiple 17.5 GeV 
positrons after oorrfi^fcicti for nan-linear response. 
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Fig. 11. Total pulse height and c/E versus incident 
bean angle for 17.5 GeV positrons. 

A snail fraction of the wire pulse was amplified 
and used to form the ADC trigger, as shown in Fig. 12. 
A LeCroy 2295 ADC system was used for measuring the 
charge, The gain of the ADC was 20 counts per pico-
coulonb. An F e " x-ray source was used to measure the 
wire gain as a function of high voltage. As seen in 
Figs. 13a and b, the resolution is insufficient to 
separate the 5.9 keV x-ray line and 2.9 kev argon es­
cape line when the gas gain, at 2300 V, is in the re­
gion of limited proportionality. The gain here was 
* 5 x 10 . ihe 2.9 kev line is hidden in the left 
side of the asynmetric pulse height distribution. 
Fig. 14 shows the gain as a function of the high vol­
tage. The rate of growth of the avalanche is seen to 
decrease continuously as the high voltage increases 
above 2200 V until the streamer threshold is reached. 
Then the gain increases very little to the point of 
full streamer operation around 2650 V. 

•Hie distribution of pulse height? reccoJed by 
passage of minunH! ionization tracks was also inves­
tigated in tliis vcltage region using a Sr90 B-source. 
A telescope made from a pair of small thin scintilla­
tion counters provided a gate pulse for the ADC's. 
The discriminator thresholds were set to accent mainly 
the minimm ionising P's. Fig. 15 shows the pulse 
height distribution obtained at 2300 V. This histo­
gram shows that the distribution is almost syjniet-vic 
with a small tail. The distribution made by the B'e 
is not like a typical Landau distribution obtained in 
a gas gap of 9,5 mm thickness at atmospheric pressure. 
The bail is greatly suppressed. An expanded view of 
the histogram of Fig. 15a is shown in Fig, 15b. It 
has a ratio of o" to mean of 34 percent. Landau fluc­
tuations clearly have been reduced, an indication that 
the greater the concentration o£ primary ionization, 
the more saturation {less gain) occurs as has been ob­
served earlier^. 

From the data of Fig. 1.1, we find a ratio of mean 
pulse heights produced by the two photons of ̂  1.4, 
rather than the % 2.0 ratio of energies. Similar con­
clusion about the departure from strict linear, pro­
portional response follows from comparison of the sig­
nals from the p and x-ray sources. Those observations ' 
and the suppression of the Landau bail indicate partial 
saturation of the avalanche charge at the collecting 
wire, thus, the resolution is improved compared to 
that obtained when the counters operate in the propor­
tional mode, we find a resolution somewhat smaller 
than, but not really inconsistent with that predicted 
by Fischer 1 6, which is based on a calculation of the 
response without the effect of Landau fluctuations. 
Deterioration in resolution at voltages much higher 
than 2400 V may be caused by fluctuations in gain 
where streamer and saturated avalanche modes overlap 
(see Fig. 14). Depending on the amount of ionizatioi 
deposited locally on the wire, the gain may be low 
(saturated avalanche) or more than an older of mag li-
tude higher (streamer), 
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PLASTIC STNEAMEI? TUUF. CALORIMETERS 

G. liattiatoni f G tUologna, P.Campann, V,Chiarc11a, U.Uenni » B.D^Ettorro-
Piazxoi i , E . Iarocci , C.Mnniioechi , C .P. Murtas, G.Nicalott i and P.Piechi . 

LNF-T.NFN, K r n e C n t i ( I t a l y ) 

Abstract 

We present the results of a preliminary 
test on an c m , calorimeter test module using 
Plastic Streamer Tubes with external pad read­
out . We have measured energy response and re­
solution between 2 and 10 GeV, and 7T/e discri­
mination at 10 GeV. 

1. Introduction 
Plastic Streamer Tube devices (PLA.S.Tu-

bc3 in Lhc following) are based on the use of 
rcsiE.tive cathode 1 and are operated in the li­
mited streamer mode 3. PLA.S.Tubes have a high 
rcsiEitivi fcy cathode (f. i . graphite coated 
pins tics.} which is transparent to transients 
c<nd external electrodes (strips, pads, dclav 
lines) ore used to pick-up induced pulses.This 
devit:c has heen or is being used in several 
espcinir.'ntstsce f.i. ref. a» 4» 5)as the sensiti­
ve d^vic** nf tracking calorimeters with simple 
digital (yes/no) readout of individual projec­
tive elements. The digital readout allows to 
record the detailed spat ial pattern and is 
convenient in those experiments, such as proton 

decay 4 and neutrino detectors , wher* tracking 
is of relevance. Good shower energy nieasyre-
men t is limited to relatively low energies**, 
duo to track pile-up on the same readout cle­
ment, the limit depending on the granularity 
and density of" the calorimeter. 

Elere we present the results of a prelimi­
nary test performed with a PLA..5 .Tube calori­
meter with streamer charge readout by pick-up 
pads, which shows its possible use as c m , 
shower calorimeter In the energy rargc of 
interest Tor high energy colliders. The idea 
oT meusurin^ shower energy by measuring the 
total charge collected in a Saturated mode 
devio- has been already used in the Limited 
ticiger c m . CEilorImctcr of PEp-4 '. Total 
charge measures the total number of elementary 
discharges, which is equivalent: to count tracks 
and so to measure energy. The response is linear 
nr.d ro^olution varies js 1/yE, up to energies 
(several ClcV) for which track pile-up occurs 
in the elementary Gciger cell. Limi ted streamer 
mode nllow4 to operate in an analogous way. 
Now the elementary cell area is given by the 

FIG. 1. Plastic Stream. 
Tube module. f\... I.... J'*_...I>-*> \«~.\jfc'%*-

135 -



tube width times the streamer obscuration 
length, i.e. the length of the dead wire region 
due to a. single streamer, with respect to the 
Limited Ccigef device,the mechanics of streamer 
tubes looks simpler, since they do not need a 
mechanical device to localize the discharge, 
and smaller elementary cells appear feasible, 
by acting on the gas mixture. The use of PLA.s. 
Tubes makes possible simple construction of' 
both oriented tower and strip structures. 

We have built the test module using tu­
be modules of the Mont Blanc proton decay ex­
periment. We will brieTly describe their techno­
logy in par.2, bcfore'dlscusslng the e.m. ca­
lorimeter test module and the '>xperimental re­
sults. 

2. Plastic Streamer Tubes 
The Mont Blanc proton decay experiment 

(Frascati, Milono, Torino, CEHN) makes use of 
about 50.000 PLA.S.Tubes equipped with about 
100f000 x and y strips, for a total pick-up 
area of 3400 m 2. Details of the device structu­
re are shown in fig.l nnd 2. The constructive 
unit 8 is an 8~cell open profile, coated with 
graphite (fc S x lotn/square) . The lOÔ tir, Be-Cu 
wires art kept in central position by PVC 
spacers every half a meter. A top cover, also 
coated with graphite (fc lO^ll/square) , completes 
the tube structure. The tube element is 
0.9x0.3x350 cm3. Two 8-tube units are insert­
ed into a PVC bitube container. 

Detection planes are made by simple 
juxtaposition of PLA.S.Tube modules and two-
dimensional readout is performed by 16-strip 
units 8" 9 facing the tube elements as shown in 
fig.2. 

Modularity, thick sense wires, uncriti-
city of the streamer mode, splitting of pick­
up and active element functi6n, use of thermo­
plastics and their t9chno2ogyt make this detec­
tor cheap and simple to build and operate. 

3. Test Module Pescription 
The test module (34x50 cm 3 x SO cm depth) 

consists of 16 lead sheets 5 mm thick (0.9r.l.l 
interleaved with the PLA.S.Tube modules descri­
bed before. The total depth is 14.5 r.l. and 
the average distributed r.l. is 3.3 cm. The 
single element of the sandwich is shown in 
fig.3. The lOOyum thick wires are not 
read out being simply connected to the H.V. 
(fig.4). 

FIG. 3, Plastic Streamer Tube module with x 
and y pick-up 3trips, 

3 0 FIG. 3. Geometry of one sampling layer 
Lead °*" t n e test module. 
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FIG. 4. II. V. and readout achciuc. 
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FIG. 5. S J ng] e tube Iwyer 
efficiency as a function of 
II.V. Tor orthogonal tracks. 

Streamer induced pulses nrc picked-up 
by external puds which itro 34 N 50 cm- printed 
circuit boards, with copper on both races ns 
signal nnd ground electrodes* on the tube side 
opposite to the rculout pad,, there i&u ground­
ed aluminium sheet• The Ifi pads iti'c connected 
through linear mixers and attenuators, to one 
or more ADC circuits ffi^.4), to rend out in­
duced streamer charge. 

The tubes are operated in the t Tonmcr 
mode with an Argon •+• Tsobutano (3*3) mixture. 
The working voltage (4.r, KV) Ln about 100 V 
above the knee of the efficiency ploteau for 
streamer production by minimum ionizing parti­
cles (fig,5), A typical single streamer pulse 
ut3 detected on wires {50 Ohm terminnt ion) is 
shofcn Ln flg.fit the shape la triangular, with 
N 1 mA peak current and 40 ns duration, Typi-
enl single nnd double streamer pulses as de­
tected on a pad are shown in rijj.7; Che pulses 
are integrated by the targe pod capacitance 
{**> ACtCO pF), which discharges through the 50 
Ohm termination with n 200 hh time constant. 

The induced charge distribution on the; 
pad facing one tube layer for tracks at nor­
mal incidence, is shown in rig.a. The distri­
bution is subs tnnt ially due to single st-ronm-
•ers. It peaks at 14 pC, with a 50'.* l"WE!Mt 

4* Experimental Results 
Thi- test moduli? was exposed to electron 

and pion beams ,tt CF.»N-PST <tt Four different 
energies; 2,4*7,10 CuV. In rig.9 t|1u total 
charge distribut ion collected on the pads, is 
shown for lo Gev electrons; the narroiv peak 
near the origin is duo to res idual pions in 
I:ho- electron beam trigger* 

FIG. 6. A typical single streamer 
pulse as detected on the wire (SOil 
load). 

FIG. 7. Signals on a pad due to 
single and double streamers 
(50A load). 
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FIG, 8. Collected charge distri­
bution on a single pad for 
single orthogonal tracks. 
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FIG. 10. Signal and energy reso­
lution as a function of electron 
energy. The signal is in units 
of orthogonal track signal <non 
interacting pions). 
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FIG. 9. 10 GeV electron spectrum 
together with residual pions, in 
units of the average charge induced 
on the 16 pads. 

The total collected charge at the elec­
tron peak corresponds to ̂.650 streamers: a 28 
db attenuation was necessary to match the ADC 
operation range. Making use of transition 
curves for electron ahowerB^, from the total 
number of streamers we have estimated an ave­
rage numebr of~10D streamers on the plane at 
the depth of the shower maximum. 

Total charge readou'* as a function of 
electron shower energy is plotted in fig.10. 
The solid line comes from the experimental 
points, corrected for shower losses on the 
back of the calorimeter. The linear behaviour 
below 2 GeV has been somewhat arbitrarily as­
sumed. However it appears a reasonable assump­
tion from'thc IA/E" behaviour of energy 'esolu-
tion. This is reported also in fig.10. The ex­
perimental points have been corrected for show­
er loss fluctuations (the maximum correction 
was at 10 GeV, from 10* to 93). The solid line 
corresponds to 26</\/E*. Due to tight beam sche­
dule we have not explored operation conditions 
(gas and H.V.) different from those quoted abo­
ve, which are the standard ones for the digi­
tal readout of the Mont Blanc detector. How­
ever in one electron run at 10 GeV we have 
operated the tubes at 4.5 KV, measuring a 
spread corresponding to ZB%/<fE. The measured 
energy resolution is equivalent to that obtain­
ed with the Limited Geiger calorimeter quoted 
above, when scaled with ̂t". 
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The use of a saturated mode simplifies 
controls and stability problems. 

Within the work to prepare proposals 
for LEPi tests will be performed with both 
C»<TU and hadron calorimeter PLA.S.Tube test 
modules, with fine sampling, tower and strip 
arrangement. 
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INTELLIGENT TOWERS TOR ELECTROHMNETTC SHOWERS* 
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M. Levi, J. Olivet, S. *»ti, E, Sadowaki, T. Sehaad. R. Schwitters 

Harvard University 
High Energy Physics Laboratory 

Cainhrldc,c, HA 02138 

Gap. tube calorimetry la an attractive alterna­
tive, to the methods entailing light collection. It 
Is possible to design calotineters with a flexible 
geometry and tine granularity for a lower cost than 
those having complicated light guides and many photo­
tubes. Although the enfetty resolution is not as good 
for thn gas tube counters, it is perfectly adequate 
for applications iri the multl-GcV range. 

We have designed and tested a gas-tube calorim­
eter that incorporates the nodularity and tower 
structure of a lead glass block array. We combine 
the signals from the individual tubes using a resist­
ive weighting technique to obtain the transverse 
moments of the energy distribution within a tower or 
block. These momenta provide excellent position and 
angle information about the shower as veil as TT°/Y 
separation. This design could prove valuable in 
applications where a large area electromagnetic 
calorimeter is needed downstream of a high energy 
interaction point. One application wc have considered 
is to cover the small angle region in a high energy 
colliding beam experiment. 

The baBic element in our detector is a 5V x 5%" 
X 12" {16 r. 1,) shower tower containing tvienty alter­
nating layers of lead and proportional tubes. This 
size tower is somewhat larger than the transverse 
dimensions of an electromagnetic shower and contains 
961 of the longitudinal energy at 20 GeV. Each layer 
consists of a row of fourteen proportional tubes with 
a 1 en by l c» cTosa section. The tubes are termed 
from an "aluminum extrusion with the cells open on 
one side. The other wall is a 3/14" chick (0.8 r.l.) 
piece of lead, which is specially grooved to fit over 
the extrusion. Before the lead is pressed on the 
extrusion, tungsten vires (2 nil.) are strung in each 
of the tubes and soldered to molded electrode strips 
at the ends. The resulting 5*s" by 5 V proportional 
tube planes can be individually checked out before 
they are assembled into a towar. When the planes are 
stacked together, the tube directions are alternated 
to provide position information in both transverse 
projections. 

Fig. 1. Single proportions'^ tube plane with 
Fb radiator for one wall. 

Work supported by IS Department of Energy under 
Contract #DE-*CO2-76EH03064. 

The signals from the 260 tubes arc brought to 
the top of the tower using t!l0 circuit boards in o 
manner similar to the use <jf BRQ sheets on the sides 
of Pb-sclntillator towers. Strips on the circuit 
boards gang the tubes together longitudinally {along 
the shower direction). The longitudinal ganging is 
done for three separate regions in both transverse 
projections to improve the discrimination against 
charged- hadrotis. These regions are 6 layers, 6 layers, 
and 8 layers deep, starting from the upstream end of 
the tower. For each of these regions there arc four­
teen signals available corresponding to the fourteen 
transverse tube positions. The- resulting 6 x 14 •* 8<S 
signals are further reduced to 18 or fewer per block by 
a ruBistive weighting technique described below. The 
tower body is run at negative high voltage so chat the 
vires and the exposed strips will be at ground potently 

Fig, 2, Assembled shower tower. 
ar£ attached on the top. 

Electronics 

The electronics for readout and digitization °f 
the Bignals are attached to the front (upstream) end of 
each tower. This was done so that the blocks could be 
esntilevered from o thick steel counting plate, 
possibly the front layer of a hadron calorimeter. In 
addition to the pre.unplifier, aanrple and hold, and 
multiplexed ABC circuitry, each blank has resistive 
weighting networks for each ot the sin regions. Her* 
each of the fourteen signals is split by three parallel 
registers R., SL, and R c, All fourteen R. signals are 
husaed together into a preemp as are the Kg and K^ 
signals. The result is that three signals, S A > 5 B and 
S c, instead of 14 are sampled for each region. 
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Fig. 3. Resistive weighting schematic. This 
1B repeated for each c£ the six tower regions. 

An "Intelligent" choice of the 14 x 3 resistors 
R,, R-, R c must be made BO that the three remaining signals contain a maximum amount of information about 
the transverse shower distribution. An important con­
straint is that 1/RA + l.'R. + l/Rc - l/RQ - Constant so that each tube aees the same Input Impedance, The 
rcsiBtive weighting function C± • Rg/R, gives the fraction of the total charge in the itn preamp channel. 
We have choBen the following quadratic realntive 
weighting functions: 

where L Is the distance to the interaction point. 
However, this relationship is complicated by the 
intrinsic width of a single gamma. In-the middle 
region of this detector a| + a£ •* i era for a 
single photon. This implies that n°/v separation 
is possible for Ej/L ̂  J GeV/m. It should be noted 
that the noaents can be continued across tower bound­
aries for showers or pairs of showers which are not 
contained In a single tower. 

Ve have constructed an array of Eour aur.h shower 
towers and have tested them in the SLAC e test beam, 
Our primary objectives were to teat the resistive 
weighting readout scheme and to investigate the 
effects of the tower boundaries on the calorimeter 
response. We also checked the linearity of the energy 
response and the energy resolution of the device, 
but did not attempt to optimize these. The detector 
was run in the proportional mode at 1600 volto with a 
93-7 Ar-CO, gas mixture. Beams of 2, 6, 10 and 16 GeV 
e^ were UBeu, and the beam Bpot size WBB less than 2romx 
2nm. By running the beam at >1 particle per pulse we 
were also able to simulate higher energies by observing 
the multiparticle peaks. This was possible because of 
the narrow time structure and spatial width of the beam. 

£. - 7T - a(x-c) Z + b 

"ft 2 

f 0 - ' « t - 1 - I a - r » 

where -7 <x <7 la the transverse coordinate in tubes 
and a * .00B, b - 0, c ^ A.5. The effective input 
impedance, R , waB 500 ft. The choice of quadratic 
functions allows one to extract the zeroth, first, and 
second nomentB of the tranaverse energy distribution 
in each region; the particular choice of constants 
optimizes the resolution of these moments. The moments 
are given by 

4&cB 
- 3 - S B + 5 A 1 . . 
X 2 2aE _ e " b / a 

C2> 
Fig. 4. Energy sweep with beam i 
In block 1)2. 

x » - « * 

where E is the total energy deposited in a region, X 
is the ceatroid of the energy distribution, and o is 
the half width of the distribution. 

The latter quantity ia particularly useful for 
distinguishing single gamaaB from * o t s . If E_ is the 
total energy deposited in a tower, then far two gana 
cases: 

Figure 4 shows the total energy response of one 
tower (#2) where beams of 2, A, 10 and. 16 GeV were 
incident at 0° directly on the center of the tower. The 
absence of transverse leakage can be seen from Figure 4, 
where the energy deposited in the remaining three towers 
appears as a heavy line just above the X axis* 
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Fig. 5. Total block f-1 pulse height spectrin 
with high Intensity 16 GeV run. 

The total energy spectrum from a single high 
intensity run at 16 GeV Is shown In tlgure 5. The peak 
positions from this run ate plotted in Figure 6. The 
calorineteT begins to B R O W saturation around an equiva-
lent energy of 50 GeV. 

2D ' 40 BO 
Effective Beam Energy in GeV 

Fig. 6. Peak positions and widths froa Tlgure 
5. 

The energy resolution, AE/E, of the calorimeter is 
platted against 1/*E in Figure 7 for both the energy 
sweep data of Figure 4 and the multipsrtlde peak data 
of Figure 5. Both data sets are reasonably veil 
described by the relationship 4 E ; E * ZOX + ^ The 

•/S 
total energy signal for each tower was an analog sun 
of the lg resiBtlvely weighted signals. 
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Fig. 7. Energy resolution from Figures 4 and 
6 plotted vs. 1//E. CircleB (crosses) are from 
analog (software) sun of all lg tower signals. 

We next present the data from two position sweeps 
made with a 10 GeV beam. In both cases the beam was 
swept in half inch or smaller steps In the y direction 
from the center of block fl2 to the center of block #1. 
In one case the beam was at 0 with respect to the 
tower axis, and at 20° in the other. These two angles 
span the expected range for the applications being 
considered. 
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Fig, 6. Position (first moment) measurement 
distribution for three runs with bean position 
increment X inch. 



The beam position distributions are shown in 
Figure 8 for three 0° data points which were separated 
Fron each other In blocV 3 by I inch." _The histo­
grammed quantity Is the first moment, y, obtained In 
the second longitudinal region, which includes shower 
naxlmum. The standard deviation of the peaks is 0.1 
Inch, which Is slightly larger than the expected beam 
nidth. Because we did not have an Independent bein 
nonitor we cannot unfold our position resolution* The 
position resolution in the front region of the tover Is 
about the same aB the middle, while it is about twice ac 
bad in the third region at the tall of the shower. 

Beam! Horizontal Position in Inches 
rig. 9. First moment vs. beam position for all 
three tower regions with 10 GeV beam Incident 
at 0 D. 

The position aeeeirriaenta fvon the 20 sweep are 
shown In Figure 11, Here the y data Is especially 
Impressive, where the points from the three regions 
form offset parallel lines. The offsets are consistent 
with tangent 20° times the longitudinal separation of 
the regions. To calculate the offs> ts exactly it would 
be necessary to know the longitudinal centroid of the 
energy distribution for each region. The points for 
region 3y fall off at one end because the angled beam 
was no longer striking region 3. 

C 3 A V 
Beat*; Horizontal Position in Inches 

Fig. 11, Saab ae rig. 9 with beam incident at 20°. 

The averages of the firat moments are plotted in 
Figure 9 versus the beam position In y. The momenta 
from all three longitudinal regions are superposed in 
the figure. Near the boundary of blocks 2 and 3 at y • 
5.75" the moments are averages of the signals from both 
l>loclts. An excellent shower position measurement is 
obtained In all three depth regions at all positions, 
•he data for y in the second region is plotted by it-
elf in Figure L0. The points are seen to be in 
•xcellent agreement with the 45° line. 

! T 

We now turn to the results on the second noments 
Dr transverse 00sitIonal variances. Figure 12 1B a 
hietogram of 0y in the second longitudinal region with 
the beam centered In block #3 at 0° Incident angle. 
The distribution of a* in region 1 id very sinilar. 
while in region 3 it Is much broader *md its centered 
above zero. Fron previous ahovex dntn we wouid Expect 
fche shower to have o2 i ,4 inches square for the central 
region of the tower, whereas In Figure 14 our result 
lis slightly below zero. However, if the > oust ant b in 
the resistive weighting functions of Equation (1) ia 
slightly adjusted, the scale of o 2 wil] be shifted by a 
constant. We have already adjusted the resistive 
weighting constants a and c to ensure linearity of the 
first moments and variances with position; we did not 
choose to adjust b because we have no Independent 
measurement of the shower wldthB in out test data. 
In general the resistive weighting constants needed 
to decode the signals dl€£ex from the "ideal" ones 
given by the resistor values* but seem to be con­
sistent from region to region and block to block. 
Hence they only need to be calibrated once using a 
single tower. 

0 2.0 " V o fc,o t.0 
bean: Horizontal Position in Inches 

Jig. 10. First moaent va. position for region 
2V alone with 45° line superposed. 
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Fig. 12. Position variance distribution in 
region 2Y with 10 CeV, 0° beam in center of 
tower. 

The positional dependence of the variances from 
all regions with the beam at normal incidence is ahown 
In Figure 13. The values of o for longitudinal re­
gions 1 and 2 are constant within errors, while region 
3 of block 03 has a larger value of o than block ff2. 
The junp in the value of o 2 for region 3 "ia probably 
the result of poorer gas gain in block #3. In general 
one would only *ake use of the variance measurements 
in the front two regions uhere the shower has a 
dependable profile. In these regions the uncertainty 
Jo typically ±0.2 act. irt. 

3 A 5-
Becai: Horizontal Position in Inches 

Fig. 13* poaitiort variance (second noneat) vs* 
position with 10 GeV bean at 0°. 

As seen in Equation (3), the invariant mass for 
two incident gamas is dependent on cr* + o|. A histo1 

gram of o£ + o3 In region 2 of black 3 la Bhovn in 
Figure 14 for the bean Incident at 0°. Assuming the 
sane resolution for a TT° and a distance L to the inter* 
action point of 10 meters* we have sketched the ex­
pected peak for a 30 CeV fl° in the sane figure. For 
energies below 30 GeV v e the TT° peak moves to 
higher values of ff£ + o=, there should be no problem 
separating single gammas and fla,s. 

,i 
.«-, 

a2 + cr2 In (inches) 
Fig. 14, Sum of sum of X and Y pobitlon 
variances in region 2 with 10 GeV, 0 beam. 
Darkened line shows expected signal for 30 GeV 
TT° decaying to two gammas (assuming single 
g&noa resolution). 
Finally we present the energy response oL cur 

detector as a function of position. For the 0 <l*ca, 
the totr i energy broken down by individual blocks is 
uhovn in Figure 15. The energy in block <T3 was rc-
normalized by a factor of 1.16 co balance its ga<n 
with that of block 91. There is a large dip in che 
response of rhe calorimeter at the boundary between 
two block*. In fact at an angle of 0° it la possible 
to pass the nattow beam directly down the gap. The 
energy response drops practically to 2ero st the gap, 
but there is backsplash as the bean moves into the 
neighboring block. 

3 A 5 e ? 
Beam: Horizontal Position in Inches 

Fig. 15. Total energy response of each tower 
vs. position as 10 GeV, 0° beam is swept from 
block #2 to #3, 



In Figure 16 the total energies of the x direc­
tion and V direction tubes are plotted separately t 
The dip at the boundary is much narrower in the cage 
where the tubes are parallel to the ioundary, 
namely the y-dlrection. Inefficiency due to field 
inhomogeneities at the wire ends cause this. For 
uniform illumination of the calorimeter at normal 
incidence the tubes perpendicular to boundaries have 
ar uncorrected 20Z inefficiency, while the parallel 
tubes are 1IS inefficient* However, using the 
accurate- position information from the re si stive 
weighting we can correct the energy response near 
the boundaries so that the losses are at most a 
few percent, Thi InnRfis are considerably smaller 
when the an^ls of incidence ic finite. 

Figure 17 shows the aaae quantities as Figure L6 
but for the 20° Incident angle sweep. For this case 
the effect at the boundary is much Bmaller. In 
Figure 17, the raw inefficiencies for uniform illumi­
nation are now 1*2 for the boundary perpendicular 
tubes and 1% for the parallel ones. Here using the 
accurate position and angle information it is pos­
sible to completely correct for the boundary losses. 

In conclusion the shower towers with resistive 
weighting provide excellent position angle informa­
tion on electromagnetic ehowera coupled with A width 
measurement which allows one to discriminate 
between TT 0 IS and gammas. The energy response is 
uniform except at the tower boundaries, but here it 
can be corrected using the position information. 
Finally because of their modularity they can be 
used In many possible configurations. 

3 A 5 e ? B 
Beam: Horizontal Position In Inches 

Fig, 16. Total energy response vs. position 
for tube perpendicular (1) and parallel (2) to 
the boundary with 10 GeV, 0° beam. 

Beam: Horizontal Position in Inches 
Fig. 17. Same as 16 for 20° beam. 



LONG DRIFT TECHNIQUES FOR CALORIMETERS 
L . E . PRICE 

Argonne National Laboratory 
Araonne, IL 60439 

There are several advantages that can be expected 
from the use of long d r i f t chambers as the sensitive 
element in gas-sampling calorimeters in place of close­
ly-spaced proportional cel ls. These advantages in­
clude a sharply reduced number of wires to read out, 
a detailed image of each shower, and the possibil i ty 
Of pi-ocessing the detailed signals to improve the 
energy resolution. Vie report here on the development of 
the thin-gap chambers, up to 50 cm long, that are needed 
for calorimetry, on the results of tests of a working 
dr i f t -col lect ion calorimeter, and on the design of a 
calorimeter for use in a solennidal detector at the 
SLAc Linar. Collider. Operation in a magnetic f ie ld 1s 
discussed. 

Introduction 

Long d r i f t chambers have gained a prominent 
position among detectors for High Energy Physics (viz. 
ISIS, TPC, JADE) because of the large quantity of 
information they produce about an Individual event. 
Typkally a complete "image" of the event is formed 
with the spatial coordinates. Equally important 
advantages can be expected from the application of 
the long dr i f t ing technique to calorimeters, i . e . , 
the use of long (but nc*' thin) d r i f t chambers as the 
sensitive element between radiator plates in a gas-
sampling calorimeter1. 

1. A time history of each signal element—wire 
or cathodepad—can be read out to provide a complete 
image of the cascade. 

2. Processing of the ^ ta i led map of ionization 
--either later in a computer or immediately in hard­
ware—can be used to improve the energy resolution 
and regain soma of the degradation of resolution that 
is normally associated with gas as a sampling medium. 

3. Readout in time buckets produces a high de­
gree of segmentation while keeping the number of 
fragi le wires and the number of readout channels modest. 

4. Along with the number of "eadout channels, 
the cost is modest. 

On the negative side, the long readout tine w i l l pre­
clude the use of dr i f t ing calorimeters in very high 
rate environments. 

Development of Long Drif t Chambers 

The new problems that must be overcome for the 
use of long d r i f t chambers in calorimeters can be dis­
cussed in connection with Figure 1 , which shows a 
sketch of the 50 cm dr i f t chambers we are developing 
for a nuclear decay search2. The d r i f t electric f ie ld 
is produced by a pattern of conducting strips on an 
insulating substrate which are connected to an external 
resistor chain. At the end of the d r i f t region, the 
ionization electrons are amplified by an anode wire 
surrounded on three sides by cathode, which can be 
segmented and readout as pads to give the coordinate 
along the wire. The chanbers must normally be kept 
thin so the density of the calorimeter remains high. 
Thus the dr i f t ing electrons are always near the walls 
and 1n danger of dr i f t ing into the walls and being 
lost . 

Two effects in particular produce the loss of 
electrons on the walls. The effects and our solutions 
to them, are as follows: 

1. Kith a discrete d r i f t electrode, conductors 
outside of the d r i f t chamber can affect the f ie ld in ­
side, In particular, with the applied potentials 
as shown 1n Figure 1 , the grounded radiator plates 
outside the chamber distort the f ie ld in such a way 
that most dr i f t ing electrons which start from the maxi­
mum d r i f t distance d r i f t to the walls Instead of to 
the anode wire. Calculated eouinotential lines are 
shown in Figs. 2a (no grounded plates) and 2b (with 
grounded plates). We have overcome this distortion of 
the d r i f t f ie ld by covering the d r i f t electrode—both 
conducting strips and dielectrfc--wtth resistive Ink 
of surface resist iv i ty approximately 10 1 0 ohm/square . 
The resistive ink continues the resistive divider chain 
to every point inside the chamber,so that the potential 
1s determined at every point on the boundary and hence 
the f ie ld inside the chamber is completely determined. 
The resulting calculated equipotentials are shown 1n 
Fig. 2c, 

2. Even when the electric f ie ld inside the 
chamber does not direct the d r i f t electrons into the 
wal ls, some electrons wi l l be lost by transverse di f ­
fusion into the walls". Thi* loss is an inescapable 
consequence of dr i f t ing in extreme aspect ratio geome­
t r ies . The system we have developed minimizes this 
effect, however by a) using a gas with a low electron 
temperature5 such as 90Ar, IOC02 ; and b) applying a 
focussing d r i f t electric f i e l d , I.e. one with a com­
ponent at the walls that w i l l d r i f t electrons toward 
the center of the chamber, A constant angle of the 
f ie ld at the walls is provided by an exponentially dis­
tributed potential' '. 

$ = <H * a txp(-bz) cos(by), 

where the origin of coordinates i s at the anode wire, 

EXTERNAL VOLTAGE DIVIDED 7 
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Fig. 1. Cross-section of prototype chamber with 50 
an drift length. The drift field is shaped by the 
conducting strips (printed circuit lines) connected 
to an external resistor chain as shown and also by 
a continuous film of resistive Ink (not shown) that 
interpolates the potential between condicting strips. 
Top and bottom conductors are connected to the same 
resistor chain. Note that the vertical and horizon­
tal Scales are different. 
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Fig. ?. Equipotential plots in the 50 cm chamber for a) linear resistor chain with discrete electrodes; b) sane 
with nearby grounded plates; c) linear resistor chain with continuous electrode (resistive ink), showing 
no effect from grounded plate; and d) exponential resistor chain with continuous electrode. The equi-
potentials are labeled in ftilovolts. 

the z axis is parallel to the drift direction, and they 
axis is perpendicular to the anode wire. Since diffu­
sion is related to random thermal processes, the fo­
cussing field does not completely eliminate losses of 
electrons, but can substantially reduce them. Equi-
potentials produced by an exponential resistor chain 
in a chamber with resistive ink on the walls, areshown 
in Fig. 2d. 

The drifting porformance of a chamber built along 
the lines described above is shown in Fig. 3. The gas 
used was 90Ar, lQCo3 with a total applied drift poten­tial of 10W. With a linear resistor chain, the at­
tenuation after 50 cm drift is 303!--exactly what is 
predicted from diffusion alone. Only 12i attenua­
tion is found with the exponential—or focussing--
resistor chain, where the focussing parameter b was 
0.03/cm. Again, this is consistent with what is 
expected from diffusion. 

Electromagnetic Calorimeters 
An electromagnetic calorimeter has been built 

and tested using long drift gaps. Although the 
aspect ratio for the drift gaps is similar to the 
chambers discussed above, the dimensions are smaller: 
drift gaps as small 2.4. mm were used for drift 
distances up to 76 ram. As shown in Fig, <J, the cal­
orimeter was built in a single gas volume, with the 
electrons drifting to a PHC plane at one end of the 
radiator plates. Drifting performance with non-show­
ering particle is shown in Fig. 5: the attenuation 
is \1% in a 2.4 mm gap after 76 ran drift, with an 
applied field of 350 v/cm in 90Ar, 10Ch\ gas. With 
showering particles, the energy resolution of the 
calorimeter has been measured. As shown in Fig. 6,with 
IXD sampling, the resolution corrected for variations 

C d 
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Fig, 3, 

1 1 1 1 1 
0.0 10.0 20.0 30.0 40.0 50.0 

Drift Distance (cm) 
Signal on sense wire as a function of drift dis­
tance for linear and exponential resistor cha'ns. 
Measured signals have been corrected for atten­
uation from oxygen contamination and normalized 
to those outlined with 4 em drift distance. All 
measurements are forVj = 10 kV. 
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Fig. 4. Sketch of drift-collection electromagnetic 
calorimeter used in test beam. The drift re­
gion is 76 mm long and gaps as small as 2.4 mm 
we'* used. The lead raitator plates are 1 ra­
diation length thick. 

in the wire gain is 0.23//E. Fig. 7 shows the response 
of the calorimeter as a function of energy which 1sseen 
to be quite linear. 

We have shown that the performance of the calori­
meter is not degraded by the use of long drift gaps as 
sampling elements. Can the resolution be improved by 
processing the drifting signals? In Fig. 8, we show 
the results from the E6S Monte Carlo program of pro­
cessing the signal in the following way; 

<9. 
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Fig. S. Energy resolution for positrons in d r i f t col­
lection calorimeter at three energies with i x t 

sampling. After correcting for variations In 
the wire gain, the resolution Is 0.23/^E. 

a) The signal 1s digitized In 1 mm bins alongthe 
d r i f t direction. 

b) Three longitudinal samples are used, with 
thicknesses 4X 0 l 6K0, and tdXo. 

c) Outside a central core whose width 1n the 
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Attenuation of dr i f t ing signals from non-show­
ering signals 1n calorimeter with 2,4 mm d r i f t 
gap width. See text for operating conditions. 

20.0 
Energy In GeV 

Fig. 7. Response of electromagnetic calorimeter as 
function of positron energy. No saturation is 
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Fig. 8. Iipprovement of energy resolution by processing 

results of EGS Mante Carlo simulation as des­
cribed in text. Up to 5 GeV, the result 1s a 
resolution about midway between Ideal elec­
tron counting and simply summing the total 
ionuation signal. 

d r i f t direction varies from ± 2 m at 0.6 GeV to ± 6mm 
at 5 GeV, any 1 mm bin whose signal is at least, three 
times the single-electron average has that signal re­
placed by the single-electron average. 

As seen in Fig. 8, the coefficient oc//Es 1s Improved 
from 0.28 to an average of 0,20 in the energy range 
from 0.5 to S GeV. The slow growth of the coefficient 
with increasing energy Is related to the increasing 
width of the core region excluded from the processing. 

Calorimeters for the SLC 

A system of hadronic and electromagnetic calor i­
meters has been designed for use in a solenoldal magne­
t i c detector at the proposed SLAC Linac Collider (SLC)6. 
The very low repetition rate of the SLC allows maximum 
use of dr i f t ing and of hardware processing before read­
out to a computer. The proposed calorimeter is shown 
in Fig. 9. I t is arranged in a projective -geome­
t ry , with the electromagnetic calorimeter inside the 
coil and the hadronic calorimeter outside the co i l . 
Readout is only from cathode pads in the readout gaps 
(which are conical). The longitudinal and azimuthal 
segmentation of the readout is determined by the shapes 
of the chathode pads. A l i s t of parameters of the SLC 
calorimeter is given in Table I. The whole calorimeter 
Including electromagnetic and hadronic sections in the 
barrel and endcap regions 1s road out with less than 
25,000 electronic channels and gives segmentation of 
1.5 mrad x ?5 mrad. 

Effect of Magnetic Fields 

The calorimeter shown herehasan electromagnetic 
part inside a solenoid magnet coil and therefore in 
the fu l l mangetic f ie ld of the detector. The hadronic 

portion of the calorineter i s part ly outside the co i l , 
where i t i s subjected to smaller, but less prcdicably 
oriented magnetic f i e lds . Con dr if t -col lect ion ca lo r i ­
meters coexist with real pagnctic fields? 

Two directions of dr i f t ore used: axial d r i f t be­
tween cylindrical plates in the barrel region; and ro-
diat dr i f t botwoen plates perpendicular to the cngnet 
axis in trie endcap region. The solcnoidal field in 
which the drifting takes place is primarily ax ia l , with 
a smaller radial component. In addition, there will be 
small azimuthal components arising from lad. of cylin­
drical symmetry ; ; the coil and flux return iron. The 
motion of drif t ing electrons is governed by the Lorentz 
force F = e(E+v x B), where v is the instantaneous 
velocity. Although the actual motion of the electrons 
is discontinuous, punctuated by frequent col l is ions 
with gas molecules, an adequate approximation i s ob­
tained by assuming a constant velocity <v> in the d i ­
rection 

(E + <v> X B). (1) 

With this approximation, we can now discuss d r i f t ­
ing In the barrel and endcap portions of the calor i­
meter. In the barrel, the large axial component of the 
magnetic f ie ld is not troublesome, ,.1 the electrons 
d r i f t along i t . Further, radial f ields produce an azi­
muthal component of d r i f t , which is s t i l l acceptable in 
a cylindrical d r i f t gap. I t can be largely eliminated 
by pitching the d r i f t electric f ie ld so that (E + <v> 
X B) is s t i l l axial. I f the compensation is not exact, 
the result w i l l be an azimuthal distortion of position 
at the readout wires which can be corrected for. Thus 
only the azimuthal component of magnetic field—which 
produces radial components of dr<ft velocity and hence 
tends to lose dr i f t ing electrons on the plates—are 
damaging, and they can be kept small by propsir design 
of the magnet, 

In the endcap portion of the calorimeter, the ra­
dial component of B is along the direction of d r i f t , 
while the main axial component produces an azl^jthai 
component of d r i f t velocity, which as above is toler­
able and largely correctable by the direction of the 
electric f ie ld . Here again, i t is the azimuthal magne­
t ic f ie ld which produced d r i f t into the plates, now 
with an axial motion. 

He can use the approximate direction of equation 
(1) to calculate a l imi t on the azimithal magnetic f i e ld . 
The parameters shown are such that half of the dr i f t ing 
charge w i l l be lost i f the angle of d r i f t toward the 
plates is 0,005 radians. We equate this angle to <v> 
Bcfi /E, where B4, is the azimuthal component of B. I f we 
take typical values of <v> = 1 x 101" m/sec and E = 
2 x 10* v/m (e.g. in 90 Ar, 10 C02) we find B = 0.01 
Tesla » 100 gauss. In an axial f ie ld of, say, 5 kg 
this should be attainable. This analysis of d r i f t d i ­
rections agrees within about 25" with measured J r i f t 
ang'es in magnetic f ields. The disagreement with 
roeasur-rents, and indeed with a fu l le r analysis—are 
such tnat our calculations from (1) overestimate the 
effect of ezimuthal f ields. 

The situation 1s improved by the use of focussing 
electric f ie lds. In this case, the electric f ie ld at 
the plates always has a component toward the center of 
the d r i f t gap, which tends to lessen the effect of azi­
muthal magnetic fields and of diffusion in the gas. In 
this case, the tolerable Bd> can real is t ical ly be 300 
gauss. 

Electrodeless Drif t Planes 

A Manchester group has developed d r i f t chambers 
that have no dr i f t electrodes, but charge internal 
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Fig. 9. implication of dr i f t -col lect ion calorimetry to a solenoidal detector for the SLC. 
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Attenuation of drifting signals 1n electrode­
less chapter with same dimensions as chamber 
1n F'g. 1. See text for operating conditions. 

dielectric surfaces to produco a drift field parallel 
to the walls'. Potentials are applied so that the out­
side surface of the chamber, which 1s conducting, 1s 
at the most negative potential. Positive Ions, from 
avalanches at the wire, deposit themselves on the die­
lectric surfaces until field lines from the anode wire 
no longer intersect the wall but go all the way to the 
far end of the chamber, tftiere there is a cathode inside 
the chamber. If such chambers are practical, the con­
struction of a drift-collection calorimeter will be 
considerably simplified. 

He have built an electrodeless drift chamber with 
the geometry of Fig. ];we retained the local cathode on 
three sides of the anode wire as shown in Fig. 1 so that 
the wire gain could be controlled independently of the 
drift field. The chamber was operated similarly to the 
Nucleon Decay 50 cm chambers so that a good comparison 
could be made. The gas used was again 90Ar, 10 COj 
with a drift field of 140 v/cm and the voltage between 
the anode and the local cathode was set to 1.7 kV. 
Drifting performance of this electrodeless chamber, 
after 24 hours charging with cosmic rays, is shown in 
Fig. 10. It Is seen to be very similar to the attenua­
tion obtained with electrodes and resistive ink using 
the linear resistor chain (Fig. 3). Further charging, 
however, over a period of 10 days, produced a deterior­
ation of the drift performance. Our initial Interpre­
tation of this effect 1s that the charging of the di­
electric surfaces continued beyond the optimum point by 
diffusion of the positive ions Into the walls. If this 
1s true, it may be olfflcult to achieve long-term stable 
behavior of these chambers. We are continuing to In­
vestigate these problems. 



On the positive side, we note that the automatic 
charging of these chambers to the optimum field may 
make possible chambers that curve around a beam pipe 
or target . tt may even be possible to make chambers 
that automatically compensate for magnetic fields that 
would bend drifting electrons into the nails. With 
maunetic fields, however, the charging will have to be 
done by electrons because the positive Ions move with 
much lower velocities and therefore have less effect 
from the magnetic field. 

Summary 
He have shown that drift-collection calorimeters 

can deliver high quality calorlmetry at low cost. The 
long drifting fn thin gaps that is needed is shown to 
be practical using resistive ink and focussing drift 
fields. ETectrodeTess chambers offer the possibility 
of simplified construction and perhaps compensation 
for curved geometries and magnetic fields. A particu­
lar calorimeter design for use at SIC is presented. 

Table I. Suggested Parameters for SLC Calorimeter 

ELECTROMAGNETIC HADRONIC 
i'late thickness 
Drift gap 
Drift distance 
Total thickness 
Polar segmentation (drift) 
Azimuthal segmentation 
Longitudinal segmentation 
Channels Barrel: 

Endcap: 
Energy resolution x ,1 

Drift Electric Field 
Drift chamber =as 
Drift velocity 

X : = radiation lengths 
:4 = nuclear interaction lengths 
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3 mm 6 mm 
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7500 7500 
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PROGRESS IN HIGH DENSITY PROJECTION CHAMBERS 
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The High density Projection d u m b e r {HPC}is a 
sampling calorimeter where shower conversion and 
detection ia separated. It offers a simple and 
homogeneous Large volume detector with an energy 
resolution of (iO-ii)XfVE, an inherent resolution 
transverse to the shower axis jf 100 m and an 
exceptionally fine granularity along the shower. The 
use o£ this detector in a colliding beam experiment 
Will be discussed. 

Introduction 

The expeeted well collimated jet topology of the 
event structure at the new colliding beam facilities 
will put new demands on the capabilities of the 
detectors to separate electrons from hadrons an J single 
gammas from "* decays* The UPC 1 aims at giving a 
uniform and fine grained coverage of the totil solid 
angle maintaining a good energy resolution. In contrast 
to more classical devices the HFC adds fine granularity 
along the shower and not only transverse to the shower 
axis, a feature which is required for an excellent 
discrimination between electromagnetic and hadronic 
showers. The: read-out of space points wiLl in addition 
simplify the pattern recognition* 

In this paper we Are discussing the features of the 
HPC as an electromagnetic shower detector in a 
colliding beam experiment (fi$. O * The converter is a 
laminated stack of grid structured lead plates. Each 
plate is electrically insulated from its neighbour by 
•n epoxy coating. This also aerves as a plate-to-plate 
bonding of the stack. The grid* will in this way be 
superimposed and make up long sampling slots perpendi­
cular to the incident particle trajectories (fig* K b } ) . 

The electrons- are then drafted along the sampling 
slot/drift channel onto the active detector plane under 
the influence of an electric field built up by a simple 
voltage gradient between the plateB. 

The detector is a single plane proportional chamber 
with cathode pad read-out (fig. 1(c)). The gar 
amplification field and the drift field are decoupled 
via a cathode wire grid. The grid LB made of 100 Mm 
diameter copper wires which are spaced by 1 mm 
(fig. 2 ) . The charge transparency of men. a grid has 
been investigated. Pot E ch.nnber' Bdrift * 6 t n e T C i a 

full charge transmission, in agreement with previously 
published data . 

The converter structure with its pick up chamber LR 
placed inside the aolenoidal field of the analyzing 
oagnet. This aolution minimises the material in front 
of the calorimeter. Since th<i magnetic field is 
parallel to the electric field it has no adverse effect 
on the charge transport. 

Read-out system 

The main components of thg rend-out eystein ore 
shown in fig. 3, The two projected coordinates are 
given by the cathode pad size (fig* Hc))« With only 
one read-out plane for a drift Length of more than a 
meter the system facilitates un optimization of the 
granularity along and transvet-s4 to the shower axis. 
The coordinate along the drift channel is given by the 
drift tine of the charges. This is done with o duplex 
charge integrator system. Th" Induced charges on each 
cathode pad nre integrated in small time buckets. One 
integrator can then be read one and reset via a fast 

Converter 
Drift 
structure. 

DacoupJing 
grid. 

CathodT 
pad 
readout. 

Fig. 1 - (a) Long drift High density Projection Chamber nodules enclose a beam intersection region, (b) Detail 
of the sampling structure. Cc) Layout of the piefc up chamber. 

(*) On leave of absence from University of Bergen, Norway. 
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analog Co digital converter, during the time the other 
integrator on the same Line accumulates the incoming 
charges. We are planning to work with time buckets 
100-200 ns long- This corresponds to a few mm drift 
length depending on the gas mixture and the drift 
voltage. 

The inherent apace resolution of this detector is 
about 100 im in the transverse plane if we use the 
centre of gravity method. Longitudinal to the tihower 
axis the space resolution is one sampling gap wide. It 
should be pointed out that the resolution along the 
drift direction is only dependent on the length of the 
time bucket and the drift velocity and does not 
increase the number of electronics channels* 

Charge transport 

We have previously published data on charge 
transport in a confined geometry1-* Only diffusion 
inflicted charge losses play a role when the ratio 
between the gas gap acid the step size of the electric 
field is optimised. Attenuation lengtha of 15 TI have 
been observed in a drift channel made up of 10 mm gas 
and 1 mm plate thickness. The gas mixture was 80Z 
Ar/2Q* CO,-

We have limited our choice of gas mixtures to the 
ones used by the ISIS 3 and the T F C 5 groups. The 
diffusion coefficients in SOX Ar/20l C O t and SOX 
At/20X Ch\ gas Mixtures at NTP have been investigated* 
The characteristic energy spectrum from a F e * 1 gamma 
source is a valuable tool to determine the transverse 
diffusion behaviour of a single electron. The observed 
gamma spectrum has two energy lines* the escape line at 
^ 3 keV and the Auger line at ^ 6 keV. The charge 
losses due to the diffusion of the electrons into the 
walls of the drift channel result in a characteristic 
filling up of the valley between the two lines. A 
Monte-Carlo program has been set up to simulate the 
physical processes ?rom the gamma conversion to the gas 
amplification on the anode wire. It can thereby be 
shown that the ratio between the height of the Auger 
peak and the valley between the two energy lines is a 
measure of the transverse diffusion for a single 
electron (fig. 4 ) . 

The measurements for 20S CO, and 202 CH, admixture 
in argon is shown in figs 5 and 6 together with other 
data for transverse and longitudinal diffusion* 

CO, is known to be an excellent electron cooling 
ga*3>° where the influence of the argon plays no 
major role in the diffusion process. Our measurements 
are here in exceltunc agreement with the data 6 from 
pure C O } sealed to its partial pressure. Also the 
direct measurement' of the longitudinal diffusion in 
80% Ar/2Ql C O ± coincides with our data points. 

Fig. 2 - Equipotential lines at the junction between 
the converter s.ack and the pick-up chamber. 
The points represent the JOCj um diameter 
grid wires* 
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Fig. 3 - Schematic diagram of the HPC electronics. 

0.5 1.0 
Tronjvert* diffusion (mm ) 

Simulation calculation of the transverse 
diffusion as a function of the ratio of the 
counting r«te at the Auger line and the valley 
between the Auger and the escape line. 



The tranaverae diffusion coefficient for 20* CH, 
exhibits * much stronger dependence on the electric 
field than in the C M * of the CO,- He find here • 
minimum at about 90 V/cn where 48 it is about 450 V/cn 
at NTP in the gas nixEure with CO z. Me do not however 
observe the strong deteriorations of the transverse 
diffusion by going f r « 20* C0 t to 20* GH^ ednixture in 
argon as reported by the TPC gToup . 

He have also investigated the electron drift 
efficiency under the influence of a magnetic field, tt 
can be shown" that the deflection angle, 6, due to a 
magnetic field, B, perpendicular to the electric field 
can be written as 

tgO - UT * a * S, 

The best fit Co our data gives a • 0-27 Teals"1. 
This corresponds to an overall charge displacement of 
1 ram for 4Q Gaussmetet perpendicular to the drift 
direction. 

Electron capture by positive iona^ is not expected 
to give any problems since the electronics chain 
enables us to work at a gas amplification of only a few 
thousand. The converter structure should also be 
eff&ctively shielded against background events. Oxygen 
contamination will however deteriorate the attenuation 
length in a gas mixture with COj*. Methane is less 
critical. For this gas, no influence on the drift 
properties have been observed for Oj concentrations 
smaller than 80 ppM. 

The calorimeter 

We have demonstrated that the charge transport 
causes no problem in the converter structure. The 
projected charge includes all the necessary information 
for the detector to operate as a fine groined 
quantameter-

Tuo calorimeter modules with a geometry similar to 
the one shown in fig. 1 have been built. The first one 
has a copper converter with 18 samples 2/3 X» apart. 
It was used for optimization of the drift propertied 
and of the charge collection efficiency1* It has 
also been run in an electron beam to study its 
resolution. The EGS* program was used to simulate 
the detector* The measured and expected energy 
resolution coincide (fig. 7)* 

The second module is a Lead converter stack. The 
converter plates are lead frames with 1*5 mm wide lead 
bars spaced 10 mm apart. A 50 ura epoxy insulator 
bonding layer is deposited on the grids with a silk 
screen printing technique. The stress exerted 
perpendicular to the lead bars is taken up by spokes 
running from the front of the module to the back of it 
(fig. 1). These thin stiffening spokes are placed 
** 20 cm apart. Further optimization of the internal 
stability is under study by minimizing the nuober of 
spokes without losing Che self stable structure. 

Energy resolution 

As far as energy reaoUcticq is concerned, the HPC 
performance should be superior to the one expected for 
normal multiwire proportional quantameCers*. This 
has two main reasons: 

information due to the analog charge measurement in 
each drift cell, will avoid saturation effects 
close to the shower axis at higher energies. 

(b) The magnetic field orthogonal to the shower axis 
eliminates most of the track length fluctuations 
which are known to deteriorate the energy 
resolution: low energy, large angle shower 
electrons are quickly bent back into the lead 
converter. 

On the other hand, long range ionication electrons 
produced in the gas, which will be trapped by the 
magnetic fieldi can be recognized and eliminated by 
their characteristic track pattern along the field 
tines. 
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• Electron diffusion as a function of the 
electric field in SOZ Ar/20X CO,. One 
measurement of the transverse component is 
compared co the longitudinal in the same gas « 
The data from R.W. Warren et al, 6 and 
E.B. Wagner et al. 7 are in CO. and 
recalculated for 0.2 atra of COi-
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(a) The good granularity aliova the study of the three-
dimensional shower development with high 
resolution. At energies below about Z CeV, simple 
digital counting methods of set detector cells or 
rows of such cells should yield a resolution close 
to the lower limit given by the fluctuation of the 

A * 3 _ number of shower electrons 4 The additional 

Fig. 6 - Electron diffusion as a function of the electric 
field in BOX Ar/20% CH,» Our measurement of the 
transverse component is compared to 
T.L. Cottrell et al. 8 in CK\. Also plotted is 
the measurement from F. Piua^ of the 
longitudinal diffuaion in 60S Ar/20X CK, 
together with E.B. Wagner fit a l . 7 in C h V 
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Fig. 7 - Energy resolution and energy response for 
electron showers in ft teat module with 18 
s-gcples over 13 radiation lengths of copper. 
The energy resolution is compared to a 
Monte-Carlo ainulation. 
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We are at present studying some of the possibilities 
indicated above with the ECS Konte-Carlo routine*' 
adapted to operation in a magnetic field14. Preliminary 
results suggest that resolutiona of (10-lDX/rt- can be 
achieved with a aampling thickness oE 1/3 X. of lead 
{fig. 8). 

It ia however clear that the full potential of this 
new device will only reveal itself in conjunction with 
powerful f ittern recognition techniques. This is 
especially true for an etiviTonaent like LEP where 
problems like shower overlap and hadron rejection 
beeoae a toajor concern. 

Conclusion 

The HPC is a promising caloriraecnr for future 
colliding bean experiments, It is a einple and stable 
large voluse detector with few active elements which 
offers high spatial and energy resolution. 

He are indebted to A. Putlia and S. Kasazzi, 
University of Hilano, M. Jeeabek, University of Crarov, 
and P.S. Iversen, University of Bergen, for their 
shower calculations. We wiBh to thank A. Hinten for 
his active interest and support. Also acknowledged is 
the effort of the CERN technical services in the 
realisation of the converter modules. 
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Summary 

The calorimetric and fluorescence properties of 
Bismuth Geminate are discussed and ccopared to those 
of Nal(Tl). Resultc on the energy resolution of BGO 
are presented for energies up to SO MeV; the energy and 
position resolution are studied by Montecarlos at high­
er energies. The performance of a 4i» SCO y.ta. calor­
imeter is compared to that of Hal and is specified for 
a compact fieldleaa calorimeter designed for the 2° 
energy region. Cost, optical uniformity and radiation 
sensitivity are areas needing further work before a 
large. BGO detector can be built. 

Introduction 

Large solid angle, highly segmented sodium iodide 
detectors have emerged over the last few years -as a 
novel and fruitful way to measure many of the paramet­
ers of the f'.nal states produced Ln e*e" annihilation, 
Two such detectors are at present active in e + e " phy­
sics: the Crystal Ball, that after wore than three 
years of very productive existence at SPEAR ia about to 
be$in exploring b-quark physics at DOKIS II, and the 
CUSB detector, working in the region of the H"s at 
CESR. 

Aa plans for detectors at the next generation of 
e + e ~ machines are getting more detailed, considerable 
attention has been devoted to Bismuth Cefmanate (Bf!0) 
as a possible alternative to Nal(T£) for Large solid 
angle detectors that seek superior energy resolution 
coupled with good angular resolution. 

General and calprimetrie properties of BGO 

Bismuth Gerunate CBi^Ge 30 1 2) is a transparent, 
crystalline material of high density and high atonic 
number with large scintillation light yield. BGO crys­
tals are grown from a roelc of a 2:3 stoichiometric 
mixture of Bismuth Oxide (Bi^O^) and Germanium Oxide 
(GeO.), Crystal boules of up to 30 cm in Length and 
ranging in diameter from 5 to 10 cm are pulled from the 
melt by the Czochralakl method; the boules are then 
cut, machined and polished to the desired dimensions. 
Crystals are presently available from at lease two 
manufacturers. 1 Table 1 lijta the properties of BGO in 
comparison to NaI(T«>. 

The calorimetric properties of BGO are of course 
the main reason for itn emergence as a particle detec­
tor. The radiation length of BGO is 2,3 times shorter 
than that of Wal(TA), and the Ho H e r e radius (determin­
ing the scale of the lateral spread of e.m. showers) 
ia a factor 1.75 less than Nal(TJt). The nuclear absor­
ption length, A • 23 cm, prohibits it* use as a hadron 
absorber, although the ratio A/X Q is marginally higher 
than for N«l{Tft) and may thus improve slightly the 
hadron-cleetron separation. 

The crystals are mechanically rugged^ do not 
cleave, are reasonably hard to scratch and are imper­
vious to most chemical solvents - wat<*r in particular. 
These Latter properties are in marked contrast to 
Nsl(Tl>, that is very delicate and difficult to handle 
on all these counts. On the other hand, growing Long 
{£20 cm) crystals of uniform transparency appears to be 
a challenging talk, requiring high-purity starting 

. *Work supported under NSF Grant PHY-8—02409 and PHY-
79-16461, 

TABLE 1 
BGCI - HaltTl) COMPARISON 

BGO Nal(Ti) 

General Properties 

7,13 Specific Gravity 7,13 3.67 
Hardness —S (50 ft glass) -2 (rock salt) 
Stability rugged cleaves, 

shatters easily 
Chemical Stability good poor 
Solubility (H 20) none very hygroscopic 

Calorime^Tic Properties 

Radiation Length, X„ L I S cm 2.59 cm 
Holiere Radius 2.24 cm 4.4 cm 
dE/dx (min) ~9 MeV/cm 4.8 MoV/cm 
Nuclear Absorption 

Length A -23 en —4] cm 

Optical and Fluorescence 
Properties 

Refractive Index 2.1; 1.85 
l m a x E n , i l , a i o n 480 -500 nra 42(1 rnn 
Fall Time 300 na 250 ns 
Photoelec-

trons/MeV 300- i00( tube depn d't) 
Light Output 16 100 

materials and carefulLy controlled grouch conditions. 
The optical quality of BGO crystals Ls not yet on a par 
with that of Nal(TS), although it must be pointed out 
that the technology for BGO is still developing. 

Optical and fluorescence properties 

The fluorescence of BGO has been assigned to the 
3 p l * l s 0 transition of the B i + + + ion. The large 
Stokes shift between the absorption spectrum^ (peaked 
in the near UV) and the emission spectrum makes the 
material highly transparent to itP own light. The 
index of refraction is about 2.15 over the visible 
range (compared to n = K 8 5 for HaI(T£)). Such a high 
index makes the light transfer through photornultiplier 
windows (typically n^l.46) rather inefficient; graded 
index coupling do not help significantly. On the 
other hand, thft high index helps in keeping most of 
the light into a long parallelepipeds! crystal.; iti 
fact, _all_ of the light that is within the critical 
angle for transmission through the interisce to a PHT 
is totally reflected off the sides for parallelepipedal 
crystal geometry. This- circumstance suggests that in 
parallelepipeds! crystals light collection uniformity 
along a crystal could be very good. Scattering centers 
in crystals would worsen the uniformity of light 
collection; we see examples both of macroscopic 
scattering centers and rf thft expected effect in 20 cm 
Long crystals we have under test. These issues have 
been investigated in det&U by Hontecarlo for smaller 
crystals in view of applications in positron emission 
tomography. 3 



The emission spectrum? '"* *5 peaks at 4B0 to 5Q0 nm,, 
with a substantial tail in the green and red. It is 
thus not ideally matched to the response curve of 
bialkali photocathodes, while matching very well the 
response of Silicon photodiodeg. 

The fluorescence decay tine has Long been known1-1* 
to be about 300 nB at room temperature. A recent} 
accurate measurement of the light pulse shape, done 
with the single photon method15, confirms that the 
decay time is 300 nsec at room temperature but shows in 
addition an additional component decaying with a 60 na 
time const-ant and accounting for ~10X of Che total 
light. The riaetime is measured in the aame study to 
be 2.8 ns and is probably dominated by light collection 
tiw* in the crystal weed. 

The integrated light output of BGO is often meas­
ured relative to Nat (TO; it depends of course on the 
PHT response curve. Furthermore, it is very sensitive 
to crystal purity and optical quality, as veil as sur­
face treatment. Using bialkali PHT's, Light yields of 
up to 162 of Nal(TJt) have been reported.& We have 
measured the photoelectron yield using an RCA 8850 
Quantscon tube on a 1 inch diameter x 1 inch long, 
cylindrical crystal, with polished sides.; we. observe 
t92±5 photoelectrons using 0,662 photons (Cs^ 7), with 
a FUHM/peak resolution of 1£±IX. Within the errors, 
the resolution is explained by photoelectron statis­
tics. On the same crystal and similar ones, but using 
Hamamatsu bialkali PMT's, we get typical FWHM/peak 
resolution of 12.52 with Cs V i" gamma rays. This reso­
lution indicates a higher photoelectron yield, roughly 
600 electrons/MeV. 

It ie known that the energy resolution of BGO 
scales roughly like E" 1' 2 up to a few HeV-111 The reso­
lution falls more slowly for Nat{TO crystals; these 
circumstances encouraged us to investigate the resolu­
tion of BGO at higher energies. 

Before closing this review oi material properties, 
we note that both fluorescence decay time and integra­
ted pulse height of BGO decrease rapidly with tempera­
ture. Both quantities sre approximately linear vs. 
temperature from 10"C o 55°C, with AP/P - -LZfG at 
2Q*C, where P LB the pulse height.7 The light output 
saturates at ~200"K, where it ie -5 times more than at 
room temperature.^ While all this may speak for cool­
ing BGO crystals, it also demands that any future 
detector he carefully temperature controlled, and that 
the uniformity be better than l*C across the detector. 

Energy resolution Deasuremfents for E <_ 50 HeV 

Two Cylindrical crystals, U inches in diameter x 3 
inches long, were grown for us by the Harahaw Chemical 
Co. The size was chosen to optimize containment of 
electron-induced showers up to 100 HeV using the two 
crystals juxtaposed. The crystals were mildly straw 
colored, of good transparency except for an axial 
region of impurities about 1.5 inch in diameter, start­
ing from a flat face and tapering off towards the other 
Face. 

The measurements have been described in detail 
elsewhere8j only the essentials are summarized here. 
The results are in Fig. 1. Measurements were made at 
the following energies: 

(aj Source region: 0.66 MeV photons from C s i 3 7 ; 
0.51 and 1.27 MeV photons, from Na 2 2. 

(b> Nuclear reaction region: Using the Gryatal 
Ball's Van de Oraaff accelerator to induce 
(p,y) reactiond on nuclear targets, we took 
data at 4.44 MeV and at 11.67 HeV (p+B-11 * 

The electron beam was run at I particle per 
pulse with energies of 30 and 50 MeV; it hod 
an energy width of 0.4X. 
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(c) Higher .-^rgies: We took data with the Licae 
of the haval Postgraduate School at Monterey. 
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Fig, I. Energy resolution measured with the 4 inch x 3 
inch BGO crystal. 
For all measurements, one of the two crystals was 
grease-coupled to a Hamamatsu R1069 5 inch PHT. 

In the Van de Graaff data, the photons were coUi-
nateii to impinge axially on an area of approximately 1 
inch square, offset by 1 inch from the cryst.il axis. 
This was to assure that the scintillation light would 
neither he produced nor transmitted in the impurity 
"cloud" that faced the incoming photons. Different 
cloud-beam geometries gave worse resolutions than the 
arrangement described. At 30 and 50 MeV, the crystal 
was complemented with an array of 6 large NalCTA) 
detector*, acranged to maximize the solid angle viewed 
from the center of Che BGO crystal. The array was used 
as a veto to eliminate events in which more than 0,3 
MeV of the shower energy wouLd escape the crystal and 
thus measure the intrinsic resolution of the crystal. 
Ve note that, at these energies, it is not possible to 
keep the shower or its light from the "cloud*1 In the 
crystal. 

The results in Fig. I show a gradual departure 
from the E " 1 / 2 low-energy extrapolation; we feel this 
is due to the impurity "cloud" either in light genera* 
tier, or in light transmission, based on the teats done 
at Van de Graaff energies. The resolutions obtained at 
30 and 50 MeV, however, compare not unfavorably with 
resolutions obtained with Hal (TO) crystals of larger 
size at sinilar energies.9 We conclude that BGO shows 
some promise ag a material far electromagnetic calori-
metry and discuss it furLher in view of large solid 
angle detectors for future e +e~ experiments. 

Leakage and resolution at higher energies 

As the energy of the incident particle increases, 
total shower containment becomes impossible and the 
fluctuations of energy leakage dominate the resolution. 
Cost considerations and overall apparatus design con­
straints set a limit on the thickness and thus set the 
scale of rear shower leakage. Back scattering and 
leakage out of the side are c limit even for a full 
solid angLe detector, since bsckBcattered energy or 
energy deposited outside A naximum allowed volume can­
not be associated to the shower they originate from if 
there is more than one shower in the event. 
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We have studied the lateral spread of showers by 
Monte Carlo using the EGS3 code. 1 0 Fig. 2 shows the 
fraction a[ the energy escaping out of a 20 R.L. thick 
cylinder of radius r with 100 MeV photons incident 
along ch£ cylinder axis, for both BCD and Hal(Tl). 
This radial energy distribution (integrated along the 
axis) ia Co very good approxination independent of the 
energy and charge (e,T) of the incident particle. 
Fig. 2 ahotus that r-7,5 en ia sufficient to contain 
>98Z of the energy; the analogous radius for Nal{TO ia 
about 16 cm. 

ENERGY ESC&PE FRACTION v>, RADIUS 
FOR 2 0 R.L. DEPTH 

IOOMeVrOE.5M 

RADIUS, Cm 
Fig. 2. Fraction of energy escaping from a BGO or Kal 
cylinder 20 X» long vs. radius of cylinder for 100 MeV 
photonB incident on cylinder axis, 

We intend to learn more about the use of BGO for 
future large, imiltisegmented calorimeters by building 
and instrumenting a test array of long (20 cm) paral-
lelepipedal crystals. The results of Fig. 2 indicate 
that a uidth of 15 cm vault; be sufficient to contain 
more than 9B* of the energy of the shower, Me studied, 
again by the EGS Hontecarlo, the expected energy reso­
lution of a 15 ca x 15 cm x 20 cm BGO parallelepiped 
for electrons incident at the center along the major 
axis. The resolutions obtained for 10 MeV < E e < 10 
GeV are shown in Fig. 3; the calculation includes a 
photoelectron tcatisLjca tern, falling like IT 1' 2 and 
taken to give a FWHM/pvlse - 16X at the C s 1 3 7 -v energy 
- a result that He get from 20 cm .ong cryaiala. It 
can be seen that phatoelectron statistics dominates the 
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Fig. 3, Enerisy resolution for a 15 x 15 x 20 c m 3 BGO 
parallelepiped vi, incident electron energy. 

calculated resolution up to about SO MeV incident ener­
gy. Between 50 and 20D MeV the onset of significant 
Leakage causes an increase in resolution; at higher 
energies, the resolution falls again^ with an energy 
dependence close to the E " 1 ' " behaviour that is often 
quoted for large Na£{Tl) detectors. 

This Montecarlo does not include the effect of 
other inevitable contributions to the resolution that 
are harder to predict, such aa uncertainties in the 
relative calibration of the readout elements, or the 
effect of possible nonuniformitLea of the mater Lai, or 
in light collection, eti. Such effects are almost 
certain to paste the curious rise of the resolution 
occurring above 50 HeV. 

Position resolution 

It is important to have a precise estimate of the 
resolution on the entry point of a photon in an array 
of crystala of given nodularity in order to optim;^ 
the d inverts ions ot modules, The quickest way to cbtain 
an estimate of the entry point using as input the ener­
gy deposited in each module is to form the average of 
the mudules hit weighted1 by their energy deposit: 

- EE.*. 
x m p x i " coord, of the center of each module 

This "center of energy" method has a bias intrinsic to 
the choice of the center of each morlule as the average 
for energy deposition in that module, Thi lateral 
profile of showers is sharp, as Fig. 2 shows, particu­
larly In the central region; if the entry point is off 
the center of the module hit by the incident particle, 
the bias will not be cancelled by the energy distribu­
tion in the adjacent modules unless the granularity is 
very fine. To Bet the scale, a 1 x I x 22.4 c m 3 nodule 
hit along the axis will contain approximately 55% of 
the energy of the incident photon, for Ey • 100 M"V. 

This bias can be all but eliminated by uaing a 
different procedure that has been used extensively in 
the Crystal Ball s o f t w a r e , n iha entry point is varied 
until the best fit is found between a Montecarlo-calcu-
Lated average answer profilo (which is n function of 
the entry-point coordinate) and the observed shower 
profile. The fundamental limit is set by the lateral 
fluctuations of the shower energy distributions that 
have a scale of 10 to J0 HeV, 

Fig. 4 and 5 show the resolutions we obtain r>n the 
entry point of photons of three energies for three 
module sizes, using the center of energy nethod and the 
shower profile method respectively to determine the 
shower entry point. The latter algorithm is obviously 
superior, in particular at high energy. The results of 
the shower profile method show - as expected - that one 
does not gain'resolution in direct proportion to the 
number of segments, due to the shower fluctuations! At 
the higher energies, of course, the Latter are less 
important and the resolution gets to be 10S or less of 
the module aize. 

Comparing BGO and Nal(Te) for a frf electromagnetic 
calorimeter 

On the basis of our experimental results on BGO, 
the Montecarlo studies and the experience of some of us 
with the Crystal Ball at SPEAR, we con now attempt a 
more general comparison between the performance of two 
hypothetical large calorimeters* one built with BGO and 
the other with Nal(Ti). 

First we can ask which one will have the best 
energy resolution. This ia a natural question, to ask 
even if energy resolution will not be the most impor­
tant parameter for the physics aims of aueh detectors, 
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Fig. 5. Like Fig. 4 but with the entry point 
calculated using the shower profile -method, 

since this parameter is one oE the attractive charac­
teristics of botl materials. We have seen that for BGO 
energy leakage dominates photoelectron statist ice as 
the main cause of resolution above ^100 MeV incident 
energy. We note in this context that the resolution of 
the Crystal Ball's prototype 1 2 (a cluster of 56 crys­
tals) above 1 GeV is only marginally better than what 
we obtain from our Hnntecarlo: at I GeV, we calculate 
FWHM/peak = 1.9* 0,12 and the cluster-of-54 prototype 
measured 'J.u±0.2X. Tt La easy to explain the differ­
ence with any of a number of instrumental effectsi The 
first conclusion is that there seems to be no intrinsic 
difference between the ultimate resolution oE the two 
kinds of detectors in the leakage-dominated region. At 
lower energies ue should compare our results with the 4 
inch EGO crystal to results obtained with large Nal(.T*) 
crystals; here, BGO performs marginally below Hal{Tt), 
largely due to problems of crystal purity on whi^h 
progress has recently occurred (see below)„ The tenta-
tive conclusion at the present time is that we do not 
expect a significant improvement in energy resolution 
over Nal(TA) Eron a BCO detector; improvement over the 
Crystal Hall's performance, if achieved in the future s 

will rather depend on better intercalibration oi the 
readout elements or other material-independent instru­
mental matters. 

The more important advantage of BGO is the fact 
that the radial energy spread ie a factor of two less 
than for Nal(Tt), as car. be checked using Fig, 2. He 
only need to specify the inner radius of the e.m. cal­
orimeter to compare the performance of the alternative 
approaches; we asatme that this choice would not be 
determined by cost considerations only, bot would have 
the m a t crucial inputs from the design alms of the 
whole detector. It is easy then to list the advantages 
that a BGO calorimeter would have over an Nal(Tl) 
calorimeter of the same inner radius. 

(a) The solid angle "lit up" by e.m, showers or 
nuclear interactions in BGO would be 4 times 
less than for NaI(TO, l«4ding to a large 
reduction in overlaps of particles. The pre­
cise numbers are of course model-dependent. 

(b) The angular resolution For photons would be x2 
better Cor BGO. 

(c) Overlap of photons from symmetric ir' decays 
would occur above a w° momentum value 2x high­
er for BGO than the corresponding momentum for 
NalCTl). 

(d) vr" raaBs resolution would improve (due to (b)) 
and the combinatorial background uoald corres­
pondingly be reduced. 

(e) Improved ftO reconstruction efficiency would 
dramatically reduce the background in inclu­
sive photon spectra. 

Last} if the e.tiK calorimeter is followed by a 
hadron calorimeter, the latter would be more conpact if 
the e.n. part consists of BGO. Whether this would 
result or not in an overall coat saving depends on the 
large quantity coat of BGO (see below), 

A design exercise for a compact calorimeter for E™,- • 
100 GeV " ' 

SIDE VIEW OF COMPACT CaiOffiMETCft 
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Fig. 
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6. Schematic diagram of the compact calorimeter 
note #34) diacuased in text. 

Some of the above considerations can be made more 
precise by referring to the design of a full detector. 
Fig. 6 schematically represents a compact detector 
system for physics in the region of the Z at the Stan­
ford Linear Collider, 1 3 The design and performance 
parameters ^re described more in detail in the refer­
ence. The detector is baaed on a fi«Ldleaa electromag­
netic calorimeter using BGO, folLowed by a magnetized 
iron hadror. calorimeter and by drift chambers for ouon 
momentum measurements, We quote here some of the 
characteristics of the electromagnetic calorimeter, 
The inner radius was chosen to be 40 cm, due primarily 
to cost; it is not clear, though, that there is much td 
be gained from a larger inner radius in the absence of 
magnetic field and for any reasonable <tiot too high) 
calorimeter segmentation. The inner cavity was chosen 



to^be cylindrical, father Chan spherical like the 
Crystal Ball, to use optimally the limited internal 
volume available. The BGO shell is 20 Xfl thick, and ia 
segmented in -1Q 4 modules. Projective tower geometry 
was chosen Co optimize solid angle segmentation in view 
of the very high multiplicities expected. Each nodule 
would have an inner side of 1.4 x 1.4 en2 and an outer 
aide of 2.4 x 2.4 cot1, and would be viewed axially by a 
PMT in this design. 

Ke lint rough estimates of some performance para­
meters referred to in the previous section; 

{*) The angular resolution for photons, based on 
Fig. 5, depends on energy and lies in the 
range of 15 to 3 mr for 100 MeV < ET < 10 GeV. 

(h) The angular resolution for noninteracting 
hadrons is *-lQ mr. 

(c) Scaling with radiation length from the Crystal 
Ball experience, we estimate that we can 
separate overlapping photons from t° decays 
for opening angles >17 nr, corresponding Co 
p(*°) < 6 GeV/c. 

(d) The rms resolution on * 0 mass is 6*i for pC"n°> 
* 1 GeV/e; It deteriorates rapidly with momen­
ta*. 

(O Separate energy measurements for each e.m. 
particle in a jet will not be possible due to 
overlaps; the situation will be helped some­
what if, as qCD MoncecarlaB indicate, -1/3 of 
all particle lie in a ±200 mr core. Outside 
this core, most of the showers should be 
separable. Within the jet core e.m. energy 
flow measurements can be done. 

Are we ready to build a 4n BGO detector? 

We conclude that BGO is not only an .attractive 
material for electromagnetic caloriraetry, but that a 
BGO caloriroeter would be a very uBeful component in a 
4it nan magnetic calorimeter. The promising first 
results on photodiode readout of EGO (presented in the 
next talk) make the magnetic calorimeter option pos­
sible and very appealing. Therefore we should ask 
whether we can design and construct a large BGO calor­
imeter at the present time. Vto feel that three prob­
lems need more worV. 

(a) Cost. The current cost of EGO is about 
145/cm3 in quantities of a few liters, This translates 
to 10.5xl06$ for the crystals only in the design exer­
cise we described - and would certainly rule out more 
ambitious designs. We have inveatigeted in some detail 
both the material and growing costs of the crystals, 
and feel tttst the quoted cost would be Largely unjusti­
fied for amounts of a few tons. We estimate that a 
reasonable cost on this scale should not exceed 5$/cnr*. 
One uncertainty in the projected cost is due to the 
relative scarcity of Germanium and the demand for it on 
the world market, Ge02 dominates the price of materi--
als in BCD production; the current cost is 600$/kg in 
the required purity and represent 211 of the projected 
cost of finished crystals assuming that none of the 
purchased CeO, is wasted In the production process. 

(b) Optical uniformity of crystals. All designs 
for future detectors are based on crystals at least 20 
cm long. Obtaining such crystals with gnod transpar­
ency throughout has proved to bi a challenge. There 
has been progress in the last few months at Harshav in 
this regard* and we received in th«s last few weeks 
crystals of nuc improved quality. Thin transversal 
bands of scattering centers are Btill visible, though, 
irregularly distributed along the main axis of crys­
tals* Xe do not know yet -whether these bands produce a 
significant deterioration of the uniformity of the 
crystal response along its axis. Ke feel, though that 
given the recent trend the prognosis in this respect ia 
good. 

Cc) Radiation hardness. The radiation background 
at »0ne of the future e*e^ colliding facilities ia 

expected to be very Large, and to put heavy constraints 
on any future detector. A paper contributed to this 
conference by M* Kobayashi et al working at KEK on BCD. 
contains encouraging results; fcCO ie shown trv he more 
resistant to radiation damage front low-energy photons 
and high energy hadrons than NaI<TI) and Cerenkov or 
scintillating glasses. The damage ia seen as a loss of 
light transmission through 1 cm of BGO, and, for e-n. 
radiation in particular, disappears in a few weeks. 
The typical exposure to see an effect several hours 
after irradiation is J05R for e,m. radiation and loNt 
for hadrons. 

He have observed a loss of tranmittance in 20 cm 
long crystals irradiated with UV. The effect totally 
disappears in about 2 veefcs and may be the same as that 
observed by the KEK group; however, most of the trans-
mittance IOSB we observe decays in a few minutes, and 
we also observe a component that decays in a few hours. 
These effects would not have been seen in the KEK 
experiments, while our experiments would not have seen 
damages that disappear in a few seconds or less. Our 
UV exposures correspond to particle fluxes twjeh larger 
than what can be realistically expected. 

We feel that more vork is needed on at least the 
fallowing points: (1) a 12 Loss of transcnittance/cm is 
intolerable over a 20 cm long crystal. Either very 
precise tests on short crystals or tests on long 
crystals are necessary. (2) it must be checked whether 
the,optically impure parts of the presently available 
crystals are more or leas sensitive to radiation 
damage. (3) The possibility of very short-duration 
radiation effects must be investigated, probably down 
to the 1 as time scale. 
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SUMMARY 

We present first results using a photodiode lead-
out for BGO and Nal(Tl) crystals. The measurements 
Indicate that photodlodes might replace photomultipller 
tubes In electromagnetic calorlmetry. Using commercial 
photodiodes, a nolae equivalent r.m.s. error of 1-2 MeV 
has been observed using cosmic ray measurements at 
T - 20° C. Preliminary tests at T - -25° C yield 
significantly lower values. Limitations and possible 
future improvements are discussed. 

INTRODUCTION 

In high energy physics experiments at e+e~ col­
liders, compact high resolution electromagnetic (e*m,) 
calorimeters can be built with Bismuth Germanate (BGO), 
a novel scintillator of short radiation length XQ -
1.12 en (Nal(Tl) : 2.6 era). The energy resolution 
should be equal or superior to that of Nal(Tl). By 
now, crystals of BGO up to 18 X Q long are grown 
routinely with good uniformity. Further details on 
BGD are discussed in Hef. 1, The high light output 
of BGO suggests to replace the standard photomultiplier 
(PM) readout by a photadiade (PD) readout. Recently 
large area photodiodes of acceptable quality became 
available commercially, Replacing PM readout of BGO 
and Nal by PD readout is very appealing because of 

(i) The high stability (abort and long term) of PDs, 
(11) Their large dynamic range and linearity, 
(ill) Simple routine monitoring and calibration, and 
(iv) The possibility of operating the calorimeter in 

magnetic fields. 

A comparison of the features of PDs and PHs is 
given In Table 1. Additionally soce optical character­
istics versus wavelength are shown in Fig. 1. The 

Table 1. JoDparlson of properties of PDs versus PMs 

Item PM Photodiode 

<quantum efficiency^ 12% 60S 
int. amplification yes no 
stabilized HI yes not necessary 
typical dynamical 10* 108 

range 
short term stability 1 (.3) % <.01 % 
long term stability 1 (.3) % <,1 % 
temperature coeff. *.2 % /°C *.Z % /°C 
rise time 5-50 nsec >100 nsec 

(area depO 
magn. shield complicated, 

Impossible for 
high fields 

unnecessary 

noise immunity high low 
price2 >USD SO USD -10 
price of aoplifier2 USD 5 USD 15 

^integrated from 450-550 nm wavelength 
^estimated for very large quantities 

200 300 4 0 0 5 0 0 
WAVELENGTH— -Triml 

600 700 

Fig. 1 Some spectral characteristics of BGO, 
PMs, and PDs 2» 3 

slow signal speed o? PDa (<1 KHz) does not limit their 
use at large e +e~ colliders. The basic problem using 
PD roodout is how to Minimize the noise equivalent 
r»n.s, error (NES), defined by 

NES (MeV) r.m.a. noise (PE) 
signal (PE/MeV) 

(where PC - no. of photoelectrons)* 

Under unoptimlzed conditions, PDa yield signal = 
0(500 PE/MeV) and noise » O (5000 PE), chus NES - O 
(10 MeV). Aiming for energy resolution of O (1%) at 
all energies >100 MeV, NES figures of 6 (.3 MBV) have 
to be achieved. 

TESTS WITH BGO 

The tests were performed with commercial PDa of 
the type Hamamatsu S 1337 BR 1010 (high resistivity 
silicon, area = 1 cm per diode, plastic encapsulation). 
Figure 2 shows the basic circuit for the photodiode 
readout* For low noise performance the diode is 
reverse biased. The signal Is amplified by a high 
quality charge sensitive preamplifier (Canberra 2003 
BT) which in turn is connected to a second amplifier 
with a pulse shaping network for best signal/noise 
filtering (Ortec 472, shaping time constants 2 us or 
6 us). The final unipolar output was fed into a 
voltage sensitive MCA. 

BIAS 

~|Ujp-c>-. 
DEPLETION ;."*SV 
LAYER 

CHARGE 
RECORDING 

(PULSE HEIGHT 
4NALTSERI 

UGHT DIODE 8 S B S * M " * * 

Fig . 2 Pr inc ipa l setup for ?D readout 



Three diodes were coupled to a BGO crystal with 
optical grease. The crystal was wrapped in white paper 
and made light tight. The crystal had a alee of 
15D x 44 x 20 ran and was viewed through its smallest 
face, the area of which (7(X0>*> is typical for 
calorimetry application* The external diode case 
dimensions vert 15 x 15 mm , resulting in an area 
matching factor of 0*34. An increase of 20X of the 
signal was observed after painting the areas between 
diodes with white paint. The diodes were reverse 
biased up to 40 volta. Increasing the voltage decreases 
the diode capacitance C(j(C ~l/sqrt(u) until fully 
depleted) but Increases the leakage current Id* For 
optimization the PDs had to be preselected. About 502* 
of the Pus (normally rated: for max. U D of 5 V) had 
sufficiently high breakdown voltage and acceptably low 
lg to balance the rwiee contribution of the diode 
capacitance Cj at ufc - 40 V, Cosmic ray nuons were 
used as test particles. They deposit by ionization 
about 9 MeV per traversed cm of E-00, The passage of 
a cosmic ntuon was sensed by two scintillation counters 
mounted above and below the BGO crystal* The fast 
coincidence signal was used to generate a gate signal 
for the pulse height analyzer. Additionally a preci­
sion pulser was connected to the input of the charge 
sensitive preamp through a 1 pF capacitance. The 
pulser was used for charge calibration* linearity tests 
and noise evaluation. Figure 3 shows the block diagram 
of the test setup. 

MUON 

r-QIO^""/"-" 

\^n 
Fig. 3 Setup for ?D readout used in the test 

Figure 4 shows the observed pulse height distribu­
tion together with the distributions of both pedestal 
and calibration pulses. The width of the energy loss 
spectrum was measured to be 33S. Correcting for the 
angular acceptance of our triggering setup, the width 
extrapolated to perpendicular passage becomes 22 i 22 
which Is consistent with results obtained in a test 
bean of 140 GeV pions using PW readout. The results 
together with that of a crystal of different dimensions 
are summarized in Table 2, 

Remarks 

(1^ Note the improvement of the noise figure with 
increasing shaping time constant! 

(ii) The numbers given for low temperatures are still 
preliminary since teste are currently under 
progress. 

TESTS WITH Nel(Tl) 

Due to the substantially higher light output of 
Nal(Tl) per HeV energy deposit w.r.c. SCO, the TD 
readout of Nal(Tl) yields satisfactory results even 
under non-optimized conditions. At T - +23° C we 
measured Nal(Tl) pulse height spectra for 
(i) A crystal of siae 260 * 40 * 40 mm3, viewed by 

three PCs through a plexiglass light guide with 
a very low area matching factor of 0.16 using 
cosmic revs* 

(ii) A cylindrical crystal of size O 36* * 58 ran., 
viewed by four FDs, the space between the PDs 
being treated with diffuse reflector, In this 
case, wc were able to take spectra of Co^D Btl[j 
C3I37 sources in a Se2f triggering mode (sec 
Pig. 5). The results are shown in Table 2 also. 

<40> MtV COSMICS 

'-PEDESTAL 7.5-l04« 
rig. 4 Observed energy loss spectrum of cosmic tnuona 

In 44 mm of BGO, together with pedestal and 
calibration pulse distribution 

Table 2. Summary of test results using PD readout5 

Crystal, distensions Number of T T shaping Number NES 
(mnO diodes l°C) (Uaeo) AMF* PE/MeV (MeV) 

BGQ 
diodes l°C) (Uaeo) AMF* PE/MeV 

ISO * 44 x 20 l 3 +20 2 0.34** . 910 1.80 
150 x 44 X 20 1 3 +20 6 0.34** 850 1.12 
200 * 30 x 30 l 4 +20 6 0.44 860 1.15 
200 x 30 x 30 l 4 -12 6 0.44 1430 0.60 
200 * 30 x 30 1 4 -25 6 0.44 1680 0.54 
NaI<Tl) 
2B0 x 40 x 40 2 3 +20 2 0.16 1200 1.10 
Hal( 
38 » 

11) 
38 fi 4 +20 6 0.35** 7000 0.16 

\ = 39 V, X- 30 V, X = 25 v 
area matching factor, white reflector paint between diodes 
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r PEDESTAL WITHOUT OtOOES 
I cs 1ST iscoxev) 

—••' Vs> 

r PEDESTAL WITHOUT DIODES 
I . ITMeVI 
l i lMev J t « 60 

1 
210 2000 A _ , 
•s 8 

I S 
V 
irt 5 Z 4 

Fig. 5 Spectra obtained with a small volume crystal of 
Hal(Tl); 
(a) pedestal and calibration pulse distribution 
(b) spectrum of Cs(13?) source 
(c) spectrura of Co(GI) source 

FURTHER IMPROVEMENTS AND TRADEOFFS 

The aim of this study was to establish the feasi­
bility of the photodiode readout with acceptable low 
noise. The main contribution to the noise comes from 

(1) shot noise of the preamplifier input FET 
multiplied by the diode end input parallel 
capacitance, 

(ii) shot noise of the diode leakage current for 
large bias voltages, 

(iii) noise due to leakage current of the electrical 
connections and diode p-n edge effects. 

A typical example of the noise figure versus 
diode capacitance and dark current as a function of 
bias is shown in Fig. 6. 

Modern charge sensitive preamplifiers have 
intrinsic typical noise values of equivalent of 300-
1000 PE and slopes of 5-10 PE per pF of detector 
capacitance. For best NES values a low diode capaci­
tance is always necessary. The contribution of shot 

1000 

500-

- D i o d « Capacitance / 
Oark Current • ' 

• - » - * - > 

200 
< 
1 
I 

100 

"0 5 10 15 
UbiQ1-[Volt] 

Fig. 6 NES» diode leakage current, and capacitance 
versus reverse bias voltage for a set of 3 
parallel connected diodes of moderate quality 

noise of the diode leakage current becomes only signi­
ficant above —200 nA. Diode p-n edge effects or 
connector leakage currents can sometimes be quite 
unpleasant and require the selection of adequate 
materials or diodes. 

Compared with the described tests further 
improvements of the noise figure are possible; 
(i) Better area Batching together with preamplifiers 

with low noise for large diode capacitances, 
(li) Inpreread optical coupling with high refractive 

index materials, antireflux coating or EGO 
sutface treatment with diffuse reflectors. 

(Eii) Use of photodiodes made of high relativity 
Silicon and high bias voltage, i.e., low diode 
capacitance, 

(iv) Cooling of the BCD will result in o substantial 
signal increase (in first order the reduction 
of 40° will result in an increase of a factor Z)• 

The reduction of the diode capacitance can only be 
achieved by increasing their depletion layer. This 
night have an unpleasant side effect. The photodiodes 
act as nuclear counters and traversing charged particles 
will create a signal of about 100 charged pairs per 
micron depletion layer (minimum ioniring particles). 
This effect is well demonstrated in a test exposing 
the photodiodes to a 8 source. We observe a signal of 
•"10000 PE corresponding to an equivalent energy loss 
of ~12 MeV in the BG0. For critical applications the 
diodes have to be placed into areas of low charged 
particle flu:;. 
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TECHNIQUES FOR LONGITUDINAL POLARISATION IN ELECTRON STORAGE RIKGS* 

J. Buon 
Laborstoire de l'Accelerateur Lincaire 

91405" Orsay Cedex (France) 

Abstract 

Polarised electron and positron beams in storage 
ringa appear still practicable in the tens of GeV ener­
gy range. Recent results at PETRA show the possibility 
of reducing depolarising effects of ring imperfections 
and the possibility of polarised beams in collision at 
high energy. The main limitation cones from the large 
beam energy spread at very high energy. 90* spin rota­
tors for longitudinal polarisation are in progress. 

Introduction 

The physics interest of electron and positron 
beams in storage rings increases very much with energy, 
due to the increasing role of electroveak interactions, 
Polarised electron and positron beams are foreseen in 
both ep and e^e" new facilities. 

A natural polarisation build-up has been observed 
in storage rings at low energies. However it is expec­
ted that depolarisation effects become stronger and 
stronger as energy increases* Ibis is due to the fact 
that spin rotates faster and faster than the particle 
velocity does. 

The purpose of this report is to review the feasi­
bility of polarised beans in electron storage rings at 
high eenrgy. It is restricted to the use of "conven­
tional" devices, which appear the simplest ones at the 
moment. The only polarisation mechanism studied is the 
Sokolov-Ternov1 effect. One does not consider "Siberian 
snakes", for reducing depolarisation effects» not easy 
to use, although they may become necessary at very high 
energies. 

The Sokolov-Ternov polarisation -mechanism is stu­
died in section I from a practical point of view. Gene­
ralities on depolarisation effects are reviewed in sec­
tion 2. The possibilities of reducing these depolari­
sing effects are studied in section 3 as well as the 
increase of depolarisation due to large energy spread. 
In section A information on beam-beau depolarisation 
is reported. Two current examples of 90° spin rotators 
are discussed in section 5 for obtaining longitudinal 
polarisation-. Finally in section 6 the experimental 
use_a£ longitudinal polarisation is studied for ep or 
e e interactions. 

and varies rapidly with electron energy E 

T (sec) • 98.66 — 
P E ! 

<ta) 

<GeV) 
x — 

P 

where p is the magnet bending radius and R the ring 
average radius. 

Fig. I shows the polarisation time for high ener­
gy electron rings. Short times* lesB than one hour* ore 
obtained in their upper energy range. 
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Fig. I. Polarisation time T versus beatn 
energy E for several electron storage rings. 

KPolariaqtion Mechanism 

The Sokolov-Teraav1 polarisation mechanism iu 
electron storage rings has been widely observed and is 
still the only practicable one up to now. It is due to 
a small asymmetry of the synchrotron radiation : for an 
electron the radiation probability with spin-flip is 
slightly greater when the electron spin is parallel 
to the bending magnetic field. The population of the 
antiparallel spin state increases gradually with time 
and transerve polarisation reaches a 92.4 Z maximum 
value in an homogeneous magnetic field. In the same 
way positrons are also transversally polarised parallel 
to the magnetic field. 

The characteristic polarisation time T- is inver­
sely proportional to the photon emission rate times 
the mean square relative photon energy e/E 

However for LEP phase I (50 GeV) the polarisation 
time ( ̂  3 h) is too long, and needs to be reduced. 
This can be achieved using an asymmetric wiggler 
(fig. 2) with a "nigh field (1,25 T) central part. A 
polarisation time leas than one hour would be obtained 
at the price of a ten percent increase of synchrotron 
energy loss, mainly concentrated downstream the wig-
gler, and a large increaE-e (x |.fl) ot beam energy 
spread. 

T" 1 » — < N — 
P II E E 
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Fig. Z, The magnetic field versus the distance 
in an asymmetric wiggle? proposed for LEP phase I. 

The polarisation level will only be reduced by ten 
percents due to the compensating low field of the VT°.-
gler in the example ttiven here. 

One conceivable alternative to Che Sokolov-
Ternov polarisation mechanism ia to collide the stored 
electron bean with a circularly polarised photon beam. 
The polarisation mechanism results from the spin depen­
dence of Compton scattering and from a spin-orbit cou­
pling o* the stored electron. The photon bean must ha­
ve a very long wavelength (> 100 u) a"d high intensity. 
An adequate photon source, probably a free electron la­
ser, may become available in future* 

2«Depolarisacion effects in general 

Small field Imperfections aLways reduce the effec­
tive polarisation level3 below the 92.4 X maximum value. 
These imperfections lead to a vertically distorted or­
bit, and consequently- to small spin tilts from the 
vertical direction. These tilti depend on the particle 
energy and the amplitude of ita betatron oscillation. 
Hence depolarisation results from the finite distribu­
tion in energy and betatron amplitude among the parti­
cles, Moreover jumps in energy and amplitude arc stea­
dily generated by synchrotron photon emission, and pro­
duces a spin diffusion. At the end an equilibrium bet­
ween the Sckolov-Ternov effect and the spin diffusion 
is reached with a polarisation level given by the ra­
tio T /T, of their respective characteristic times. 

r> d 
P._Wlt« 

1 + V T d 
A large depolarisation needs a constructive effect 

of successive small spin rotations. It occurs when the 
spin precession frequency coincides with some frequen­
cy of fields rotating the spin, The general jesonant 
condition is given in terms of the spin tune v by : 

V - k + k v + k V + k v xx yy as 

where v K P My, \i9 are respectively radial, vertical and 
synchrotron tunes> and k» k x, k„, kfi are any integers. 

The most important depolarisation resonances due 
to machine imperfections are : 

i) integnr resonances u • k + k f iv s 

including synchrotron satellites..tkg
 m ilr±2t..) 

ii) betatron resonances u « kS ± v x y 

where S ia the ring superperiodlcity. They are 
driven by betatron oscillations around closed 
orbit. 

At high energies, the moat important imperfections 
are the radial field errors due to magnet tilts and 
vertical misalignments of quadrupolcs. 

3.Depolarisation resonances of a single beam 

The integer resonances v - k are dangerous as they 
are ordinarily strong and separated only by 440 MeV in 
energy. Their depolarisation effect scales rcughly li­
ke the square of the particle energy. For example cor­
responding to a 25 7. polarisation at IS CeV, observed 
at PETRA, one can only expect about 5 Z polarisation 
at 50 GeV, for CESR II and LEP, assuming similar orbit 
distortions. 

These resonances cannot be sufficiently reduced 
even with a very careful alignment of the magnetic ele­
ments. However the harmonic components of the orbit 
distortion which drive these resonances can be cance­
led out. Such air harmonic correction procedure needs 
only a special programming of the correcting coils al­
ready used for reducing the average orbit distortion. 
A first recent attempt of harmonic correction at PE­
TRA haB been successful* The polarisation has been 
increased from 20 2 up to 80 Z at 15 GeV. Quite simi­
larly a complete conciliation of some integer reBDnan-
cea has been recently achieved5 in the proton synchro­
tron SATURNE. These resonances can be crossed during 
the acceleration cycle without any appreciable loss of 
polarisation. 

Betatron resonances arc aldo very dangerous. How­
ever in rings with auperperiodicity S larger than one, 
the strongest betatron resonances can be nade more gpa-
ccd than the integer ones. The maximum separation bet­
ween these betatron resonances is equal to the euper-
periodicity S in units of the spin tune. It is obtai­
ned by choosing the betatron tuned Vx, \>y with an in­
tegral part being a multiple of S/2. Therefore the 
depolarisation effect of betatron oscillations is 
strongly reduced at energies midway between two succes­
sive betatron resonances. 

At low energies (< 25 GeV}, considering again the 
integer resonances, their synchrotron satellites 
v * k + k su f l are weak, except the first one (kB « ± 1), 
as the beam energy npread is small compared to Che re­
sonance spacing (440 MeV). The preceding conclusions 
on integer resonances are not affected, as y g is nor­
mally small (< .]). 

The spin tune is the spin precession number per turn : 

g - 2 E (GeV) 
- 44065 



However energy spread increases with energy 
(fig* 3). Consequently synchrotron satellites become 
stronger and stronger. Unavoidably spin tune is always 
in the vicinity of these satellites and the depolarisa-
tion due tc closed orbit distortion increases. 

Fig. 34 Energy distribution of a stored beam 
in LEP at 50 GeV and at 85 GeV. 

This phenomenon can be understood as follows. The 
synchrotron oscillation of energy leads to a frequency 
modulation of spin precession : 

\) = v + a cos\i 6 o s 
where a is the rnodulation amplitude, proportional to 
the energy spread ff^/E, and 0 iff the azimuth giving 
che particle location in time. The spin precession can 
be Looked at as a gyroscope modulated in frequency. 
Its phase angle is given by : 

The frequency spectrum of such i gyroscope is a 
set of satellite lines : 

The amplitude of these lines is governed by the . 
modulation inde* I * a/\jg, which is in average proppr-
tional to the energy spread : 

Above 3D GeV the modulation index becomes general­
ly large (p 1) and several satellites are strongly ex­
cited. 

At the moment a preliminary study6 indicates that 
appreciable polarisation could only be achieved up to 
about 50 GeV, depending of how much the strength of the 
integer resonances can be reduced by harmonic correc­
tion. 

The only proposed alternative is to use double 
Siberian snakes which make the spin tune equal to 1/2, 
independently of energy variations. However they great­
ly complicate the ring design and could affect its per­
formances. 

A.Beam-beam depolarisation 

The spin motion is perturbed by the space char­
ge field of an opposite beam as well as the particle 
trajectory. Decolarisation resonances will be excited 
by this perturbation. A theorical approach is difficult 
due to the non-linearity of the space charge field. 

Experimentally 70 7, polarisation has been observed 
at SPEAR with e e~ colliding beamB at 7.4 GeV centre 
of mass energy. This polarisation has been used in a 
well-known experiment , which has played an important 
role in the progress of understanding high energy in­
teractions, However polarisation in colliding mode 
cculd not be observed again at a later stage of SPEAR 
operation. 

Very recently at PETRA again1* polarisation hes 
been observed with two colliding beams. A polarisation 
level of 80 % for the electron beam has been measured 
at a luminosity of 2.7 x 10 3 Dcm" B and at 16.5 GeV ener­
gy per beam. 

Polarisation in collision mode has to be more in­
vestigated in order to find good operating conditions 
for experiments, 

5.Longitudinal polarisation 

Assuming that transversally polarised beams can be 
obtained in an electron ring, OHL has still to rotate 
the spin by 90° in order to obtain longitudinal polari­
sation at some interaction points. 

Several types of 90" spin rotators have been pro­
posed in the past, However they were never really op­
timised in what concerns beam optics and polarisation. 
Only recently, one has begun tu study .'.is optimisation 
in particular for the ep rings HERA and for the r +e~ 
ring CESR IX. 

In the case of CESR II an "S-bend rotator'1 is stu­
died9. J*, consists (fig.4) of vortical bends antisymme­
tric with respect to the interaction point. At this 
point the reference orbit is bent by an angle (14 mrad 
at 50 GeV) which corresponds to 90° rotation for the 
spin. At other energies it is necessary to maintain the 
some orbit geometry for beam optical properties and for 
synchrotron background, therefore the fields in verti­
cal bends are ramped in energy as the fields in the no--
rizontal magnets. Consequently the spin rotation is not 
exactly 90*- However the longitudinal component is on­
ly reduced by less than 10 % in a large energy range : 
± 30 2. 

The antisymmetry of the S-bend rotator allows to 
restore the vertical spin direction in the rest of the 
ring. It avoida depolarisation that a tilted spin direct 
tion in the major part of the ring would produce, as 
discussed in section 2. This is true at any energy and 
allows the S-bend spin rotator to be operated in a lar­
ge energy range»as desirable for e +e~ physics. 

In the case of HERA a pair of 90° spin rotators 
has been considered10 for each interaction region. 
These two rotators are symmetrically located with res­
pect to the interaction point, between the arcs and 
the RE sections, at more than 100 m from the interac­
tion point. 

Each rotator is a "mixed rotator" including verti­
cal bends and an horizontal bend (fig. 5). At the desi­
gned energy each vertical bend rotates the spin by 45*. 
The horizontal bend, which is part of the normal radi­
al bending in the ring, rotates the spin by 18Q*. At 
the end of each rotator the ->rbit is again in the pla­
ne of the ring. 

The corresponding vertical bends in the two rota­
tors of an interaction region, are opposite. Therefore 
each pair of rotators is antisymmetric in the vertical 
plane with respect to the interaction point. However 
the corresponding horizontal bends are identical as 
they both participate to the normal radial bending. 
Each pair of rotators ia symmetric in the horizontal 
plane^ 



Fig. A. schematic side view of an "S-bend rotator" proposed for the CESR II e +e" ring. 

Fig. 5. Schematic side view of a "mixed rotator" proposed for the HERA electron ring. 

The magnetic field in these horizontally bending 
magnets mist be ranped-in energy as normal magnets 
in the arcs.The ISO* spin rotation ig only obtained 
at the designed energy {27.b GeV for HERA). What is 
more, the vertical spin direction in the arcs of the 
ring is only restored at this designed energy. This 
tilt of spin direction at off-energy set can be correc­
ted 1 1 , but only in a small energy range (±31). 

This small ennrgy range is the main difference of 
the "mixed rotator*' with the "S-bend rotator". The 
mixed rotator can be sufficient for an ep facility as 
the electron ring energy, much smaller than the proton 
ring energyt does not need to be varied. 

One must also mention that both type? of rotators 
slightly increase the synchrotron energy loss and the 
vertical beam emittance, but only by a few percent. 

Finally one must also minimize new depolarising 
effects introduced by the rotators. 

Firstly the Sokolov-Ternov polarising effect is 
slightly reduced in the rotator bends as the spin di­
rection is no more parallel to the magnetic field, Nor­
mally this reduction of the raaxioun degree of polarisa­
tion is snail (a few percent) for not too strong ma­
gnetic fields. 

Secondly,, and what is more, the rotator vertical 
bends, acting as field errors do, excite depolarisation 
resonances, in particular the betatron ones* For exam­
ple the radial betatron resonances are excited due to 
the longitudinal spin direction in Che interaction re­
gion. A particle undergoing a radial betatron oscilla­

tion experiences a vertical field in the quadiupales of 
the interaction regior.. This field uill rotates the 
spin which is longitudinal by an angle depending on the 
betatron amplitude. Consequently radial betatron reso­
nances are .strongly enhanced. 

However* contrary tho the usual field errors, the 
rotator vertical bends are "known errors", and can be 
corrected. For example one can manage that the spin 
rotations,, due to radial oscillations in the interac­
tion region, cancel out exactly. This can be obtained 
by a preper phase advance of these oscillations in the 
interaction region12. One can find similar conditions11 

for other depolarisation resonances excited by the 
rotator bends. 

Any ring lattice, including spin rotators, must be 
designed in order to satisfy these conditions. Thi* 
operation is called1** "spin matching". One must recj.i-
ze that introducing rotators in a ring after completion 
will need a modification of the lattice in order to 
satisfy "spin matching". This modification may be dif­
ficult and expensive. 

6.Experimental use of_longitudinal polarisation 

In an electron ring of an ep facility one would 
lilte to accelerate electrons and positrons * They can 
be obtained longitudinally polarised in the sane way. 
One would like also to have both helicities for each 
of them. Both helicitiea can only be easily obtained 
by reversing the fields of the vertically bending magnets. 



For an electron-positron ting the cross-section of 
e +c~ annihilation is 

<to - (. - »;. P^do. j n p o l • O j - P^da, 

according to the standard model of electnweaV inte­
ractions. (PJ, Pj are the longitudinal polarisation of 
positrons and electrons respectively). 

Compared to the cross-section da^-pi with unpola-
rised beams, a new information* contained in the cross-
section dcu, is obtained with polarised beams. 

Even striking spin effects are excepted j the an­
nihilation rate would vanish for 100 7, polarised 
beams of same helicity, However this effect is reduced 
for partially polarised beams. 

On the contrary the rate would he increased for 
opposite electron and poBitron helicities, but this 
cannot be easily achieved* 

In fact it is nuch pore inportant and more inte­
resting to build a longitudinal polarisation asynme-
try1* Assuming two bunches of electrons (and also of 
positrons)Jit can be easily obtained by depolarising se­
lectively one of the two electron hunches (and also one 
of the two positron bunches)* At every interaction 
point one will observe alternatively (fig. 6) colli­
sions of polarised electrons with unpolarised posi­
trons, and collisions of polarised positrons with un­
polarised electrons. 

Fig. 6. Collisions of two electron bunches 
with two positron bunches, For each beam one 
bunch is longitudinally polariBed, and the 
other bunch is unpolarised. 

The obtained longitudinal polarisation asymmetry is 
linear in the beam polarisation ¥g ' 

A = SCe- t) - HCe+ T) . p J?!_ 
He- t) + tte* T) d a u n p o l 

and picks-up the parity violating contributions to the 
ctoss-section. This asymmetry measurement has the great 
advantage to cancel out most of systematic errors. 

Conclusion 

The Sokolov-Ternov polarisation mechanism allows 
to obtain short polarisation times in upper energy 
range of electron rings. However an asymmetric wiggler 
is needed for LEP at 50 GeV* 

Large transerve polarisation has been, easily ob­
served in low energy rings. However depolarising effects 
increase with the energy. At high energies it becomes 
necessary to choose carefully the energy and the beta­
tron times for avoiding the main depolarisation reso­
nances. It becomes also necessary to correct imperfec-
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tions in a similar way to the usual orbit correction A 
recent experiment on PETRA at 15 GeV shows chat effi­
cient correction procedures exist. 

The possibility of transerve polari3ation in pre" 
sence of beam-beam interaction at high luminosity has 
been investigated at SPEAR (2 x 3.7 GOV) snd now at 
PETRA [2 x 16,5 GeV). The results are encouraging. 

However at very high energies polarisation is ques­
tionable due to the increase of energy spread which be­
comes comparable to the depolarisation resonance spa­
cing. The limit in energy for polarisation ia not yet 
known. It will depend on the efficiency of correction 
procedures. 

The design of 90" spin rotators is presently stu­
died for new electron rings- The conditions for effi­
cient spin rotation have been found. They must be inclu­
ded in the lattice design. 

The conventional ways to obtain polarised electron 
beams, studied, here, are still practicable in the tens 
of GeV energy range. However one must be more and raore 
clever as che energy increases. 
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LONGITUDINALLY POLARIZED COLLIDING BEAMS 
A. N, Skrinsky 

Institute DI Nuclear Physics, 630090, Novosibirsk, USSR 

The feasibility of experiments with the 
polarized colliding beams expands significant­
ly possibilities of getting information on 
fundamental Interactions. Even the use of the 
transversely polarized beams enables getting 
the more reliable and clear definition of 
spins for the intermediate states and final 
particles,''2 as well as to introduce the 
precise absolute energy scale.3"5 But only 
the use of the longitudinally polarized col­
liding beams with particles of certain heli-
cities, enables one to get basically new 
information. This circumstance forced us, in 
Novosibirsk, commencing from 1969, to develop 
the principles and structures of the storage 
rings which provide at a given azimuth the 
stability of any spin direction needed. In­
cluding longitudinal direction6'7 (see also 
Refs. 8 and 9). 

1. In the storage ring of "conventional" 
type which magnetic field along the equilibrium 
closed orbit has a constant, for example, ver­
tical z-direction (the field sign can vary) 
the spin orientation conserved from turn to 
turn is s-direction, in other words, when 
particles are moving along the equilibrium 
orbit their spins precess around this direc­
tion and the spin projection on this direction 
is constant. For example, if initially the 
particle spin has z»projection +%, th.'.s value 
does not ch.-.:ge with time (of course, unless 
either dissipative or diffusional processes 
will affect). The projection -% will be con­
served just the same way. This statement is 
valid if the precession frequency (because of 
anomalous part of a particle magnetic moment) 
is not resonant to the frequency of orbital 
rotation along the equilibrium orbit. 

The similar situation became valid also 
for the case of the storage ring with arbit­
rary oriented magnetic fields.6'7 Namely, 
along any closed orbit there always is such a 
unit vector n 0(6), the projection on which of 
the spins of particles moving along this orbit 
has a constant value. In particular, if the 
particle spin is oriented along n Q(8 0) at some 

initial azimuth 0 o, this spin will be oriented 
along (different in direction) n Q(e) at any 
other azimuth fl at any turn. 

Selecting the shape of closed orbit which 
curve at any azimuth unambiguously determine 
the transverse magnetic field value for this 
azimuth and (or) Introducing the azlmuthal 
distribution of the longitudinal magnetic 
field one can achieve the required orientation 
n Q for the necessary azimuth; this orientation 
is the same at the sections with zeroth mag­
netic field on the closed orbit. In parti­
cular, one can achieve the longitudinal 
orientation n Q at the storage ring sections 
where colliding beam interactions are occurred. 
In this case, if the means are made polarized 
one can obtain interaction of particles with 
certain helicities, Varying the polarization 
sign for one or both beams one can consequent­
ly vary helicities of interacting particles. 

Let us note that for studying, for exam­
ple, the interactions which do not conserve 
the spaclal parity, in principle, it is enough 
to have even one of interacting beans polarized 
(with the controllable level of polarization). 
Though, of course, experiments can be performed 
with better purity if there is a possibility 
to control the polarization in its sign and 
level for both beams. 

2. Having in mind the possibility to 
achieve the desired behavior of the spin along 
the equilibrium orbit the first question is 
to find the spin motion while the particle 
motion deviates from the equilibrium one, i.e. 
in the presence of energy and betatron oscil­
lations in the beam. This problem is "dynamic" 
pari, of the general question of conservation 
of the beam polarization level in a storage 
ring. 

The particle motion with deviation of 
their orbital motion R(t), determined by ini­
tial conditions, from the equilibrium motion 
described by KQ[6(t)] can be presented by 

r[s(f),t] = S<t) S0[9(t)J 



similarly, the particle momentum deviation 
?(t) from the equilibrium P0[s(t)] can be 
written down as 

?[e(t).t] = ?<t) - J?0[e<t)] . 
The total spin motion can be described as a 
precession around the unit vector n(S,T,p) 
with the conserving in time of spin projection 
value onto this vector. 1 0"' z 

The variation of n at small deviations of 
T and p is large in the vicinity of the pre­
cession frequency resonances .-jith the combined 
frequencies of orbital motion (spin resonances) 
and decreases with the shifting from these 
resonances. 

For the stationary energy deviations in 
the absence of betatron oscillations this fol­
lows directly from the general statement for 
closed orbits. In the case of betatron and 
energy oscillations the vector n(8,T,p) can be 
determined with the steep transition from the 
equilibrium motion to the given one. This can 
be done, for example, by introducing the con­
dition that the spin oriented along n(fl,T,p> 
at some moment of time will tend to some vector 
when in a certain number of turns the values 
? and p at the same azimuth S will be close to 
initial ones. 

All mentioned above can be presented in 
terms of formulae. Let us consider a particle 
with the charge e, mass m, spin s and magnetic 
momentum y. The vector u is related to S by 
the equation _̂  ^ 

u = gS 
where g = g Q + g A is the particle gyromagnetic 
ratio, g A is \ts anomalous part (g0 = e/mc). 

Then, at every given moment t the spin 
precession is described by the equation:13 

dS ?. J 
dt - W x S • 

where for the particle, moving in magnetic 
field with the component H transverse to the 
particle velocity v and longitudinal component 
H v, the value W at the particle location point 
will be equal to 

For motion along the closed orbit MS = W Q(e). 
In this case, nQ(e) is determined as a period­
ical solution (eigenvector) of the equation 

dS0(B) _ W g(9) «n 0(6) 
d e " uo 

For this closed orbit the precession frequency 
will be the eigenvalue of the spin rotation 
matrix for one turn. 

The slowly varying energy deviations E 
will lead to "shaking" of n which depend on E 
(appearance of the "spin chromaticity"); n(c,e) 
can be found out similarly to the previous with 
an account of total dependence of W on E in­
cluding the field variations on the deviated 
orbit corresponding to e. This can be done 
according to the perturbation theory if one 
takes 

ft(e,8) = W 0(6) + W(E,8) , u = co0 + Aw(e) . 
Similarly, with the presence of betatron 

oscillations the deviations of field (on the 
particle orbit) from their values an the equi­
librium orbit can be described by introducing 
the perturbation w, which depends on the phase 
and amplitude of betatron oscillations with an 
account of the dependence on the same variables 
jn Aw. The calculations of such a kind confirm 
that already said: deviations of the spin pre­
cession axis from the equilibrium (closed) spin 
trajectory n (8) rise with the particle pre­
cession frequency nearing the integral number 
combinations of the orbital motion frequencies. 
One should also take into account that even for 
the equilibrium orbit of the precession fre­
quency is far from resonances, for particles 
deflected from the equilibrium motion such 
resonances can occur, 

3. The behavior of the averaged polariza­
tion of the beam particles injected into a 
storage ring being initially polarized along 
n 0(S), will strongly depend on the certain 
situation. If the storage ring has neither 
orbital nor spin damping and diffusions, the 
established polarization level can be found 
out by the appropriate averaging over the 
phase volume of the coasting beam. If there 
are damping and diffusion, one should make the 
comparison between the resulting diffusion 
spin rate and the spin damping rate. In this 
case, the initially injected beam can be 
polarized. If the spin damping is low or 
there is no damping at all, one can find out 
the decrement of the beam polarization level 
with time affected by the spin diffusion. 

The spin damping in a storage ring (with 
nn loss in the beam intensity) can he done 
sufficiently effective but still only for 
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electrons and positrons by using the spin 
effects at e~ radiation in the external elec­
tromagnetic fields.! 2 • *"* The spin diffusion 
can occur either as a direct result of the 
spin overturns during interactions between 
particles and quanta and other particles, or 
as a consequence of orbital diffusion in a 
beam under influence of various factors. As 
a rule, the strongest (needed most care to 
overcome its influence) is the diffusion of a 
second type where the spin and orbital motions 
are closely interrelated, In this case, the 
orbital diffusion causes the corresponding 
trembling of precession axis 1 5- 1 6 leading with 
time to lowering the beam polarization level. 

The orbital diffusion depending on its 
nature can variously affect the spin diffusion 
rate. The orbital diffusion can occur by jumps 
due to quantized losses on .ynchrotron radia­
tion or scattering. The combined action of 
such jumps and the orbital friction form the 
equilibrium orbital beam characteristics and 
simulataneously determine the spin diffsuion 
rate which is the higher the stronger are 
deviation of n from n within the equilibrium 
beam emittance, and the deviations are the 
larger the closer and stronger are the spin 
resonances. In this case, as a rule, the spin 
resonances proceed rapidly and nonadlabati-
cally. 

With a weak orbital diffusion, caused by 
the stochastization of orbital motion with the 
combined action of many orbital resonances, 
the spin resonances can proceed slowly, with 
the total but reversible spin overturn while 
intersecting, and the spin diffusion resulting 
rate should be evaluated more specifically. 

A special case for obtaining polarized 
beams in a storage ring is the "knock-out" of 
particles mainly with undesired polarization 
from the initial nonpolarized beam. The pola­
rization resulting level is determined by the 
relation of the particle loss probability for 
particles with desired and undesired polarity 
and of the agreeable intensity loss, and also 
by the spin diffusion resulting rate. 

As the examples should serve the propo­
sals to obtain on storage rings the e" beams 
by "knocking-out" due to the inverse Compton 
effect with longitudinally polarized photons 
in the section with longitudinal n 0 and 1 9 p 

beams polarization using the difference of the 
total cross sections of nuclear interaction 
for opposite orientations of spin p at inter­
action with the superfine polarized target;5t>,2 1 
in this case, it is more profitable to use the 
storage ring section with stable longitudinal 
p polarization and similarly polarized p of 
the atomic hydrogen beam. 

4. With an account of all mentioned above 
let us consider some versions of longitudinally 
polarized electron-positron colliding beams. 

First, let us assume that in the storage 
ring under consideration (until it has no 
special insertion for getting the longitudinal, 
polarization) the equilibrium level of radia­
tive polarization is sufficiently high and the 
equilibrium polarization direction is vertical. 
How let us install into one of straight sec­
tions the insertion (Fig. 1) incorporated such 
sections with radial magnetic field '-jhich 
enable the vertical polarization in the ring 
part to transform at the collision point- into 
the longitudinal polarization. If the H x dis­
tribution in the section is antisymmetric with 
respect to collision point, the equilibrium 
orbit outer of the insertion will be restored. 
If, in this case, there is no lenses through 
the whole section with the H x fields intro­
duced, n in the main part of circumference 
will not also be disturbed. 

As a rule, though at the collision sec­
tion (a,b) the arrangement of a small S-func-
tion is needed. To this end it is required to 
install quadrupole lenses on this section. In 
this case, for preservation of n perturbation 
on the main part of a storage ring, It is 
necessary to have zeroth vertical dispersion 
on the main part of storage ring even after 
introducing the special section and the parti­
cles vertically polarized at the sectior input 
should be similarly polarized at the output 
even in the presence of energy deviations and 
betatron oscillations. This corresponds to 
satisfying some conditions: 

* £<0) = <1>ZW = 0 ; 
f^(a) = f^(b) - (2 conditions) 

Satisfying' these conditions will provide the 
spin diffusion conservation on the main part 
of circumference at the same level as before 
introducing the special section. An additional 
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diffusion introduced by radiation in the sec­
tion itself is small and it is only connected 
with radiation processes in the field H : con­
sequently, the H x fields should not be exces­
sively high compared to the storage ring 
fields. The contribution of the section into 
the spin friction is zeroth in the case. 

The schemes of the type considered seem 
to be promising for producing longitudinally 
polarized beams in storage rings at an energy 
above 10 GeV. The H K field required do not 
vary with an energy increase (for the electron 
spin rotation from the vertical to longitu­
dinal direction it is needed H £ = 26 kGs-nO 
and the orbit vertical distortions decrease 
inversely proportional to energy. 

5. For producing longitudinally polarized 
beams at an energy range /s = 1.5*5 GeV with 

an acceptable way a special structure of the 
"two-level" storage ring (Fig. 2) has been 
developed. The structure of sections for 
transition between Hz~tiagnets located at 
different levels should satisfy the conditions 
similar to those given in point 4. The scheme 
given in Fig. 2 was adopted as an optimum for 
obtaining simultaneously the high level of 
equilibrium longitudinal polarization and high 
luminosity. The polarization level as a func­
tion of energy at a certain given geometry is 
given in Fig. 3. 

6. At moderate energies the schemes look 
quite attractive where for equilibrium polari­
zation control the sections with longitudinal 
magnetic field are used (the required H = 
100 E G e V leus m are reasonable ro be obtained 
with the superconductive solenoids). Two 

LO-Qat of -th* •*•" ttorit* xltc pith ton In^iird i t n l ^ t m -
tlom Iw «xpirlaeati Qtlag lengitudlaillT polul»a b»ia* ta iht 
•Mrs row Ctim 2x0.7 up to 2x2.5 0«T. 

Fig. 2. 
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schemes of such a kind are quantitatively con­
sidered for the VEPP-4 storage ring. 2 2 

The first scheme designed for producing 
longitudinal polarization in the region of 
the resonances is given in Fig. 4. Radiative 
polarization in the field of the main storage 
ring is used. Its rate might he made higher 
using the H -snakes. In the beginning of the 
experimental section the vertical polarization 
is transformed into the radial one with longi­
tudinal magnetic field and subsequent vertical 
fields complete the spin rotation to the 
longitudinal direction. Upon passing the 
collision point all the actions with spin are 
performed in the opposite order resulting in 
that the spin (more precisely - magnetic mo­
ment) of the equilibrium particle turns out to 
he oriented along the storage ring magnetic 
field. As a final bending magnetic field in 
the collision point region one can use the 
magnetic spectrometer MD-1 (Fig. 4) field. 

Let us note two moments. 
The sections with longitudinal magnetic 

field couple the orbital x- and s-motions. In 
order to avoid this parasitic effect both at 

the main part of storage ring and collision 
point the solenoids should be combined with 
the skew-quadrupoles.22 

The finally bending magnets should not 
be too large in order to prevent radiation 
fluctuations in them (at these sections the 
spin chromaticity is large) not too much en­
larged the spin diffusion and hence not to ' 
decrease the equilibrium polarization level. 
Figure 5 represents the equilibrium polariza­
tion degree c as a function of energy for one 
of versions of the experimental section struc­
ture. 

7. Completely different version turned 
out to be promising for producing longitudinal 
polarization on VEFP-4 at low energies down to 
2 GeV. The spin diffusion due to synchrotron 
radiation in this case is rather weak and 
particle polarization can be achieved due to 
initial radiative polarization in a booater 
storage ring VEPP-3 which radius is smaller 
and therefore polarization time at an energy 
2 GeV turns out to be of the order of half 
an hour. 



Fig. 4. 

The longitudity of the equilibrium polari­
zation of beams at the collision point is 
achieved due to the section with the longitu­
dinal magnetic field rotating the spin at an 
angle IT around the velocity direction and 
occurred exactly in half a turn (along the 
phase of orbital and correspondingly spin 
motion). 2 3 The storage ring structure and 
behavior of the spin closed trajectory is shown 
in Fig. 6. The main contribution into depol­
arization rate is put by the storage ring 
bending section where n lies in the orbit 
plane and the energy jumps because of quanti­
zation of synchrotron radiation make the maxi­
mum contribution turn the spin diffusion. The 
depolarization rate behavior as a function of 
energy is given in Fig. 7. 2 3 

1.0 wr* 

qs 

m 
•to.s 

m 
7 lip 
Fig. 5. 

r tp 

Let us r.ote that in the case under con­
sideration the spin precession frequency is 
equal to 1/2 for all energies and it is suf­

ficient to achieve the absence of resonance 
effects at any energy. 

The spin of injecting particles should be 
directed along n Q a? the injection point; 
orientation adjustment of the injecting parti­
cle spin is accomplished with placing the 
solenoids at the appropriate sections of in­
jection ;*><umels of VEPP-3 - VEPP-4. 

8. In the experiments with the proton and 
antiproton colliding beams at high energies it 
is impossible (yet) to use any kind of polari­
zation method during the experimental run; 
particles should be injected already polarized. 
The optimal method for producing the intense 
proton {deuteron) beams is their charge ex­
change stacking with the use of H" beams with 
polarized protons, and for producing polarized 
antiprotons one should apparently use the 
"knock-out" method (see point 3). 

The maintenance of p" beam polarization 
while their acceleration in the storage ring 
during the experimental run is the problem 
which is ever complicated with an energy growth. 
At energies above tens of Gev one should use 
the pairs of n-snakes21" rotating the spins 
around various axes (longitudinal and radial). 
The ir-snakes , however, are also needed for e" 
storage rings at energies of a few tens of GeV 
and higher (n-snakes = "Siberian snakes"). 

The use of special sections performing 
longitudinal orientation of n at the colli­
sion sections with fulfillment of conditions 
similar to those given in point 4 does not 
make in practice additional spin diffusion. 
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There are no questions new in principle 
with respect to those already considered while 
planning ep experiments with longitudinally 
polari?*;d colliding beams. 

9. In the experiments with longitudinally 
polarized colliding beams it is of great im­
portance to provide the oont'ol of helicities 
for interacting particles. At high energies 
the initial particle helicities make a dramatic 
effect on the cross sections of fundamental 
processes. 

So, the electromagnetic process cross 
sections (proceeding through the single photon 
channel) depend on the relative hellcity of 
e": with equal hclicities (the total spin is 
equal to zero) this channel is completely 
closed and the processes of e fe" •* )i \i~ kind 
proceed only c.'e to diagrp: s of higher orders 
which make the ^otal cross section of the pro­
cess sharply decreased. But namely this cir­
cumstance enables one to hope for studying tho 
higher orders of QED and possibly definition 
of contributions from other interactions. 

At weak interactions proceeding via Z°, 
W" bosons the absolute hellcities of colliding 
particles become also essential. So, the reac­
tion e +e" * Z° will only procaed with loft 
helicity of e" and right helicity of e +. In 
other variants this process should be profound­
ly suppressed and then, some other interactions 
will become noticeable. The similar effects 
are also characteristic for other fundamental 
interactions q~q~, e q", which will dominate 
in the experiments with pp, pp, e"p colliding 
beams. 

There could be some various ways for the 
control of heiicities of interacting particles. 
If there is no polarizing mechanism just in 
the experiment, the beam polarization is esta­
blished by injection of initially polarized 
particles. For the experiments of not too high 
accuracy, as was mentioned above, it is enough 
to have only one beam pol. ized. The effects 
connected with helicities can naturally be 
found out with variation of polarization sign 
of initially injected particles and the com­
parison of interactions of the polarized and 
unpolarized beams. The fine and weak effects 
can be detected while varying the particle 
polarities due to spin overturn with slow 
adiabatic pass through the spin resonance with 

external RF electromagnetic field (with no per­
turbation of the orbital motion). This process 
has been realized at VEPP-2M without any sub­
stantial decrease In the polarization level. 

The independent effect (on sign and level) 
on polarization of particles circulating in the 
same storage ring can be produced due to rele­
vant time modulation of RF field and the use 
of fields propagating with the velocity of 
light towards the particles to be affected. 

For e storage ring under conditions when 
radiative polarization is dominant, the equili­
brium polarization is always such that the sum 
of spins e and e" equal to zero; corre­
spondingly the particle helicities are equal 
at the Interaction section with longitudinal 
polarization. For studying interactions as 
functions of helicities one has to use the 
"comparison node" with forced depolarization 
of one of the beams. Greater possibilities 
for independent control of helicities provide 
the use of a two-track storage ring (of the 
"old" DORIS type), An example of the inter­
action section scheme providing the production 
of e and e" with opposite helicitie; is given 
in Fig. 8. 

With e" storage rings ar high energies 
it is especially promising to use radiative 
polarization in HF laser fields propagating 
toward the polarizing beam. 2 6' 2 7 In this case, 
at the point of interaction with the laser 
field one should have the longitudinal compon­
ent of 3n/9e high enough and the laser field 
should bo longitudinally polarized. This 
technique enables one to establish the helici­
ties of colliding beams Independently. 

10. Depolarizing effect of the counter 
beam coherent fields in Che case of longitu­
dinal polarization at the beam collision point 
la mainly similar to that of transversal pol­
arization. 1 7 ' J 8 Some specific feature is that 
the deflecting effect on the longitudinally 
polarized spin Is produced by any component 
(transverse to the velocity) of the counter 
beam field. In the case of transversal spin 
orientation an influence is caused only by the 
orbital force component directed along the 
spin. This point, which is especially sub­
stantial for the usual case of the beams flat 
at the interaction point, should be taken into 
account while optimizing experimental conditions 
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for getting high luminosity of longitudinally 
polarized colliding beams. 

11. Above was considered the acab?.e longi­
tudinal polarization at a certain section of 
the storage ring from the view point of using 
this for implementation of colliding beams with 
pure helicities, unly. Though, there are some 
other important applications of storage rings 
with sircilar structures. First of all, one 
should mention application of such storage 
rings in the mode.of a thin and super-thin 
internal polarized target (when the orbital 
diffusion processes are suppressed with appro­
priate cooling) located at the section with 
longitudinal n 

Such kind of experiments can turn out to 
be most promising, in particular, for studying 
the deep inelastic scattering on nucleans with 
given helicities of initial particles (these 
experiments are of special interest at high 
energies as at storage rings PETRA, FEF and 
then HERA, LEP). The attainable luminosity of 
such experiments is 10 +10 cm * s . 

The use of the mode considered for proton 
storage rings enables one to carry out experi­
ments with the given initial helicities under 
clean conditions with much higher luminosities 
(because of feasibility of higher proton cur­
rents including those polarized in comparison 

+ 
with currents at superhigh energies for e" 
case) . 

The mode considered is of special interest 
for operation with polarized antiprototis. As 
mentioned above, this mode is optimum for pro­
ducing polarized p with the use of cooling 
(optimal polarization energy is 1-2 CeV). 2 0 

The resulting rate for producing polarized p 
can be only one order lower than the total 
efficiency for p (now visible ultimate possibi­
lities are of 10 8 polarized p per second). 

Subsequent use of the considered mode at the 
desired experimental energy (generally speaking, 
at the other storage ring) can provide in future 
the luminosity up to 1 0 3 3 cm"2 s" 1. 

The entire different application of cyclic 
storage rings with the structures, providing 
longitudinal n 0 at the major part of the storage 
ring circumference, can be the producing of 
the high energy intense polarized muon beams. 2 a 

If injecting into the track, for example,.. with 
two long straight sections where provided the 
longitudinal and with the same sign direction 
n 0 in both straight sections the intense pion 
beam with an energy of tens or hundreds of GeV, 
the muons, generated by the pion decay in the 
long sections with momentum direction (in the 
system of. .pion) along the direction of its 
laboratory motion, will have nearly full energy 
of pions and well enough fixed laboratory heli-
'city. The muons of the opposite helicity will 
be strongly deflected in energy and can easily 
be extracted from the beam. 

12. New prospects for experiments with 
e e", ey, ft colliding beams with the given 
helicities will be opened up with development 
and creation of the electron-positron linear 
colliding beam facility with an energy of 
hundreds GeV - the VLEPP project 2 9 (experi­
ments with electron polarized beam is envisaged 
in the SLC project 3 0). 

Generation of polarized electrons and 
positrons at energies above 100 GeV will be 
carried out with the use of synchrotron radia­
tion of "worked-out" electrons and positrons 
in the long helical undulators (see Fig. 9) 
with further conversion of the longitudinally 
polarized y-quanta with an energy of 10 MeV 
into the longitudinally polarized e + and e" 
and their further final acceleration and or­
bital radiative cooling down to the required 
very small emittancee. 
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By controlling the direction of er spins 
prior the injection into the main linear accel­
erator one can provide the experiments with 
any required combination of helicities with 
ultimate luminosity of the VLEPP-facility (it 

32 2 -1 is designed on the level of 10 cm 6 for 
the whole operating range of energies /s = 
300 * 1000 CeV). 

The highly effective conversion of elec­
trons on laser targets with desired helici-
£V3i,32 c a n allow to carry out the experiments 
with sy and yy polarized colliding beams with 
luminosity nearing that of e e". 

13. Carrying out the polarization experi­
ments in high energy physics and especially 
the colliding beam experiments with particles 
with certain helicities becomes very important 
for development of elementary particle physics. 
The results of such experiments should entirely 
justify the considerable efforts necessary for 
their implementation. 

In preparation of the report participated 
Drs. Ya. S. Derbenev, A. M. Kondratenko, 
I. A. Koop, and Yu. M. Shatunov. 
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BACKGROUND COHDITIOUS IS THE LETECT0H MD-1 
WITH PERMWCUIAH MAGNETIC FIELD 
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V.R.Groahev, G.H.Kolacnev, S.I.MiBhnev, 
A.P.Onuehin, V.S.Panin, I.Ya.Protopopov, 

A.G.Sheiaov, V.A.Sidorov, A.N.Skrinslcy, 
V.I.Telnov, Yu.A.Tikhonov, G.M.Tumaikin, 

A.I.Vorobiov, A.A.Zholentz 

I n s t i t u t e of Huoleer Physios, Siber ian Division 
of the USSR Academy of Sciences, Novosibirsk 

Summi 

The magnetic f i e l d in the HD-1 i s pe r ­
pendicular to the o rb i t plane of a storage 
r i n g . This allowB the analys is of the p a r t i o -
l e e going out even a t zero angles , t ha t i s 
e spec ia l ly Important for the two-photon pro­
cesses* The background problems caused both 
by the showers of the p a r t i o l e s l o s t i n the 
s torage r ing and by synchrotron rad ia t ion are 
considered in the paper presented here . With 
the t r i g g e r condi t ions su f f i c i en t ly weak at an 
energy of 1.6 GeV the background due to sho­
wers does not exceed 1 HE/JBA. The haokground 
caused by synchrotron r ad i a t i on i n the T -
- meson region i e not e s sen t i a l for the beam 
current up to 10 mA. 

I . In t roduct ion 

The d i s t i n c t i v e feature of the de tec tor 
MD-1 i s tha t i t s magnetic f i e l d i s perpendi­
cu la r to the o r b i t plane . Such a version has 
the following advantages compared to the de­
t e c t o r s with the longi tudina l f i e l d . 

1. There i e a p o s s i b i l i t y to detect 
p a r t i c l e s and to analyze t h e i r momenta for 
the whole range of angles 6 , including 
8 « 0. I t i s e s sen t i a l e spec ia l ly for the 

two-photon processes with an angular d i s t r i ­
bution of the sca t t e red e lec t rons and produ­
ced p a r t i c l e s peaked forward. 

2 . I t i s convenient to detect the / -
- quanta going out a t zero angles - the low 
background l eve l and large aper tu re . This 
opportunity has been already used i n the ex­
periment on the study of the Bremsstrahlung 
process where the i n t e r e s t i n g effect of the 
gut-off oi l a rge impact parameters haB been 
observed^. 

The main disadvantage of the de tec tor 
with the perpendicular f i e l d 1 B the more com­

p l i ca ted background problems because of the 
p a r t i c l e l o se in the storage r i n g and synch­
rotron r a d i a t i o n . The study of the backgro­
und caused by l o s t p a r t i o l a a has been c a r r i ­
ed out a t the VEPP-4 in j ec t ion energy of 
1.8 GeV. The measurement of the background 
due to Bynohrotron rad ia t ion has been perfor­
med in the T -meson region. 

I I . The de tec tor tlP-1. 

The layout of MD-1 a t VEPP-4 i e shown 
in HLgs. 1,2. The i n t e r a c t i o n region 1 B i n s i -

Fig . 1. The layout of VEPP-4: 
A - i n t e r a c t i o n region for the de tec­
t o r HD-1} B,0 - i n t e r a c t i o n reg ions . 

de the l a rge magnet. From both s ides of the 
magnet two additional, magnets have been p l a ­
ced with separate suppl ies . This allows va­
r i a t i o n of the de tec tor f i e l d keeping the 
angle of the o rb i t bending constant and 
equal t o 15°• 

The e lect ron tagging system for study­
ing the two-photon processes i s I n s t a l l e d 



Pig. 2. The central interaction regions 
1 - detector KD-V, 2 - additional ten­
ding magnate; 3,4 - electron tagging and 
luminosity monitoring system; 5 - len­
ses . 

between add i t iona l bending magnets and louses . 
The Bysteta c o n s i s t s of induction pTOportional 
chambers, measuring the r a d i a l coordinate 
wi th an accuracy tf = lOOjftm, usual p r o p o r t i ­
onal chambers and s c i n t i l l a t i o n counters . The 
accuracy of measuring the energy of s c a t t e r e d 
e lec t rons 1 B 1J8. The system l o p i t t e d from 
the inner aide of the o rb i t and also above 
and below the beam. The system ensures detec­
t i on of the e lec t rons sca t t e red a t 8 « 0° , 
wi th the energy l o s s of 15-50%. The e leo t rons 
with the beam energy a re detected a t the ang­
l e s 8 = 73* 300 mrfld. 
The cen t r a l p a r t of the de tec to r i s shown in 
P ig . 3 . The magnet i s a closed-type solenoid. 
The i n t e r n a l e ize of the c o i l i a 2.3x2.3 a , 
the copper c o i l th ickness i s 30 cm, the gap 
i a 1.8 in, the maximum f i e l d i a 16 kG. S ta r ­
t i n g from the i n t e r a c t i o n region the de tec tor 
con ta ins a vacuum chamber, coordinate cham­
ber a, s c i n t i l l a t i o n counters , gas Cerenkov co­
un te r s and shower-range chambers. Besides 
tha t the muon chambers are placed beyond the 
magnet winding, i n s ide and beyond the yoke. 

A t r i g g e r i s arranged by the hierarchy 

Pig. 3 . Magnetic de tec tor ffiD-1: 
} - .voire, 2 - copper winding-, 3 - va­

cuum chamber, 4 - coordinate chambers, 
5 - s c i n t i l l a t i o n counters , 6 - gas 
Cerenkov counters , 7,9 - shower-range 
chambers, 8 - muon ohambers. 

pr inciples primary t r i g g e r , secondary t r igger , 
computer • 

I I I . Background due to the l o s s 
at the p a r t i c l e s i n beams 

The background counting r a t e s from the 
p a r t i c l e s l o s t from the beam have been s t u d i ­
ed a t the in j ec t ion energy of 1.3 GeV. Measu­
rement a were c a r r i e d out a t the cur ren t of 
0.3*1 mA. The la rge cur ren ts are r e s t r i c t e d 
by the c o l l i s i o n e f f e c t s . At these cur ren ts 
the beam l i fe t ime was 10*3 hours and determi­
ned mainly by the Eremestrahlung r a d i a t i o n on 
the res idua l gas as well as by the Touschek 

e f fec t . 
Our measurements have shown the f o l l o ­

wing nature of the background i n the de tec­
t o r . 

At f i r s t , there are p a r t i c l e s leaving 
the equilibrium o rb i t and performing many 
turna before t h e i r r u i n . The specia l densi ty 
d i s t r i b u t i o n of these p a r t i o l e s (halo) i s 
f a i r l y broad and has sharp bounds . The 
cut-off of the halo occurs i n the point 
where the storage r i n g aperture i s the smal-
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l es t . If this point i s near the detector, i t 
causes on increase :.n the background coun­
ting rate. 

Secondly, the beam electrons IOBB their 
energy by the Bremastrahlung radiation on 
the residual gas in the straight section in 
front of the detector and hi t the detector 
after bending by the magnetic field. 

In Pig. 4 the result of the halo size 
itieaoureir.au t i s shown, fhe pj'Obe, placed be-
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Fig. 4- The dependence of the prima­
ry trigger counting rate on the poBi-
tio. of the probe; solid line - no 
cut-off of the storage ring aperture, 
dotted line - with the restriction of 
the aperture in the injection section. 

tor i s presented. Curve 1 - without res t r i c ­
tion of the aperture, curve 2 - with the 
restriction of the aperture in tha injection 
section. I t i s seen that the background has 
been decreased and the dependence on the 
beam position has disappeared- The cut-off of 
the halo in the injection section waa perfor­
med in vertioal, radial and in both direct i ­
ons simultaneously. The background counting 
rate i s practically the same in a l l these 
cases. This shows that particleB in the halo 
live .nany turns. 

CVH(t<HlAiA) 

-OS 0 02 
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Pig. 5- The dependence of the prima­
ry trigger counting rate (CH1) on the 
vertical beam displacement in the KD- Is 
1 - no restriction of the aperture, 
2 - with the restriction of the aper­
ture in the injeotlon section. 

yond the first lens from the detector is mo­
ving in the vertioal direction. The depen­
dence of the primary trigger counting rate 
on the probe position was measured. The so­
lid line shows the result -when the probe ap­
proaches the beam from below and above. It 
is seen that the halo size is about 4 cm. 
The dotted line shows the reBult of the simi­
lar measurement at an aperture restriction 
in the injection section. The decrease in 
the halo eiee can be seen. 

In Pig. 5 the dependence of the back­
ground counting rate of the detector on the 
vertical position of the beam in the detec-

In Pig. 6 the dependence of the back­
ground counting rate on the radial displace­
ment in the detector is shown. Such a large 
orbit displacement is possible due to large 
sizes of the vacuum chamber in the detector 
and is carried out by the variation of the 
field in the central and additional bending 
magnets. 

l*or experiments at the energies close 
to the injection one we have chosen the ra­
dial displacement Y «= 9 cm and have used 
the halo cut-off in the injection section. 

Different chambers and counters have 
highly different background counting rates. 

http://itieaoureir.au
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Pig. &. The dependence of the back­
ground counting rate of the detector 
oi> the radial displacement of the bean 
in the MD-1. The restriction of the 
aperture iB made. 1 - counting rate of 
the primary trigger (CHI), 2 - coun­
ting rate of the secondary trigger (M2). 

In the Table 1 the data for the ohambers and 
counters with the maximum counting rate are 
vresented. 

Table I. The background for the chambers 
and counters with the maximum counting rate 

at E = 1.8 GeV. 

System Background coun­
t i n g r a t e . kHz/m/l 

1. Coordinate chamber 0.3 
2 . S c i n t i l l a t i o n 0.3 

counter 
3 . Shower-range chamber 1 
4 . Tagging system 1 

To decrease the t r i gge r counting r a t e 
from the background due to the BrerasBtrah-
lung r a d i a t i o n of e lec t rons on the s t r a i g h t 

sec t ion i n f ront of the de tec to r we have used 
s c i n t i l l a t i o n sandwiches de tec t ing the Brens-
s t rahlung t - quanta. The vacuum chamber 
has th in windows i n these d i r e c t i o n s . The an­
gular d i s t r i b u t i o n of these photons i s f a i r ­
ly sharp, therefore the sizeB of the sandwi­
ches are small (10x10 cm ) . The couat inc r a ­
t e s of these counters ore about J klte/mA. 
These counters are included in the t r i g g e r on 
ant icoincidence tha t l eads t o the reduction 
of the t r i g g e r counting r a t e by a fac tor of 
2*3. 

Upon these condi t ions the counting r a ­
t e of the primary t r i g g e r v ia the channel of 
charged p a r t i o l e a CH1 (a t l e a s t one p a r t i c l e 
i s needed i n the uni t of three coordinate 
chambers and f i r i n g of a t l e a s t one s o i n t i l -
l a t i o n counter! i s about 0.2 kHz/mfc, and v i a 
the n e u t r a l channell HI ( f i r i n g of two of 
ten chambers in the shower-range module i e 
required) i s about 0.5 Mlz/mA. 

The use of var ious combinations of the 
secondary t r i g g e r allows tD reduce strongly 
the number of the tape recorded events . Be­
low we present the data on the counting r a ­
t e s for some combinations of the secondary 
t r i g g e r in terms of our no ta t ions jargon. 

1. Kl = CCiTD = tO Hz/mA 

Two unitB of the coordinate chambers 
and a t l e a s t one s c i n t i l l a t i o n counter 
were f i r e d . 

2 . 112 = CCtID*CCU«CCL* SCUL = 1 ]fe/mA 

Two u n i t s of the coordinate chamber we­
re f i r e d , one of them i s near upper (near 
lower) , another one i s a -Jistant lower ( d i s ­
t a n t upper) and there are s c i n t i l l a t i o n coun­
t e r s below and above. The data on the coun­
t i n g r a t e s for these t r i gge r condi t ions fire 
presented in P ig . 6. 

3 . M3 = H2»SHHD = 0.15 Ha/mA 

Besides the condit ion 2 f i r i n g of two 
shower-range un i t s i s requ i red . 

17 . Background due to synchrotron 
r ad i a t i on 

The spec ia l paper i s devoted to the 
so lu t ion of the background problem caused by 
synohrotron r ad ia t ion (SH) in the MD-1 de-



tector. The basic idea of the solution oon-
BiatB in creation of the special vacuum cham­
ber allowing to synchrotron radiation to pass 
the detector without touching the vacuum 
chamber wallB (Fig. 7 ) . Radiation receivers 
tire placed at a rather long diet once from 
the detector center, ao that only backward 
scattered photons hit the deteotor. This al­
lows to reduce considerably the photon flux 
on the central part of the vacuum chamber, 
especially in the hard part of the Bpectrum 
because at the Compton backward scattering 
the photon energy decreases and the angular 
distribution for hard photons is peaked for­
ward. The movable collimator allows to choo-
Be an optimal size of the vertical aperture. 
The radiation receivers made of copper, are 
water cooled. 

Pig. 7. The layout of the vacuum cham­
ber in the central interaetlor region: 
1 - cylindrical part, 2 - movable col­
limator, 3 - latch, 4 - vertical pro­
be, 5 - chamber for SR escape, 6 - va­
cuum pumps, 7 - SR receivers, 8 — ent­
rance window of the electron tagging 
system, 9 - electron escape for if -
- quanta monochromatization, 10 - radi­
al probe. 

Such a construction of the vacuum cham­
ber has reduced the photon flux at the cent­
ral part of the detector by a factor of 10 . 
An additional attenuation is achieved by pla­
cing a thin foil at the thin cylindrical 
part of the vacuum chamber and in front of 
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the sca t t e red e lec t ron tagging system. Now 
the c y l i n d r i c a l pa r t i s of 3 mm thick 
Alt 1/30 X 0) and 0.1 mm la(1/20 X 0 ) and the 
tagging system window i s of 0.17 mm thick 
Fe< 1/100 X 0 ) and 0.3 ram Sn( 1/40 X 0 ) . 

The background due to eyr ihrot ron r a d i ­
at ion i s e s s e n t i a l only for the coordinate 
chambers and for the tagging system; the r e ­
maining: elements of the de tec tor a re p ro tec­
ted by a th ick layer of ma te r i a l . For s impl i ­
c i t y of the event ana lys i s i t i s deairable to 
have the number of wires f i r ed for the one 
beam passage l e s s than one. 

\7a have performed the measurement a t 
the beam energy of 4.7 GeV. The number of f i ­
red wiraa during one beam passage a t the cur­
rent of 1 mi was 0 .1 for the coordinate cham­
ber neares t to the beam and 0.03 for the 
most d i s t an t one. For the chamber of the 
tagging system the corresponding value i s 
0 .01 . The experimental data are i n agreement 
with ca l cu l a t i ons with an accuracy of about 
2 . 

I t i s seen tha t a t the present c o n d i t i ­
ons the background due to synchrotron r ad i a ­
t ion allows to operate a t the T - meson 
energy with the cur ren t s up to 10 mA-

The authors express t h e i r g ra t i tude to 
the s taff of VEPF-4 for a p o s s i b i l i t y to 
perform the experiment. 
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SUPERCONDUCTING MAGNETS FOR DETECTORS 

R.D. Kephart 
Fermi Nacional Accelerator Laboratory* 
P.O. Box 500, Batavln, Illinois 60510 

SUMMARY 

A Fermilab/KEK/University of Tskuba, Japan 
collaboration ia designing a large superconducting 
solenoid Tor the Fermllab Collider Deteator Facility 
(CDF). A revlow of the status of other 
superconducting solenoids built For oolliding beams 
machines is presented and progress on the design of 
the CDF magnet is discussed. Two types of 
superconducting coils appear- to be feasible; a 
bath-eooled oryostablo design or an indirect cooled 
design using force flow helium. Advantages and 
disadvantages of each design are pointed out. Scaling 
up sucn coils to larger detectors is also discussed. 

History 
Many or the large general purpose detectors used 

at colliding beam machines rely on gas ionization 
devices located in a magnetic field to measure the 
angles and momenta of charged secondaries produced in 
the collisions. For moat systems the position 
measurement error of the ionization device limits the 
DoDentjm resolution, resulting in a resolution that 
tenda to degrade as the momenta of the secondaries 
increase. The resolution of such a system can be 
improved by increasing the track length in the 
nagnetlc field over which the particle trajectories 
are measured and, within limits, by increasing the 
magnetic field strength. As the center of mass energy 
of colliding beam machines has increased, there has 
been a continuing desire to construct magnets 
producing high fields over ever larger volumes. 
Although such magnets can take many forms (depending 
upon the type physics one wishes to emphasize), axial 
field solenoids have often been chosen to provide the 

magnetic field for large general purpose detectors. 
By aligning the solenoid axis with the bean axis, the 
magnetic field of the detector has only minimal impact 
on the circulating beams. In addition, the uniform 
fields provided by the solenoid simplify track 
reconstruction of complex events. 

The characteristics of the SC solenoids built 
thus rar for colliding beam machines are summarized in 
Table I.' The first such coil to be built was used in 
the PLUTO detector* built for the Doris 
electron-positron storage ring at DESY. The coil 
employed a multiple layer winding of copper stabilized 
NbTl superconductor lcierssd in a bath of liquid 
helium. Since no electromagnetic calorimetry is used 
outside the coil, no attempt was made to reduce the 
amount of material used in its construction. The coil 
was testud in 1972 and is still successfully being 
operated at PETRA. The solenoids built after PLUTO 
have had the additional constraint that their 
structures be as "transparent" as possible to 
secondaries produced in beau-beam collisions. This 
constraint Is a result of both physios and economics. 
The physios often diotates that both electrons and 
photons be detected with good position and energy 
resolution. In addition the number of pions 
misidentifled as electrons by the deteatar should be 
as small as possible. These goals are best achieved 
with a olniaua of material located between the bean 
crossing point and the detector's EM oalorimetry. 
Thus Ideally the coil that provides the magnetic field 
for tracking chambers ought to be located outside the 
oalorimetry. However, locating the coll outside the 
oalorimetry requires that both it and the return yoke 
of the magnet be substantially larger and thus more 
expensive. In addition, access to the oalorimetry is 

TABLE I 

SUPERCONDUCTING SOLENOIDS USED FOk COLLIDING BEAM PHYSICS 

KACSET PLUTO 
PETHA/DESY 

ISR-11 
CBRN 

CELLO 
PETM/DESV 

TPC-LBL 
PEP/SLAC 

CLEO 
CESS/CORNELL 

Type Pool-boiling 
cryoatable 

1'ool-boiling 
cryostable 

Force flow 
indirect cooled 

Force flow 
indirect cooled 

Force flow 
indirect cooled 

Useful bore Cm) 1.4 1.38 1.5 2 2 
Winding length (m) 1.2 1.8 3.4 3.4 3.15 
Design central 

field (T) 2.2 1.5 1.5 1.3 1.5 
Tested Central 
field (T) 2.2 1.5 1.3 1.0 

Scored energy (HJ) 
ac design field 1.3 3.0 7.0 10.9 9.4 

Design Current (A) 1270.0 2200.0 3400.0 2230.0 2200.0 
Tested Current 
Dace 

1270.0 
CM72) 

2200.0 
(1976) 

3200.0 
(1979) 

1200. O*" 
(1980) 

1600.0 
(1961) 

Radiation Thickness m 1.1 0.5 0.6S 0.75 

TPC magnet wae dcroaged during testing by an insulation breakdown. It iff currently being rewound, 

^Operated by Universities Research Association, Inc., 
under CDntrace with U.S. Departnent of Energy. 



severely United by the coll. X reasonable compromise 
has been to locate the coll inside the calorinetry but 
construct it in such a way that it la as thin as 
possible both in terms or radiation and absorption 
lengths. 

In practice this has meant uilng structural 
aluminum vacuum shells and radiation ahielus as well 
as using high purity aluminum instead of copper to 
stabilize the superconductor. The reasons for this 
last choice are apparent from Fig. 1. As can be seen, 
the electrical resistance of high purity aluminum at a 
temperature of IK is substantially smaller than that 
of copper. Thore are, however, several complications 
encountered when using high purity aluminum in large 
coils. The two most important difficulties are Its 
very low yield strength (<r 1200 psi as compared to 
7000-13000 psi for OFHC copper) and the fact that lt3 
resistivity can increase substantially ir it ia 
subjected to cyclic strains in excess of ^ 0.3)1 
(Fig. 2). In spite of these problems, aluminum's 
8.9 om radiation length vs. 1.1 cm for copper makes it 
very attractive 33 a stabilizer tor "thin" aolenol03. 

P, (4.2K)>l32ilO"*ilem 

•LUMINUU 
RAN" 1100 

1 . 0 

T 1 1 1 1 JI IL 
TPl>CT*TtrKE Tit! 

Fig. 1 Resistivity of Aluminum and copper. 
a - list lines include raagtietoresistivity 
effects 

The first such magret built with this design 
criterion was one completed by Morpurgo in 1976 Tor 
the CCOK experiment at the CEHN Intersection Storage 
Rings.3 This coil like PLOTO's was cryostable and bath 
cooled. It was, however, unusual in that the hulk of 
the stabilizer for the conductor was provided by 
soldering a relatively small Cu-NbTi superconductor 
between two larger hiKh purity aluminum strips^ (see 
Fig. 3). The call has a useful bore of 1.1 meters, is 
1.8 meters long and produces a central field of 1.5 T. 
The six layer coil and cryostat correspond to 1.1 
radiation lengtns {^n)4 Except for minor problems with 
refrigeration and a failed epoxy fiberglass coil 
support member, the coil has operated very 
successfully Tor more than five years at the ISR. The 
magnet Is operating at present at the ISR. 

.00) .002 .003 .004 
STRAIN 

Fig. 2 Cyclic s t ra in behavior of the r e s i s t i v i t y 
of high purity aluminum. Bef.5 
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Fig. 3 Aluminum stabilized conductor 

The next "thin" solenoid was built by 
CEN(Saclay)/ITP(Karlsruhe) collaboration for the CELLO 
detector at PETRAb. The coll has a design central 
field of 1.5 T, a l.5i useful bore, and is 3.1 m 
long. Tola coil employs a single layer coil cooled by 
helium force flowed in an external electrioally 
insulated cooling pipe. Although its conductor also 
uses a Cu-NbTl superconductor soldered to a hlgl 
purity aluminum strip, the design philosophy Has quite 
different. Both the ISR and PLOTO solenoids were bath 
cooled cryostable magnets. In these magnets full 
oryostabillty implies that there is sufficient liquid 
helium in direct contact with the conductor such that 
if a "normal zone" is formed (e.g., by conductor 
motion, cracking apoxy, etc), then the otimic heating 
generated in the conductor's stabilizer ia leas than 
the available cooling power to the helium bath. As a 
result, any conductor normal zone is rapidly oooled 
below the critical temperature T 0 f the 
superconductor and the conductor returns to the 
superconducting state. Thus so long as a fully 
cryostable coll is covered by liquid helium it cannot 



quench. The CELLO magnet on the other hand does not 
have helium directly in contact with the conductor. 
For stability, the dealgn reliaa on the high thermal 
dlffusivity and specific heat of the aluminum 
stabilizer to prevent small local heat pulses from 
quenching the coll. The coil is however designed to 
quench saTely. During such a quench the high natural 
quench velocity in the aluminum shunt causes the 
energy deposited In the coll to be spread over a large 
region thus avoiding excessive conduatLr temperatures. 
The CELLO magnet was tested in 1979. * defect in the 
superconductor required the eoil to be repaired by-
bypassing 6 turns. The magnet was subsequently tested 
successfully, however, the operating current of the 
coil was limited to a value corresponding to 1.3 T by 
spontaneous quenches presumably because of additional 
conductor defects. After initial refrigeration 
problems were solved, the magnet has run very 
successfully rer two years, the last continuous run 
being 1*500 hours without Interruption.' This magnet is 
particularly impressive in that its total radiation 
thickness is 0.5 XR. 

Two other Indirectly cooled solenoids have been 
built. One is for the TPC detector built by LBL for 
PEP° and the second for the Cornell CLEO detector at 
CESR^- A cross section of the CLEO coll la shown in 
Fig. 4. Both magnets hare a useful Dores of 2 m and 
design central rields of 1.5 T. These coils differ 
From CELLO primarly In their method of quench 
protection. The SC winding is not shunted by aluminum 
stabilizer. Instead, both coils use a mandrel made of 
a low resistivity aluminum alloy to form a "shorted 
secondary". <Tne TPC magnet use3 a second low 
resistivity "shorted secondary" wound on the mandrel 
underneath the superconductor.) These secondaries are 
designed to be well coupled Inductively to the primary 
winding and have time constants that are comparable 
with the primary winding/dump resistor tine constant. 
During a quench a portion of the primary current Is 
rapidly transferred from the primary winding tc the 
"shorted' secondaries". Ohmlu heating in the 
secondaries cause the SC primary to be become normal 
faster than it would through normal zone propagation 
alone. In addition the secondary circuit absorbs a 
substantial fraction of the stored energy avoiding 
high conductor temperatures In the primary winding. 
Both the TPC and CLEO coils have been tested. The 
Cornell coil was tested in 1981 up to 73* of Its rated 
current, but the test was terminated by a power lead 
failure. Fortunately only external damage resulted, 
and the magnet was subsequently tested successfully to 
a field of 1.0 T and installed In the iron. Fif.'S 5 
shows the primary current vs. time for a quench In the 
CLEO magnet. The current in the primary is seen to 
drop quickly from its initial value of 1600 A to 
10*10 A as current is transferred to the magnet's bore 
tube. There are currently no plans to test the magnet 
up to its design field of 1.5 T. The magnet is in use 
at 1 T at CESH and the magnet's operation has 
stabilized such that during two months of recent 
operation the magnet quenched only once. 1 0 

Unfortunately, the TPC solenoid was severly damaged 
during its initial testing in 1980 by an insulation 
breakdown.11 However, the magnet's cryogenic and 
electrical performance were verified up to half the 
rated current before the failure. The ooll is 
ourrently being rebuilt at LBL. 

CDF Solenoid 

Next I would like to describe progress on the 
design of a superconducting solenoid for the Fermilab 
Collider Detector Facility. This will be the major 
detector used at the Fermilab collider to study pp 
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Fig. 4, Coil 4 cryostac of the CLEO indirect 
cooled cubl£. 
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Fig. 5. Current vs. time during quench of CLEO 
magnet. 

collisions at center of mass energies up to /i" = 
2000 SeV. When the collider is operating, tha 
detector will be located in an experimental hall at 
the B0 collision area. When the accelerator operates 
for fixed target phy3ics, the detector will operate in 
a nearby (30 m) assembly building for testing and 
field mapping. The detector and its physics goals 
have been described elsewhere12. 



The central detector for CDF (shown In Figs. 6 
and 7) employs a large axial magnetic field volume 
Instrumented with a cylindrical drift chamber and a 
pair of intermediate tracking chambers. This system 
Hill determine the trajectories, signs and momenta of 
charged particles produced with polar angles between 
10 and 170 degrees. The magnetic field volume 
required for tracking is approximately U n long and 
3 m in diameter. To provide the desired ̂ P T/p r

 < 15J( 
at 50 GeV/c using chambers with J1 300 u resolution the 
field inside this volume should be 1.5 T and as 
uniform as is practical to simplify track finding and 
reconstruction. 

TOIL miMM THE 

Fig. 6 CDF Central Detector (Side view) 

tuonorj 
CALORIMETER 

Fig. 7. CDF 'detector end vieu. 

This field will be produced by a solenoid with a 
uniform linear current density of 1.2 x 10" A/m 
surrounded by a partially ealorimeterized Iron return 
yoke. The coil itself will be approximately 3 m in 
disaster and 5 m long. Since both central 
electromagnetic and hadronic calorimetry ar.e located 
outside the coll, the ooll oust be "thin" both in 
physical thickness and radiation and - absorption 
lengths. In addition, because the magnet must be off 
during p accumulation, and the stored p beam lifetimes 
may be short initially, the magnet must be capable of 
being charged to full field quickly V 10 minutes). 

We have investigated the feasibility of building 
a conventional water-cooled aluninum coil (see Figs. 8 
and 9), While such coils could be built, the 
electrical power costs would be enormous, exoeeding 
the capital cost of a comparable 30 coil in J1 1 year. 
Therefore we have decided the coil will be 
superconducting. The short magnet charge time makes 
TPC or CLE0 type coils with low resistance bore tubes 
unattraotlve since a 10 minute linear charge would 
produoe over 1200 watts of eddy current heating in a 
low resistivity ("00-0 aluminum alloy) bore tube of 
our size. Thus we are currently considering two 
possible designs, a bath coaled coil" similar to 
Morpurgo's ISR magnet as well as an indirectly cooled 
CELLO type coil. A summary of the characteristics cf 
a bath cooled solenoid for the CDF detector appears in 
Table II. The proposed conductor Tor this design is 
shown in Fig. 10. It consists of a Cu/IJbTi 
superconductor ooextrudad with a high purity (RRR > 
1200) aluminum stabilizer. The coil would be a single 
layer of conductor wound on an insulated structural 
aluminum bobbin. Turn to turn insulation would be 
provided by epoxy fiberglass spacers, while the coil 
"bursting forces" would be contained by high strength 
aluminum banding wound over the conductor (see 
Fig, 11). Thi3 geometry pemits 50J of t;is surTace 
area of the conductor to be exposed to the He bath. 

0I«.»3U i0lEMW> UilM WATCH COOLED H.UHIHUM 
I.0.3T 

HWEH {UWI 

Fig. 8. DC power vs. radiation thickness for 
a conventional coi l . 
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Fig. 9. Operating costs for conventional co i l . 



TABLE II 

CDF POOL BOILIKG HAGHET PARAMETERS 

Useful Bore: 
Outer Diameter: 
Length: 
Central Field-* 
Coil Biaraeter: 
Coil Length: 
Winding Scheme: 

Operating Current: 
Stored Energy: 
« 2 

Inductance: 
Max. Uischaxge Voltage: 

Compressive Axial Force 
at Midplane: 

Axial Decent*;rinB Force: 
Max. R a d i a l Dec° r i t e r ing F o r c e ! 

Est. LHe Consumption: 
He Capacity of Cryostat: 
He Reservoir Capacity: 
He Cryostat pressure Rating: 
Esc. LN- Consumption: 
Cold Hass (Magnet) 
Est. CDOldown Time: 

Weight of Steel Yoke: 
Weight of Central Detector: 

2.86 n 
3.35 a 

5.07 n 
1.5 T 
2.99 a 
4.79 a 

Single layer hel^x. 
(870 turns) 
6600 A 

31 MJ 
23 2 

2 x 10 A - J / n 
1.3B K 

30 V <T - 300 Bee) 
202 V (T - 45 s e c ) 

86 metric tons 
13.2 metric tons/cm 
12.3 metric tons/cm 
56 L/h (40 W) 
•v 800 I 
1750 L 
4.76 ALIO 
11 L/h (500 W) 
7200 kg 
300K to 80K < 1/ 6 daya 
80K to 4.2K < 2 days 
^ 1000 metric tong 
*\i 2000 metric tong 

The coil would be fully oryostable according to the 
n'^ and 

to 
Stekly criterion™ and thus should not be able to 
quench* Nevertheless, the cross sectional area of the 
stabilizer is sised very conservatively suoh that even 
if the coil should quench (.e.g., low liquid helium 
level), then it oould ba discharged into in external 
dump resistor such that the maximum conductor 
temperatures would not exceed 250K, 

The entire coll would be preloaded axlaliy and 
radially to prevent conductor motion during excitation 
and enclosed in an outer aluminum shell. This shell 
would serve both as the He containment vessel and 
provide attachment points for supports. A cross 
section of this proposed coll is shown in Fig. 12. 
The coll would be supported to its vacuum shell by 30 
metallic (Inconel 718) support members: 6 axial 
supports at one end and 12 tangentially attached 
radial suonorts at eaih end of the ooil. Each support 
is LH intercepted and equipped with spherical 
tearinga to allow for differential thermal contraction 
of the coil during cooldown. The ooil will be 
surrounded with superinsulatlon, LN, cooled radiation 
shields and an aluminum vacuum shell. The entire 
package is 25 on thick and corresponds to 1.01 
radiation lengths and 0.1k nuclear absorption lengths. 
The contributions of various components to the 
thickness of the ooil are shown in Table i n . 
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Fig.10. Proposed Cu/HbTi/Al conductor for CDF 
bath cooled coil. 

Conductor 

Overall dimensions: 
Al.•Cu.Nb-W area ratios: 
Shott samule current: 

Bare conductor crrrent density: 
Aluminum Stabilizer 
Residual resistivity ratio: 

Cu/NbTi coextruded 
»ith high purity 
aluminum stabilizer 
4.25 mm x 18.8 mm 
14:1:1 
13.2 Wi at 
2.0 T, 4.2 K. 
8260 A/cm2 

> 1200 

tALW.au.oim 
.GONOUCtOR 

ran/co couposur 

Fig. 11. Proposed CDF bath cooled coil geometry 
Electrical Insulation: 
On coil bobbin: 

Turn to turn: 

epoay-flbergloss with 
channels 
0.050" (1.25 tan) epoxy 
fiberglass 

Liquid helium villi be supplied to the ooil from a 
dewar mounted en the magnet yoke through a vertical 
"power chimney11 containing the gas cooled power leads* 
The estimated helium consumption for the magnet and 
its transfer lines is approximately 56 llters/hr (40 
w. 

An indirect cooled CH.L0 type design for the CCF 
ooil is also being investigated. It is 3imilar in 
many respeots to the bath cooled design. The vacuum 
shell, supports, radiation shields, conductor and bore 
tube are nearly Identical. The outer helium shell 
however is replaced by a serpentine LHo cooling tube 
attached to the Ooil banding. The banding would be 
eleotrloally insulated from the conductor. In 
addition the turn to turn Insulation would be thin 
polyapide-imide tape or slnilar material to enhance 
longitudinal quench propagation (sea Fig. 13). The 
overall radiation length of this ooil would be almost 
the same aa the bath cooled coll since material-
removed by eiminating the outer He vessel and 
thinning the bore tube is partially compensated for by 
increasing the conductor's Al stabilizer (to keep 
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Fig. 12 Cross section of a bath cooled CDF coil 

conductor temperature £ 100°K during j . quench) and by 
the addition of the He cooling circuit. The physical 
thickness required la al3o about 25 cm. 

To investigate the problems associated with such 
a magnet a i m diameter x 1 m long R&D solenoid was 
constructed and tested15 in Japan by i—tathi 
Ltd, using conductor and banding techniques similar to 
that proposed for the full sized ooil. The coil was 
successfully excited to 1.6 T (70S of short sample) 

without spontaneous quenches. Normal zone velocities 
for quenches induced by a heater were measured and ere 
shown in Pig. 14. The estimated velocity of the 
normal zone along the conductor length (if we assume 
that the quench only spreads that way) is shown on the 
left ordinate axis. The effective velocity along the 
axis is shown on the right axis. These velocities 
have in turn been input to a computer quench 
simulation program and used to estimate the quench 
behavior of the 3 m diameter x 5 n by full sized coil. 

TABLE III 

3m DIAMETER x 5m LONG PATH COOLED SOLENOID 

Item Material cm 
Radiation 
Length 

Absorption 
length 

Inner vacuum shell Aluminum 0.64 0.071 0.0170 

Inner helium shell 
(coil bobbin) 

Aluminum 1.59 0.178 0.0426 

Conductor -H
 

SJ 

i-H
 

O
 

£ 

1.7 0.232 0.04000 

Insulation Epoxy/fiberglass 0.6 + spacers 0.046 0.019 

Banding Aluminum 1.5 0.169 0.0404 

Outer helium shtll Aluminum 0.79 0.089 0.0213 

Radiation shields Aluminum 2 x 0.20 0.044 0.0106 
Outer vacuum shell Aluminum 1.90 0.214 0.0512 

TOTAL THICKNESS 1.04 0.242 
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The results Indicate that such a coll Mill quench 
safely with conduucor temperature not exceeding 100K. 

Both eojl alternatives arc still under 
examinationi Some or the author's perceived 
advantages and disadvantages of each are summarized In 
Table IV. Ve plan to decide which coll to build and 
begin final engineering design and construction in May 
of 1982 with a goal of oonrletlng the coll for testing 
in 1964. 
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Larger Colls 

Finally I would like to discuss brleriy what the 
prospects are for scaling up eagnets of the types I 
have described for future colliders. Table V contains 
a list of tha world's currently approved accelerator 
projects as well as those that have been proposed 
recently. With the exception of the UHK and TEVATRON 
fixed target accelerators, all other approved or 
proposed machines are colliders. The Increased center 
c p mass energies at these machines will probably 
result in a several new large detectors being built 
that employ superconducting solenoids substantially 
larger than those built thus far. Tht-re are no 
fundamental reasons why the SC technology presently 
applied to solenoids at collider* cannot be extended 
to these larger coils. In addition, other new 
techniques such as oryostable force flow coils 
(perhaps using ''cable in conduit" conductors similar 
to those developed for large fusion oagnets) may be 
attractive for these large colls. Tt 13 interesting 
to consider what scaling laws apply that will allow us 
to extrapolate frcra existing colls to larger ones. 

Scaling I^ws 

Momentum Resolution 

For a solenoid whose volume is instrumented with 
a track detector with fixed position measurement error 
the resolution of the solenoid/tracking chamber system 
varies a3 

4P- P* 

where P = transverse momentum 
B Q z solenoid field 
ft = radius of solenoid . , 
K = constant (- 0.01 for 200 u drift chambers) 

Thus the most elective means of improving the 
detec or resolution Tor high momentum particles la to 
increase the radius of the coil since the resolution 
depends inversely on the square or this quantity. 

Stored Energy of the Magnet 

The stored energy of the solenoid is a useful 
parameter since the construction costs, quench 
protection, and thickness of SC solenoids all Increase 
raridly as the magnet's stored energy is increased. 
The stored energy is given bv 

B2 
i 2V 

which for a solenoid with a non-saturated iron return 
yoke is approximately 

E = — <rfz> 
where X. is the length of the coil, k useful number is 
that 1 m3 0 f magnetic field volume at 1.5 T 
corresponds to about 0.9 tfJ of a tore. J magnetic energy 
in the coil. 

TABLE V 

V0RLD ACCELERATOR PROJECTS 

APTT.OVEE 

Europe PP CF.R!) 270 x 270 GcV p5 
USA ISABELtE firookhaven 400 x 400 GeV pp 

TEVATRON Ferrailab 1 TeV Fixed Target 
PP Fertillab 1 x 1 TeV pp 

USSR UNK. Serpukhov 400 GeV Fixed Target 
(3 ToV Fixed Target) 

Japan TRISTAN KEtt 27 Gov e + e " 
Europe LEF CERN 50 x 50 (TeV c + e ~ 

PROPOSALS 
Eurnpp HERA DESY 30 GeV/820 CeV p 
I'SA SLC SLAC 50 x 50 GeV e + e " 

CESR 11 Cotuell 50 x 50 GeV e + e " 
CHEER/ 
Columbia 

FermLlGb 10 GeV e/1000 GeV p 

Japan TRISTAN 27 GeV e/300 GeV p 

Thickness of ̂ tte Coll 

For detectors with their EH calorimatry outside 
the coll, the ooil thickness in radiation lengths Is 
particularly Important. Although the aotual thickness 
depends on the details of a speoifio design, several 
useful scaling laws can nevertheless bo applied. Tha 
main contributors to tha coil thickness are tne outer 
vacuum tank wall, the conductor banding and conductor 
stabiliser. 

Outer Vacuum Shells 

The outer vacuum shell of an SC ooll must 
withstand uxtarnal atmospheric pressure and thus ia 
subjeot to elaatio buakllng failure. If this shell Is 
formci out of solid sheets of aluminum alloy, then it 
contributes a substantial fraotlon of the total ooil 
thlokner-,3 (see, e.g., Table III for the CDF ooil). 
The uollapse pressure of this shell is given by i,be 
Southwall equation 

p . = 0.607 &r E t .2.5 

i r ,1.5 

where E i s Young's nodulus, M in Poisson's r a t io , and 
" c i s the collapse pressure. The thickness required 
is given by 

p 2/5 R 3/5 & 2/5 

0.918 E2/5 fc-7 3/10 

Note however that this thickness can be reduced 
in several ways. Reinforcing rings can be added 
periodically to reduce £ (the unsupported length}; 
materials can be selected that have both high Koung's 
modulus and long radiation lengths (e.g., Graphite 
epoxy) or honeycomb type structures can be used to 



increase the shell thickness while adding minimal 
material. Figure 15 shows the effects if support 
rings or honeycomb construction on the radiation 
thickness of the vaouun shell for the 3 m diameter CDF 
ooil. It should be pointed out however that while 
such solutions are attractive In terms of radiation 
thickness, they require mors physical space, and may 
be substantially more expensive than solid shee.-
vacuum shells. 

HA» 

where 

«0" 70' 

Fig, 15 Thickness vs. angle for various vacuun 
shell types n * no. of support rings used. 

Conductor Banding 

The conductor banding must contain the ooil' 
bursting foroes. Its thickness is determineu by the 
stress limit o H in the banding material. 

<. S ? B 

thus the banding thickness will increase linearly with 
radius for large coils and as the square of the field. 

Conductor Stabiliser 

Similarly we can determine the thiokness of the 
conductor's stabilizer if we make the pessimistic 
assumption that the oonduotor heats up adlabatioally 
while the current is discharged into an external dump 
resistor r with time constant T = L/r where the 
inductance L = iE/I 2. If wa further assume that 
maximum allowable voltage across the coil is limited 
to a value U„ then one can demonstrate that the 
required thickness of the stabiliser is giv^n by 

1/2 
BZR f nB. 1 

t • - !ii5 (-"no \. 2U 0UM n F(6)l 

F(9) P C(T) 
in D(T) p(T) 

dT 

T\ = the fraatlon of the conductor with respect 
the whole package 

0 = maximum hot spot temperature 
C = specific heat 
p = resistivity 

Thus both the stabilizer end bandlns in the ooll will 
increase In thickness » B aB while the vacuum shell 
soqles as R . ^ n result, tho overall 10 LI 
thlrKntun for the Urge "thin" coll «111 Innrwmrv 
nearly linearly with its radius. Indeed, as a result, 
several or the largest detectors proposed for LEP 
would have had coila that wore too thick to permit the 
desired electromagnetic calorimeter resolution and n/e 
separation. As a result, these detectors have been 
designed to put the EH cUorifflelry inside the coils. 

Figure 16 shows one representative detector of 
those proposed for LEP t D, It would use a 1,5 T SC 
solenoid instrumented with a time projection climber. 
Its Indirect cooled CELLO type coll would have a 5 m 
bore and be 6.1 m in length. Since the detectors EH 
ealorloetry will be located inside the coil, the coll 
is relatively thick J" 0.5 nuclear absorption lengths. 
In addition to this coil several other high field SC 
solenoids with diameters ^-5.5 n and lengths of 6-7 o 
are being considered for LEP. Similarly, detectors 
using large SC solenoids have been proposed for 
Tristan, Isabella, etc. 

Conclusion 

A number of SC solenoids have been built for 
colliders, and It seems likely that many more large 3c 
solenoids wii* be built in the future. The solenoids 
built thus far have not, however, been free oi 
oonstruotion and operational difficulties. 
Nevertheless, several large SC solenoids are now 
operating reliably at Colliders, and there is reason 

MUON CHSAGERS 
e Y CALORIMETER 

Fig. 16 Proposed LEP detector 



to believe that new larger solenoids oan ba 
constructed using straight forward extrapolation of 
existing techniques. It seeas likely that 
improvements in conductors, coil technology and 
refrigeration techniques will permit their reliable 
construction and operation. 
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