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and second-generation squarks) are required to decay to two

quarks (one quark) and a intermediate χ̃±1 or χ̃0
2 with a 50%

branching fraction, respectively, with χ̃±1 decays to a W bo-

son and a χ̃0
1, and χ̃0

2 decays to a Z or a h boson and χ̃0
1.

Models with fixed mχ̃0
1

= 60 GeV are considered while vary-

ing mg̃ (or mq̃) and mχ̃0
1
. Exclusion limits are obtained by

using the signal region with the best expected sensitivity at

each point. The blue dashed lines show the expected limits at

95% CL, with the light (yellow) bands indicating the 1σ ex-

cursions due to experimental and background-only theoretical

uncertainties. Observed limits are indicated by medium dark

(maroon) curves where the solid contour represents the nom-

inal limit, and the dotted lines are obtained by varying the

signal cross-section by the renormalization and factorization

scale and PDF uncertainties. . . . . . . . . . . . . . . . . . . 239
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1

= 0 GeV, (b) mχ̃0
1
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mχ̃0
1
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Abstract

In this thesis, I have presented the search for supersymmetry (SUSY) in

Run II data at 13 TeV centre-of-mass energy using the ATLAS detector at

the CERN Large Hadron Collider. SUSY searches are described using the

supersymmetric partners of quarks (squarks) and gluons (gluinos). Firstly,

prospects and then results are shown for an inclusive search for squark and

gluino production in hadronic final states using the Recursive Jigsaw tech-

nique of variable construction. This novel method is described and simula-

tion studies illustrate potential sensitivity to SUSY in signatures involving

jets and missing transverse momentum. Benchmark points for squark and

gluino pair production are studied for models with large mass splittings as

well as with compressed spectra.
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Chapter 1

Introduction

Until now everything in the universe consists of a few basic building blocks

called the fundamental particles with four forces governing them. The Stan-

dard Model of particle physics provides the best understanding of how these

particles and forces (except for gravity) interact. It successfully explains all

experimental results to date [1]. Modern day detectors have discovered ev-

erything that the Standard Model predicted and in many cases to a very

high level of accuracy. The Higgs boson was the last gap to be filled. On

fourth of July 2012, the CMS and the ATLAS collaborations announced that

they had observed a new particle around the mass of 126 GeV, where the

Higgs boson was predicted to be by the supersymmetric extensions of the

Standard Model [2]. This particle has been found to be consistent with the

Higgs boson’s properties.

However, the Standard Model does not explain everything and there re-

main mysteries in the universe which still need to be tackled. For example, it

does not include gravity, it does not explain the mass difference of the three
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generation of quarks which is of approximately four orders of magnitudes and

it also does not provide any candidate for the Dark Matter. Dark Matter is

a non-luminous, non-reacting matter that constitutes 80% of the gravitating

matter in the universe. For these reasons we believe that physics beyond the

Standard Model exists at the TeV energy scale and using advanced detector

techniques our goal is to search for the evidence of it’s nature.

SUSY is one plausible extension of the Standard Model which attempts

to rectify some of the failings identified above. In Chapter 3, I have discussed

in detail these unexplained behaviors and their possible theoretical solutions

given by SUSY.

In Part II, the Large Hadron Collider (LHC) and the ATLAS detector are

outlined. Since June 2015, the LHC has started it’s second run at 13 TeV

centre-of-mass energy. The resulting data is studied and analyzed to find

evidence for new physics beyond Standard Model. A section on ATHENA

is included here, which is the framework for writing programming code in

ATLAS. For my qualification task at ATLAS, I wrote a C++ code for a tool

which is used in τ truth matching by the τ working group at ATLAS. This

code basically parses the truth container for taus, creating a new “Truth-

Taus” container plus decorating useful information like the visible four mo-

mentum. It also matches reconstructed taus to the truth taus from the new

container connecting them via element links.

Our research group at the University of Adelaide is a part of a group of
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scientists doing analysis studies on SUSY with the data collected by the AT-

LAS experiment at the LHC. Part III is dedicated software discussion that

is used in my analysis. Detail description of a technique called the Recursive

Jigsaw technique is given that is used exclusively by our physics analysis

group. This method gives potential sensitivity to SUSY in signatures involv-

ing jets and missing transverse energy. Supersymmetric signal searches are

done by looking for evidence for the existence of squarks and gluinos, which

are supersymmetric partners of Standard Model particles quarks and gluons.

Squark and gluino pair production for models with large mass splitting as

well as compressed spectra are studied.

Part IV concludes with the exclusion reach discussion achieved by the

analysis using the Recursive Jigsaw Technique.
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Part I

Theoretical Framework
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Chapter 2

The Standard Model

Standard model (SM) is a description of elementary particles and their inter-

actions considered elegantly beautiful by the theorists because of it’s mathe-

matical foundation on quantum field theory (QFT). QFT incorporates quan-

tum mechanics and special relativity in a consistent framework [3]. The

fundamental entities are quantum fields and their excitations correspond to

physically observable elementary particles which are the basic constituents

of matter as well as the mediators of all the known interactions. It has been

impressively experimentally accurate as well. In 2008, the measurement of

the magnitude of electron magnetic dipole moment, the difference between

the measured and predicted value was found to be less than 0.28 parts per

trillion (1012) [4]. The SM treats particles act as point-like down to the limit

10−18m [5]. They have an internal angular momentum quantum number

called “spin”. The spin value quantifies particles as either “fermions” with

spin in half integers or “bosons” with integer spins. Bosons and fermions have

very different physical behaviour and physical properties. The main differ-
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ence comes from the fact that fermions satisfy the Pauli exclusion principle,

which states that two identical fermions cannot occupy the same quantum

state, and therefore explaining the vast diversity of atoms while bosons can

occupy the same quantum state. The SM postulates that all known Universe

can be built from twelve fundamental fermions and twelve anti-fermions and

interactions among them which are mediated by the bosons.

2.1 Particle content of the Standard Model

Particle physics was born with the discovery of the electron by J.J. Thomson

in 1897 [6]. He correctly surmised that electron was a part of the atom

and to explain the neutrality of atoms, he theorized that electrons were

embedded in atom like plums in a pudding [7]. This was later corrected by

Rutherford who discovered the proton as the central positive charge. Since

only protons could not justify the mass of the nucleus, the neutron was

proposed and discovered by Chadwick in 1932 [7]. It was then considered

that all matter was composed of electrons, protons and neutrons and that

was it. But what held the positively charged mutually repelling protons

together in the nucleus? Yukawa proposed a particle 300 times heavier than

an electron and one sixth of the mass of the proton which was exchanged

between the neutron and proton. This particle would be the strong force

mediator. The muon µ and later the pion π, which were discovered from the

cosmic radiations, were thought at that time to be the Yukawa’s “mesons”

(medium weight particles) [8]. Antiparticles which were proposed as the

“positive energy states of an oppositely charged particle” solution to the
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Dirac’s negative energy states and were discovered shortly later by Anderson

from tracks left in a cloud chamber [9]. Neutrinos were theorized to be the

invisible thief responsible for the missing energy in the beta decay [10].

Again with the discovery of Yukawa’s meson, Dirac’s antiparticles and

Pauli’s neutrinos, it was thought that elementary particle physics was all

but finished. But with the start of the modern accelerator physics, a whole

new plethora of particles were found. Gell-Mann used the “The Eightfold

Way” to arrange the baryons (the heavy weight particles) and the mesons

in octets and decuplets according to their charge and strangeness [11]. Now

the question arose “why these bizarre patterns?”. The quark model with it’s

three generations provided the answer. All Eightfold way supermultiplets

can be made from the quark model quite naturally. The quark model was

highly objectionable because it did not satisfy Pauli’s exclusion principle and

also no quark was ever seen. It was the discovery of the J/ψ particle in 1974

and it’s successful explanation given by the quark model that restored the

faith in it. It is now a well established theory. Since we are now exploring

totally uncharted energy scales, we could discover absolutely anything.

For the force mediators; the photon was very controversial at the begin-

ning because nobody wanted to believe in it when the wave nature of light

was well established and Einstein for over 20 years fought a lonely battle

for the light quantum. But eventually in face of undeniable evidence it had

to be accepted [7]. On the other hand, the W± and the Z bosons, seen by

the UA(1) experiment at CERN in 1983 [12], were widely accepted. They

proved the unification of electroweak theory and were considered a “sigh of

relief” [7].

34



The Higgs particle, the theorized scalar spin 0 boson, was discovered on

4 July, 2012 around a mass of around 125 GeV [2].

Figure 2.1: A timeline of the SM of particle physics [14].
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Table 2.1: The SM fermions, spin-1/2 particles, with their corresponding

masses taken from [15].

Leptons Mass Charge Quarks Mass Charge

electron e 0.511 MeV -1 up u 2.2 MeV +2
3

e neutrino < 2 eV 0 down d 4.87 MeV -1
3

muon µ 105.658 MeV -1 charm c 1.275 GeV +2
3

µ neutrino < 2 eV 0 strange s 95 MeV -1
3

tau τ 1776.86 MeV -1 top t 173.07 GeV +2
3

τ neutrino < 2 eV 0 bottom b 4.18 GeV -1
3

Table 2.2: The SM bosons, integer spin particles with their corresponding

properties taken from [15]

Particle Mass Charge Spin

photon γ < 1 × 10−18eV 0 1

W 80.370 GeV ±1 1

Z 91.1876 GeV 0 1

gluon g 0 0 1

Higgs H 125.18 0 0

2.2 The gauge theory of the Standard Model

The QFT theory of SM, follows the gauge principle of invariance; localization

of a global symmetry to obtain an interaction term from a free Lagrangian
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which remains invariant under the symmetry transformation. This results

in the inclusion of additional fields with appropriate kinetic and interactions

terms in the action. This principle is used to describe the behaviours of

elementary particles and the forces governing them.

2.2.1 Symmetries

Symmetries are a tool to learn about the QFT framework of the SM. A

symmetry is a transformation that leaves the physical observable of a system

unchanged. They play a very important role in understanding nature.

There are two general types of symmetries:

• Space-time Symmetries: These symmetries correspond to transforma-

tions on a field theory acting explicitly on the space-time coordinates:

xµ = x′µ(xν) (2.1)

where µ, ν = 0,1,2,3,4 .

“Poincare” transformations (rotations and translations Lie group) defin-

ing special relativity and “general transformations” in general relativity

are examples.

• Internal Symmetries: These are symmetries that correspond to trans-

formations of the different fields in a QFT:

φa(x) = Ma
b φ

b(x) (2.2)

If Ma
b is a constant this is a “global symmetry” if it is space-time

dependant this is a “local” symmetry. [3]
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Symmetries are important because they:

• Define an elementary particle according to the behaviour of the dif-

ferent conserved quantum number under the transformations from the

different symmetries like mass, spin, charge, colour, etc. This is the

result of the “Noether Theorem” which states that each continuous

symmetry implies a conserved quantity.

• Can determine the interaction among different particles based on the

“gauge principle” like for instance if the theory is renormalizable or

not.

• Can be hidden, the existence of hidden symmetries implies that the fun-

damental symmetries of nature may be huge despite the fact that we

observe a limited amount of symmetry. This is because the only man-

ifested symmetries we can observe are the symmetries of the vacuum

we live in and not those of the full underlying theory. This opens-up

an essentially unlimited resource to consider physical theories with an

indefinite number of symmetries even though they are not explicitly

realized in nature [3].

• Can be spontaneously broken. Consider the potential V(φ, φ∗) of the

form:
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Figure 2.2: The Mexican hat potential for V = (a - bφ2)2 [3].

If V (φ, φ∗) is of the form V (|φ|2), then it would be symmetric under

the global symmetry φ→ exp(iα)φ. This potential is written as:

V = a|φ|2 + b|φ|4 where a, b ≥ 0; (2.3)

The minimum of this potential is at < φ > = 0 and so is the vacuum

expectation value.

If the potential is of the form:

V = (a− b|φ|2)2 where a, b ≥ 0; (2.4)

The ground state is not at zero, the symmetry on V is lost [3].

2.2.2 Quantum Electrodynamics; the theory of light

This theory deals with the interaction of charged leptons with the pho-

tons. The inception of Quantum Electrodynamics (QED) was the need for
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scientists to reconcile Maxwell’s equations with the quantum theory devel-

oped during the early twentieth century by Dirac [16], Heisenberg [17] and

Pauli [18]. But all of them couldn’t resolve the infinities occurring in the

mathematical equations until Feynman developed renormalization and his

renowned Feynman’s rules [7].

To develop QFT for the photons, let’s start with the Dirac Equation and

develop a Lagrangian for the electrodynamics theory. Maxwell’s equations

result directly in a non-radiative environment. Dirac equation is given as:

i~γµ∂µψ −mcψ = 0 (2.5)

where ψ is a four-element column matrix:

ψ =


ψ1

ψ2

ψ3

ψ4

 (2.6)

called a “Dirac spinor”.

Free point charges of spin 1/2 and momentum p = (E/c,p), where E

=
√
m2c4 + p2c2 are represented by wave functions [7]:

Particle Antiparticle

ψ = ae−(i/~)p.xu(s)(p) ψ = ae(i/~)p.xv(s)(p) (2.7)

where s = 1,2 for two states of spin for fermions.

The spinors u(s) and v(s) are orthogonal,
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¯u(1)u(2) = 0 ¯v(1)v(2) = 0 (2.8)

(where ū = †uγ0 and v̄ = †vγ0)

normalized

uū = 2mc vv̄ = −2mc (2.9)

and show completeness:

∑
s=1,2

u(s) ¯u(s) = (γµpµ +mc)
∑
s=1,2

v(s) ¯v(s) = (γµpµ −mc) (2.10)

Let’s define an anti-symmetric relativistic tensor Fµν in such a way that

it is composed of components of electric field E and magnetic field B :

Fµν =


0 −Ex −Ey −Ez

Ex 0 −Bz By

Ey Bz 0 −Bx

Ez −By Bx 0

 (2.11)

This field strength tensor also satisfies the Bianchi’s identity:

∂λFµν + ∂µFνλ + ∂νFλµ = 0 (2.12)

This identity gives two of the Maxwell’s equations:

∆.
−→
B = 0 and

∂
−→
B

∂t
= −∆×

−→
E (2.13)
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The
−→
B and

−→
E can be written in the form of the vector potential Aµ =

(φ,
−→
A ), then Fµν can be defined as

Fµν =
∂Aν
∂xµ
− ∂Aµ
∂xν

(2.14)

Now if we determine a four-vector with charge density ρ and a current

density J:

Jµ = (cρ,J) (2.15)

One can get the remaining two Maxwell’s equation by taking the deriva-

tive of the Fµν tensor

∂Fµν
∂xν

=
Jµ
c

(2.16)

∆.
−→
E = ρ and

∂
−→
E

δt
= ∆×

−→
B (2.17)

In QED, Aµ becomes the representative field for photons. For a free

photon, the current Jµ goes to zero and we can say from Eq. 2.11 that

2Aµ = 0 (2.18)

A plane wave solution for the above equation is given as

Aµ(x) = ae−(i/~)p.xεµ(p) (2.19)

Here ε is the polarization vector, since the photon is a massless particle

it has two spin states and only two degrees of freedom.
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Thus the free Lagrangian in the absence of any sources or interactions is

given by

L = −1

4
F µνFµν (2.20)

If we want to interact light with matter we introduce an Aµ coupling to

either scalars or spinors. Something like this:

L = −1

4
F µνFµν − JµAµ (2.21)

where Jµ contains the functions for interacting matters. Equation of mo-

tion from above equation would be:

∂µF
µν = Jν (2.22)

which gives us the conserved current ∂µJµ = 0.

The Lagrangian from Dirac spinors is given as

L = ψ̄(iγµ∂µ −m)ψ (2.23)

where ψ has gauge symmetry ψ = ψe−iα and ψ̄ = ψ̄eiα where α ∈ R. This

yields the conserved current Jµ = ψγµψ. So the Lagrangian with interacting

light and electrons is given as

L = −1

4
F µνFµν + ψ̄(iγµ∂µ −m)ψ − eψ̄γµAµψ (2.24)

where e is a coupling constant. This Lagrangian is invariant under gauge

transformations where Aµ → Aµ + ∂µλ and ψ → ψe−ieλψ for an arbitrary

function λ(x). We can prove that by defining a new term called the “covariant

derivative” such as Dµ = ∂µ + ieAµ.
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Dµψ → ∂µ(e−ieλψ) + ie(Aµ + ∂µλ)(e−ieλ) = eieλDψ (2.25)

The covariant derivative has picked up a phase but we see that the La-

grangian is invariant since D is sandwiched between ψ and ψ̄ and ψ̄ trans-

forms as ψ̄ = eieλ(x)ψ̄. Finally the compact QED Lagrangian written in terms

of covariant derivative is:

L = −1

4
F µνFµν + ψ̄(iD −m)ψ (2.26)

Since this Lagrangian does not change under phase transformations it is

U(1) gauge symmetric under QED.

2.2.3 Quantum Chromodynamics; the theory with colours

In Quantum Chromodynamics (QCD), quarks, the coloured fermions, in-

teract through gluons. Since gluons have the same role of propagators as

photons in QED, they are represented by the coloured four-vector potential

Aaµ here. The a index is for the colour factor and ranges from 1-3. We have

the same fermionic Lagrangian but now the fermions transform as

ψib → ψice
−i(λ

a

2
.θ(x)a) (2.27)

where θ(x)a is a real function with a = 1,2, ... 8 and λabc/2 are the gen-

erators for the SU(3) group symmetry. These are called Gell-Mann matrices

after his extensive efforts in QCD [7]. Apart from colours, QCD also has six

flavours i = u, d, c, s, t, b.

The “covariant derivative” then transforms as

Dµ = ∂µ + igs
λa

2
Aaµ (2.28)
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where gs is the coupling constant for strong force.

The field strength tensor also gets an extra term

F a
µν =

∂Aaν
∂µ
−
∂Aaµ
∂ν

+ gsf
a
bcA

b
µA

c
ν (2.29)

This term comes from trying to make the source free Lagrangian L =

−1
4
F µν
a F a

µν invariant under the SU(3) gauge. This extra term gives the gluons

self interactions through three or four point vertices. Because gluons carry

colour, their self interactions are the source of all the key differences between

QCD and QED such as colour confinement i.e only colour singlet states can

exist. It is this phenomena that causes quarks to hadronize to form baryons

and mesons. The asymptotic freedom is another specialty of QCD which

states that the interaction strength gs between quarks becomes smaller as the

distance between them gets shorter. This happens because of self interacting

gluons anti-screening effects at short distances.

The term fabc are called the structure constants and come from the com-

mutations relations between Gell-Mann’s matrices

[
λa
2
,
λb
2

] = ifabc
λc
2

(2.30)

The structure constants are anti-symmetric and we have 8 x 8 x 8 struc-

ture constants in total. But most of them are zero and the rest are:

f 1
23 = 1, f 1

47 = f 2
46 = f 2

57 = f 3
45 = f 5

16 = f 6
37 =

1

2

f 4
58 = f 6

78 =

√
3

2

(2.31)

The full QCD Lagrangian is then written as

LQCD = −1

4
F µν
a F a

µν + ψ̄ic(i��Dµ −mq)ψ
i
b −

1

2
gs(∂µA

a
µ)2 (2.32)
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where ��Dµ is the covariant derivative mentioned in Eq.2.28. This Lagrangian

is invariant under SU(3) symmetry and describes three equal mass Dirac

fields which are the three colours of the same flavour, interacting with eight

massless vectors.

2.2.4 The broken Symmetry of ElectroWeak theory

There are six leptons in the SM, which can be placed into three generations:

 e

νe

 ,

 µ

νµ

 ,

 τ

ντ

 (2.33)

There is the electron (e), muon (µ), and tau (τ), each of which has an

associated neutrino (νe;νµ;ντ ). Each of the leptons has an electromagnetic

charge = -1, while the neutrinos all have qEM = 0. Often in an experimental

context, lepton is used to denote the stable electron and metastable muon,

due to their clean experimental signatures. Taus are often treated separately,

due to their significantly shorter lifetime of τ ∼ 10−13 seconds. There are also

six quarks in the SM : up, down, charm, strange, top, and bottom. Quarks

are similarly organized into three generations:u
d

 ,

c
s

 ,

t
b

 (2.34)

These are often distinguished as “up-type” quarks and “down-type” quarks

at the high energies of LHC. Each up-type quark has charge qEM = 2/3, while

the down-type quarks have qEM = -1/3.

All quarks and leptons carry a weak charge. In 1954, Chen Ning Yang

and Robert Mills used Non-Abelian groups to describe the strong and weak
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force but it was clear that the Yang-Mills equations describe massless spin

one particles [19]. Glashow [20] showed that the disparity between electro-

magnetic and weak forces can be overcome by introducing extremely massive

mediating particles. But following the pattern of local gauge invariance from

the previous sections, the coupling of the three SU(2) W 1,2,3
µ bosons and U(1)

boson Bµ we get massless gauge bosons not massive ones.

L = −1

4
W µν
a W a

µν −
1

4
BµνBµν + ψ̄(iγµDµ −m)ψ (2.35)

where the W µν are the three (a = 1,2,3) gauge bosons associated with the

SU(2) symmetry group for the weak force and Bµν is the one gauge boson for

the electromagnetic force from U(1) gauge group. The covariant derivative

is given as

Dµ = ∂µ − igwσa.W a
µ − igY Y.Bµ (2.36)

where gw and gy are the coupling constants for SU(2)L and U(1)Y giving

us the SU(2)L × U(1) symmetry, the subscript here points to the fact that

weak force just involves left handed particles that form doublets under the

SU(2)L. The singlet right handed particles are left alone under the weak

force. The Wµ are zero for right handed eigenstates. The field strengths of

Bµν and W a
µν are given by

Bµν = ∂µBν − ∂νBµ

Wµν = ∂µW
a
ν − ∂νW a

µ − gwεabcW b
µW

c
ν

(2.37)

In 1964, Brout-Englert-Higgs gave the “spontaneously broken symmetry

mechanism” or the “Higgs Mechanism” as it was later referred to, where they
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introduced an assumption that the universe is filled with a spin-zero field,

called a Higgs field, which is a doublet in SU(2) and with a nonzero U(1)

hypercharge, but a singlet in colour space. The gauge bosons and fermions

can interact with this field, and in this interaction they acquire mass. In this

mechanism the symmetry of the Lagrangian is not broken but the symmetry

of the ground state is. In 1967, Weinberg and Salam formulated Glashow’s

model as “spontaneously broken gauge theory” to get massive bosons [21].

The Higgs potential is written as

Vh = µ2φ†φ− λ(φ†φ)2 (2.38)

The ground state occurs at the minimum value for this potential when

(φ†φ) = µ2

2λ
. The symmetry is spontaneously broken by the choice of the

ground state. Without loss of generality, we can choose the Higgs field to

point in the real direction, and write the Higgs field in the following form:

φ =
1√
2
e
i
ν
σaθa

 0

ν + h(x)

 (2.39)

We choose a gauge to rotate away the dependence on θa such that we can

write simply

φ =
1√
2

 0

ν + h(x)

 (2.40)

If we plug Vh and φ back into the electroweak Lagrangian in the ground

state where h(x) = 0, we get the following mass relevant terms (dropping the

Lorentz indices):

LM =
1

8

∣∣∣∣∣
 gW3 + g′B g(W1 − iW2)

g(W1 + iW2) −gW3 + g′B

0

ν

∣∣∣∣∣
2

= g2ν2

[
W 2

1 +W 2
2 + (

g′

g
B −W3)2

]
/8

(2.41)
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Defining the Weinberg’s angle tanθW = g′/g and the force carrying fields

as:

W± =
1√
2

(W1 ∓W2)

Z0 = cosθWW3 − sinθWB

A0 = sinθWW3 + cosθWB

(2.42)

Putting them back in the above Lagrangian we get the following masses

for the bosons:

m2
W =

1

4
ν2g2

m2
Z =

1

4
ν2(g2 + g′2)

m2
A = 0

(2.43)

Then the EW Lagrangian we have discussed is given as:

L = ∂µh∂
µh− λν2h2 − λνh3 − λ

4
h4

−
(h
ν
− h2

2ν2

)
(2m2

WWµ−W µ+ +m2
ZZµZ

µ)

−1

4
AµνA

µν − 1

4
ZµνZ

µν − 1

2
A−µνA

µν+

(2.44)

The Higgs mechanism also gives mass to the fermions. The terms in the

Lagrangian corresponding to the the Higgs couplings to the first generation

fermions take the form:

L = −λel̄iLφieR − λdq̄iLφidR − λuεij q̄iLφ∗juR + hermitian conjugate (2.45)

where lL and qL are the left-handed lepton and quark doublets and eR, dR

and uR are the electron, d- and u-quark right-handed singlets. λe , λd and λu

correspond to the electron, d- and u-quark Yukawa couplings of fermions with
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Higgs particle and they are related to the fermion masses by mf = λfν/
√

2.

The parameter ν ∼ 246 GeV comes from the Higgs vacuum expectation value

and is the scale responsible for all the masses of the SM particles. The Yukawa

couplings are written in a diagonal format, but this is not simultaneously

diagonal with the weak eigenstates. The 3x3 unitary Cabbibo-Kobayashi-

Maskawa (CKM) matrix Vmn (where m is a quark transitioning to a n quark)

is therefore introduced to translate between the quark masses and flavour

bases, allowing the charged current interactions with the W± to transform

flavour states. The SM gives no predictions for the Yukawa couplings.

2.3 The absolutely amazing theory of Almost

Everything

Finally the SM theory describing all known particles and their interactions

can be summarized as (without including flavour and colour indices):

L = iψ̄(iσµDµ)ψ + h.c− 1

4
F µνFµν + |DµH|2 + LM(B)

+L int
X (H)− V (H)

(2.46)

where the first term is the fermion Lagrangian with the left handed Dirac

spinor members of a SU(2) doublet or the right handed singlet. Dµ is the

appropriate covariant derivative for the SM theory. LM (B) includes the mass

terms for the W±, Z and Higgs bosons. The last two terms explain the Higgs

interactions and vacuum expectation value.

SM is a beautifully eloquent theory of almost everything in nature. It

has stood the test of time for almost fifty years and has been precisely mea-
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sured up to next-to-next-to-leading order perturbation terms in QCD and no

anomalies have been seen yet.

Figure 2.3: SM total production cross section measurements, corrected for

leptonic branching fractions, compared to the corresponding theoretical ex-

pectations. All theoretical expectations were calculated at next-to-leading

order or higher [22].

Although experimentally consistent, there are key concepts that it fails
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to explain which will be discussed in the next chapter.
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Chapter 3

Supersymmetry and it’s

Motivations

SUSY extends the Poincare symmetry of the SM in a very natural way by

taking in a single multiplet with not only transformations among space-time

but also among different spin states. Spin is an internal symmetry of the SM.

Thus the spin 0 particles are put together in multiplets together with spin

1
2

particles, spin 1
2

with spin 1 and so on. SUSY defines a symmetry which

relates together particle in a “superfield” with same masses and couplings

but spin difference of one-half unit between them [3].

3.1 A simple supersymmetric Lagrangian

The most common superfield is the chiral superfield (also known as the

Weyl superfields) which contains a complex scalar S, the two component

chiral fermion ψ and the non-dynamical complex scalar F which is used to
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parametrize SUSY breaking. For example a superfield for a right handed top

multiplet would be TR = (t̃R, tR, Ftr) bringing together the top quark and

it’s supersymmetric partner the stop quark. Now since we want our super-

symmetric potential to be holomorphic i.e. there is no charge conjugation so

we use the Majorana fermions ζ where ζc = ζ and since the F function has

no kinetic term, we ignore it for now [23].

L = −∂µS∗∂µS − iζ̄σ̄µ∂µζ −
1

2
m(ζζ + ζ̄ζ)

−cSζζ − c∗S∗ζ̄ζ − |mS + cS2|2
(3.1)

where c is an arbitrary coupling constant and σµ are Pauli’s matrices

where σ̄µ = (1,−σµ) [24].

This Lagrangian is invariant under supersymmetric transformations and

converts bosons S into fermions ζ and vice versa. The scalar potential is the

last term in the Lagrangian and it is positive definite. So this is an unbroken

superymmteric Lagrangian with vacuum expectation value at 0.

Since we haven’t observed any bosonic partners to the fermions, SUSY if

it exists should be a broken symmetry. We call it “softly broken supersym-

metry” because we want it to have low energy interactions that are around

TeV scale.

Now we introduce another type of superfields called the “vector super-

fields”. These consists of a massless gauge boson Aµ described by a field

strength FA
µν , a two component Majorana fermion field a “gaugino” denoted

by λA and a non dynamical scalar D. This scalar also parametrizes SUSY

breaking, “D-term supersymmetry breaking” corresponds to this D [25]. An

example of gluon superfield is G = (g, g̃, Dg) this multiplet combines together
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the gluon and the “gluino”.

3.2 The MSSM

The simple concept of SUSY is to introduce a symmetry between bosons

and fermions, still observing the SU(3)× SU(2)L × U(1)Y gauge symmetry,

resulting in the prediction of super-partner particles that accompany the

existing SM particles . The Minimal supersymmetric model (MSSM) realizes

SUSY in a way that we have minimum number of super-particles states and

new interactions consistent with the SUSY theory. For each particle of the

SM, MSSM gives us another particle with a different spin denoted by a tilde

over the particle symbol. For scalar particles of quarks and leptons we have

squarks (q̃) and sleptons (ẽL, ν̃L). There are squarks and sleptons for all

three generations but for simplification we have just used the first generation

in the Table. 3.1. The superfield Q for quarks and squarks is represented by

the supermultiplet:left chiral squark SU(2) doublet (q̃L)

left chiral quark SU(2) doublet (qL)

 (3.2)

where the left chirality is from convention.

Similarly the left handed superfield L for leptons and sleptons is given by:

left chiral sleptons SU(2) doublet (ẽL)

left chiral leptons SU(2) doublet (eL)

 (3.3)

The second and third row also show the anti-quarks ūR and their super-

partners ˜̄uR.

55



One important feature of the MSSM is that although the SM has one

Higgs doublet, in SUSY two separate SU(2)L doublets of Majorana fermionic

fields forming chiral supermultiplets called the “higgsinos” are required. In-

troducing one Higgs SU(2)L doublet produces anomalies in the SU(2)L ×

U(1)Y sector. We need another one with exactly opposite U(1)Y quantum

numbers to cancel the first ones leaving an anomaly free theory. Two Higgs

doublet are also required to give up and down type quark masses in a SUSY

theory.

For fermionic super-partners of gauge bosons we have gluinos (g̃), W̃±

and Z̃0 and photinos γ̃.
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Table 3.1: Chiral supermultiplet fields in the MSSM [26].

Names spin 0 spin 1/2 SU(3)c, SU(2)L, U(1)y

squarks, quarks Q (ũL, d̃L) (uL, dL) 3, 2, 1/3

(× 3 families) ŪR ˜̄uL(ũR) ūL ∼ (uR)c 3̄, 1, -4/3

D̄R
˜̄dL(d̃R) d̄L ∼ (dR)c 3̄, 1, 2/3

sleptons, leptons L (ν̃eL, ẽL) (νeL, eL) 1, 2, -1

(× 3 families) ĒR (ẽR) ēL ∼ (eR)c 1, 1, 2

higgs, higgsinos Hu (H+
u , H

0
u) (H̃+

u , H̃
0
u) 1, 2, 1

Hd (H0
d, H

−
d ) (H̃0

d, H̃
−
d ) 1, 2, -1

Table 3.2: Gauge supermultiplet fields in the MSSM [26].

Names spin 1/2 spin 1 SU(3)c, SU(2)L, U(1)y

gluinos, gluons g̃ g 8, 1, 0

winos and bino, W,Z bosons W̃±, Z̃0 W±, Z0 1, 3, 0

photino, photon γ̃ γ 1, 1, 0
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The “superpotential” of the MSSM is given as

WMSSM = µHuHd+
∑
ij

(Yu)ijHuQL,iŪR,j+
∑
ij

(Yd)ijHdQL,iD̄R,j+
∑
ij

(YLijHdLL,iĒR,j)

(3.4)

where Yu, Yd and YL are the Yukawa coupling constants for the up type

quarks, the down type quarks and the leptons respectively [27]. The first

term is not of the form HuH
∗
u because complex conjugation breaks the holo-

morphicity of the SUSY Lagrangian and hence we need two Higgs doublets.

The above mentioned potential is not the most general one for the MSSM

consistent with all gauge symmetries. We could include the following opera-

tors in the superpotential:

W = WMSSM + αURDRD̃R + βQLLD̃R (3.5)

However, these two couplings generate the proton decay p→ π0e+ which

can be estimated from dimensional analysis to be

τ ≈ α2β2
m5
d̄R

m4
p

≈ (
md̄R

1TeV
)510−10sec (3.6)

Since proton is experimentally proven to be stable for τ exp > 1.4 × 1034

years [28], then these operators in Eq.3.5 should not be included in the super-

potential.

R-parity is a way to ensure these types of operators are forbidden in MSSM

[27]. In this way the bosons and their superpartner fermions behave in oppo-

site way. In MSSM, baryonic number and leptonic number is not conserved,

the quantity that is conserved is R-parity. R-parity (Rp) is a discreet Z2

symmetry defined for each particle as

Rp = (3B + L+ 2S)−1, (3.7)
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where B, L and S are the baryonic number, the leptonic number and the spin

of each particle. For all SM particles Rp is +1 and for their super-partners

it is equal to -1.

The conservation of Rp in SUSY results in two important consequences:

• SUSY particles are always produced in pairs.

• The lightest supersymmetric particle (LSP), is stable.

3.3 MSSM and the softly broken supersym-

metry

The MSSM is in actuality a misnomer because it is an extension of the

SSM Lagrangian with the “soft terms” added to include symmetry breaking.

These are called soft terms because they can be added to the Lagrangian

without disrupting the cancellation of the quadratic divergences. This is

done by introducing soft mass terms for the scalar members of the chiral

multiplets and for the gaugino members of the vector supermultiplets in the

Lagrangian. The dimensions of these mass terms must be three or less so

we can have either bi-linear mixing terms (B-terms) or the trilinear scalar

mixing terms (A-terms). The full set of the soft terms are:

• Scalar mass terms: m2q̃∗Lq̃L, m2H∗uHu.

These terms give the masses for squarks, sleptons and the Higgs fields.

• Gaugino mass terms: Mλaλa.
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These are the mass terms for the gluino, the wino, the zino and the

bino.

• Trilinear scalar A-terms: Aαβγφ
αφβφγ.

With the A terms the scalar partners of the left- and right-handed

fermions can mix when the Higgs bosons get vacuum expectation values

and so they are no longer mass eigenstates

• B terms: BHuHd.

This term only exists for the Higgs terms and mixes the scalar compo-

nents of the 2 Higgs doublets. The µH1H2 term is interpreted in the

same way although it is a holomorphic mass term because it’s value

cannot be determined by the SSM [24].

The scalar and the gaugino mass terms have the desired effect of breaking

the degeneracy between the SM particles and their SUSY partners. The

µH1H2 term and the soft terms are where all the interest in MSSM lies.

But introducing these extra terms has come at a huge expense of a large

number of unknown parameters (known as MSSM-124) even with having all

the gauge couplings fixed.

The phenomenological MSSM (pMSSM) has reduced the parameters to 19

under the assumptions of no new source of CP violation, no flavour changing

neutral currents and the universality of first and second generation. But still

the parameter space is too large and difficult to exclude.
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3.4 Minimal Super Gravity Supersymmetry

Model

The constrained MSSM (cMSSM) also known as Minimal Super gravity

model (mSUGRA) is the standardized method for choosing soft terms. It

is highly unlikely the nature follows the mSUGRA model even if SUSY ex-

ists but it gives benchmark points for experimentalists to use and a bare bone

structure for other theories to be compared against.

The soft terms given by mSUGRA are:

• Universal scalar masses m2
φ = m2

0

• Universal gaugino masses Ma = M1/2

• Universal A-terms Aαβγ = AYαβγ

• tanβ = h0
u

h0
d

where tanβ is the ratio of the up-type vev and the down-

type vev. If tanβ has a high value it is implied that the physical Higgs

is mostly the up-type higgs.

• sign(µ) term, the sign of the higgsino mass parameter [27].

The universality conditions here are taken at the Grand Unification The-

ory (GUT) scale of MGUT = 2 × 1016 GeV as we presume they come from

super string theories. The physical Lagrangian is renormalized to evolve

these parameters from GUT scale to TeV scale using radiative breaking of

electroweak symmetry the renomalization group equations. This can be done

by using the program called SOFTSUSY written by Ben Allanach [27], as

shown in the graph below:
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Figure 3.1: The evolution of the soft parameters in the MSSM. Note how the

coloured particles (M3) and QL rapidly grow in mass whereas the wino (M2)

and bino (M1) decreases slightly. Also note that crucially the up-type Higgs

mass becomes negative at small energies, inducing radiative electroweak sym-

metry breaking [27].

The discovery (or exclusion) of weak-scale SUSY is one of the highest

physics priorities for the LHC. We target the pair production of gluinos (g̃)

and first and second generation squarks (q̃), given their large expected cross

section for early SUSY searches in the proton-proton (p-p) collisions at LHC.

According to the imposition of R-parity these particles decay to the lightest

supersymmetric particle, the neutralino (χ̃0
1) which is stable and thus escapes
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detection. This undetected χ̃0
1 results in missing transverse energy (Emiss

T )

where as the rest of the cascade, originating from the decays of the q̃ and g̃

results in final states with multiple jets and possibly leptons.

3.5 Motivations for Supersymmetry

There are various phenomenological motivations at weak scale as well as tech-

nical motivations at any energy scale for SUSY. Some of these are explained

below:

3.5.1 Symmetrical Extension of the Standard Model

SM dynamics are based on symmetries which makes us think that nature likes

them. SUSY is the unique combination of the Poincare algebra and the inter-

nal symmetries of the S-matrix of the SM under the plausible assumptions of

the QFT. Theoretical physicists tried combining these two symmetries into

one big group SU(6) but that didn’t work, resulting in Coleman and Man-

dula’s theorem stating there was no trivial way to to combine space-time

and internal symmetries [29]. Until in 1975, Haag, Lopuskanski and Sohnius

using SUSY found a loophole in their theorem and combined fermionic and

bosonic symmetry in the super-Poincare algebra [30].

Haag, Lopuskanski and Sohnius’ Theorem: The most general sym-

metry of the S-matrix is the direct product of super-Poincare and internal

symmetries.
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G = Gsuper−poincare ×Ginternal (3.8)

The super-Poincare algebra is the extension of the poincare algebra that

incorporates SUSY; it turns bosons into fermions and fermions into bosons.

In this way, SUSY gives us an extension of the SM symmetries and therein

lies it’s attractiveness.

3.5.2 Superstrings and Supergravity

The Lagrangian for Einstein’s general relativity is given by

LGR = 16φ2M2
P

∫
d4x
√
gR (3.9)

General relativity is an effective theory up to the scale Planck Mass MP

equal to
√

(Gh
c3

) = 2.4 × 1018 GeV. At energies below MP , general relativ-

ity works fine, for energies above this it cannot compute anymore because

we start getting ((R)2, (R)3...) terms from loop diagrams and no way to

determine their coefficients. This is called the problem of the quantum grav-

ity [30].

One of the ways to solve this problem is by using string theory. String

theory uses SUSY to cut off the divergences of quantum gravity and give finite

answers. So according to string theory nature always looks supersymmetric

at MP the quantum gravity energy scale. SUSY is also a very important

feature of the superstring theory (or, more technically, M-theory) which is

the leading “theory of everything”, a self-contained mathematical model that

describes all fundamental forces and forms of matter [31].
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3.5.3 The Hierarchy Problem also known as the “The

Weak scale instability problem”

The hierarchy problem is the most important reason SUSY is still here after

many defeats in the experimental area. This could be considered the most

problematic issue with the SM phenomenology. There is a huge difference

between the weak scale and the Planck scale mh/Mp ≈ 10−17 so much smaller

than 1. In QFT, the Higgs particle receives quantum loops from the heaviest

particles i.e the top quark loop, the W loop and the Higgs self coupling,

divided by 4π. The question of why the hierarchy is stable with respect to the

quantum corrections is called the “technical hierarchy problem” [3]. It is not

exactly a problem with SM in it’s energy domains but a sensitivity of Higgs

particle to any new physics beyond the SM. We know that the electroweak

symmetry is broken by a vacuum expectation value for the Higgs at ν =

246 GeV. For the Higgs particle mass calculations, the classical potential is

written as

VH = −µ2|φ|+ φ|φ|4 (3.10)

where the Higgs mass is dependant on the classical values of the µ and φ.

As in any quantum theory, the parameters in this Lagrangian are going to

be affected by quantum corrections. If the SM is cut off by a scale Λ, the

quantum corrections are estimated by the term µ2 which is ≈ λ2 [30].

If the SM is valid up to the GUT (Mp) scale, quantum corrections to the

Higgs potential are then enormous. We would then expect the Higgs mass

to be around the GUT scale not at the weak scale that it was discovered to
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be at by the LHC.

So either we say that SM is a non-renormalizable theory or that there is

some way that these extra quadratic divergences are being cancelled out by

new physics that comes in at TeV scale . TeV SUSY gives an explanation for

this with it’s theorized super-partners canceling out these terms and giving

the Higgs boson a definite mass and this also makes it very attractive because

at this scale it can be probed at by the LHC.

3.5.4 Gauge-coupling Unification

The strength of the coupling constants for the three basic forces of nature

i.e the strong force, the weak force and the electromagnetic force vary with

distance between the particles (the top scale shown in the figure above) and

energy (the bottom scale). These coupling constants are called the “running

coupling constant” because of their varying strength.

If SUSY exists the supersymmetric partners of the color gluons, the

gluinos, weaken the asymptotic freedom of the strong interactions and tend

to make αs effective coupling decrease and approach the other coupling con-

stants more slowly. Thus their merger requires a longer lever arm. The

weak SU(2) and and hypercharge U(1) couplings are affected by doubling

the Higgs field in the supersymmteric models and their is a sixfold enhance-

ment of the asymmetric Higgs field contribution to the running of weak and

hypercharge couplings. This causes a small, accurately calculable change in

the calculation and these coupling constants will converge at an energy scale

of 1016 GeV. This accomplishes the theorist’s dream of grand unification of

the fundamental forces. Without SUSY, in the basic SM there is no single
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Figure 3.2: Evolution of SM effective (inverse) couplings toward small space-

time distances, or large energy-momentum scales [32].
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point at which the convergence occurs [32].

3.5.5 Dark Matter Candidate

One more flaw with the SM is that it does not allow any new particle such

as WIMPs (Weakly interacting massive particles) which could provide a can-

didate for the dark matter. In SUSY after electroweak symmetry breaking

under the gauge SU(3)×U(1) symmetry a range of particles (the neutralinos

χ̃0
1, χ̃

0
2, χ̃

0
3, χ̃

0
4) are produced in the MSSM which is a very attractive solution

to this scenario.

The neutralinos are the physical mass states formed by the the two hig-

gsinos, zino and the photino mixing.


χ̃0

1

χ̃0
2

χ̃0
3

χ̃0
34

 =


a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44




B̃

Z̃

H̃u

H̃d

 (3.11)

Moreover, it actually provides a candidate the ”neutralino (χ̃0
1)” particle at

a mass scale consistent with the thermal relic abundance calculations [27].

SUSY is also motivated by solutions to several theoretical problems, for

providing many desirable mathematical properties, and for ensuring sensible

behavior by the SM at high energies.

68



3.6 Constraints on SUSY

In this section, I am going to discuss various experimental factors aside from

direct searches that have put constraints on SUSY analyses.

3.6.1 Flavour changing neutral currents

Flavour changing neutral currents (FCNC) are very much suppressed and

rare in the SM. These can be mediated by new heavy particles which can

affect the branching ratio and the angular distributions. These variables can

also be used to put constraints on the SUSY models. Figure.3.3 shows a

class of Feynman diagrams drawn for CP violating processes called “penguin

diagram” for new physics (NP) and SM mediating FCNC.

Figure 3.3: Feynman diagrams showing FCNC with SM particles (left) and

SUSY Higgs doublet (right) [3].

The LHCb detector has been using a range of angular observables to

detect these FCNC in the B hadrons decays. Angular observables are of

particular interest because they have less theoretical uncertainties. In 2015,

LHCb found a local deviation with respect to the SM prediction, with a

significance corresponding to 3.7σ [33] in one observable P ′5 as shown in Fig.
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3.4. The experimental limits on the SUSY parameter space are also shown

here.

Figure 3.4: Excesses seen at LHCb in the angular distribution observable

P ′5 [33].
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Figure 3.5: Constraints put on SUSY parameter space as result of B anoma-

lies [34].

3.6.2 Magnetic moment of muon

Photon-muon interaction leads to the calculation of the magnetic moment of

muon given by the Dirac equation as

−→
M = gµ

e

2mµ

−→
S (3.12)

where at tree level gµ = 2.

This can be measured very precisely by storing muons in a ring with

magnetic fields and measuring the “precession frequency” of their spins. The

anomalous factor aµ = gµ−2

2
comes from loops in the tree diagram as shown

in Fig. 3.6:
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Figure 3.6: Loop diagrams from SM particles explaining aµ [3].

There is a measurement discrepancy of 3.6σ in the ∆aµ = aexpµ − aSµM

and it has been there for 20 years [3]. Figure.3.7 shows the χ2 fit performed

over the mSUGRA parameters discussed in Section 3.4. There are other

constraints from b→ sγ, Mh, electroweak precision parameters MW , sin
2θeff

and limits from WMAP and CDF experiments, which are included here.
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Figure 3.7: Likelihood function χ2
tot for the observable aµ, b →

sγ, Mh,MW , sin
2θeff in the cMSSM for tanβ = 10 and various values of A0.

m0 is chosen to yield the central value of the relic density constraint [35].
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3.6.3 Astrophysical Constraints

Then there are the astrophysical constraints on the SUSY parameter space

due to the compatibility of SUSY models with the observed Dark Matter

relic density. Also, since the neutralino is the R-parity conserving SUSY

candidate for weakly interacting massive particles of the dark matter and is

a combination of the photino, higgsinos and the wino, this can be used to

put limits on many SUSY models. In Fig. 3.8, cMSSM model is illustrated in

m0−M1/2 plane. There is a region mentioned as “bulk region” it corresponds

to low values for m0 and m1/2 and no restrain on tanβ where 0.1 < λχh2 <

0.3. At large value of m0 and/or m1/2 the stau τ̃ becomes nearly degenerate

with the neutralino and they may annihilate into one another. This region

is mentioned as “coannihilation region” in the Fig. 3.8. At large values of

tanβ and m1/2 the psuedo scalar mass mA rapidly drops and a funnel like

region is formed with 2mχ = mA, this is shown by the s-channel annihilation

Feynman diagram. Finally there is a region at a very high m0 where the

value of µ starts to fall and the neutralino becomes more higgsino like called

the “focus point” [36].

74



Figure 3.8: (left) Feynman diagrams of possible mechanisms for reduction of

the DM relic density. These diagrams (from top to bottom) correspond

to the following regions on the CMSSM plane: the bulk region, the co-

annihilation region, the funnel region and the focus point [37]. (right) A

schematic diagram of the cMSSM with all the constrained and allowed regions

[36].

After applying the above mentioned indirect and cosmological constraints

as well as the constraints from the direct searches from detectors, the allowed

region in the parameter space of cMSSM are [38]:

m0 ≥ 100 GeV, m1/2, µ ≤ 2TeV, −3m0 ≥ A0 ≤ 3m0, 1 ≥ tanβ ≤ 70 (3.13)
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3.7 Summary

In this part, I have discussed the theoretical basis for my analysis. The

successes of the SM and also it’s weaknesses were covered. How could SUSY

explain away these weaknesses and give models for GUTs and in general

help us in understanding nature as a whole, were also touched on. At the

end, I have discussed the various factors which put limitations on the SUSY

searches. Further on, I will explain my analysis technique which will work

inside these constraints to look for supersymmetric particles at the ATLAS

detector.
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Part II

Technology and Tools
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Chapter 4

The Large Hadron Collider and

the ATLAS detector

The knowledge of physics laws at the sub-nuclear level (10−13 cm or smaller)

is in the most part a result of collider experiments where we analyze the

outcomes of high-energy collisions of elementary particles. The LHC is the

largest and the highest energy particle collider ever built. It started working

in September 2008. It was built by the European Organization for Nuclear

Research (CERN) to probe the energy frontiers and to answer the various

unresolved questions of particle physics, including the existence of the then

hypothesized Higgs boson and of the large family of new particles predicted

by SUSY.

Inside the LHC, two beams of protons are accelerated and collided with

each other at extremely high energies at TeV scale. This produces an avalanche

of particles that can be seen in the simulation of an event by the Sherpa gen-

erator in Fig. 4.1
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Figure 4.1: Pictorial representation of a tth event as produced by an event

generator. The hard interaction (big red blob) is followed by the decay of

both top quarks and the Higgs boson (small red blobs). Additional hard

QCD radiation is produced (red) and a secondary interaction takes place

(purple blob) before the final-state partons hadronize (light green blobs) and

hadrons decay (dark green blobs). Photon radiation occurs at any stage

(yellow) [39].
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These proton beams; one moving clockwise and the other anti-clockwise;

are smashed together in a 27 km radius tunnel underground the Swiss-Franco

border near Geneva, Switzerland. They are guided along the circumference

by super-conducting magnets. This allows us to study the physics at ex-

tremely small size scales and high energies.

Figure 4.2: The Large Hadron Collider ring [40].

The LHC performs p-p collision at four points along it’s ring. To analyze

the particles produced by the collisions, the LHC has four main detectors
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at these four points, that are CMS, ATLAS, LHCb and ALICE as shown

in Fig. 4.2. The LHC is designed to produce beam collisions at centre-of-

mass energy of
√
s = 14 TeV. In 2010-2011, a collision energy of 7 TeV

was achieved, ramping up to 8 TeV in 2012. In 2015, the LHC restarted

operations, colliding protons at 13 TeV. After the third technical stop in

2021, LHC will operate at the intended
√
s = 14 TeV centre-of-mass energy.

Protons are injected into the LHC after they go through a series of par-

ticle accelerators and linear colliders. First, these protons are produced in a

linear collider called Linac 2. They are ejected from the hydrogen atoms and

accelerated to 50 MeV. These protons are then transferred to the next par-

ticle accelerator called the PS Booster which accelerates them to 1.4 GeV.

The next accelerator after that is the Proton Synchrotron which acceler-

ates them to 25 GeV. After that to the Super proton Synchrotron (SPS)

where they are further accelerated to 450 GeV. After that they are finally

injected into the LHC which accelerates them to the TeV ranges.

The protons move through the ring in bunches. Every bunch has ∼ 1011

protons and there is the capacity for 2808 bunches in every beam. These

bunches of protons are 16 µm in width and few centimeters in length to en-

sure the maximum number of collisions. Bunches of protons cross 40 million

times a second. But the collisions don’t happen for all the protons, every

bunch crossing provides us with almost 25 interactions. When any protons

collide the process is called an “event”.

An important parameter to consider for any accelerator complex is called
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the “Luminosity” defined as:

L =
N2
b n

2
bfrevγr

4πεnβ∗
F (4.1)

where Nb is the number of protons per bunch, nb is the number of bunches,

frev is the revolution frequency, γr is the relativistic gamma factor, εn is the

normalized transverse beam emmittance, β∗ is the beta function of the beam

at the collision point and F is the geometric luminosity reduction factor since

the beams cross under a certain angle at the interaction points [41]. We

calculate the performance of the accelerator using “integrated luminosity”

and “instantaneous luminosity”. The instantaneous luminosity is directly

proportional to the rate of collisions whereas the integrated luminosity is

proportional to the total number of collisions collected. Luminosity in a

detector can be increased by making improvements to the criteria in Eq.4.1.

Fig. 4.3 and Fig. 4.4 show the integrated luminosity recorded the year 2015

and 2016 respectively.
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Figure 4.3: Cumulative luminosity versus time delivered to ATLAS (green)

and recorded by ATLAS (yellow) during stable beams for p-p collisions at 13

TeV centre-of-mass energy in LHC Run 2 for the year 2015 [42].
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Figure 4.4: Cumulative luminosity versus time delivered to ATLAS (green)

and recorded by ATLAS (yellow) during stable beams for p-p collisions at 13

TeV centre-of-mass energy in LHC Run 2 for the year 2016 [42].

4.1 The ATLAS detector

ATLAS (A Toroidal LHC ApparatuS) is a multipurpose detector, i.e., look-

ing for new particles, trying to learn about the basic forces of nature and

exploring about the unknown like the extra dimensions and dark matter

candidates. It’s main purpose is to look for the Higgs boson, but now that it

has been discovered, further investigations will tell us about it’s properties
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and thereby about the question of the “origin of mass”.

Figure 4.5: The ATLAS detector [43].

The ATLAS detector is 25 m in height and 46 m in width. It’s overall

weight is 7000 tones with approximately 100 million electronic channels and

∼ 3000 km of cables. It consists of four parts which are arranged in concentric

forward-backward symmetric cylindrical layers, around the interaction point

as can be seen in Fig. 4.5, these are:

• The Muon system, which is the outer blue region in Fig. 4.5, for de-

tecting and measuring the momenta of highly penetrating muons. The

muon spectrometer (MS) has separate trigger and very high precision

tracking chambers with a total trigger coverage of |η| < 2.4 and muon

identification and momentum measurement for |η| < 2.7.
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• The Calorimeters, that are used for measuring the energies of the parti-

cles produced by the p-p collision. Jets are reconstructed using the en-

ergy deposits in the hadronic calorimeters. A scintillator/tile calorime-

ter is used for hadronic coverage for |η| < 1.7. The electromagnetic

calorimeters consist of the high granularity liquid argon (LAr) sam-

pling calorimeters using lead as an absorber. This calorimeter has

acceptance covering |η| < 3.2.

• The Magnet system, that is composed of two large superconducting

magnet systems, i.e., the outer toroidal magnetic field outside the

calorimeters and within the muon system and the inner solenoid which

surrounds the Inner Detector. These magnetic fields are fundamental

for the momentum measurement.

• The Inner Detector, the main function of this part of the ATLAS detec-

tor is to measure the momentum of the outgoing charged particle and

the primary and secondary vertex determination in a particle dense

environment. Electron identification is also primarily done here. It

consists of three parts: the Pixel Detector which is a high granularity

silicon pixel detector, the Semiconductor Tracker which consists of sil-

icon microchips and outside both of these is the Transition Radiation

tracker which is made of drift tubes with transition radiation mate-

rial (Ref. [43]). This part of the detector provides precise tracking of

particles for |η| <2.5.

• The End-caps and forward regions, which go from 1.5 < |η| <4.9, are

instrumented with LAr calorimeters which are used for both electro-
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magnetic and hadronic measurements.

The information coming from these different sub-detectors is then recorded

using the coordinate system with a origin at the Primary vertex, the z-axis

points along the beam pipe , the y-axis points upwards and the x-axis points

towards the centre of the LHC ring and is perpendicular to −→y and −→z . The

azimuthal angle φ is used for describing angles around the beam axis i.e. in

the xy-plane and the polar angle θ describes the angles from the beam axis

i.e. in the yz-plane. More commonly used operator is η a function of θ:

η = −ln(tan
θ

2
) (4.2)

where η is 0 perpendicular to −→z at the primary vertex (PV) and∞ along

the beam axis. Distances in η are Lorentz invariant under longitudinal boost

in −→z direction. Angular distances from the PV are calculated in the ηφ-plane

using the equation [44]:

∆R =
√

(∆φ)2 + ∆η)2 (4.3)

In 2012, a data set with integrated luminosity of 20.3 fb−1 at a centre-

of-mass energy of 8TeV was recorded by the ATLAS experiment. Before

the Run-II of LHC in 2015, ATLAS went through several upgrades which

include the installation of the Insertable B-Layer in the pixel detector, a

smaller beampipe, additional muon end-cap chambers, and some new trigger

hardware. Also, significant improvements to the algorithms for physics ob-

ject reconstruction are done, which were applied to 13 TeV data for the first

time. During Run-II 2015+2016 ATLAS recorded L = 36.1 fb−1 of data at

a centre-of-mass energy of 13 TeV. This is the data set used for this analysis
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as described in chapter 9.

ATLAS has a rich physics program where a large number of physics anal-

ysis are being done. These analyses include precise measurements of known

SM processes like top-physics, electroweak-physics and the search for the

Higgs boson. Also, experimental searches are on-going to look for physics

beyond the SM, e.g. new physics like SUSY and other extensions of the SM.
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Chapter 5

Physics Object Definition in

ATLAS

Reconstruction of particles is a process that converts the electrical signals

recorded by the different detector elements into collections of measurements

associated to different particles produced by the p-p collision. There are

several layers of the reconstruction procedure of data. The first level of re-

construction objects are called the “tracks” and the “clusters”. Tracks are

the trajectories of the charged particles through the detector. The Inner De-

tector (ID) and the Muon Spectrometer (MS) in ATLAS are used to produce

track collections. These charged particles leave behind signals called “hits”.

Track reconstruction provides us with the primary vertex, the direction and

the momentum of a charged particle.

When electromagnetic and hadronic particles pass through the calorime-

ters they interact with the specific materials used in the construction of these

calorimeters and produce a cluster of secondary electromagnetic or hadronic
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particles which in turn produce tertiary particles. Electromagnetic particles

e.g electrons and photons produce dense and narrow showers and are pro-

duced in the electromagnetic calorimeter. Whereas the wide spread hadronic

showers are measured in the hadronic calorimeter. Cluster reconstruction

is done in both of these calorimeter and these data are then submitted to

higher level reconstruction algorithms for particle identification.

Figure 5.1: A transverse cut of the ATLAS detector to show different parti-

cle’s signature in different detector components [45].
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Figure 5.1 shows a transverse cut of the ATLAS detector differentiating

between it’s different components. It can be seen that different types of par-

ticles produced at the interaction point, leave different types of responses

when transversing through various parts of the ATLAS detector. The recon-

struction of these particles is described below:

5.1 Muons

Charged leptons like electrons and muons leave clear signals in the ATLAS

detector and they are very efficiently measured. Highly energetic muons

travel through the whole ATLAS detector to the MS and are measured there.

They are reconstructed by matching tracks in the ID and the MS. Muons

produced from the W and Z bosons decay have large momenta ∼ 15 GeV

and are called isolated muons because they have no surrounding activity.

Muons are also produced from hadronic decays of mesons including heavy

flavor decays. These have different criteria for selection and reconstruction.

All muon candidates have to have at least one hit in the Pixel detector and

at least six hits in the SCT and the TRT. In MS, the muon candidates are

then fit together using the hits from segments in different layers using a

global χ2 fit. Muons are labeled differently depending on the reconstruction

algorithms used which in turn depend on the combined ID-MS information

provided [46].

The SUSY working group definitions of muons which are used in the anal-

ysis here are of signal and baseline leptons. Baseline muons are used with
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a transverse momentum pT > 7 GeV, η > 2.7, d0 > 3 and z0 < 0.5. De-

fault muon identification is performed by applying quality requirements that

suppress background, mainly from pion and kaon decays, while selecting

prompt muons with high efficiency and robust measuerments. Also for this

analysis, selections are applied on cosmic muons to remove cosmic radiation

background.

5.2 Electrons

Electrons traveling through the detector, produce a track in the ID and a

shower in the electromagnetic calorimeter as can be seen in the Fig. 5.1. They

are very efficiently reconstructed by the ATLAS detector where the signal

and the background is separated very cleanly. Electrons produced from the

decay of W and Z bosons for our control regions are often selected using

an isolation criteria. Isolation reduces the number of electrons selected that

arise from heavy hadron decays and fake electrons from hadrons that mimic

electron signatures. The isolation requirement is that for the total transverse

momenta of tracks with in a cone of ∆R = 0.2 around the electron candidate

is to be less than 10% of the transverse momenta of the electron.

Prompt electrons from the central detector region η < 2.47 are selected

using a likelihood based identification (LH) [47]. There are four operating

points used by the analysis in ATLAS that cover the various required prompt-

electron signal efficiencies and corresponding background rejection factors.

These are V eryLoose, Loose, Medium and Tight corresponding to electron

efficiencies of > 93%, 93%, 88% and 80% respectively. We use the “TightLH”
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operating point for electron identification in our analysis.

5.3 Taus

Tau leptons are also charged leptons but they have a short life time (0.3 ps)

and decay into other charged particles (electrons and muons plus neutrinos,

or hadrons and a neutrino) and are not directly observed. The leptonic taus

have a very definite signal but the hadronic taus don’t have a very good

reconstruction because it suffers from a large amount of background. Neu-

trinos on the other hand are not detected at all because they have very small

weak interactions. They are inferred using the overall transverse momentum

imbalance called the ”missing transverse energy” Emiss
T . Tau leptons (τ) are

the heaviest of the charged leptons, and the only leptons that can decay into

hadrons (with a branching fraction of about 65%). The hadronic decays con-

sist of an odd number of charged particles, and zero or more neutral particles,

and a tau-type neutrino (ντ ) as shown in the Table.5.1. Tau identification is

important in searches for the SM Higgs boson decaying into τ+τ− as well as

the supersymmetric searches for heavier Higgs decays.
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Table 5.1: Tau decay channels and their branching ratios. Charged hadrons

are denoted by the symbol h± and although for simplicity τ− is shown, the

processes are valid for the charge conjugate [48].

Decay Mode Resonance B(%)

Leptonic Decays 35.2

τ− → e−ν̄eντ 17.8

τ− → µ−ν̄µντ 17.4

Hadronic Decays 64.8

τ− → h−ντ 11.5

τ− → h−π0ντ ρ(770) 25.9

τ− → h−π0π0ντ a1(1260) 9.5

τ− → h−h+h−ντ a1(1260) 9.8

τ− → h−h+h−π0ντ 4.8

Other 3.3

Electrons and muons from tau decays can not be distinguished from pri-

mary electrons and muons. Tau jets are reconstructed by the anti kt algo-

rithm with a distance parameter R = 0.4, pt > 10 GeV and |η| < 2.5 [49].

Tau decay vertex is identified as ID track vertex with the largest momen-

tum fraction from tracks within the jet core ∆R < 0.2. Tau jets also show

a distinctive one-prong and three prong structure and tau identification is

optimized separately for both of them. Boosted Decay Tree (BDT) theorems

are utilized by the τ working group to reject quark and gluon initialized

jets. Three tau identification categories are used: loose, medium, tight

with efficiencies of 0.6 (0.5), 0.55 (0.4) and 0.45 (0.3) respectively, for 1-
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prong (3-prong) decays [49]. For our analysis we use “medium taus” which is

the default/recommended identification criteria for taus with pT > 20 GeV,

|η| < 2.8 and 1 or 3 number of tracks.

5.4 Photons

Photons are electrically neutral so they don’t produce charged tracks in the

ID but they do produce showers in the EM calorimeter. Photons can convert

into electron positron pair which do leave tracks in the ID and a vertex that

is displaced from the interaction point. Photon reconstruction is seeded by

clusters with transverse energy greater than 2.5 GeV in the EM calorimeter.

These clusters are than matched with tracks from the ID clusters without

matching tracks are classified as unconverted photon candidates [50]. Clus-

ters with matched tracks in the ID are considered as electrons candidates. If

the photons are tracked back to a reconstructed vertex they are considered

as “converted” photon candidates. To increase the photon reconstruction

efficiency if we have one of the two tracks reconstructed and no hits in the

innermost pixel layer we consider it as a photon candidate. Photon iden-

tification is based on two sets of identification criteria ”loose” or “tight”

each dependent on the independent requirements on shape variables defined

in [50]. We have used the “tight” criteria here for our analysis with isolated

photon pt > 25 GeV, |η| < 2.37 and |η|clusters < 2.37 and are used in the

control region of the analysis CRγ.
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5.5 Jets

Jets are reconstructed from particles that decay and produce showers in

the hadronic calorimeter as shown in the Fig. 5.1. High momentum jets

correspond to a final state quark or gluon. The reconstructed jet energy

can be used to estimate the energy of the initiating parton in the p-p colli-

sions. Jets are reconstructed using the anti-kt algorithm from the FASTJET

package. The most commonly used radius parameter choice for the anti-kT

algorithm is R = 0.4 but R = 0.6 is also used when looking at the de-

cay products of highly boosted massive objects called “large R jets”.Three

types of jets are reconstructed depending on the input, truth jets: from the

event generator record of simulated events, track jets: from inner detector

tracks or calorimeter tracks: reconstructed from the calorimeter clusters.

Truth-particle jets must originate from hard-scatter vertex, and do not in-

clude muons and neutrinos nor particles from pile-up in order to ensure that

they are produced from particles that leave significant energy deposits in the

calorimeters.

Calorimeter jets or “topo-cluster” jets are built from clusters of adjacent

calorimeter readout cells that contain a significant transverse energy above

the noise. After that these jets are calibrated to an appropriate jet energy

scale by two calibration schemes. In the “electromagnetic-scale” jet energy

scale calibration scheme clusters are first calibrated to the electromagnetic

scale, this is the basic signal scale accounting correctly for the energy de-

posited in the calorimeter by the electromagnectic showers. Then a η and pT

dependent scaling factor is applied to correct the jet energies to the level of

hadronic showers. This scaling factor is derived from the Geant4 simulations

96



and test-beam responses.

Topo-clusters may be calibrated further using the local cell signal weight-

ing (LCW) method to estimate the jet energy scale calibration of the clusters

prior to jet formation. This method is basically designed to improve the en-

ergy resolution of the reconstructed jets from EM scale by including the

out-of-cluster energy deposits, the dead parts of the calorimeters, the pile-up

corrections and the energy fluctuations in the calorimeter.

Global sequential calibration is also applied on these jets which corrects

for the “jet flavour” meaning the jets originating from quarks differ in shape

and calorimeter energy response to jets originating from gluons [51].

97



Figure 5.2: Overview of the ATLAS jet calibration described in this thesis. All steps are derived and

applied separately for jets built from EM-scale and LCW calibrated calorimeter clusters, except for the

global sequential calibration, which is only partially applied to LCW-jets [51].
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For our analysis we have used anti-kT EM topo cluster jets with R =

0.4, pT > 50 GeV except for the leading one which has pT > 200 GeV and

with |η| < 2.8. If a jet four-momentum lies within a R < 0.2 cone relative

to an electron or photon, the jet is discarded, and the electron or photon is

retained to avoid double counting of physical objects as the photon/electron

reconstruction is done at the same time as the jets [52]. Similarly if a lep-

ton/photon is included in the R < 0.4 cone of the jets, the lepton/photon

is discarded because they are likely to originate from a heavy flavour quark

decay. Also, some cleaning cuts are applied to all the jets in an event called

the “event cleaning”. For this a track based variable is defined called the “jet

charge fraction” (fch). This is calculated as the ratio of the scalar sum of the

pT of the tracks coming from the jet’s primary vertex to the jet pT . Another

variable is defined for the “jet energy fraction in the layer with maximum

energy deposit (fmax)”. The ratio of these two variables (fch/fmax) is a good

discriminant between good and fake jets because the fake jets have low values

for the fch variable [53].

5.6 b-jets

It is very hard to identify the type of parton that initiated the jet except for

b-quarks. b quark jets or “b-jets” a sub-population of the above mentioned

anti-kT EM topo cluster, are identifiable because of their secondary vertex

and several tracks coming from the long-lived B-hadron. This is called ”b-

tagging”. The b-tagging algorithms use transverse Impact parameter d0 and

longitudinal Impact parameter z0 to identify the secondary vertex as shown

99



in the Figure 5.3.

Figure 5.3: Schematic diagram of b-decay within a jet [54].

The b-tagging algorithm used for this analysis is MV 2c10 a multi-variate

method trained to discriminate b-jets against light flavour jets with a b-jet

efficiency measurement of 77% [55]. The charm jets are also classified by this

method but to a much lesser degree of success.

5.7 Missing transverse energy

Different algorithms have been developed at ATLAS for the reconstruction of

the Emiss
T depending on where the energy is coming from whether the tracks

from the ID, the energy deposits from the calorimeters or a combination of

both. The Emiss
T reconstruction estimates the missing transverse momenta in

the detector from the calibrated signals coming from muons(µ), electrons(e),

photons (γ), hadronically decaying tau decays (τ) and the anti-kT EM topo

jets. The Emiss
T vector is calculated along the x and y axis as follows:

Emiss
x(y) = Emiss,µ

x(y) + Emiss,e
x(y) + Emiss,γ

x(y) + Emiss,τ
x(y) + Emiss,jets

x(y) + Emiss,soft
x(y) (5.1)
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where each term is the negative vectorial sum of transverse momenta of

tracks of charged particles or their energy deposits [56]. The value for Emiss
T

and it’s direction φmiss are then calculated as

Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2

φmiss = tan−1((Emiss
x ), (Emiss

y ))
(5.2)

The Emiss
x and the Emiss

y terms are expected to be Gaussian distributions

for Z → ll events [57]. But their tails are definitely non-Gaussian and we

do not want to loose information so we use root-mean-square (RMS) to esti-

mate the resolution [56]. The object definitions for Emiss
T terms are the ones

mentioned above. The order of terms here is important to minimize double

counting of the physical objects. These terms are called the hard terms of

the Emiss
T . The Emiss,soft

x(y) term includes all contributions from the tracks or

energy deposits that are not classified into the hard terms. The default SUSY

working group operating point for Emiss
T is the “loose” working point with

jetpT > 20 GeV and jetη < 2.4. The uncertainty in the Emiss
T comes from the

sum of all the uncertainties included in the calculation of Emiss
T and varies

for all analysis. For our analysis we use only the systematics from the tracks

and not from the calorimeters.

There are also those types of particles that are produced in the collisions

but do not directly interact with the detector because of their short life-

time. They are reconstructed using signature decay modes. Z bosons can

be detected using the two reconstructed electrons/muons or the W boson

is detected reconstructing the electron/muon, neutrino decay. We calculate

their masses and momenta without directly observing them. The same tech-
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niques are used for Higgs boson detection using H → ZZ(∗) → llll and

H → WW (∗) → lνlν decays (where l = e, µ) [45].

5.8 Systematic Uncertainties

Lepton reconstruction inefficiencies can arise from the mis-modelling of the

leptons as well as selection inaccuracies. These are corrected to match the

data by using scale factors. These scale factors are calculated from the data

efficiencies in the Z → µµ or Z → ee and W → eν channels as a function

of the lepton kinematics [37]. Jet energy scale (JES) uncertainties are cor-

rections in the jet energy scale for calorimeter non-compensation and energy

loss in dead material. This scale factor is calculated as the ratio of the re-

constructed jet transverse momentum to the truth simulated jet transverse

momentum preco
T /ptruth

T . Truth (generator-level) jets are obtained by applying

the anti-kt algorithm to the stable particles in simulated events that have a

lifetime of cτ < 10 mm. The effect of this uncertainty is assessed by varying

pT , η, pile-up and nearby dependent calibration by ±σ. The width of the jet

response distribution or the jet’s energy resolution (JER) is also a impor-

tant systematic uncertainty. This is calculated by by taking the ratio of the

width σpT to the mean value, pT , of a Gaussian fit to the jet energy response

distribution.

Combining all the uncertainty sources, the total uncertainty amounts to

around 1% at medium pT in central detector region but can be larger where

statistics are sparse. The b-jet scale factors and their uncertainties are also

calculated in the same way as the JES with up and down variations around σ.
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The uncertainties in Emiss
T come from summing up the uncertainties in all the

terms included in the Emiss
T final term calculation. However the uncertainty

on the soft term is specified by how well it is modeled in simulation. In an

event where the true Emiss
T is zero, the phard

T should be totally be balanced with

psoft
T but detector resolution effects give a ∆pmiss

T here as shown in Fig. 5.4.

This systematic uncertainty is calculated from the maximal disagreement

between the 2015+2016 data plus parton shower models for a certain set of

phard
T bins [56].

Figure 5.4: Sketch of the track-based soft term projections with respect to

phard
T for the calculation of the track based soft term systematic uncertainties

[56].

Integrated luminosities of a dataset also have an assigned uncertainty

from the counting rates measured by the ATLAS luminosity detectors. The

uncertainty on the measured luminosity is 2.1% for the 2015 and 3.4% for

the 2016 data set.
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Chapter 6

Trigger Techniques used at

ATLAS

6.1 Pile-Up

During the 2015+2016 data taking ATLAS recorded number of events to the

order of 1015. Number of protons in a bunch crossing are 1011 squeezed down

to 64 microns at the interaction point. This is to ensure multiple interactions

per bunch crossing, which results in overlapping data from different p-p col-

lisions. This is called “Event Pile-Up” or just “Pile-up” and this phenomena

produces particularly challenging complications for reconstruction and iden-

tification softwares as can be seen in display event for the first beam collisions

of 2015 recorded by the ATLAS detector.
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Figure 6.1: Display of a p-p collision event recorded by ATLAS on 3 June

2015, with the first LHC stable beams at a collision energy of 13 TeV. Tracks

reconstructed from hits in the inner tracking detector are shown as arcs curv-

ing in the solenoid’s magnetic field. The yellow rectangles along with the red

and green bars indicate energy deposits in the liquid argon and scintillating-

tile calorimeters. Tracks originate from several vertices, indicating multiple

p-p interactions (also known as pile-up ) recorded in one event [58].
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Figure 6.2: For 2015+2016, all data delivered to ATLAS during stable beams

is shown, and the integrated luminosity and the mean µ value are given

in the figure. The mean number of interactions per crossing corresponds

to the mean of the poisson distribution of the number of interactions per

crossing calculated for each bunch. It is calculated from the instantaneous

per bunch luminosity as µ = Lbunch × σinelastic/fr where Lbunch is the per

bunch instantaneous luminosity, σinelastic is the nelastic cross section which

we take to be 80 mb for 13 TeV collisions and fr is the LHC revolution

frequency [42].
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There are two types of pile-up; in-time and out-of-time pile-up. In-time

pile-up happens when multiple p-p collisions take place in the same bunch

crossing as the same time. We end up with large number of tracks, clusters,

excessive energy in the calorimeters and the reconstruction of the primary

event of interest is muddled. In-time pile-up has a significant effect on iden-

tification of electrons, jets and the measurement of missing ET .

Out-of-time pile-up happens when data from the previous bunch crossing

overlaps with the current bunch crossing. Out-of-time pile up primarily dis-

rupts the EM calorimeter energy measurements when energy deposits from

the previous bunch crossing add up in the current bunch crossing’s energy.

They give a long tail to signal shaping time and decrease the energy resolu-

tion.

6.2 TDAQ scheme in ATLAS

Since the higher the mass of the particle we want to produce the smaller

it’s cross section is. To counteract that we produce large numbers of events

to achieve significant quantities of these rare occurrences. At the LHC we

produce almost 1 billion p-p collisions per second. If all of the data produced

were to be recorded it would fill 100,000 CDs per second [59].

ATLAS online software, is the software that is used during data taking to

monitor the state of the data acquisition and the quality of physics data when

the beam is running. The ATLAS Trigger and Data Acquisition (TDAQ)

consists of the HLT and the Data Acquisition system (DAQ). DAQ transports
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selected events from the HLT to the mass storage. The online software is

the subsystem of TDAQ. It encompasses configuration of TDAQ, the control

framework and the monitoring of the Trigger-DAQ but it does not include

the processing and transportation of physics data. It is essentially the “glue”

that holds the various sub-systems together [60].

6.2.1 TDAQ performance in Run 1

To reduce the total data flow without losing interesting physics events AT-

LAS used a trigger system organized in three levels: level one called L1, level

two L2 and then the Event Filter (EF). These three levels are shown in the

Fig. 6.3. The L1 trigger, a hardware based trigger that was designed to

reduce the event rate from 40MHz to 75kHz. This trigger selection is based

on high pT clusters and tracks from calorimeters and MS respectively. The

φη coordinates are provided here referred as the Region of Interest(ROI)

in the Fig. 6.3. The L1 trigger needed to be very fast so the reconstruction

algorithms are implemented directly in the L1 hardware. The Level-1 is com-

posed of the calorimeter trigger, the muon trigger and the Central Trigger

Processor (CTP), which serves the Level-1 results to the detectors [60].

The L2 trigger, a software based trigger, it reduced the event selection per

second from 75 kHz to 1 kHz. It selected 1 in 15 events to proceed to the EF.

Algorithms that process data at the rate of 50ms per event to reconstruct

leptons, photons and jets from the data coming from L1 were implemented

here. L2 trigger decisions are based on these reconstructed objects.
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Figure 6.3: TDAQ architecture. The trigger path is sketched on the left,

while the data acquisition one on the right. The design parameters are re-

ported for each component in black, while in red are reported the average

values in 2012 [60].
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The Event Filter EF, the final stage in the trigger scheme, further re-

duced the data stream by using information of more complex reconstruction

algorithms such as Bremsstrahlung recovery for electrons and vertex finding.

It selected one in ten events coming from the L2 trigger, reducing the event

rate to 1 kHz to 100 Hz. All events that passed the event filter are written

to tape and stored at CERN and are available for physics analysis [56].

The ReadOut System (ROS) receives event fragments from the detector

readout via ≈ 1600 optical links upon Level-1 acceptance [60].

The TDAQ system is based around two data networks, the Data Collec-

tion (DC) and the Back-End (BE), for different data traffics. By the time

Run 1 ended, most of the components of the TDAQ system were operating

beyond their predicted design values. Increased pile-up rates proved to be a

big challenge to the TDAQ system highly effecting the HLT processing time

and thus the computing power of the TDAQ system [60]. For this we needed

upgrades to the ATLAS trigger system.

6.2.2 Trigger updates for Run-II

Since for Run-II, we operated the LHC at higher centre-of-mass energy and

smaller bunch spacing of 25 ns, we expected higher luminosities and pile-up.

To cope with these changes for Run-II, the three staged trigger system has

been turned to a two staged system i.e L1 and the High level trigger (HLT)

as shown in Fig. 6.4. L1 has new custom-made electronics, that finds regions

of interest faster using coarse information from MS and calorimeters. The

maximum acceptance rate has increased from 75 to 100 kHz. A new fast
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Figure 6.4: The ATLAS TDAQ system in Run-2 with emphasis on the com-

ponents relevant for triggering [61].
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tracking system (FTK) has been added to the L1 trigger hardware which

would be operational from 2018. The FTK system provides global ID track

reconstruction at L1 using associative memory chips for pattern recognition

[61]. This FPGA-based track fitter performs a fast linear fit before inputting

the tracks to HLT making track reconstruction procedures usable at much

higher event rates. Two FPGA-based processor modules (L1-Topo) are also

added to make event selection more robust and sophisticated.

The L2 and the EF farms are merged into a single HLT, changing it’s

entire architecture. This significantly reduced CPU and network usage, while

providing a flexible combination of fast and detailed processing as shown in

Fig. 6.4. To deal with the higher input flux from L1 and also to increase the

output rate, the ROS system has also been upgraded.

The reconstruction and identification of physics object at trigger level

is critical, inefficiencies in their reconstruction or too high kinetic thresholds

could compromise a BSM discovery as well as precision measurements for SM

parameters. For an efficient trigger we need a lower threshold and a higher

particle selection efficiency. With the Run-II improvements on the TDAQ

system and the better CPU management multivariate techniques are now

being used at the trigger level which have lead to higher trigger efficiencies

as shown in Fig. 6.5.
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Figure 6.5: Comparison of the likelihood-base and the cut-base HLT elec-

tron triggers efficiency as a function of the offline electron candidates trans-

verse energy ET with respect to true reconstructed electrons in Z → ee.

The HLT e24 medium iloose L1EM18VH trigger is the Run-1 algorithm re-

quiring an electron candidate with ET > 24 GeV satisfying the cut-based

medium identification, while HLT e24 lhmedium iloose L1EM18VH trigger

corresponds to the Run-2 algorithm using the likelihood-based lhmedium

electron identification. Both trigger chains also require the same track isola-

tion selection and are seeded by the same level-1 trigger (L1EM18VH) [61].

The events selection for this analysis was done using a trigger logic that

accepts events with a missing transverse momentum above 70 GeV (for data

collected during 2015) or 90 to 110 GeV (depending on data taking period for
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data collected in 2016). The trigger was 100% efficient for this event selection.

Auxiliary data samples used to estimate the yields of background events were

selected using triggers requiring at least one isolated electron with pT > 24

GeV), muon (pT > 20 GeV) or photon (pT > 120 GeV) for data collected in

2015. For the 2016 data, the background events were selected using triggers

requiring at least one isolated electron or muon (pT > 26 GeV) or photon

pT > 140 GeV).
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Chapter 7

ATHENA Software framework

The ATLAS collaboration has developed a software and middleware that

enables data access to all physics analysis group independent of their geo-

graphical location. ATLAS offline software is called Athena. Offline software

runs on the data once it’s stored to produce objects for analysis. Athena

has a C++ control framework in which data processing and analysis is per-

formed. A framework is a skeleton of an application where programmers plug

in their code. It provides common functionality and communication between

different components. Athena framework is based on the GAUDI component

architecture that was originally developed by LHCb. Athena is then the

sum of this kernel framework, together with ATLAS-specific enhancements.

Athena is used to refer to the framework and the name GAUDI is used to

refer to the architecture upon which this framework is based.
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7.1 ATHENA classes

The main Athena classes are divided into four categories:

• Tools should always inherit from a tool interface. Any function that

should be visible from the outside has to be defined in the interface.

Any additional public functions that are only defined in the tool (and

not in the interface) can only be seen within a package.

• Data Objects are lightweight packages, intended only as containers

of the information. Any analysis or calculation should again be imple-

mented in a tool.

• Algorithms An algorithm is a C++ class that implements Athena. It

takes input, manipulates it and gives us the results. All physics related

tasks are implemented in Athena as algorithms.

• Services refer to classes that facilitate and provide utilities to algo-

rithms and are globally available [62].
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Figure 7.1: The main components of the ATHENA framework as seen by an

algorithm object [62].

Scripts for the run-time control of code execution in Athena are written

in Python. These scripts are called the ”Job Options”. The algorithms are

configured and sequenced at run time using job options. A standard Athena

job consists of three steps:

• Initialization: Loading of services and algorithms

• Execution: A list of algorithms run sequentially on each event, this is

called the Event Loop.

• Finalization: Algorithms are terminated and data objects (results of

the algorithms that can serve as an input to the subsequent algorithms)

are deleted.
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7.2 Definition of ATHENA Algorithm

This section is referenced from [62].

In algorithm base class we have, the initialization of certain internal point-

ers, include directives, forward declarations and private member variables, a

constructor and a destructor, the IAlgorithm interface, a subalgorithm iden-

tification and a whole series of declaring properties.

• Constructor and Destructor The constructor takes two arguments,

the first is the name that will identify the algorithm object being in-

stantiated and the second is a pointer to the interface.

• The IAlgorithm Interface Three methods must be initialized by

the interface class initialize(), execute() and finalize() virtually which

are implemented by the derived algorithm classes. Derived algorithm

classes are the ones that are specifically designed for a purpose. These

derived classes implement the methods of the IAlgorithm interface, and

declare the algorithm’s properties of the Algorithm base class.

• Service accessor methods In the initialize section of the algorithm,

we declare accessor methods which return pointers to key service inter-

faces. These services are only accessible after the algorithm has been

initialized. The services which they refer to are recognizable easily by

names.

• Creation of sub algorithms These are defined as StatusCode create

subalgorithm function specified by a type and name.
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• Declaration and setting of properties Here the algorithm must

declare it’s properties to the framework using the declareProperty()

method. The Algorithm base class then uses the setProperties() method

to tell the framework to set these properties to the values defined in

the job options file.

• Filtering

If we have a list of algorithms (sequence) where we wish to execute

these algorithms in a way to see a particular reconstruction signal for

example. Each algorithm may make a filtering decision, based on some

characteristics of the event which we decide, that can either allow or

bypass processing of the downstream algorithms in the sequence. The

filter decision may also cause a branch whereby a different downstream

sequence of Algorithms will be executed for events that pass the filter

decision relative to those that fail it.

ATLAS Software is organized into a hierarchical structure of “Projects”

and “Packages”. Inside each project, software is divided into packages. The

main domain for packages are generators, inner detector software, common

tracking software etc. A package is the basic unit of the offline software.

Each package has a name, a path and a “Tag number” as a suffix at the end

of it’s name. This tag number distinguishes different versions of that pack-

age. Each version of a project has a “release number” and there is an overall

Release number that identifies a complete collection of packages. Package

Tags are updated frequently but production of a whole new release happens

after few months [63].
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7.3 Monte-Carlo Event Generators

Several phenomena happen after the p-p collisions which need to be emulated

in the simulation of an event to understand the physics behind them. A

schematic illustration is shown in the Fig. 7.2 below:

Figure 7.2: Schematic picture of a p-p collision. Shown are the incoming

protons and their parton content described by the PDFs, the partonic inter-

action given by the ME, the PS and hadronization of the quarks and gluons in

the event and additional activity in the event originating from the underlying

event and pile-up [64].

120



At ATLAS, a detailed Monte Carlo (MC) simulation is performed for the

signal and the background processes to include all of the QCD interactions

and underlying W , Z and top events. Using the factorization theorem [65] we

could divide the differential cross section in separate parts mentioned in the

Fig. 7.2. Parton distribution functions (PDFs) of the incoming partons

and their contents are an important factor for calculating a p-p interaction

cross section. The PDFs give the probability of finding a parton with a

certain fraction of proton’s momenta inside the proton. Different strategies

can be used in measurements for calculations of PDF and these choices in-

fluence the predictions of the simulation generators. The Matrix Element

describes the hard scattering processes using the QCD and QED with the

help of the Feynman rules. They are not normally not calculated beyond

next-to-leading orders (NLO) in the generators due to computer power con-

traints. Proton showers connect the matrix element calculations at the

parton level with the observed hadrons. Hadronization is the formation of

hadrons when the new partons cannot be further described by the parton

showers. The underlying event provides additional interactions other than

parton showers and hadron scattering [64].

All these effects are included in the Monte-Carlo (MC) generators from

the hard short-distance physics to the long wavelengths of hadronization and

hadron decays. General purpose detector start from low-order (LO or NLO)

descriptions of the perturbative hard physics and then attempt to include

the “most significant” corrections, such as higher-order matrix-element cor-

rections and parton showers, resonance decays and finite-width effects, un-

derlying event, beam remnants, hadronization, and hadron decays [66].
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The main five MC generators used in this analysis are:

• SHERPA Originated in studies of the matching of hard-emission ma-

trix elements with parton showers at NLO precision level. Therefore it

is a preferred generator for processes with additional jets.

• HERWIG Originated in perturbative coherence studies, is used for

angular-ordered parton shower productions [66].

• PYTHIA This is a multi-purpose generator that does hadronization

studies at LO matrix element level. The proton showers and underlying

events are implemented using Lund’s string fragmentation model [66].

• POWHEG also provide NLO matrix element calculations. It then

gets the proton shower description by interfacing with PYTHIA.

• MADGRAPH5 MC@NLO provides matrix element calculations up

to LO [64]. Similarly to POWHEG it is then interfaced with PYTHIA

or HERWIG. It is used for systematic uncertainties calculations.

7.4 Full MC production chain

For MC events production a Full Chain of steps needs to be taken from

Generation to production of Analysis Object Data (AOD), this is called ’Full

Simulation’ shown in the Fig. 7.3. Input for ’simulation’ stage comes from

the event generators like PYTHIA and HERWIG in the ”Event Generation”

stage. Data objects representing Monte Carlo truth information (HepMC)

from the generators are read by simulation and processed. Digitization is the
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process whereby the GEANT4 Hits from the simulation are then subjected

to the response of the detector to produce Digitized hits, as produced in the

Raw Data from the real detector. Hits produced by the simulation can be

directly processed by the digitization algorithm and transformed into Raw

Data Objects (RDOs). During the reconstruction, the digitized RDOs, such

as times and voltages, are reconstructed into tracks and energy deposits

as Event Summary Data (ESD) files. ESD are very big data files and are

obsolete now. Analysis Object data (AOD) files or Derived Analysis object

data (DAOD) files are their summary and smaller in size are commonly used

in analyses.

ATLFAST the ATLAS Fast MC production chain is an approach imple-

mented parallel to digitization and reconstruction to decrease the huge CPU

usage cost, in the integrated simulation framework (ISF). This uses tech-

niques like ”frozen showers” and ”fast simulation of a particles interaction

with the ATLAS (FATRAS)” to enables the production chain to simulate in

detail only the parts of the event which are relevant to the analysis being

done and use the faster alternatives for the rest [68].
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Figure 7.3: Schematic representation of the Full Chain Monte Carlo produc-

tion [67].
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Part III

From mT to Recursive Jigsaw
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Truth is found neither in the thesis nor the antithesis, but in an emergent

synthesis which reconciles the two.

Georg Wilhelm Friedrich Hegel
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Chapter 8

Mass bound Variables

If we ever discover NP at the LHC the first order of business would be to

measure the mass of the new particle. This deceptively simple task turned out

to be a notoriously difficult challenge which we are trying to explain in this

chapter. Almost all mass measuring techniques which have been developed

through the years follow these three steps:

• The postulation of a decay topology applied on the NP production

process of the particle whose mass is being measured.

• Identification of the final state variables or observables which will be

most successful in distinguishing the signal from the background. Ba-

sically the typical set of observables from the detector are the four-

momenta of objects which together with their topology and probabil-

ities hypothesis can be used to make inferences on the masses of the

particles.

• Using these variables we can put constraints on the measurements of the
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desired particle mass. For example kinematic endpoints or a fit to the

shape of a differential distribution from a large number of events [69].

There are some general ambiguities like combinatoric ones with identical

pair production of particles like in R-parity conserving SUSY signals and we

are not sure which decay chain they belong to, the initial state radiations

(ISR), intermediate state particles that leave the identities of particles in

the final state permuted or if the decay topology matches the reality. These

ambiguities are resolved differently by different mass measuring techniques

which will be discussed in the next sections.

8.1 Near or On-Shell Particles Mass Measure-

ment

On or near threshold particle production can be observed with using variables

that scale approximately at the energy scale of the event. For SUSY-like

events where we have on-shell massive particles decaying to two invisible

particles per each step in a long decay chain, we can try to identify and

calculate the unknown individual four-momenta and energies of all the decay

products and construct an invariant mass peak. We can then do a “bump

hunt” for NP over the relatively smooth background continuum. This method

is independent of any type of assumptions on the interactions, the decay

topology and the intermediate particle produced [69].

The definition for “effective mass” (Meff) in terms of scalar sum of the

transverse momenta of jets and the missing transverse momenta pmiss
T is given
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as:

Meff =
∑
N

|PT,N |+ pmiss
T (8.1)

where N is analysis specific [69].

Another variable used for on shell mass measurement techniques very

similar to Meff is the HT defined as the sum of the transverse momenta of all

the jets in the final state:

HT = pT (1) + pT (2) + pT (3) + pT (4) + ... (8.2)

Another variable for measuring invariant masses for above mentioned

SUSY-like particles produced on shell which also takes no assumptions about

the underlying event structure and is generally model independent is the
√
smin defined in ref. [70] as,

√
smin(Minv) =

√
E2 − P 2

Z +
√

(Emiss
T )2 +M2

inv (8.3)

√
smin is a function of Minv the sum of masses for all the final state

invisible particles, an unknown parameter. Although
√
smin is defined in a

fully inclusive manner and takes in longitudinal information as well, it is

highly effected by ISR and multiple parton interactions.

These mass techniques although very simple since they don’t require in-

dividual momentum or masses of the invisible particles in the final state.

In their model independency they loose any specific characterization of the

event and become sub-optimal for more complex event topologies [71].
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8.2 Mass measurement for two body Visible

and Semi-invisible decays

Figure 8.1: Topologies for two body visible decay and two body visible and

invisible particle decay [69].

The first figure in the diagram 8.1 is a visible two body decay similar to

Z → e+e−. The mass of Z is calculated using the sum of squares of the

fully visible four-momenta of the daughter particles in Eq.8.4:

M2
z = (pe+ + pe−)2 (8.4)

This formula however cannot be applied to calculate mass of a particle

that has invisible or weakly interacting particles in it’s decay chain. For ex-

ample for W → lν the neutrino goes unobserved and gives rise to missing

momenta. This means to observe the mass of W the four-vectors missing

momentum needs to be studied. For LHC, the boost along the beam axis of

the collision centre-of-mass is not known, constraining the information that

can be gathered about the missing momentum. To decrease the number of

unknown degrees of freedom for the missing energy a projection of the energy
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or momentum is done into the plane transverse to the beam [73]. The exper-

iment UA(1) discovered the W particle using the the explicit construction of

the transverse mass MT [74],

M2
T = 2(E(T,vis)E(T,inv) − p(T,vis).p(T,inv)) ≤M2

W (8.5)

where E2
(T,inv) = p2

(T,inv). The equality in the equation Eq.8.5 is only possible

when both the lepton and neutrino are produced with the same rapidity [69].

As MT ≤ MW the mass of the W boson is determined from the endpoint of

the population boundary called the “kinematic edge”. This distribution is

shown in Fig. 8.2.

Figure 8.2: (left) Dilepton invariant mass distribution for Z → l+l−. (right)

The transverse mass distribution showing a peak at the W mass. The two

curves show the results of a fit to the hypothesis W → eν and X → eνν [12].

MT though has model dependence as the precise fraction of events which

occur with MT close to MW are dependent on how the W boson decays and

131



the physics behind the production of the W boson and can only be applied

when one parent particle is decaying in one or more step to one invisible

particle.

8.3 Mass measurement for Identical semi in-

visibly decaying particles

In R-parity conserving SUSY signals we have two identical pair produced

particles decaying to two LSPs and visible SM particles as shown in Fig. 8.3.

For these cases we cannot use the transverse mass variable anymore.

Figure 8.3: A generic illustration of hadron collisions which leads to the

production of particles that decay to visible particles p1 and p2 and the

invisible particles that contribute to the missing transverse energy [72].

When we have a pair of particles being produced in the collision which

individually decay to visible and invisible parts, combinatorial ambiguities

arise, since it is no longer generally possible to associate a particular visible

particle with one or other of these decay chains. Also, the missing transverse
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momenta is the sum of the transverse momentum of both invisible particles

and constraints are applied which link the two chains together.

Squark production also follows the pattern shown in the Fig. 8.3,

q̃ → qχ̃0
1 (8.6)

for arbitrary momenta we can write,

m2
q̃ = m2

q +m2
χ̃0

1
+ 2(ET,qET,χ̃0

1
cosh(∆η)− pT,qpT,χ̃0

1
) (8.7)

where

ET =
√

p2
T +m2 (8.8)

η =
1

2
ln[(E + pZ)/(E − pZ)] (8.9)

and ∆η is the rapidity difference between q and χ̃0
1 and is a Lorentz

invariant quantity.

As cosh(∆η) ≥ 1,

m2
q̃ ≥ m2

T (pT,qpT,χ̃0
1
) ≈ m2

q +m2
χ̃0

1
+ 2(ET,qET,χ̃0

1
cosh(∆η)−pT,qpT,χ̃0

1
) (8.10)

Since mentioned before pmiss
T = pT,χ̃0

1,a
+ pT,χ̃0

1,b

m2
q̃ ≥ max

{
m2
T (pT,q(a)pT,χ̃0

1,a
),m2

T (pT,q(b)pT,χ̃0
1,b

)
}

(8.11)

and since the splitting in the pmiss
T is unknown

m2
q̃ ≥MT2 ≡ min∑

pmiss
T

[
max

{
m2
T (pT,q(a)pT,χ̃0

1,a
),m2

T (pT,q(b)pT,χ̃0
1,b

)
} ]
(8.12)
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where minimization is over all combinations of pmiss
T = pT,χ̃0

1,a
+ pT,χ̃0

1,b
.

MT2 is a lower bound on the maximum of the two transverse masses of the

parent particles over an unknown split between χ̃0
1,a and χ̃0

1,b.

8.3.1 Mitigating the upstream component

Figure 8.4: The generic event topology where the visible objects that are the

upstream jets, the parent particles Vi and the total transverse momentum of

the missing particles Mc are mentioned in yellow [75].

In general, the parent pair may be accompanied by a number of additional

upstream objects like initial state radiation jets (ISR) or decays of even heav-

ier particles up the decay chain. To remove these effects from the momenta

measurements, 1 dimensional decomposition is applied on the MT2 into MT2⊥

and MT2|| where MT2|| is constructed from components parallel to the up-

stream momenta (ISR) and MT2⊥ is perpendicular to it and thus has no

dependence on it [69]. This method also allows a direct measurement of the

child particle mχ̃0
1

and thus result in a true parent mass mq̃ from the above

example [75].
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However like Meff , MT2 does not depend on the physics process used in

generating it and a priori, it cannot be said that MT2 could be useful for

the mass measurement of the physics process being studied. Even if we can

formulate mχ̃, MT2 function dependence on mχ̃0
1

cannot be predicted. In

general MT2(χ̃0
1) could rise, fall, or even be stationary w.r.t χ̃0

1 [76].

8.3.2 Contraverse Mass Variable MCT

To remove the dependence ofMT2 on χ̃0
1, the variableMCT was suggested [77].

Consider that parent particles pi are produced in a centre-of-mass rest frame

F0 and then are boosted to different frames F0 and F1 where the boost applied

here is equal and opposite in direction to F0. The quantity that is invariant

in such a contralinear boost is called the contraverse mass MCT given as [77],

MCT ≡ [E(p1) + E(p2)]2 − [p(p1) + p(p2)]2 (8.13)

= m2(p1) +m2(p2) + 2[E(p1)E(p2) + p(p1)p(p2)]. (8.14)

This insensitivity to the boost in the contralinear direction is desirable in

the for the magnitude of those boosts would be unknown and immeasurable

if there are invisible daughter particles produced [69]. MCT does not give the

mass of the particle decaying to p1 and p2 but in the absence of visible ISR

and if the visible particles are massless, it gives an endpoint at,

Mmax
CT =

m2
parent −M2

inv

Minv

= 2k∗ (8.15)

where k∗ is the momentum of the daughter particle in the frame of parent

particle. This gives an equation of constraints between parent and daughter
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particle masses and as described in [77], that if we could do this analysis

at various stages along the symmetric decay chain all the masses could be

determined [78].

If the visible particles are identical which is the case we are studying here

m(v1) = m(v2) = m(v), the above equation is given as [79],

Mmax
CT (m(v)2) =

m(v)2

mparent

+
m2

parent −M2
inv

Minv

. (8.16)

The measurement of the gradient and intercept of the functionMmax
CT (m(v)2)

allows the mass of the parent and the invisible daughter to be measured in-

dependently [79].

To avoid the smearing of the endpoint of the above Eq.8.16 due to up-

stream radiation MCT⊥ was suggested in [80] which is invariant under the

boost acquired from the recoil against the upstream transverse momentum.

Another variant ofMCT similar in construction toMT2 was introduced in [81],

MCT2 = min∑
pmiss
T

(max {MCT ,M
′
CT}). (8.17)

This variable has a Jacobian which increases the density of events near

the endpoint Mmax
CT [69]. But this turned out not to be useful when the SM

background was found to be peaking at this endpoint as well as shown in

Fig. 8.5 [82].
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Figure 8.5: Zero-bin subtracted MCT⊥ variable distribution after cuts, for tt̄

dilepton events. The yellow (lower) portion is our signal, while the blue

(upper) portion shows tt̄ combinatorial background with isolated leptons

arising from τ or b decays [80].

8.3.3 Separation of decay chains; Hemisphere mT2 vs

mTGEN

To resolve the combinatorial ambiguity about which side of the pair produced

event decay chain the reconstructed final state particles were coming from

two parallel methods were introduced. The “mT2 hemisphere method” which

used the recursive hemisphere reconstruction algorithm defined in Ref. [84]

as:

• Compute two initial axes, the first one is chosen as the direction of the

highest momentum object and the second one as the as the direction

of the object with the largest p.∆R w.r.t to the first where the ∆R =
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√
(∆φ)2 + (∆η)2. The axes are chosen as the directions of the pair of

objects which have the largest invariant mass.

• Associating objects (jets and leptons) to these axis where the object

has the smallest angle to the object and the hemisphere squared masses

are minimum.

• Recalculating the axes as the sum of the momenta of all the connected

objects. In order to converge to a stable solution, the axes are only

updated after a full iteration is performed.

• Iterating the association until no objects switch from one group to the

other.

Ref. [83] used this grouping algorithm on the cascade decay products

from a squark or a gluino to see the mT2 endpoint. The mT2 kinematic edge

however was smeared by the misidentification of hemispheres as shown in

Fig. 8.6 and the systematic uncertainties arising from the fitting functions.
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Figure 8.6: Kinematical configurations for (a) mvis ≈ mmin
vis and (b) mvis ≈

mmax
vis . When mvis is large the jets in the hemisphere are less collinear and

the hemisphere algorithm likely misgroups the particles [83].

MTGEN is the smallest value of the MT2 obtained after trying all possible

combinations of visible momenta (excluding the effects of ISR and multiple

parton interactions) between the two decay chains. The MTGEN endpoint

gives a constraint on the parent particle mass as a function of a hypothesized

daughter particle masses like mT2. However the time and computational cost

for mTGEN was a downside as the minimization of mT2 for each event had

to be repeated 2N time, where N is the number of partitions of the particles

in that event, for the calculation of MTGEN [85]. Also the bound was much

lower than the true mass.

8.4 Razor variables

There are three kinds of frame relevant to decay chains in the LHC: the lab

frame where the p-p collisions happen, the centre-of-mass frame for the pair
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production PP to occur at rest and the two decay frames Pa → VaIa and

Pb → VbIb. The razor variable construction method assumes that we have

massive parent particles produced at or near threshold because as mentioned

before the PDFs fall of with centre-of-mass energy (CM).

For each event we preform a clustering of the selected leptons and jets

in the event into two distinct hemispheres called “Megajets”. The restframe

of the visible system is defined by summing up the four-momenta of all the

physics objects in all possible combinations. The combination that minimizes

the sum of the invariant mass of the two megajets is selected. Then these

collections are treated as single objects and have no overlap.

A Razor frame R is defined by the longitudinal boost βL from the lab

frame to where the visible decay products have equal and opposite z-momentum,

βL =
pz1 + pz2
E1 + E2

(8.18)

where pzi are the z-th component of the momenta and Ei are the energies

of the visible decay products [86]. In this R-frame: 2Ei = M∆. This is

valid in the case where the parent particles are produced on threshold and

CM frame ≈ lab frame.

The longitudinally boost invariant mass in R-frame is defined as:

M2
R = (E1 + E2)2 − (pz1 + pz2)2 (8.19)

which peaks near M∆ for pz1 = −pz2 similar to MCT . Now to measure

the transverse measure of the MR variable motivated by the fact that the

background with have no invisible component will have Pa and Pb back to
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back:

(MR
T )2 =

1

2

[
Emiss
T (p1T + p2T )−

−→
Emiss
T .(−→p 1T +−→p 2T )

]
(8.20)

This variable has a kinematic edge at MR
T ≤ M∆ for signal events. The

dimensionless ratio of these two variables is:

R2 = (
MR

T

MR

)2 (8.21)

This is used for discriminating between QCD background and the signal

where for signal R ≈ 1 and for background R ≈ 0. However in the case

where Mp ≈ MI the signal starts to look like background. The transition is

gradual though and generally opens sensitivity to regions with low M∆ [87].
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8.5 Super-Razor variables

Figure 8.7: Sketch of the three sets of frames relevant to the razor reconstruc-

tion: the lab frame, the pair production frame and the two decay frames.The

approximate razor frame identified with each physically relevant frame is

also shown with the actual and approximate boosts from one frame to the

next. By convention, we label each boost by the destination frame. Figure

from [86].

Up till now in our razor frame construction techniques ISR and MPI were

ignored. If these effects are included the parent particles are boosted ans

no longer being produced on threshold. If we take the sum of transverse

momenta of all decay products as show in the Fig. 8.7 last frame as:

−→
J T = −Emiss

T + pvis
T1 + pvis

T2 (8.22)

Now in this case to get to the razor frame or the pair production frame

we add an additional boost factor which accounts for the recoil against the
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ISR to the longitudinal boost from Eq.8.18 i.e.

βR =
−
−→
J T , p

r
z√

|
−→
J T |2 + |prz|2 + ŝR

(8.23)

To simplify the reconstruction of the CM energy
√
ŝR we make two as-

sumptions:

• The invariant mass of the visible system is equal to the invariant mass

of the invisible system.

• ∂
√
ŝR/∂p

R
z = 0

We find,

ŝR
4

=
1

2

(
M2

R +
−→
J T .(

−→p vis
T1 +−→p vis

T2) +MR

√
M2

R + 2
−→
J T .(

−→p vis
T1 +−→p vis)

T2

)
(8.24)

Then the boost from the pair production/R-frame to the decay frame is

given as:

βR+1 =
−→p vis

R1 −
−→p vis

R2

ER1 + ER2

(8.25)

The pvisR1 and pvisR2 come from the R-frame. This equation 8.25 has the

right symmetry that the boost to the decay frame of S1 is the negative of

the boost to the decay frame of S2. The βR+1 and the
√
ŝR are related to

the M∆ of the visible objects by the razor variable:

MR
∆ =

√
ŝR

2γR+1

(8.26)
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where γR+1 is the Lorentz factor associated with the boost βR+1. This

variable gives a kinetic edge at M∆ as shown in Fig. 8.8 [86].

Figure 8.8: Upper row:Distributions of MR
∆ or a 150 GeV slepton (left) or

chargino (right) and a range of neutralino masses. Also shown is the W+W−

background for which M∆ = mW . Bottom row: Distributions of MR
∆ nor-

malized to M∆ for selectrons (left) and charginos (right), again for a range

of neutralino masses.

The total energy of the R-frame is the CM energy variable
√
ŝR which

can be divided in three parts:

ŝR
4

= (MR
∆)2 + (pR1 + pR2)2 + (ER1 − ER2)2 (8.27)
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Using the above components we could write a dimensionless variable:

|cos(θR+1)|2 =
(ER1 − ER2)2

ŝR/4− (MR
∆)2

=
ŝR/4− (MR

∆)2 − (pR1 + pR2)2

ŝR/4− (MR
∆)2

(8.28)

This angle is interpreted as the measure of the energy difference between

the two visible particles which is useful in rejecting the background. Another

variable ∆φβR is defined as the azimuthal angle between the sum of the visible

particle momenta pR1 +pR2 and the boost βR in the R-frame. This variable is

uncorrelated with the MR
∆ , and cos(θR+1) and is used in compressed spectra

analysis and removing QCD background.

Figure 8.9: The definition of the azimuthal angle ∆φβR between the sum of

visible momenta and the R-frame boost. The direction of the boost βR from

the lab frame to the R-frame is also shown here.

Although the mass variables MR
∆ and ŝR are somewhat similar to the

mass variables discussed before, the angular variables cos(θR+1) and ∆φβR

are unique in their use of razor boosts. Using these set of variables we

approximate the CM frame for the event and define an extra set of variable

to analyze the system.
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8.6 A comparison between MCT⊥, MT2 and

Super-razor variables

All three of the variables represent the M∆ construction for the signal event

with a sharp edge or end point at the true value. Both MCT⊥ and MT2

are invariant for the effect when the parent particles are not produced on

shell. The invariance in MT2 comes from the minimization and for MCT⊥

it comes from the consideration of only the kinematics along the transverse

axis perpendicular to pCM
T . In super-razor technique, for MR

∆ we calculate

the boost from the laboratory frame to the CM frame and by using only

Lorentz invariant information in the determination of this transformation,

the definition of the resulting reference frame is stable under variations of

pCM
T .

Since MCT⊥ only chooses events along one axis, half of the time it’s value

sits at zero. So effectively it uses only half of the dataset. MT2 has though

fewer events sitting at zero but it increases for larger pCM
T or for higher jet

multiplicities or boosted topologies as shown in Fig. 8.10.
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Figure 8.10: Distributions of M∆ estimating variables for charginos with

mass 150 GeV decaying into 50 GeV neutralinos and leptonically decaying

W bosons, as a function of jet multiplicities. Variables include MR
∆ (left),

MCT⊥ (center) and MT2 (right), all normalized to the true value of M∆ for

each sample [86].

Figure 8.11 shows the results of the analysis done in [86] for sleptons

and charginos and comparing results for mass variables MR
∆ ,MCT⊥ and MT2.

CMS analysis using MR
∆ clearly outperforms MCT⊥ while ATLAS analysis

with MR
∆ is slightly better than the one with MT2.
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Figure 8.11: Expected exclusion limits in Nσ or left-handed selectrons de-

caying to leptons and neutralinos using 20fb−1 of 8 TeV data as a function of

neutralino mass with 300 GeV selectrons (left) or as a function of selectron

mass with 100 GeV neutralinos (right). Expected limits are calculated for

MR
∆ using CMS (blue) and ATLAS (green) selection cuts and compared with

exclusions from CMS MCT⊥ (red) and ATLAS MT2 (orange) [86].
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Chapter 9

Recursive Jigsaw Technique

The Z2 symmetric phenomenology of R-parity conserving SUSY implies that

there must be an even number of new particles produced and that they are

produced in pairs. Furthermore, they decay through specific channels to the

lightest weakly interacting particle that is stable and hence does not decay

into SM particles. These detector invisible particles can be inferred from the

missing energy calculations but there are many limitations in measuring the

four-momenta of these particles. Crucial information about the identification

and observation of these particles is lost due to these detector limitations.

Various techniques were discussed in the previous Chapter which have been

used to search for evidence of new particles in high energy physics experi-

ments. In this Chapter, I will introduce the Recursive Jigsaw approach which

is a phenomenological extension of the Super-razor technique but applies a

different methodology.

Recursive Jigsaw (RJ) is an approach to construct a set of observables

for the above mentioned under-constrained systems on an event-by event
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basis. An event here refers to the collection of measurements collected corre-

sponding to a p-p collision including the three momenta of the reconstructed

particles, potential measurements associated with their masses, missing mo-

mentum and the CM energy of the interaction. A “decay tree” is imposed on

the reconstruction of the event. This decay tree is an approximation of the

particular Feynman diagram of the reaction we intend to observe. This is the

principle discriminating factor between the NP and the background samples

which would result in an incomplete reconstruction or else demonstrate an

over or under abundance bias hopefully yield a difference in shape to the

signal.

Implementing decay tree topologies not only describes an event but also

give us an extra set of kinematic observables such as the masses and the decay

angles between the different frames of reference appearing in a decay tree.

This gives us more handles for observation of NP in an under-constrained

system in addition to the momentum and energy measurements of final state

particles.

A typical RJ reconstruction is given as:

• For each event, impose a decay tree following the signal topology.

• Proceed down the decay tree from the first known reference frame, the

lab frame, to the rest frame/CM frame PP and through each interme-

diate frame and determine the boosts and angles relating them to each

other.

• When unknowns are encountered in calculation of the observables, a

jigsaw rule is applied to resolve the necessary information. These set
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of interchangeable rules can be applied recursively at every stage as long

as they are not so over-constrained that they prevent real solutions.

• In each of these newly constructed rest frames, all relevant momenta

are defined and can be used to construct a basis of kinematic variables

such-as multi-object invariant masses. In order to keep these variables

uncorrelated, in RJ reconstruction we exploit the boosts relating the

frames since the kinematic variables correspond to the frame they are

defined in.

9.1 Kinematic and Combinatoric ambiguities

in an invisible particle decay

Kinematic ambiguities refer to having no information on how to sum up the

invisible particles to the missing transverse energy as there are restrictions

to calculating the four-momenta. Combinatoric ambiguities arise when the

invisible particles are indistinguishable and we do not know where in the

decay chain they should be placed. We have discussed in the previous chapter

that combinatoric ambiguities are generally resolved by choosing a particular

quantity to minimize, taking all possible combinations into consideration.

Recursive Jigsaw uses the same principle with jigsaw rules designed which

can be combined recursively to treat both types of ambiguities.

In a final state with no charged leptons the objects observed in the detec-

tor are predominantly jets. We partition these jets as shown in Fig. 9.1 in

a hemisphere to minimize the masses of the group constituents. Hence the
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choice for which vectors are summed is made by finding the jets nearest in

the phase space. This tends to join a hard jet with a soft near-by radiated

jet. The given number of visible momenta in the frame will be summed to-

gether until only n distinct vectors remain. The same is done for the invisible

system until m vectors remain.

Figure 9.1: Hemisphere construction in RJ algorithm.

Using the jigsaw rule chosen here to minimize the masses of the recon-

structed hemispheres resolved the ambiguities associated with this channel.

9.2 Jigsaw Rules

The RJ reconstruction is a framework for applying jigsaw rules like puzzle

pieces on a chosen decay tree. Each jigsaw rule resolves ambiguities under
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different constraints and assumptions, some of the general ones are stated

below:

1. Mass resolution of Invisible particles: If the mass of an invisible parti-

cle, I is unknown it can be chosen to be the smallest Lorentz invariant

function of visible four-vectors, that is sufficiently large to accommo-

date any other applied jigsaw rules which correspond to dividing I

into other invisible particles for the case under study.

2. To remove dependency on the unknown degrees of freedom along the

z axis: If the momentum of an invisible particle I is unknown in a

reference frame F along an axis n̂||, it can be chosen so that the rapidity

of invisible particle I is equal to the rapidity of the visible particle V.

pFI,|| = pFV,||

√
|pFI,⊥|2 +m2

I√
|pFV,⊥|2 +m2

V

(9.1)

where ⊥ indicates plane perpendicular to n̂||. This choice is equivalent

to minimizing MV I w.r.t pFI,||.

This is used to resolve the longitudinal boost of the lab frame to the

rest frame βlab
CM,z. Equating the βlab

CM,z = plab
v,z/E

lab
vis = 0 makes the βlab

CM,z

invariant along the z direction. This also sets the plabvis,z = plabinv,z = 0

and equates the rapidity of the visible particle to the invisible particle.

3. Hemisphere minimization for two body invisible decay: If the internal

degrees of freedom specifying how an invisible particle, I = Ia, Ib should

be partitioned into two particles, they can be specified by choosing a
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corresponding set of visible particles V = Va, Vb and apply the con-

straint that the MVaIa = MVbIb . It is assumed that the four-vectors of

the visible particles are known in the CM frame F = V, I. If the visible

particles Va and Vb are massless, the minimum value of MI required to

guarantee that the individual invisible particles will not be tachyonic

is mV [88].

9.3 Inclusive Squark search q̃ → qχ̃0
1

For a squark pair production, as shown in the Fig. 9.2 we have two invisible

particles in the final states. The decay tree imposed on this final is shown

in the Fig. 9.3. The two visible particles or jets in this case have their

four-momenta vectors measured in the detector. The Emiss
T of the system is

interpreted as the sum transverse momentum of the two neutralinos:

Emiss
T = plab

I,T = plab
χ̃0

1,a,T
+ plab

χ̃0
1,b,T

(9.2)

where I = χ̃0
1,a, χ̃

0
1,b sum of the two invisible particles.
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Figure 9.2: The decay topology for a squark pair production in the simplified

model.
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Figure 9.3: Decay tree topology for production with pair produced particles

(Pa or Pb) decaying to one or more visible particles Va and Vb and invisible

particles Ia and Ib. The two sides are labelled differently to distinguish which

decay particle is coming from which side of the decay tree.

With two invisible particles we have eight unknown degrees of freedom.

The first “jigsaw rule” we apply here is that the rapidity of the visible system

V = qa, qb is equal to the rapidity of the invisible system and the whole decay

tree is essentially invariant under the longitudinal boost of the lab frame βlabI,z .

This leaves us with mass of the neutralino system and how the transverse

momentum is shared between the two invisible system to specify. To find a

workaround this, we proceed to the rest frame/CM frame PP. In the PP

frame shown in the Fig. 9.3 the momentum of the invisible system I is equal

and opposite to the momentum of the visible system V. The momentum

of the parent particles P are also equal and opposite in this frame. Using
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only these constraints, there are many different ways to choose the unknown

individual momenta of the two neutralinos. The RJ approach of reasoning is

to consider these unknowns as the components of the velocities relating the

two P rest frames to the PP (CM) frame [88]. Using the before-mentioned

third “jigsaw rule”that the two pair produced squarks have the same mass

MVaIa = MVbIb , their rest frame P velocities are given by:

−→
β c =

−→
β PP
Pa = −

−→
β PP
Pb (9.3)

The Euclidean mass Mc evaluated by taking the inner product of the

four-vectors with a Euclidean metric is given as:

M2
c = 2(E q̃q̃

qaE
q̃q̃
qb

+−→p q̃q̃
qa .
−→p q̃q̃

qb
) (9.4)

This is evaluated by taking the inner product of the four-vectors with a

Euclidean metric and is invariant under the application of any contra-boost

βc.

The energy of each visible particle (jets) can be then be expressed in

contra-variant terms in their respective squark production frame:

E q̃i
qi

=
m2
qi

+ 1/2M2
c (pq̃q̃qa , p

q̃q̃
qa)

m2
qa +m2

qb
+M2

c (pqq̃q̃a , pqq̃q̃a )
(9.5)

Neglecting the individual jet masses, approximating the values of rest of

the parameters to equal to one and setting the neutralinos masses to zero

implies that MI = mv where MI is the approximated mass of neutralinos in

the PP rest frame and mv is the four-vectors of visible particles in the lab

frame.
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After the application of these “jigsaw rules”, values for all of the unknowns

in the event are specified. Kinematic quantities of interest are estimated by

constructing a set of observables. The primary energy-scale-sensitive vari-

ables constructed for the squark analysis are denoted by H. The H variables

are labeled with a superscript F and two subscripts n and m, HF
n,m. The

F represents the rest frame in which the momenta are evaluated and the

subscripts n and m represent the number of visible and invisible momentum

vectors considered, respectively. This means, given the number of visible

momentum vectors in the frame, these are summed until only n remain.

These observables derive their name from HT but are not necessarily

evaluated in the lab frame, include contributions from the invisible momenta

and need not be transverse. These are constructed with aggrgate momenta

from the vectors mentioned above using the same mass minimization proce-

dure used for the self-assembly of the decay tree. The purposeful obfuscation

of information into aggregate momenta allows for the same event to be in-

terpreted in several independent ways. Fundamentally, the efficacy of this

approach comes simply from the triangle inequality
∑
|−→p | ≥ |

∑−→p | such

that each H variable encodes unique information.

The observables used in the squark search are:

• H PP
1,1 : scale variable as described above. Measures the momentum of

missing particles in the PP frame and behaves similarly to Emiss
T .

• H PP
T 2,1: scale variable as described above. Behaves similarly to effective

mass, Meff (defined as the scalar sum of the transverse momenta of

the two leading jets and Emiss
T ) for squark pair production signals with

two-jet final states.
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• H PP
1,1 /H PP

2,1 : provides additional information in testing the balance

of the two scale variables, where in the denominator the H PP
2,1 is no

longer solely transverse. This provides excellent discrimination against

unbalanced events where the large scale is dominated by a particular

object pT or by high Emiss
T .

• plab
PP, z/(p

lab
PP, z + H PP

T 2,1): compares the z-momentum of all the objects

associated with the PP system in the lab frame (plab
PP, z) to the overall

transverse scale variable considered. This variable tests for significant

boost in the z direction.

• p PP
T j2/H

PP
T 2,1: the ratio of the transverse momenta of the second leading

jet, evaluated in the PP frame (p PP
T j2 ) to the transverse scale variable,

with small values generally more background-like.
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Figure 9.4: Distribution of ratios of scale variables used in the di-squark

search. As can be seen, both a lower and upper cut in the H PP
1,1 /H PP

2,1 is

needed to remove the QCD and Top backgrounds. This would also reduce

the Boson backgrounds, in the lower cut case and a particular class of Z+jets

in the upper cut case [89].

Figure 9.4 shows the distributions of H PP
1,1 /H PP

2,1 and illustrates why

these variables are chosen for the squark signal identification.
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9.4 Strong gluino production g̃g̃ → qqqqχ̃0
1χ̃

0
1

With gluino decays we get higher jet multiplicities in the final state as shown

in Fig. 9.5 and Fig. 9.6. Although a combinatoric ambiguity must be

resolved as to which squark to associate with each jet, more visible particles

allow for better resolution of the under-constrained neutralino kinematics.

To resolve this combinatoric ambiguity we use the jigsaw rule to choose a

q̃ − jet pairing that minimizes the function M2
Va

+ M2
Vb

, this is equivalent

to pairing particles that are travelling close together as to be expected for a

common decay source.

The next jigsaw rule to be applied is to resolve the invisible particle

masses as done in the previous section as the smallest Lorentz invariant

function of visible four-vectors. This turns out to be M2
I = m2

V − 4mVaVb .

The second jigsaw rule relevant to the rapidities of visible and invisible

particles to remove the plab
I,z dependence is also applicable here. Lastly, the

contra-boost invariance technique explained in the previous section is used

to specify the neutralino’s four-vectors using the constraint that Mg̃a = Mg̃b

is used. These rules remove the ambiguities and unknown degrees of freedom

associated with the Emiss
T and we can now define a set of observables to study

the quantities of interest like the invariant gluino masses.
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Figure 9.5: The decay topology of a gluino pair production in a direct decay.

Four visible particles are reconstructed in the final state, along with two

invisible particles which are constrained by the measured Emiss
T .
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Figure 9.6: The decay topology for gluino pair production in a one-step decay.
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Figure 9.7: The decay tree for gluino pair production with an additional level

of decay to include more than two visible particles.

For gluino pair-production the the variables used in this search are:

• H PP
1,1 : The same as described in Section 9.3.

• H PP
T 4,1: analogous to the transverse scale variable described in Section

9.3 but more appropriate for four-jet final states expected from gluino

pair production.

• H PP
1,1 /H PP

4,1 : analogous to H PP
1,1 /H PP

2,1 for the squark search.

• H PP
T 4,1/H

PP
4,1 : a measure of the fraction of the momentum that lies in

the transverse plane.

• plab
PP, z/(p

lab
PP, z +H PP

T 4,1): analogous to plab
PP, z/(p

lab
PP, z +H PP

T 2,1) above.

• mini (p PP
T j2i/H

PP
T 2,1i): represents the fraction of a hemisphere’s overall

scale due to the second-highest-pT jet (in the PP frame) compared to
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the overall scale, independently for each hemisphere. The smaller of

the values in the two hemispheres is used, corresponding to the index

i.

• maxi (H Pi
1,0 /H

Pi
2,0 ): testing balance of solely the jets momentum in a

given hemisphere’s approximate sparticle rest frame (Pi, index i in-

dicating each hemisphere) provides additional discrimination against

a small but otherwise signal-like subset of background events with a

vector boson and associated jets.

Figure 9.8 shows some of the distributions of designed variables to ex-

plain the importance of choosing these variables as our signal discriminating

selection criteria.
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Figure 9.8: The distributions p PP
T j2i/H

PP
T 2,1i (top) H PP

T 4,1/H
PP

4,1 (bottom) for

di-gluino production [89].

9.5 Compressed Spectrum searches

In this search we consider cases where the initial sparticles are pair pro-

duced and decay to SM reconstructible particles and one, or more, weakly-

interacting ones. The masses of the parent particles are identical as well as

the masses of the invisible particles χ̃0
1. The mass splitting mP̃−mχ̃0

1
however
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is very small in this case and the decay products do not come out with a large

enough transverse momenta. Here we make use of the strong initial state ra-

diations (ISR) jets which causes the system of initially produced sparticles

to recoil in the opposite direction. By the imposition of a simple decay tree

as shown in Fig. 9.9 we attempt to identify visible (V ) and invisible (I)

systems that are the result of an intermediate state corresponding to the

system of sparticles and their decay products (S). Reconstructed Emiss
T from

the detector is used to identify ISR. In the limit where the invisible system

receives no momenta from the parent particle decay, Emiss
T solely results from

the recoil against the ISR:

Emiss
T ≈ −pISR

T ×
mχ̃0

1

mP̃

(9.6)

where pISR
T is the total transverse momentum of the ISR system.

Since Emiss
T is the main discriminant in this analysis, transverse view of

the reconstructed event is used which ignores the longitudinal momentum of

the jets. So the all the frames seen in Fig. 9.9 are transverse approximations.
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Figure 9.9: Strong sparticle production with ISR decay tree for use with

small mass-splitting spectra. A signal S particle decaying to a set of visible

momenta V and invisible momenta I recoils off a jet radiation system ISR.

The jigsaw rule applied here is that the objects that are close in space-

time are grouped together to effectively minimize the S and ISR systems

and remove combinatoric ambiguities. The total (transverse) mass of the

CM frame is then given as:

MCM =
√
M2

ISR + (pCM
ISR)2 +

√
M2

S + (pCM
S )2 (9.7)

with pCM
ISR and pCM

S are the magnitudes of ISR and S systems in the CM

frame respectively. They are dependant on the combination of the objects

assignments and are equal in magnitude due to the minimization done above.

As we can see, MCM is independent of this assignment. Over each poten-
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tial partitioning of V and ISR system, the pCM
ISR/S is effectively maximized

simultaneously as the minimization on the MS and the MISR. This is similar

to reconstructing Emiss
T and performing a jet-clustering around it using the

transverse mass as a distance metric [91].

We can then construct a set of experimental observables that are sensitive

to the mass-splitting between parent and child sparticles and that are capable

of discriminating against SM background.

• p CM
T S : the magnitude of the vector-summed transverse momenta of all

S-associated jets (|~p CM
T S |) and Emiss

T evaluated in the CM frame.

• RISR ≡ ~p CM
I · p̂ CM

T S /p
CM

T S : serves as an estimate of mχ̃/mg̃/q̃. This is

the fraction of the momentum of the S system that is carried by its

invisible system I, with momentum ~p CM
I in the CM frame. As p CM

T S

grows it becomes increasingly hard for backgrounds to possess a large

value in this ratio – a feature exhibited by compressed signals.

• MT S: the transverse mass of the S system.

• NV
jet: number of jets assigned to the visible system (V ) and not associ-

ated with the ISR system.

• ∆φISR, I : the azimuthal opening angle between the ISR system and the

invisible system in the CM frame.
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Figure 9.10: (down row) Distribution of pCM
ISR,T as a function of RISR from (left

to right) boson+jets and top+X backgrounds. (up row) Distribution of pCMISR,T

as a function of RISR from (left to right) gluino and squark pair-production

signal samples [91].

Figure 9.10 shows different behaviour of squark and gluino signals as com-

pared to the boson+jets and top+X backgrounds. Increasing pCM
ISR,T results

in a narrowing of RISR for compressed signals and for backgrounds the two

variables are highly uncorrelated. Hence stricter cuts on pCM
ISR,T yield better

discrimination from RISR.
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Figure 9.11: Projected exclusion and discovery reach for squarks (right-hand)

and gluino pair production (left-hand) in the compressed regions with 25 GeV

≥ ∆m ≤ 200 GeV [91].

Figure 9.11 illustrates the projected sensitivities for putative gluino and

squark signals with compressed mass spectra with an integrated luminosity of

100 fb−1 at centre-of-mass energy of
√
s = 14 TeV. These sensitivities were

calculated using optimizing cuts on the variables mentioned before. This

plot shows that gluino masses in compressed scenarios above 1 TeV can be

discovered with exclusion significance for masses of 1.4 TeV in some cases.

Also squark masses of 600 GeV and mass splitting up to 200 GeV can be

discovered with greater than 5σ significance while they can be excluded for

masses between ≈ 800 and 900 GeV.

9.6 QCD rejection variables

In order to reject fake Emiss
T coming from jet mismeasurements, the Emiss

T is

combined with jets using a jet-clustering algorithm where a recursive min-
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imization is done on the reconstructed four-vectors of jets and Emiss
T (on

event-by-event basis) assembled in a binary decay tree as shown in Fig. 9.12.

Figure 9.12: Diagram of decay tree containing a self assembling frame. This

frame will take all of its children (including the individual elements compris-

ing pi) and arrange them in a binary decay tree by recursively minimizing

the masses of the two children at each step. The self assembling frame selects

which elements of the pi is the Emiss
T closest to momentum space and whose

potential mis-measurements are most-likely to have caused the Emiss
T .

The jets appearing with the Emiss
T have their transverse momenta com-

pared with the Emiss
T using the observable:

RQCD =
max(~p jets

T · ~E miss
T , 0)

(Emiss
T )2 + max(~p jets

T · ~E miss
T , 0)

, (9.8)

where ~pjets
T is the transverse momentum of the Emiss

T -associated jets in the

lab-frame. An angular discriminant called “∆QCD” is defined for the same

purpose. It uses the cos(φj, E
miss
T ), the decay angle of the jets/Emiss

T system

calculated using the transverse jet(s) and Emiss
T four-vectors.
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∆QCD =
1 + cos(φj, Emiss

T
)− 2RQCD

1 + cos(φj, Emiss
T

) + 2RQCD.
(9.9)

This variable tends to have values in the interval [−1, 0] for severe jet-

mismeaurements while Emiss
T coming from weakly interacting particle tends

to have a value in [0, 1] as shown in Fig. 9.13.

QCD rejection can also be done by using the variables from RJ recon-

structed variables. When the Emiss
T has a suspicious provenance, an additional

imbalance is introduced between Emiss
T and the visible objects, this appears in

the calculation of plab
T,PP = Emiss

T + plab
V,T . This momentum is used to calculate

the boost from the lab frame to the PP rest frame. If we mis-measure Emiss
T

and over-boost then the sum of the visible momenta in the resulting frame,

−→p PP
V will tend to the direction opposite the boost whereas there would be no

correlation if the boost was correct. Similarly, if there were an under-boost

−→p PP
V will align to the boost. These two extrema correspond directly to π

and 0 in the variable ∆φR which is designed to look for this effect. Fig. 9.14

shows this alignment more so with increasing RpCMT ,
√
SR

. QCD events can be

rejected be applying cuts on RpCM
T ,
√
SR

, ∆φR.
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Figure 9.13: QCD rejection using the variables ∆QCD, RQCD for simulated

background and signal models. The upper left plot shows the distribution for

QCD multi-jet events, while the upper right plot contains the distribution for

an ensemble of simulated di-gluino models. The latter is restricted to signal

models where the mass difference between the gluino and LSP is less than

300 GeV. The bottom row of plots contain simulated signals where the mass

different between the parent sparticle and LSP is greater than 1 TeV, with di-

squarks (left) and di-gluinos (right). The red curve indicates a potential cut,

with the RQCD term offset for the cut (x0 = 0.2) and the amount of bend

(α = 0.015) indicated in the upper right of the plots. These parameters

correspond to a default working point that is relatively performant for all of

the signals considered but not optimal for any.
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Figure 9.14: Two-dimensional distributions QCD rejection variables

RpCM
T ,
√
SR

, ∆φR for simulated signal and background samples. The upper

left plot shows the distribution for QCD multi-jet events, while the upper

right plot contains the distribution for an ensemble of simulated di-gluino

models. The latter is restricted to signal models where the mass difference

between the gluino and LSP is less than 300 GeV. The bottom row of plots

contain simulated signals where the mass different between the parent spar-

ticle and LSP is greater than 1 TeV, with di-squarks (left) and di-gluinos

(right). The red lined boxes indicate a potential cut, with the width of the

cut (∆φR = 0.6) and the height of the cut (RpCMT ,
√
SR

= 0.15) indicated in the

upper right of the plots. These parameters correspond to a default working

point that is relatively performant for more compressed scenarios but not

optimal for large mass splittings.
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9.7 Simplified Models

The philosophy behind Simplified Models is simple; write an effective La-

grangian that requires minimum field content to produce a specific SUSY

signature. This Lagrangian introduces the smallest possible set of new par-

ticles and their couplings by keeping the number of free parameters to O(a

few). It is possible then to provides the maximal reach in both mass and

σ × BR [92]. A significant criticism of Simplified Models is that they each

assume a 100% branching ratio to a specific signature. If an excess is seen in

one channel then these models would try to explain it through one specific

signature. We could then apply the cumulative results of all possible decay

chains to see which model best fits the signal seen. But since no information

is available on how the branching ratios are distributed and since each model

assumes it provides the full excess of events seen, this method is too simpli-

fied to explain the nature of NP. So simplified models can tell us where to

look for NP signals but they can’t fully explain what it is [87].
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Figure 9.15: Mass reach of the ATLAS searches for SUSY. Results are quoted

for the nominal cross section in both a region of near-maximal mass reach

and a demonstrative alternative scenario, in order to display the range in

model space of search sensitivity [90].
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Part IV

Results and Conclusion
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“Everything should be made as simple as possible but not simpler.”

Albert Einstein
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Chapter 10

Search for squarks and gluinos

in the 0 Lepton Channel

The analysis described in this part of the thesis is published in Ref. [93].

Details are provided in this chapter on the design of the analysis.

10.1 Monte Carlo Samples

Simplified models and pMSSM models are both used as representative SUSY

signals for this analysis. Signal samples are used to describe squark and

gluino pair production, followed by the direct or one-step decays of squarks

and direct or one-step decays of gluinos as shown in Figure 10.1. These

samples were generated with up to two (simplified models) or one (pMSSM

models) extra partons in the matrix element using the Madgraph event gen-

erator interface with PYTHIA 8.

The simulation of the W or Z/γ boson production is performed using
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Figure 10.1: The decay topologies of squark pair production (a,b,c) and

gluino pair production (d, e, f, g) in the simplified models with direct (a) or

one-step (b,c) decays of squarks and direct (d) or one-step (e, f, g) decays of

gluinos.

Sherpa event generator. Simulated events containing a photon in association

with jets were generated requiring a photon transverse momentum above 35

GeV. For the generation of tt̄ and single-top processes Powheg-Box v2 gen-

erator was used. Diboson processes (WW , WZ, ZZ) were simulated again

using the Sherpa generator. For processes with four charged leptons (4`),

three charged leptons and a neutrino (3`+1ν) or two charged leptons and

two neutrinos (2`+2ν), the matrix elements contain all diagrams with four

electroweak couplings, and were calculated for up to one (4`, 2`+2ν) or no

partons (3`+1ν) at NLO. For processes in which one of the bosons decays
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Table 10.1: The SUSY signals and the SM background MC simulation sam-

ples used in this analysis. The generators, the order in αs of cross-section

calculations used for yield normalization, PDF sets, parton showers and tunes

used for the underlying event are shown.

Physics process Generator Cross-section PDF set Parton shower Tune

normalization

SUSY processes MG5 aMC@NLO 2.2.2–2.3.3 NLO+NLL NNPDF2.3LO pythia 8.186 A14

W → `ν + jets sherpa 2.2.1 NNLO NNPDF3.0NNLO sherpa sherpa default

Z/γ∗ → `¯̀ + jets sherpa 2.2.1 NNLO NNPDF3.0NNLO sherpa sherpa default

γ + jets sherpa 2.1.1 LO CT10 sherpa sherpa default

tt̄ Powheg-Box v2 NNLO+NNLL CT10 pythia 6.428 Perugia2012

Single top (Wt-channel) Powheg-Box v2 NNLO+NNLL CT10 pythia 6.428 Perugia2012

Single top (s-channel) Powheg-Box v2 NLO CT10 pythia 6.428 Perugia2012

Single top (t-channel) Powheg-Box v1 NLO CT10f4 pythia 6.428 Perugia2012

Single top (Zt-channel) MG5 aMC@NLO 2.2.1 LO CTEQ6L1 pythia 6.428 Perugia2012

tt̄ +W/Z/WW MG5 aMC@NLO 2.2.3 NLO NNPDF2.3LO pythia 8.186 A14

WW , WZ, ZZ sherpa 2.1.1 NLO CT10 sherpa sherpa default

hadronically and the other leptonically, matrix elements were calculated for

up to one (ZZ) or no (WW , WZ) additional partons at NLO. All dibo-

son samples also simulated up to three additional partons at LO using the

Comix and OpenLoops matrix-element generators, and were merged with

the Sherpa parton shower.

A summary of all the MC samples used is given in Table.10.1.

10.2 Physics Object Definitions

The reconstructed primary vertex of the event is required to be consistent

with the luminous region and to have at least two associated tracks with

pT > 400 MeV. When more than one such vertex is found, the vertex with

the largest
∑
p2
T is chosen. Jet candidates are reconstructed using the anti-

182



kt jet clustering algorithm with a jet radius parameter of 0.4 starting from

clusters of calorimeter cells. The jets are corrected for energy from pile-up

using the method: a contribution equal to the product of the jet area and the

median energy density of the event is subtracted from the jet energy. Further

corrections, referred to as the jet energy scale corrections, are derived from

MC simulation and data, and are used to calibrate the average energies of

jets to the scale of their constituent particles. Only corrected jet candidates

with Emiss
T > 20 GeV and |η| < 2.8 are retained.

Jet Vertex Tagger (JVT) s a jet moment which aims to distinguish be-

tween jets arising from the hard-scatter and the pile up. By cutting hard on

JVT of each jet, better rejection of pile-up jets can be achieved, although

this comes at a cost of a decreased acceptance for jets coming from the hard-

scatter.

10.2.1 Overlap removal

Since electrons and jets are calorimetric objects it is not uncommon for an

electron to also be reconstructed as a jet or vice versa. In addition, for the

purpose of this analysis, electrons and muons in a jet (e.g. from hadron

decays) are not relevant to classify the event. To this effect, an “overlap

removal” procedure is applied to avoid double counting and/or remove non

isolated leptons.

Most overlap criteria are based on the simple geometric ∆R =
√

(∆φ)2 + (∆η)2

variable. The criteria is applied in the following order:

• If a baseline electron and a baseline muon share the same ID track, the

electron is ignored.
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• If a baseline electron and a jet are found within ∆R < 0.2, and a jet is

not b-tagged with MV2c10 85% efficiency working point, the object is

interpreted as an electron and the overlapping “jet” is ignored.

• If a baseline electron and a jet are found within ∆R < 0.4, and the

jet is not flagged as “pile-up jet” (pT > 60 GeV ‖ η > 2.4 ‖ JVT >

0.59), the the object is interpreted as a jet and the nearby “electron”

is ignored.

• If a baseline muon and a jet are found within ∆R < 0.2, the object is

treated as a muon and the overlapping “jet” is ignored if the jet and

the muon satisfy either of the following criteria:

– The number of tracks with pT > 500 MeV that are associated to

the jet is less than three.

– The jet is not b-tagged with MV2c10 85% efficiency working point.

• If a baseline muon and a jet are found within ∆R < min(0.4, 0.04 + 10

GeV/ pmuonT ), the object is treated as a jet and the overlapping “muon”

is removed if the jet is not flagged as pile-up jet.
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Table 10.2: Summary of the jet selection criteria
Cut Value/Description

Baseline Jet

Algorithm Anti-kT Topo R = 0.4

Acceptance pT > 25 GeV, η < 2.8

Pile-up Suppression pT > 60 GeV ‖ η > 2.4 ‖ JVT > 0.59

b-jet

b-tagging algorithm MVc210 at 77% efficiency point

Acceptance pT > 60 GeV, η < 2.5

Reclustered Jet

Algorithm Anti-kT R= 1.0

Input Baseline jets with pT > 25 GeV

Table 10.3: Summary of the electron selection criteria. The signal selections

are applied on top of the preselection.
Cut Value/Description

Baseline Electron

Algorithm AuthorElectron

Acceptance pT > 7 GeV, ηclust < 2.47

Quality LooseLH

Overlap ∆R(e,jet) > 0.4

Signal Electron

Acceptance pT > 7 GeV

Quality TightLL

Isolation GradientLoose

Track |zPV0 .sinθ| < 0.5 mm

|dPV0 |/σ(dPV0 ) < 5
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Table 10.4: Summary of the muon selection criteria. The signal selections

are applied on top of the preselection.
Cut Value/Description

Baseline muon

Acceptance pT > 7 GeV, |η| < 2.7

Quality Medium

Overlap ∆R(µ,jet) > 0.4

Signal muon

Acceptance pT > 7 GeV

Isolation GradientLoose

Track |zPV0 .sinθ| < 0.5 mm

|dPV0 |/σ(dPV0 ) < 3

Table 10.5: Summary of the photon selection criteria. The signal selections

are applied on top of the preselection.
Cut Value/Description

Baseline photon

Acceptance pT > 25 GeV, |η| < 2.37

Quality Loose

Overlap ∆R(γ,jet) > 0.4

Signal muon

Quality Tight

Isolation FixedCutTight

The Emiss
T definitions are the same as given in Section 5.7.

For the analysis documented here,

• No event is selected if it contains a baseline electron or muon with pT >

7 GeV.

• No event is selected if it contains a jet that does not satisfy the quality
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selection criteria defined in Tab 10.2.1.

• Events are rejected if no jets pT > 50 GeV are found.

10.3 Signal regions optimization procedure

In order to determine suitable signal regions, a brute-force optimization of

a significance metric was performed, utilizing a selection of RJ variables

that were found to exhibit properties beneficial to the analysis approach,

specific to each final state. For each different kinematic target (squarks-like

regions, gluinos-like regions and the compressed models in each, respectively)

all relevant variables are input into a global optimization, considering each

combination of cuts on all the variables simultaneously. However, in order to

understand the performance of each cut, this was performed in an iterative

manner, studying multiple combinations of cuts and values in order to iden-

tify redundancies. This method was chosen to demonstrate to the analysts

the tractability of a given cut in the presence of others that were found to

be performant. Furthermore, this provides justification for each individual

cut that is applied. The optimization is performed using a ZBi significance

metric, with varying integrated luminosity and fixed systematic uncertainty

scenarios.

10.4 Signal Regions

Various signal regions are defined in the RJR-based approach to be most

sensitive to a variety of potential SUSY signals. A choice is made to limit
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the number of dimensionful variables to only two when defining the signal

regions targeting models with the gluino and squark pair production. The

different types of signals are grouped according to sparticle mass splittings,

each with dedicated optimizations. The two chosen scale variables are HPP
1,1

and either HPP
T2,1 (for models targeting squark pair production) or HPP

T4,1 (for

models targeting gluino pair production). These serve to select events with

large missing momentum and a high collective scale for the reconstructed

jets. In order to further suppress SM backgrounds, a variety of additional

constraints on dimensionless variables are imposed.

The procedure adopted is such that, as the mass splitting between parent

sparticle and the LSP increases, the criteria applied to the scale variables

are tightened, while the criteria for dimensionless variables are loosened. In

searching for the squark pair production, the overall balance of the events is

studied withH PP
1,1 /H PP

2,1 . The range selected in this ratio rejects those events

where the missing transverse momentum dominates the scale (upper bound)

and ensures the sufficient balance between the scales of visible and invisible

particles (lower bound). The selection on the p PPT j2/H
PP

T 2,1 ratio serves to

ensure that each of the jets contributes to the overall scale significantly.

This particular ratio is a powerful criterion against imbalanced events with

W/Z+jets, where one of the jets has a much higher momentum than the

sub-leading jet.

For signals of gluino pair production, the same principles are followed.

Tight requirements are placed on H PP
1,1 /H PP

4,1 and H PP
T 4,1/H

PP
4,1 to target

scenarios with more compressed spectra. A selection is applied to the ratio

p lab
PP, z/

(
p lab
PP, z +H PP

T 4,1

)
to test the size of the total z-component of mo-
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mentum relative to the overall scale, requiring that it should be small. A

lower bound is placed on p PP
T j2/H

PP
T 2,1. This provides a very strong constraint

against events where the two hemispheres are well balanced but one of the

jets dominates the scale variable contribution. In order to reject events where

the Emiss
T results from mismeasurements of jets, a requirement on the variable

∆QCD is applied, rejecting events where this is deemed likely.

Additionally, separate SRs are defined for models with extremely com-

pressed spectra. Following the pattern of successive SRs targeting larger

mass splitting scenarios, several regions designed to be sensitive to various

mass splittings utilize the ISR-boosted compressed decay tree described in

the previous chapter. These regions target mass splittings between parent

squarks and gluinos and χ̃0
1 from roughly 25 GeV to 200 GeV.

Each of the SR selection requirements is optimized to exploit expected dif-

ferences in masses, kinematics, and jet multiplicities, and each represents its

own counting experiment. Six signal regions (categorized into three groups)

have been developed to have sensitivity to different regions of the squark-LSP

mass plane. The increasing SRS[1-4] are designed for increasing squark-LSP

mass splittings. The a/b versions of each are designed for lower and higher

scales respectively where only the cuts on variables with mass-full units are

changed. Seven signal regions (categorized into three groups) have been de-

veloped to have sensitivity to different regions of the gluino-LSP mass plane.

As for the squark-sensitive regions, the increasing SRG[1-4] are designed for

increasing gluino-LSP mass splittings. The a/b versions of each are designed

for lower and higher scales respectively where only the cuts on mass-sensitive

variables changed. Five signal regions have been developed to target differ-
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ent mass splitting between parent sparticles (squarks and gluinos) and LSPs,

ranging from a few GeV splitting to 200 GeV.

The selection criteria of the resulting 19 signal regions are summarized in

Table 10.7. The entries for |ηj1,j2| and |η j1,2,a,b| correspond to upper bounds

on the pseudorapidities of the leading two jets in each event and the leading

two jets in each hemisphere a, b, respectively, while |ηjV | corresponds to the

jets associated with the system V .

Table 10.6: Selection criteria used to define signal regions in the RJR-based

squark searches.

Targeted signal q̃q̃, q̃ → qχ̃0
1

Requirement
Signal Region

RJR-S1 RJR-S2 RJR-S3 RJR-S4

H PP
1,1 /H PP

2,1 ≥ 0.55 0.5 0.45 −

H PP
1,1 /H PP

2,1 ≤ 0.9 0.95 0.98

p PP
T j2/H

PP
T 2,1 ≥ 0.16 0.14 0.13 0.13

|ηj1,j2| ≤ 0.8 1.1 1.4 2.8

∆QCD ≥ 0.1 0.05 0.025 0

p lab
PP, T/

(
p lab
PP, T +H PP

T 2,1

)
≤ 0.08

RJR-S1a RJR-S1b RJR-S2a RJR-S2b RJR-S3a RJR-S3b RJR-S4

H PP
T 2,1 [GeV] > 1000 1200 1400 1600 1800 2100 2400

H PP
1,1 [GeV] > 800 1000 1200 1400 1700 1900 2100
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Table 10.7: Selection criteria used to define signal regions in the RJR-based

search. Each SR is labeled with the ’G’ for the targeted gluino regions.

Targeted signal g̃g̃, g̃ → qq̄χ̃0
1

Requirement
Signal Region

RJR-G1 RJR-G2 RJR-G3 RJR-G4

H PP
1,1 /H PP

4,1 ≥ 0.45 0.3 0.2 −

H PP
T 4,1/H

PP
4,1 ≥ 0.7 0.7 0.65 0.65

min
(
p PP

T j2i/H
PP

T 2,1i

)
≥ 0.12 0.1 0.08 0.07

max
(
H Pi

1, 0/H
Pi

2, 0

)
≤ 0.96 0.97 0.98 0.98

|ηj1,2,a,b| ≤ 1.4 2.0 2.4 2.8

∆QCD ≥ 0.05 0.025 0 0

p lab
PP, z/

(
p lab
PP, z +H PP

T 4,1

)
≤ 0.5 0. 55 0.6 0.65

p lab
PP, T/

(
p lab
PP, T +H PP

T 4,1

)
≤ 0.08

RJR-G1a RJR-G1b RJR-G2a RJR-G2b RJR-G3a RJR-G3b RJR-G4

H PP
T 4,1 [GeV] > 1200 1400 1600 2000 2400 2800 3000

H PP
1,1 [GeV] > 700 800 900 1000
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Table 10.8: Selection criteria defined for signal regions in compressed spec-

trum covered by the analysis, denoted by ’C’.

Targeted signal compressed spectra in q̃q̃ (q̃ → qχ̃0
1); g̃g̃ (g̃ → qq̄χ̃0

1)

Requirement
Signal Region

RJR-C1 RJR-C2 RJR-C3 RJR-C4 RJR-C5

RISR ≥ 0.95 0.9 0.8 0.7 0.7

p CM
T S [GeV] ≥ 1000 1000 800 700 700

∆φISR, I/π ≥ 0.95 0.97 0.98 0.95 0.95

∆φ(jet1,2, E
miss
T )min ≥ − − − 0.4 0.4

MT S [GeV] ≥ − 100 200 450 450

NV
jet ≥ 1 1 2 2 3

|ηjV | ≤ 2.8 1.2 1.4 1.4 1.4

10.5 The Meff-based approach

Another approach called the Meff based analysis is also done complementary

to the Recursive Jigsaw technique. This method uses Meff , Emiss
T , psuedora-

pidities and event shape variables like aplanarity as it’s discrimination cri-

teria. The two analysis cover the same final states containing only hadronic

jets and large missing momenta. These two approaches are complementary

because of differences in selected event populations and the strategy for bal-

ancing the signal-to-background ratio against systematic uncertainties. Sig-

nal selection here uses requirements on the Meff variable which is defined for

this analysis as the sum over all jets with pT > 50 GeV and Emiss
T to suppress
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SM backgrounds, which tend to have low jet multiplicity.

Although the two analysis use different kinematic variables, there are a

fraction of events that are common to regions defined in the analyses for

both the SM backgrounds and the SUSY signals. For models with large

q̃/g̃ masses, the stringent requirements on the similarly behaving Meff and

H PP
T 2,1/H PP

T 4,1 variables result in a larger overlap between the Meff-based

and RJR-based signal regions. Conversely, signal regions designed for in-

creasingly compressed mass spectra have looser Meff and H PP
T 2,1/H PP

T 4,1, and

backgrounds must be suppressed with other, complementary, kinematic re-

quirements. As these additional kinematic observables can be quite different

between Meff-based and RJR-based approaches, the orthogonality of these

respective SRs increases with decreasing sparticle mass splittings as can be

seen in Fig.10.2.
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Figure 10.2: Fractional overlap of data events selected in Meff-based and

RJR-based SRs. Meff-based SRs are listed along the x-axis with RJR-based

regions on the y-axis. The intersection events falling in each pair of regions,

normalized by the union, is shown on the z-axis.

Each of the axes listing the various SRs are organized in the same order,

with SRs targeting compressed mass spectra in the lower left of the figure,

followed by squark regions with increasing sparticle masses, and then gluinos

with increasing mass. This ordering results in a diagonal pattern of larger

overlap, as SRs targeting the same signals are more similar. The SRs search-

ing for evidence of squark production (RJR-Sx and Meff-2j-x) have fractions

of overlapping events between 25% and 45%, while those targeting gluino

production (RJR-Gx and Meff-4j-x) have smaller intersections, ranging from

a few percent to 35%. This decrease in overlap for gluino SRs follows from

increasing differences between the selections used in the Meff-based and RJR-

based approaches. While observables such as Emiss
T /Meff(Nj) and aplanarity

are sensitive to global event properties, the RJR-based analysis for gluinos
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attempts to decompose the event into two hemispheres representing each

gluino. Kinematic variables used in the definitions of SRs are calculated

from each hemisphere independently, providing complementarity to those

describing the total event. Using this additional information in the RJR-

based selections leads to generally tighter SRs, adding increased sensitivity

for intermediate mass splittings.

10.6 Background estimation

A variety of SM background processes contribute to the event counts in the

signal regions. The largest backgrounds in both searches presented here are:

Z+jets, W+jets, top quark pair, single top quark, diboson and multi-jet

production. Non-collision backgrounds are negligible.

10.6.1 Electroweak background estimation

Generally, the largest background results from an irreducible component of

Z+jets events in which Z → νν̄ decays generate large Emiss
T . Similarly, most

of the W+jets background is composed of W → τν events in which the

τ -lepton decays to hadrons, with additional contributions from W → eν, µν

events in which no baseline electron or muon is reconstructed, with Emiss
T due

to neutrinos. Top quark pair production, followed by semileptonic decays, in

particular tt̄ → bb̄τνqq′ (with the τ -lepton decaying to hadrons), as well as

single-top-quark events, can also generate large Emiss
T and satisfy the jet and

lepton-veto requirements. Each of these primary backgrounds is estimated

using dedicated control regions CRY, CRW and CRT, as described in the
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following section, while diboson production is estimated with MC simulated

data normalized using NLO cross-section predictions.

Fake-lepton backgrounds are ignored in CRW, CRT and VRZ. For CRW

(and even more for CRT), mainly because the fake-lepton background de-

creases quickly with Emiss
T . This is checked by data-driven fake-lepton event

estimation using early data. The fake-photon background in CRY is studied

with ABCD technique using photon ID and isolation variable, and also shape

fit of isolation variables. This is found to be 5% of the original background

but has no dependance on kinematic variables.

10.6.2 QCD multi-jet background estimation

The baseline multi-jet background estimation method is data driven approach

called the “jet smearing method”, and is used to provide transfer functions

between the multi-jet control regions (CRQs) and their associated signal

regions. The jet smearing method is a data-driven method for estimating

backgrounds in event topologies where missing eneregy mainly originates

from the jet mismeasurement.

The multi-jet background in the signal regions is due to missing transverse

momentum from misreconstruction of jet energies in the calorimeters, jets

misidentified as electrons, jets lost due to the JVT requirement, as well as

neutrinos from semileptonic decays of heavy-flavor hadrons. After applying

the requirements based on ∆QCD, p PP
T j2/H

PP
T 2,1 and ∆φ(jet, Emiss

T )min in the

RJR-based search, as indicated in Tables 10.7 and 10.8, the remaining multi-

jet background is negligible.
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10.7 Control regions

In order to estimate the expected background yields, control regions are de-

fined for each of the signal regions in four different final states. They are

chosen to be orthogonal to the SR selections in order to provide independent

data samples enriched in particular background sources, and are used to

normalize the background MC simulation. The CR selections are optimized

to maintain adequate statistical precision while minimizing the systematic

uncertainties arising from the extrapolation of the CR event yield to esti-

mate the background in the SR. Requirements on discriminating variables

are chosen to match those used in the SRs as closely as possible. The basic

CR definitions in both searches are listed in Table 10.9.

Table 10.9: Control region definitions as well as the main targeted SR

backgrounds, the process used to model the background, and the main CR

requirement(s) used to select this process. The transverse momenta of high-

purity leptons (photons) used to select CR events must exceed 150 GeV.

CR SR background CR process CR selection

CRγ Z → νν̄+jets γ+jets Isolated photon

CRQ Multi-jet Multi-jet ∆QCD < 0

reversed requirement on

H PP
1,1 (RJR-S/G)

or RISR < 0.5 (RJR-C)

CRW W → `ν+jets W → `ν+jets 30 GeV ¡ 100 GeV, b-veto

CRT tt̄(+EW) and single top tt̄→ bb̄qq′`ν 30 GeV < mT(`, Emiss
T ) < 100 GeV, b-tag

The γ+jets region (labeled as CRγ in Table 10.9) is used to estimate the

contribution of Z → νν̄+jets background events to each SR by selecting a
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sample of γ+jets events with pT (γ) > 150 GeV and then treating the recon-

structed photon as invisible in the Emiss
T calculation. For pT (γ) significantly

larger than mZ the kinematic properties of such events strongly resemble

those of Z+jets events.

The W and top regions in both searches (labeled as CRW and CRT in

Table 10.9) aim to select samples rich in W → `ν+jets and semileptonic tt̄

background events, respectively. They use events with one high-purity lepton

with pT > 27 GeV, and differ in their number of b-jets (zero or ≥ 1, respec-

tively). In both searches, the requirement on the transverse mass mT formed

by the Emiss
T and a selected lepton is applied, as indicated in Table 10.9. The

lepton is treated as a jet with the same momentum to model background

events in which a hadronically decaying τ -lepton is produced. This estima-

tion procedure is used to try to get a better idea of the W (→ `ν)+jets and tt̄

cross section in a restricted kinematic phase space, by normalizing the MC to

the data for the electron and muon channels, respectively. The propagation

of the number of background events from the control region to the signal

region is done purely by Monte Carlo which takes into account the impact of

all the differences in selection criteria between the control and signal regions.

The multi-jet background in both searches is estimated using a data-

driven technique, which applies a resolution function to well-measured multi-

jet events in order to estimate the impact of jet energy mismeasurements and

heavy-flavor semileptonic decays on met and other variables. The resolution

function of jets is initially estimated from MC simulation by matching ‘truth’

jets reconstructed from generator-level particles including muons and neutri-

nos to detector-level jets with ∆R < 0.1 in multi-jet samples, and then is
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modified to agree with data in dedicated samples to measure the resolution

function.

All CRs corresponding to RJR-S (RJR-G) SRs are required to satisfy

H PP
1,1 > 800 (700) GeV. Additionally, H PP

T 2,1 > 1000 GeV (for RJR-S),

H PP
T 4,1 > 1200 GeV (for RJR-G) and MT S > 0 (for RJR-C) are required for

CRW, CRT and CRQ regions as well. In CRW and CRT, the requirements on

all the other variables used for the RJR-SR selections are chosen such that the

loosest value in the SR category (RJR-S, RJR-G or RJR-C) indicated in Ta-

ble 10.7 and Table 10.8 is used. No requirement on p lab
PP, z/

(
p lab
PP, z +H PP

T N,1

)
is used for the CRQ selections in all RJR-SRs, where N = 2 or 4.
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Figure 10.3: Fitted normalization factor per process as a function of the

channel. The dashed horizontal lines at 1 correspond to pure MC estimates

with the vertical size of the colored regions corresponding to the total uncer-

tainty in each background source.

The normalization factors determined from the background-only fits in

each CR for each background process are shown in Figure 10.3. The mea-

sured top normalization factors decrease with increasingly tight MT S and

N V
jet requirements. This behavior follows from the simulated top MC samples

exhibiting generally harder kinematics than observed in data. The normal-

ization factors for W+jets and Z+jets processes are generally stable with

changing kinematic selections but with a clear indication that they become
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systematically smaller with increasingly strict requirements on the jet multi-

plicity. This is due to the MC simulation predicting jet multiplicities higher

than observed in data events.

Figure 10.4 and 10.5 show the H PP
T 2,1 and H PP

T 4,1 variable distributions

in control regions corresponding to RJR-S1a and RJR-G1a signal region se-

lections, respectively. Figure 10.6 shows the p CM
T S discriminating variable

distributions in control regions corresponding to RJR-C1 signal region selec-

tions.

In all CRs, the data distributions are consistent with the MC background

prediction within uncertainties after normalizing the dominant process in

each CR.
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Figure 10.4: Observed H PP
T 2,1 distribution in control regions (a) CRγ, (b)

CRQ, (c) CRW and (d) CRT after selecting events for the corresponding con-

trol regions as explained in the text for RJR-S1a region and after applying

all selection requirements except those on the plotted variable. The arrows

indicate the values at which the requirements are applied. The histograms

show the MC background predictions, normalized using cross-section times

integrated luminosity and the dominant process in each CR is normalized

using data. In the case of γ+jets background, a κ factor is also applied.

The last bin includes overflow events. The hatched (red) error bands in-

dicate the combined experimental, MC statistical and theoretical modeling

uncertainties.
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Figure 10.5: Observed H PP
T 4,1 distribution in control regions (a) CRγ, (b)

CRQ, (c) CRW and (d) CRT after selecting events for the corresponding

control regions as explained in the text for RJR-G1a region and after applying

all selection requirements except those on the plotted variable. The arrow

indicate the values at which the requirements are applied. The histograms

show the MC background predictions, normalized using cross-section times

integrated luminosity and the dominant process in each CR is normalized

using data.

203



 [GeV]CM

T S
p

200 400 600 800 1000 1200 1400 1600 1800 2000

E
v
e
n
ts

 /
 2

0
0
 G

e
V

1

10

210

310

410

510

610

710   ATLAS

 
-1

=13 TeV, 36.1 fbs

 for RJR-C1aCR

Data 2015 and 2016

SM Total

+jetsa

W+jets

(+EW) & single toptt

Z+jets

Diboson

 [GeV]CM

T S
p

200 400 600 800 1000 1200 1400 1600 1800 2000

D
a
ta

 /
 M

C

0

0.5

1

1.5

2

(a)

 [GeV]CM

T S
p

200 400 600 800 1000 1200 1400 1600 1800 2000

E
v
e
n
ts

 /
 2

0
0
 G

e
V

1

10

210

310

410

510

610

710

810

910   ATLAS

 
-1

=13 TeV, 36.1 fbs

CRQ for RJR-C1

Data 2015 and 2016

SM Total

Multi-jet

W+jets

(+EW) & single toptt

Z+jets

Diboson

 [GeV]CM

T S
p

200 400 600 800 1000 1200 1400 1600 1800 2000

D
a
ta

 /
 M

C

0

0.5

1

1.5

2

(b)

 [GeV]CM

T S
p

200 400 600 800 1000 1200 1400 1600 1800 2000

E
v
e
n
ts

 /
 2

0
0
 G

e
V

1

10

210

310

410

510

610

710   ATLAS

 
-1

=13 TeV, 36.1 fbs

CRW for RJR-C1

Data 2015 and 2016

SM Total

W+jets

(+EW) & single toptt

Z+jets

Diboson

Multi-jet

 [GeV]CM

T S
p

200 400 600 800 1000 1200 1400 1600 1800 2000

D
a
ta

 /
 M

C

0

0.5

1

1.5

2

(c)

 [GeV]CM

T S
p

200 400 600 800 1000 1200 1400 1600 1800 2000

E
v
e
n
ts

 /
 2

0
0
 G

e
V

1

10

210

310

410

510

610

710   ATLAS

 
-1

=13 TeV, 36.1 fbs

CRT for RJR-C1

Data 2015 and 2016

SM Total

W+jets

(+EW) & single toptt

Z+jets

Diboson

Multi-jet

 [GeV]CM

T S
p

200 400 600 800 1000 1200 1400 1600 1800 2000

D
a
ta

 /
 M

C

0

0.5

1

1.5

2

(d)

Figure 10.6: Observed p CM
T S distribution in control regions (a) CRγ, (b) CRQ,

(c) CRW and (d) CRT after selecting events for the corresponding control

regions as explained in the text for RJR-C1 region and after applying all

selection requirements except those on the plotted variable. The arrows

indicate the values at which the requirements are applied. The histograms

show the MC background predictions, normalized using cross-section times

integrated luminosity and the dominant process in each CR is normalized

using data.
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10.8 Validation Regions

The background estimation procedure is validated by comparing the numbers

of events observed in the VRs to the corresponding SM background predic-

tions obtained from the background-only fits. Several VRs are defined, with

requirements distinct from those used in the CRs and that maintain low

expected signal contamination. Like the CRs, the majority of the VRs are

defined in final states with leptons and photons, allowing the different ex-

pected background contributions to the SRs to be validated almost separately

with high-purity selections.

The CRγ estimates of the Z(→ νν̄)+jets background are validated using

samples of Z(→ `¯̀)+jets events selected by requiring high-purity lepton pairs

of opposite sign and identical flavor for which the dilepton invariant mass lies

within 25 GeV of the Z boson mass (VRZ). In VRZ regions, the leptons are

treated as contributing to Emiss
T . Additional VRs are designed to validate the

Z(→ νν̄)+jets: the VRZc region, which selects events with no leptons but

inverts the ∆φISR, I requirement of the SR selection (Table 10.7 and 10.8)

and VRZca, which further loosens some other criteria to match the CRW and

CRT regions. The VRZc regions have a purity of Z(→ νν̄)+jets of 50%–70%.

In order to increase yields in the dilepton final state RJR-VRZ regions, two

additional regions, RJR-VRZa and RJR-VRZb are constructed with H PP
1,1

and H PP
T 2,1 (or H PP

T 4,1 where appropriate) loosened, respectively, relative to

the values used for the RJR-CRW and RJR-CRT regions.

The CRW and CRT estimates of the W+jets and top quark backgrounds

are validated using the same selections as for the corresponding CRs, except

that the requirements onH PP
1,1 andMT S (VRWa, VRTa) orH PP

T 2,1 andH PP
T 4,1
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(VRWb, VRTb) are omitted. Two additional VRs that require the presence

of a high-purity lepton and either veto (VRW) or require the presence of at

least one b-jet (VRT), and require no additional SR selection criteria, are

also used in the analysis.

The VRQ regions use the same selection as the corresponding CRQ, ex-

cept that the requirements on H PP
1,1 , H PP

T 2,1 (or H PP
T 4,1 where appropriate) and

MT S are omitted depending on the region. Additional VRs with inverted

∆QCD (VRQa), H PP
1,1 (VRQb) for RJR-S and RJR-G signal regions, and with

0.5 < RISR < SR requirement (VRQc) for the RJR-C region (Table 10.8),

are also used.

The distributions of the main discriminating variables in the validation

regions VRW, VRZ and VRT are shown in Fig. 10.7, 10.8 and 10.9 for squark

gluino and compressed signal regions. In general, good agreement in distribu-

tion shape is observed in all regions, with normalization differences consistent

with scale factors.
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Figure 10.7: For validation region VRT, (a) discriminating variable H PP
T 2,1

distribution for squark signal region RJR-S1a, (b) discriminating variable

H PP
T 4,1 distribution for gluino signal RJR-G3a, (c) discriminating variable

p CM
T S distribution for compressed signal region RJR-C1. The histograms

denote the MC background expectations, normalised to luminosity. The

hatched (red) error bands indicate the combined experimental, MC statisti-

cal and theoretical modeling uncertainties.
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Figure 10.8: For validation region VRW, (a) discriminating variable H PP
T 2,1

distribution for squark signal region RJR-S1a, (b) discriminating variable

H PP
T 4,1 distribution for gluino signal RJR-G3a, (c) discriminating variable

p CM
T S distribution for compressed signal region RJR-C1.The histograms de-

note the MC background expectations, normalised to luminosity. The

hatched (red) error bands indicate the combined experimental, MC statistical

and theoretical modeling uncertainties.
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Figure 10.9: For validation region VRZ, (a) discriminating variable H PP
T 2,1

distribution for squark signal region RJR-S1a, (b) discriminating variable

H PP
T 4,1 distribution for gluino signal RJR-G3a, (c) discriminating variable

p CM
T S distribution for compressed signal region RJR-C1.The histograms de-

note the MC background expectations, normalised to luminosity. The

hatched (red) error bands indicate the combined experimental, MC statistical

and theoretical modeling uncertainties.
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Figure 10.10: Differences between the numbers of observed events in data

and the SM background predictions for each VR used, expressed as a fraction

of the total uncertainty, which combines the uncertainty in the background

predictions, and the expected statistical uncertainty of the test obtained from

the number of expected events. Empty boxes (indicated by a ‘-’) are when

the VR is not used for the corresponding SR selection.

The results of the validation procedure are shown in Figure 10.10, where

the difference in each VR between the numbers of observed and expected

events, expressed as fractions of the one-standard deviation (1σ) uncertain-

ties in the latter, are summarized. No significant systematic biases are ob-

served for both searches, with the largest discrepancies being 2.3σ in VRW

associated with the SR RJR-G1b out of 194 VRs.
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10.9 Systematic uncertainties

Systematic uncertainties in background estimates arise from the use of ex-

trapolation factors that relate observations in the control regions to back-

ground predictions in the signal regions, and from the MC modeling of minor

backgrounds.

The overall background uncertainties, detailed in Figure 10.11, range from

10% in SRs RJR-S1a, RJR-S2a, RJR-G1a and RJR-C2 to 30% in SR RJR-

G4.

For the backgrounds estimated with MC simulation-derived extrapola-

tion factors, the primary common sources of systematic uncertainty are the

jet energy scale (JES) calibration, jet energy resolution (JER), theoretical

uncertainties, and limited event yields in the MC samples and data CRs.

Correlations between uncertainties (for instance between JES or JER uncer-

tainties in CRs and SRs) are taken into account where appropriate.

JES and JER are estimated using the methods explained in Refs. [94–

96].An additional uncertainty in the modeling of energy not associated with

reconstructed objects, used in the calculation of Emiss
T and measured with

unassociated charged tracks, is also included.

The combined JES, JER and Emiss
T uncertainty ranges from 1% in RJR-C4

to 14% in RJR-G4.

The Jet mass Scale uncertainty is estimated using the same procedure as

Ref. [97].

A 20% uncertainty is conservatively assigned to the Jet mass resolution

(JMR).

Uncertainties arising from theoretical modeling of background processes
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are estimated by comparing samples produced with different MC generators

or by varying the scales. Uncertainties in W/Z+jets production are esti-

mated by increasing and decreasing the renormalization, factorization and

resummation scales by a factor of two, and by increasing and decreasing the

nominal CKKW matching scale, 20 GeV, by 10 GeV and 5 GeV, respectively.

Uncertainties in the modeling of top quark pair production are estimated

by comparing samples generated with Powheg-Box and MG5 aMC@NLO,

and by comparing the nominal sample with samples generated using different

shower tunes. Uncertainties associated with PDF modeling of top quark pair

production are found to be negligible. Uncertainties in diboson production

due to PDF, renormalization and factorization scale uncertainties (estimated

by increasing and decreasing the scales used in the MC generators by a factor

of two for all combinations and taking the envelope of them) are accounted

for.

These combined uncertainties range from 8% in RJR-S1a to 18% in RJR-

G4, with the smaller range largely due to the absence of 6-jet SRs. Un-

certainties associated with the modeling of Z+jets production are largest in

RJR-S2b and RJR-S3b SR (8%). The impact of lepton reconstruction un-

certainties, and of the uncertainties related to the b-tag/b-veto efficiency, on

the overall background uncertainty is found to be negligible for all SRs.

The uncertainties arising from the data-driven correction procedure ap-

plied to events selected in the CRγ region, described in Section 10.6, are

included in Figure 10.11 under ‘CR statistical uncertainty’. Other uncer-

tainties due to CR data sample size range from 4% to 20% for RJR SRs.

The statistical uncertainty arising from the use of MC samples is largest in
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Figure 10.11: Breakdown of the largest systematic uncertainties in the back-

ground estimates. The individual uncertainties can be correlated, such that

the total background uncertainty is not necessarily their sum in quadrature.

RJR-G4 (12%). Uncertainties related to the multi-jet background estimates

are taken into account by applying a uniform 100% uncertainty to the multi-

jet yield in all SRs. In most of the SRs these uncertainties are negligible, and

the maximum resulting contribution to the overall background uncertainty is

less than 1%. Experimental uncertainties (JES, JER, JMS, JMR and Emiss
T )

and MC statistical uncertainty in the SUSY signals are estimated in the

same way as for the background and are less than a few percent for most of

the signals. The signal cross-section uncertainty is estimated by computing

the changes when the renormalization and factorization scale, PDF and the

strong coupling constant (αs) are varied. The uncertainties in the amount of

ISR and FSR in the SUSY signals are estimated by varying generator tunes
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in the simulation as well as scales used in the matrix-element generator as a

function of the mass difference, ∆m, between gluino (or squark) and χ̃0
1. This

uncertainty reaches 20% in the limit of no mass difference and is negligible

for ∆m > 200 GeV.

10.10 HistFitter

HistFitter [98] is a statistical tool that is used by the SUSY analysis at AT-

LAS to fit, interpret and present binned likelihood fits and follow-up with

their statistical interpretation. HistFitter is a programmable and flexible

framework, it starts with an object-oriented configuration file, customized

to the analysis. Then builds probability density functions that are auto-

matically fitted to data and interpreted with statistical tests. Although the

user-interface and it’s underlying configuration file are written in python, the

executing external computational software that histfitter sits on are compiled

in C++.

So the Histfitter package gives us [98]:

• a programmable framework performing a complete analysis from a

simple configuration file.

• an analysis strategy: common physics analysis strategies like the

Control regions, Validation or signal regions are woven into it’s frame-

work design.

• Bookkeeping: it can keep track of numerous data models, from his-

togram production until final statistical results. This is very useful
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when working with large collections of signal hypotheses

• Presentation and interpretation: multiple methods are provided

to determine statistical significance of signal hypotheses, and produce

publication quality tables and plot summarizing the fit results.

We programme HistFitter to build and test a set of data models. To do

this, we take the user defined configuration file and the raw input data. The

processing sequence of HistFitter is split in three stages as shown by Fig.

10.12.

Figure 10.12: Overview of the HistFitter processing sequence.

• Step 0: Using the user-defined python configuration, HistFitter pre-

pares initial histograms with ROOT and the input data that models

the physics process the analysis is looking for.
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• Step 1: The generated histograms are combined to construct a corre-

sponding PDF following the recommendations in the config file. Each

PDF is stored in a workspace, together with the dataset and model

configuration.

• Step 2: An analysis of the model is done by performing fits of the data,

statistical tests and producing pull plots and yield tables.

HistFitter provides the functionality to perform hypothesis tests of the

data, and to interpret the corresponding results in the form of histograms

and tables. Different fit strategies are used dependent on the combination

of CRs, VRs and SRs and on the fact that we include a signal model or

not. Histfitter basically designs and implements fit strategies requested by

the analysis.

The three most common used likelihood fit strategies are as follows:

Background only fits:

As the name suggests only background samples or control regions are

used in this fit so the dominant background processes are normalized to the

observed event counts in these regions. Basically this fit is used in two places:

First the background predictions are used to validate the correct background

event yields in the signal and validation regions and give an unbiased compar-

ison between the predicted and observed number of events in these regions.

And secondly when you have an independent background estimate in SR

you can run hypothesis testing on it for any signal model. The scale factors

represent the normalization of background components relative to MC predic-

tions (µ(W+jets), µ(Z+jets), µ(Top)), and are simultaneously determined

in the fit to all the CRs associated with a SR. The expected background
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in the SR is based on the yields predicted by simulation for W/Z+jets and

background processes containing top quarks, corrected by the scale factors

derived from the fit. In the case of multi-jet background, the estimate is

based on the data-driven method described in Section 10.6. The systematic

and MC statistical uncertainties in the expected values are included in the

fit as nuisance parameters that are constrained by Gaussian distributions

with widths corresponding to the sizes of the uncertainties considered and

by Poisson distributions, respectively.

Model dependent fits:

This fit is run for a specific signal model. If we see no signal excess in

our results then we can use this fit to put exclusion limits on our model,

if we do see excess of events we can use this fit to measure properties like

signal strength µ of the model. For an analysis a grid of signal points is

created varying some model parameters e.g in our for case the masses of the

supersymmetric particles. Then we generate signal samples for these points

and run the model dependent fit on all of the CRs and SRs. The fit can be

run on all these regions simultaneously as long as they are orthogonal and

non-overlapping to increase the exclusion sensitivity. Correlations between

signal and background systematic uncertainties are taken into account where

appropriate. Signal-yield systematic uncertainties due to detector effects and

the theoretical uncertainties in the signal acceptance are included in the fit.

Model Independent fits:

This fit is used for setting model independent upper limits on the number

of events greater than the predicted number of events in each signal region

defined by the analysis. So for anyone studying a particular model can look
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at the predictions of these fits and see if their model is excluded or not for

that signal region. Both CRs and SRs are used in this fit but there is no signal

contamination in the CRs and the events in the SRs are dumped in a single

bin to remove any model dependency. The number corresponding to the

event yield is only used an input to the fit. This fit proceeds in the same way

as the background-only fit, where yields in the CRs are used to constrain the

predictions of backgrounds in each SR, while the SR yield is also used in the

likelihood with an additional nuisance parameter describing potential signal

contributions. The observed and expected upper limits at 95% confidence

level (CL) on the number of events from BSM phenomena for each signal

region (S95
obs and S95

exp) are derived using the CLs prescription, neglecting any

possible signal contamination in the CRs. These limits, when normalized by

the integrated luminosity of the data sample, may be interpreted as upper

limits on the visible cross-section of BSM physics (〈εσ〉95
obs), where the visible

cross-section is defined as the product of production cross-section, acceptance

and efficiency. The model-independent fit is also used to compute the one-

sided p-value (p0) of the background-only hypothesis, which quantifies the

statistical significance of an excess.
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Chapter 11

Results, interpretation and

exclusion limits

11.1 Exclusion Results

Distributions of the final discriminating variables, H PP
T 2,1 (H PP

T 4,1 where ap-

propriate) in selected RJR-S and RJR-G regions, and p CM
T S in selected RJR-C

regions, after applying all other selection requirements except those based on

the plotted variable, are shown in Figures 11.1, 11.2, 11.3, 11.4 and 11.5.

Examples of SUSY signals are also shown for illustration. These signals

correspond to the processes to which each SR is primarily sensitive: q̃q̃ pro-

duction for the lower jet-multiplicity SRs and g̃g̃ production for the higher

jet-multiplicity SRs. In these figures, data and background distributions

largely agree within uncertainties.

The number of events observed in the data and the number of SM events

expected to enter each of the signal regions, determined using the background-
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only fit, are shown in Table 11.1, 11.2, 11.3 and in Figure 11.6. The pre-fit

background predictions are also shown in Table 11.1, 11.2 and 11.3 for com-

parison. The background normalizations for each SR are fit to reproduce the

event yields observed in the CRs. This is in particular seen in Figure 10.3,

leading to agreement between data and post-fit background predictions in

most of the SRs. The most significant observed excess across the signal

regions with a p-value for the background-only hypothesis of 0.01, corre-

sponding to a significance of 2.5 standard deviations, occurs in SR RJR-S1a

(Table 11.1).
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Figure 11.1: Observed H PP
T 2,1 distributions for the squark regions after ap-

plying all selection requirements except those on the plotted variable.
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Figure 11.2: Observed H PP
T 2,1 distributions for the squark regions after ap-

plying all selection requirements except those on the plotted variable.
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Figure 11.3: Observed H PP
T 4,1 distributions for the gluino regions after apply-

ing all selection requirements except those on the plotted variable.
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Figure 11.4: Observed H PP
T 4,1 distributions for the gluino regions after apply-

ing all selection requirements except those on the plotted variable.
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Figure 11.5: Observed p CM
T S distributions for the compressed regions as de-

fined in the signal regions, after applying all selection requirements except

those on the plotted variable.
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These histograms show the MC background predictions prior to the fits

described in the text, normalized using cross-section times integrated lumi-

nosity. The last bin includes the overflow. The hatched (red) error bands

indicate the combined experimental and MC statistical uncertainties. The

arrows indicate the values at which the requirements on the plotted variable

are applied. When two arrows are shown, these correspond to the looser SR

variation ‘a’ and the tighter variation ‘b’. Expected distributions for bench-

mark signal model points, normalized using NLO+NLL cross-section times

integrated luminosity, are also shown for comparison (masses in GeV).

Now to do hypothesis testing on our new physics specific signal model,

it is tested against the background-only assumption. Signal model pre-

dicted events are present in all CRs and SRs, as implemented in the model-

dependent signal/exclusion limit fit which we discussed previously in the

histfitter section. HistFitter package helps to visualize the results of this

hypothesis testing. The signal strength µ is set as a parameter of interest for

this fit. When µ is zero it corresponds to the background-only model, and

when µ is one it corresponds to the background plus signal model. First we

run a fit for background + signal regions using the signal strength µ as a free

parameter to check that the fit is not failing potential hypotest results would

be stored by the histfitter and it’s parameters can be stored.

Then repeated hypothesis tests are run for a multitude of signal models

making up a specific model grid, e.g. by modifying parameters for a specific

supersymmetric signal model. The results in form observed and predicted

CLs and p-values for every signal model are collected in a data text file. At

this point only those hypotest results are saved who had a successful initial
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free fit. After this another macro is used to convert this text file to a ROOT

file and convert these entries into two dimensional histograms which show

CLs and p-values against supersymmetric particle’s masses. Lastly, another

macro which utilizes a linear algorithm is used to interpolate the CLs values

where the CLs value is equal to 0.05.

The p-values are the probabilities to obtain a value equal to or larger than

that observed in the data. The p0 is the probability of the observation to

be consistent with the background. For an observed number of events lower

than expected, the p-value is truncated at 0.5. In addition to p-values, the

number of equivalent Gaussian standard deviations (Z) is given in parenthe-

ses. Also shown are 95% CL upper limits on the visible cross-section (〈εσ〉95
obs)

defined as the product of acceptance, reconstruction efficiency and of pro-

duction cross section, the upper limits on the visible number of signal events

(S95
obs) and the number of signal events (S95

exp) given the expected number of

background events (and ±1σ excursions of the expected number).

In the absence of a statistically significant excess, limits are set on con-

tributions to the SRs from BSM physics. Upper limits at 95% CL on the

number of BSM signal events in each SR and the corresponding visible BSM

cross-section are derived from the model-independent fits using the CLs pre-

scription. Limits are evaluated using MC pseudo-experiments. The results

are presented in Table 11.1, 11.2 and 11.3.
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Table 11.1: Numbers of events observed in the signal regions used for squarks

compared with background predictions obtained from the fits described in

the text.
Signal Region RJR-S1a RJR-S1b RJR-S2a RJR-S2b RJR-S3a RJR-S3b RJR-S4

MC expected events

Diboson 37 17 23 10.3 7.2 3.5 2.0

Z/γ∗+jets 495 189 222 102 70 30.5 17.9

W+jets 220 77 84 36 22.6 9.2 5.3

tt̄(+EW) + single top 32 9.2 10.9 4.7 2.6 1.17 0.68

Fitted background events

Diboson 37± 8 17± 4 23± 5 10.3± 2.6 7.2± 1.5 3.5± 1.1 2.0± 0.5

Z/γ∗+jets 450± 40 170± 14 211± 17 97± 8 67± 5 29.0± 2.4 17.0± 1.5

W+jets 208± 27 73± 9 83± 12 35± 5 22.3± 3.0 9.0± 1.3 5.2± 0.9

tt̄(+EW) + single top 27± 26 7.4± 2.0 7.6± 3.2 3.3± 1.2 1.9± 0.5 0.82± 0.34 0.49+0.51
−0.49

Multi-jet 18± 17 1.3± 1.3 0.6± 0.6 0.31± 0.31 0.27± 0.27 0.03± 0.03 0.03± 0.03

Total MC 1830 370 378 172 120 45.9 27.7

Total bkg 740± 50 268± 18 326± 22 146± 10 98± 6 42.4± 3.0 24.7± 2.1

Observed 880 325 365 170 102 46 23

〈εσ〉95
obs [fb] 6.45 2.76 1.89 1.38 0.69 0.51 0.30

S95
obs 233 99.5 68.3 49.9 24.7 18.3 10.7

S95
exp 120+44

−34 50+18
−13 50+14

−10 32+14
−8 24+11

−6 15.5+5.9
−3.4 11.6+4.5

−3.9

p0 (Z) 0.01 (2.52) 0.01 (2.34) 0.14 (1.07) 0.10 (1.30) 0.50 (0.00) 0.50 (0.00) 0.50 (0.00)
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Table 11.2: Numbers of events observed in the signal regions used for gluinos

compared with background predictions obtained from the fits described in

the text.
Signal Region RJR-G1a RJR-G1b RJR-G2a RJR-G2b RJR-G3a RJR-G3b RJR-G4

MC expected events

Diboson 3.1 1.6 2.8 1.34 0.80 0.37 0.24

Z/γ∗+jets 28.7 13.1 28.1 9.4 8.8 3.0 2.09

W+jets 14.0 6.4 14.6 5.0 4.7 1.7 1.0

tt̄(+EW) + single top 6.0 2.0 6.5 2.0 3.1 1.5 1.1

Fitted background events

Diboson 3.1± 0.7 1.6± 0.5 2.8± 0.8 1.34± 0.33 0.80± 0.27 0.36± 0.29 0.24± 0.11

Z/γ∗+jets 24.8± 2.7 11.3± 1.4 25.4± 2.9 8.4± 1.2 7.9± 1.1 2.7± 0.7 1.89± 0.35

W+jets 12.0± 1.7 5.5± 0.9 12.3± 2.1 4.2± 0.8 3.9± 0.7 1.5± 0.6 0.85± 0.29

tt̄(+EW) + single top 4.8± 0.9 1.6± 1.4 5.2± 1.9 1.6± 0.6 2.4± 0.9 1.2± 1.0 0.9± 0.8

Multi-jet 0.25± 0.25 0.13± 0.13 0.5± 0.5 0.2± 0.2 0.5± 0.5 0.26± 0.25 0.18+0.18
−0.18

Total MC 66.8 30.9 80.4 28.9 44.4 21.1 14.4

Total bkg 45± 4 20.1± 2.3 46± 4 15.8± 1.8 15.6± 1.7 6.0± 1.4 4.1± 0.9

Observed 42 16 52 15 21 12 6

〈εσ〉95
obs [fb] 0.44 0.25 0.63 0.26 0.42 0.38 0.22

S95
obs 15.9 8.9 22.7 9.4 15.2 13.9 7.8

S95
exp 16.6+6.7

−5.0 11.0+4.1
−2.7 16.7+6.8

−4.8 9.9+4.1
−2.5 10.7+3.4

−3.1 10.3+2.7
−2.1 6.3+1.9

−2.1

p0 (Z) 0.50 (0.00) 0.50 (0.00) 0.19 (0.89) 0.50 (0.00) 0.11 (1.21) 0.07 (1.50) 0.24 (0.72)

229



Table 11.3: Numbers of events observed in the signal regions used in the

compressed analysis compared with background predictions obtained from

the fits described in the text.

Signal Region RJR-C1 RJR-C2 RJR-C3 RJR-C4 RJR-C5

MC expected events

Diboson 4.5 3.4 1.6 2.7 0.8

Z/γ∗+jets 24.8 20.7 7.8 10.3 2.3

W+jets 9.8 7.4 8.3 8.0 2.4

tt̄(+EW) + single top 1.32 1.6 5.5 6.9 3.39

Fitted background events

Diboson 4.5± 1.0 3.4± 0.8 1.6± 0.5 2.7± 0.7 0.8± 0.5

Z/γ∗+jets 22.6± 2.3 18.9± 2.0 6.5± 1.2 8.6± 1.2 2.1± 0.6

W+jets 9.9± 1.9 7.5± 1.4 8.9± 1.4 8.6± 1.4 2.7± 2.1

tt̄(+EW) + single top 0.86+1.00
−0.86 1.0± 0.7 3.2± 1.5 4.0± 2.4 0.89+2.17

−0.89

Multi-jet 0.06± 0.06 0.33± 0.33 0.5± 0.5 0.8± 0.8 0.25+0.26
−0.25

Total MC 43.9 53.3 54.8 84.0 28.0

Total bkg 37.9± 3.5 31.2± 2.9 20.7± 2.6 24.8± 3.3 6.7± 1.3

Observed 36 29 12 24 10

〈εσ〉95
obs [fb] 0.38 0.35 0.18 0.42 0.30

S95
obs 13.8 12.7 6.4 15.2 10.7

S95
exp 15.3+5.7

−4.7 14.0+5.0
−4.2 11.2+4.4

−3.5 15.2+4.5
−3.5 7.8+2.7

−2.0

p0 (Z) 0.50 (0.00) 0.50 (0.00) 0.50 (0.00) 0.50 (0.00) 0.14 (1.06)
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Figure 11.6: Comparison of the observed and expected event yields as a

function of signal region. The background predictions are those obtained

from the background-only fits, presented in Table 11.1, 11.2 and 11.3. The

lower panel shows the ratio of observed data yields to the total predicted

background. The hatched (red) error bands indicate the combined experi-

mental and MC statistical uncertainties.
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11.2 Exclusion Reach

We started by defining signal regions, control regions and validation regions

for our analysis then included systematic uncertainties and and the event

yields and upper limits on the observed and expected supersymmetric signals.

Using all of this information, the model-dependent fits in all the SRs are used

to set limits on specific classes of SUSY models using asymptotic formulae.

The final observed and expected 95% CL exclusion limits are obtained from

the signal regions with the best expected CLs value. Fine structures in the

limit lines arise due to transitions between best SR’s which then also have

an impact on the interpolations between grid points.

The limits plots shown below have Recursive Jigsaw exclusion limits

drawn in conjunction with Meff-based search. They are combined such that

the final observed and expected 95% CL exclusion limits are obtained from

the signal regions with the best expected CLS value. The blue dashed lines

show the expected limits at 95% CL, with the light (yellow) bands indicating

the 1σ excursions due to experimental and background-only theoretical un-

certainties. Observed limits are indicated by medium dark (maroon) curves

where the solid contour represents the nominal limit, and the dotted lines

are obtained by varying the signal cross-section by the renormalization and

factorization scale and PDF uncertainties. Results are compared with the

observed limits obtained by the previous ATLAS searches with one or no

leptons, jets and missing transverse momentum. In Figure 11.7, limits are

shown for two classes of simplified models in which only direct production

of first- and second-generation mass-degenerate squark or gluino pairs are

considered. Limits are obtained by using the signal region with the best
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expected sensitivity at each point. In these simplified-model scenarios, the

upper limit of the excluded first- and second-generation squark mass region

is 1.55 TeV assuming massless χ̃0
1, as obtained from the signal region RJR-

S4. The observed exclusion limit is worse than the expected limit in the

region with squark (χ̃0
1) mass of 1 TeV (500 GeV). The corresponding limit

on the gluino mass is 2.03 TeV. The best sensitivity in the region of pa-

rameter space where the mass difference between the squark (gluino) and

the lightest neutralino is small, is obtained from the dedicated RJR-C signal

regions. In these regions with very compressed spectra and where the mass

difference is less than 50 GeV, squark (gluino) masses up to 650 GeV (1 TeV)

are excluded. In Figure 11.7(b), the compressed-mass region with a gluino

mass below 700 GeV is fully excluded by this analysis; small deviations in

the exclusion contour in this region, suggesting non-excluded areas, are due

to interpolation effects.

In Figure 11.8, limits are shown for pair-produced first- and second-

generation squarks or gluinos each decaying via an intermediate χ̃±1 to a

quark (for squarks) or two quarks (for gluinos), a W boson and a χ̃0
1. Two

sets of models of mass spectra are considered for each case. One is with

a fixed mχ̃1
±

= (mq̃ + mχ̃0
1
)/2 (or (mg̃ + mχ̃0

1
)/2), the other is with a fixed

mχ̃0
1
=60 GeV. In the former models with squark pair production, mq̃ up to

1.15 TeV are excluded for a massless χ̃0
1, as is mg̃ up to 1.98 TeV with gluino

pair production. In the regions with very compressed spectra with mass

difference between the gluino (or squark) and χ̃0
1 less than 50 GeV, RJR-C

signal regions also exclude squark (gluino) masses up to 600 GeV (1 TeV). In

the latter models, Meff analysis extend the limits on squark (gluino) masses
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up to 1.1 TeV (1.85 TeV) in the regions with small mass difference between

the squark (gluino) and χ̃±1 .
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Figure 11.7: Exclusion limits for direct production of (a) first- and second-

generation squark pairs with decoupled gluinos and (b) gluino pairs with

decoupled squarks. Gluinos (first- and second-generation squarks) are re-

quired to decay to two quarks (one quark) and a neutralino LSP. Exclusion

limits are obtained by using the signal region with the best expected sensi-

tivity at each point. Expected limits from the Meff- and RJR-based searches

separately are also shown for comparison. The blue dashed lines show the

expected limits at 95% CL, with the light (yellow) bands indicating the 1σ ex-

cursions due to experimental and background-only theoretical uncertainties.

Observed limits are indicated by medium dark (maroon) curves where the

solid contour represents the nominal limit, and the dotted lines are obtained

by varying the signal cross-section by the renormalization and factorization

scale and PDF uncertainties. Results are compared with the observed lim-

its obtained by the previous ATLAS searches with jets, missing transverse

momentum, and no leptons.
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Figure 11.8: Exclusion limits for direct production of (a,b) first- and second-

generation left-handed squark pairs with decoupled gluinos and (c,d) gluino

pairs with decoupled squarks. Gluinos (first- and second-generation squarks)

are required to decay to two quarks (one quark) and an intermediate χ̃±1 ,

decaying to a W boson and a χ̃0
1. Models with (a,c) a fixed mχ̃±1

= (mg̃ +

mχ̃0
1
)/2 (or (mq̃ + mχ̃0

1
)/2) and varying values of mḡ (or mq̃) and mχ̃0

1
, and

(b,d) a fixed mχ̃0
1

= 60 GeV and varying values of mg̃ (or mq̃) and mχ̃±1
are

considered.
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In Figure 11.9, limits are shown for gluino pair production decaying via

an intermediate χ̃0
2 to two quarks, a Z boson and a χ̃0

1. The mass of the χ̃0
1

is set to 1 GeV. In these models, gluino masses below 2.0 TeV are excluded

for χ̃0
2 masses of ∼ 1 TeV, as obtained from the Meff analysis.
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Figure 11.9: Exclusion limits for pair-produced gluinos each decaying via

an intermediate χ̃0
2 to two quarks, a Z boson and a χ̃0

1 for models with a

fixed mχ̃0
1

= 1 GeV and varying values of mg̃ and mχ̃0
2
. Exclusion limits are

obtained by using the signal region with the best expected sensitivity at each

point. The blue dashed lines show the expected limits at 95% CL, with the

light (yellow) bands indicating the 1σ excursions due to experimental and

background-only theoretical uncertainties. Observed limits are indicated by

medium dark (maroon) curves where the solid contour represents the nominal

limit, and the dotted lines are obtained by varying the signal cross-section by

the renormalization and factorization scale and PDF uncertainties. Results

are compared with the observed limits obtained by the previous ATLAS

search in events containing a leptonically decaying Z boson, jets and missing

transverse momentum.
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In Figure 11.10, results are presented in the models with mixed decays

of intermediate χ̃±1 and χ̃0
2 for squark pair and gluino pair production. The

highest limits on the squark mass are 1.34 TeV and on the gluino mass are

2.02 TeV, which are similar to the models with 100% branching fraction for

χ̃±1 (χ̃0
2) to a W (Z) boson and χ̃±1 . In Figure 11.10(b), the limits are extended

by the Meff analysis in the region with small mass differences between the

gluino and χ̃0
2.
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Figure 11.10: Exclusion limits for direct production of (a) first- and second-

generation left-handed squark pairs with decoupled gluinos and (b) gluino

pairs with decoupled squarks. Gluinos (first- and second-generation squarks)

are required to decay to two quarks (one quark) and a intermediate χ̃±1 or χ̃0
2

with a 50% branching fraction, respectively, with χ̃±1 decays to a W boson

and a χ̃0
1, and χ̃0

2 decays to a Z or a h boson and χ̃0
1. Models with fixed mχ̃0

1
=

60 GeV are considered while varying mg̃ (or mq̃) and mχ̃0
1
. Exclusion limits

are obtained by using the signal region with the best expected sensitivity at

each point. The blue dashed lines show the expected limits at 95% CL, with

the light (yellow) bands indicating the 1σ excursions due to experimental and

background-only theoretical uncertainties. Observed limits are indicated by

medium dark (maroon) curves where the solid contour represents the nominal

limit, and the dotted lines are obtained by varying the signal cross-section

by the renormalization and factorization scale and PDF uncertainties.

In Figure 11.11, results are interpreted in simplified pMSSM models as-

suming only first- and second-generation squarks, gluino and χ̃0
1. The χ̃0

1 is
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assumed to be purely bino. Models with a fixed mχ̃0
1

= 0, 695, 995 GeV

are considered while varying mg̃ and mq̃. In the limit of high squark mass,

gluino masses up to 2 TeV are excluded for massless χ̃0
1, which is consistent

with the simplified models of gluino pair production with decoupled squarks.

With a gluino mass of 6 TeV, squark masses up to 2.2 TeV are excluded

for a massless χ̃0
1, much higher than in the simplified models of squark pair

production with decoupled gluinos. This is due to the large cross-section of

squark pair production via gluino exchange diagrams.

240



 [GeV]g~m
1000 2000 3000 4000 5000 6000

 [G
eV

]
q~

m

1000

2000

3000

4000

5000

6000
)=0 GeV

0

1
χ∼Squark-gluino-neutralino model, m(

ATLAS
-1 = 13 TeV, 36.1 fbs

0-leptons, 2-6 jets

All limits at 95% CL

Meff or RJR (Best Expected)

)c~,s~,d
~
,u~ (

R
q~+

L
q~

)SUSY
theoryσ1 ±0L obs. limit (

)expσ1 ±Exp. limits (

)-1Observed limit (8 TeV , 20.3 fb

(a)

 [GeV]g~m
1000 2000 3000 4000 5000 6000

 [G
eV

]
q~

m

1000

2000

3000

4000

5000

6000
)=695 GeV

0

1
χ∼Squark-gluino-neutralino model, m(

ATLAS
-1 = 13 TeV, 36.1 fbs

0-leptons, 2-6 jets

All limits at 95% CL

Meff or RJR (Best Expected)

)c~,s~,d
~
,u~ (

R
q~+

L
q~

)SUSY
theoryσ1 ±0L obs. limit (

)expσ1 ±Exp. limits (

)-1Observed limit (8 TeV , 20.3 fb

(b)

 [GeV]g~m
1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000

 [G
eV

]
q~

m

1000

1500

2000

2500

3000

3500

4000

4500

5000
)=995 GeV

0

1
χ∼Squark-gluino-neutralino model, m(

ATLAS
-1 = 13 TeV, 36.1 fbs

0-leptons, 2-6 jets

All limits at 95% CL

Meff or RJR (Best Expected)

)c~,s~,d
~
,u~ (

R
q~+

L
q~

)SUSY
theoryσ1 ±0L obs. limit (

)expσ1 ±Exp. limits (

(c)

Figure 11.11: Exclusion limits for inclusive squark–gluino production in

pMSSM models with (a) mχ̃0
1

= 0 GeV, (b) mχ̃0
1

= 695 GeV and (c) mχ̃0
1

= 995 GeV varying values of mg̃ and mq̃ and assuming purely bino χ̃0
1. Ex-

clusion limits are obtained by using the signal region with the best expected

sensitivity at each point. The blue dashed lines show the expected limits at

95% CL, with the light (yellow) bands indicating the 1σ excursions due to

experimental and background-only theoretical uncertainties. Observed limits

are indicated by medium dark (maroon) curves where the solid contour rep-

resents the nominal limit, and the dotted lines are obtained by varying the

signal cross-section by the renormalization and factorization scale and PDF

uncertainties. Results (a,b) are compared with the observed limits obtained

by the previous ATLAS searches with no leptons, jets and missing transverse

momentum.
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Chapter 12

Conclusion

SUSY is a well motivated theoretical description of nature beyond the SM

that can correct for the deficiencies left by it. R-parity conserving supersym-

metric models are highly motivated by the experimental evidence supporting

no proton decay. R-parity conserving supersymmetric signature produce pair

produced particles and a stable weakly interacting particles in the final states.

In this thesis a summary for the search of R-parity conserving supersym-

metric quarks and gluons was presented in an all hadronic channel with only

jets and missing energy in the final states. This search was performed on

the 36.1 fb−1 dataset at CM energy
√
s = 13 TeV collected by the ATLAS

detector during the p-p collisions done at LHC in 2015 + 2016. The p-p

collisions had the highest CM energy ever achieved in a laboratory.

A novel technique called “Recursive Jigsaw” was used to look for SUSY

in these channels. “Recursive Jigsaw” is a successor of the Razor and Super-

Razor methodology, it uses decay tree topology to resolve every system into

it’s rest frames and subsequent restframes for the decaying particles. It then
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applies a set of inter-changeable jigsaw rules to remove the kinematic and

combinatoric ambiguities associated with that system. This technique helps

us in making educated assumptions about the unknown degrees of freedom

of the system and produces more handles/observables to study the weakly

interacting particles coming out of the p-p collisions.

The signal regions were divided into three categories depending on the

signal studied; the squark regions, the gluino regions and the compressed

regions where visible particles (jets) were boosted against the ISR in the

system. Emiss
T was used as a discriminant here against the high QCD back-

ground. The RJ technique compared favourably against the conventional

analysis technique, the “Meff” approach. It also produced a better exclusion

reach for the compressed signal region than the conventional approach.

Simplified models were used to illustrate the reach of the SUSY signa-

tures. These models use the assumption of a 100% production and branching

ratio for the signals. No excesses were seen in any signal regions and model-

dependent and model-independent limits were set on the R-parity conserving

squark and gluino models.

With this dataset, a large part of the parameter space in the gluino and

squark production has been ruled out, especially for the simplified models.

However there is a much larger parameter space to be probed for the more

sophisticated models. With much higher luminosities for the LHC after the

third technical development stop, the promise of SUSY still exists.
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