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Abstract

The majority of proton—proton interactions at the LHC can be described
as inelastic soft-QCD processes, characterised by a small momentum transfer
between their constituents. These interactions cannot be calculated from first
principles with perturbation theory, and must hence be described by phenomeno-
logical models that are improved by tuning their parameters against experimental
data. Measurements of the hadronic final states, presented as distributions of
stable primary charged particles that were produced in the hadron collisions, can
be used as an input for the tuning. To this end, distributions of reconstructed
events and tracks are extracted from the recorded collision data, which must
be corrected and unfolded to account for detector effects such as selection and
reconstruction inefficiencies, migration effects and background contaminations.
Some of these corrections are derived from Monte Carlo simulations of the full
detector response to the particles that were generated by the phenomenological
models. The dominant source of systematic uncertainty in this measurement is

found to be the uncertainty of the material description used in the simulation.

This thesis describes the successful efforts to improve the detailed material
description of the inner tracker of ATLAS, resulting in a more accurate simu-
lation geometry with significantly better constraints on this dominant source
of systematic uncertainty. Building upon this knowledge, the measurement of
primary-charged-particle distributions is performed on data recorded in 2012
with the ATLAS detector at /s = 8 TeV centre-of-mass energy, utilising a
minimum-bias trigger and a special low-luminosity experimental setup. This
study aims to achieve the highest precision of all ATLAS minimum-bias mea-
surements from the Run-1 data-taking period of the LHC between 2009 and
2013. Results are obtained in five different regions of particle kinematics and
multiplicity, with transverse-momentum thresholds of pr > 100 and 500 MeV.
Among these, two high-multiplicity phase-space regions are measured by ATLAS
for the first time, thus extending the scope of the measurements. Hadronic
final-state distributions of primary-charged-particle multiplicity, pseudorapidity
and transverse momentum are presented along with carefully evaluated total
systematic and statistical uncertainties. The results are compared to predictions
made by various phenomenological models and thus provide valuable constraints
for their potential further improvement, while also contributing to a better

theoretical understanding of the soft-QCD sector of particle physics.
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Zusammenfassung

Der iiberwiegende Anteil von Proton—-Proton-Wechselwirkungen am LHC
kann durch inelastische Soft-QCD-Prozesse beschrieben werden, welche durch
einen geringen Impulstransfer zwischen den Partonen charakterisierbar sind.
Diese Gruppe von Wechselwirkungen lésst sich jedoch nicht mittels Stérungs-
theorie berechnen und muss stattdessen durch phénomenologische Modelle
beschrieben werden, deren Parameter man durch Vergleiche mit experimentellen
Daten feinabstimmt und somit an die experimentellen Ergebnisse angleicht. Hier-
zu werden Messungen von hadronischen Endzustanden der Teilchenkollisionen
herangezogen, welche als Verteilungen von stabilen geladenen Primérteilchen
dargestellt werden. Zu diesem Zweck werden aus den gemessenen Daten zunéchst
Verteilungen von Observablen rekonstruierter Kollisionsereignisse und Teilchen-
spuren extrahiert. Diese miissen sodann korrigiert und entfaltet werden, um
Detektoreffekte wie Ineffizienzen der Datenselektion und -rekonstruktion, Migra-
tionseffekte sowie Kontaminationen durch Messuntergriinde zu kompensieren.
Finige dieser Korrekturen werden aus komplexen Monte-Carlo-Simulationen
gewonnen, indem man die aus den phinomenologischen Modellen erzeugten
Teilchen, ihre Wechselwirkung mit dem Detektor und die daraus resultierenden
Detektorsignale simuliert und auswertet. Die dominante Quelle systematischer
Unsicherheiten dieser Messung besteht in der Unsicherheit der zur Simulation

verwendeten Geometrie- und Materialbeschreibung des Detektors.

Die vorliegende Arbeit beschreibt zunéchst die erfolgreichen Bemiihungen, de-
taillierte Kenntnis {iber die Materialverteilung des inneren ATLAS-Spurdetektors
zu gewinnen und damit das fiir Simulationen verwendete Detektormodell weiter
zu préazisieren, wodurch eine deutliche Verringerung des Beitrags aus dieser
Quelle systematischer Unsicherheiten ermdéglicht wird. Auf dieser Grundlage
wird eine Préazisionsmessung von Verteilungen geladener Primérteilchen aus ex-
perimentellen Daten durchgefiihrt, die mit dem ATLAS-Detektor im Jahr 2012
bei Teilchenkollisionen mit einer Massenschwerpunktsenergie von /s = 8 TeV
unter Verwendung eines Minimum-Bias-Triggers und unter speziellen experi-
mentellen Bedingungen bei geringer Luminositit aufgezeichnet wurden. Fiir die
Resultate dieser Studie wird die héchste Prézision aller vergleichbaren Messun-
gen von ATLAS aus der Run-1-Datenaufzeichnungsperiode des LHC (2009-2013)
angestrebt. Ergebnisse werden in fiinf verschiedenen Regionen von Teilchenkine-

matik und -multiplizitét dargestellt, wobei die untere Grenze der transversalen
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Teilchenimpulse mit pp > 100 und 500 MeV definiert wird. Zwei Phasenrdume
mit hohen Teilchenmultiplizitdten werden dabei erstmalig von ATLAS gemessen
und erweitern somit Geltungsbereich und Aussagekraft der Studie. Hadronische
Endzusténde werden schliefslich als Verteilungen von Multiplizitidt, Pseudorapid-
itdt und Transversalimpuls der geladenen Primérteilchen présentiert, wobei grofse
Sorgfalt auf die Ermittlung und Darstellung systematischer und statistischer Un-
sicherheiten gelegt wird. Die Ergebnisse werden mit Vorhersagen verschiedener
phanomenologischer Modelle verglichen und liefern so eine wertvolle Grundlage
fiir deren kiinftige weitere Verbesserung und Feinabstimmung der Modellparame-
ter. Die vorliegende Arbeit tragt somit auch zu einem verbesserten theoretischen
Verstéandnis des Soft-QCD-Sektors der Teilchenphysik bei.
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Chapter 1
Introduction

The Standard Model of Particle Physics (SM, Chapter 2) is widely regarded as one of the most
successful theoretical frameworks in modern physics. It consistently describes all currently
known elementary particles as well as three of their fundamental physics interactions, which are
the theories of strong, weak and electromagnetic interactions. The predictions of the SM have
been verified by searches for these elementary particles (such as quarks, bosons and mesons)
and precise measurements of their properties (such as masses, lifetimes and decay products).
These include the discoveries and measurements made at CERN of the Z° and W= bosons, the
top quark, and recently the Higgs boson.!

CERN is an international organisation for nuclear and particle physics research which hosts
the world’s largest particle physics laboratory complex, including a circular particle accelerator
called the Large Hadron Collider (LHC) [1]. The facilities of CERN are located near Geneva,
Switzerland and have been designed for the experimental as well as theoretical study of the
constituents of matter, mainly through particle collisions at the high-energy frontier under
controlled laboratory conditions. Such experiments are designed to probe the regimes of physics
phenomena at very small timescales and sub-atomic distances. The masses and energy-dependent
production cross sections of many particles under study require to perform the collisions with
centre-of-mass energies up to the TeV regime.? In order to provide the necessary experimental
conditions for such studies, particle colliders (along with measurement devices called particle
detectors) have been installed since the mid-20"" century in various laboratories around the
world. Among these, the LHC machine delivers proton—proton (pp) as well as heavy-ion collisions
at the highest centre-of-mass energies that have been achieved in laboratories until today, up to
/s =13 TeV.

Despite its large success in describing the fundamental constituents of matter, the SM is
confronted with significant limitations. Most notably, it does not account for roughly 95 % of

the energy density of our universe, which are hypothesised to exist in forms such as Dark Matter

! First evidence for the Higgs boson discovery at CERN has been publicly announced in July 2012. In the
original announcement, these results were more cautiously described as statistical evidence for the existence
of a Higgs-like particle, i.e. a particle sharing the same characteristics as those attributed to the SM Higgs
boson. It has not been clarified until today whether the discovered particle is the only Higgs boson; some
theories suggest the existence of other Higgs bosons at higher mass.

2 For instance, the mass of the Higgs boson has been measured to be approximately 125.1 GeV by the two
largest collaborations at the LHC.



2 Introduction

and Dark Energy that physicists have not been able to confirm in laboratory settings until
today. Furthermore, it cannot directly predict some properties of fundamental particles, such as
the Higgs boson mass, which must hence be experimentally determined. The SM also does not
account for gravity, which is one of the four known fundamental physics interactions. Several
theories have thus been devised to extend the SM, such as Supersymmetry (SUSY) or string
theories, and their predictions can be probed by searches for evidence of new physics beyond the
SM. If such evidence is found, our most fundamental theoretical framework of particle physics
will need to be revised.

In the theory of strong interactions called Quantum Chromodynamics (QCD, Section 2.1.1)
high-energy hadron collisions can be described in terms of strong interactions of their constituents,
which are called partons. Among these interactions, processes with large momentum transfer,
called hard-scattering interactions (which can produce heavy bosons, highly-energetic particle
jets, etc.), can be calculated from first principles using a powerful mathematical framework called
perturbation theory. However, the vast majority of parton interactions involve low momentum
transfers, for which calculations become difficult, as perturbation theory is not applicable at
such scales. In order to describe these “soft” interaction processes (Soft QCD, Section 2.3), which
also underlie the hard-scattering interactions, phenomenological models have been introduced.
These models contain large numbers of free parameters, which must be “tuned” in such a way
as to optimally reproduce the existing experimental data.

One way to test and refine these phenomenological models, and thus to obtain a deeper
understanding of the soft-QCD sector of SM physics, is the experimental study of charged
particles produced in hadron collisions at a wide range of centre-of-mass energies. In order to
measure observables of these charged particles, particle detectors are equipped with tracking
devices that are built around the designed primary interaction region in which the hadrons
collide. Such tracking devices usually employ a magnetic field in order to measure the transverse
component of charged-particle momenta, which can be derived from the curvature of their
trajectories within the magnetic field. Following a hadron collision, the produced particles
(mainly pions, kaons and protons, i.e. hadrons) traverse the detector from the primary interaction
region outwards and interact with sensitive detector elements, where they give rise to measurable
electronic signals. In ATLAS the central tracking device is called the Inner Detector (ID), which
is also the most important component for the measurement of primary charged particles. The
experimental setup for the study of charged-particle distributions presented in this thesis uses
data from pp collisions at a centre-of-mass energy of /s = 8 TeV, recorded with the ATLAS
detector at the LHC during a dedicated pp collision run with special settings. In particular, the
chosen setup safeguards that (with statistically rare exceptions) only one pp interaction occurs
at the same time in the collision region inside the ATLAS detector; this prerequisite allows for a
reliable measurement of the multiplicities and kinematic properties of primary charged particles

that are produced per single pp interaction.
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If particle detectors were 100 % efficient, such a measurement would be rather straight-
forward.> However, in practice the complex detectors and the measurements performed with
them are subject to various sources of inefficiencies, which must be thoroughly accounted for.
Furthermore, modern particle detectors such as ATLAS merely record abstract collections of
measurement signals; they cannot distinguish a priori which of these signals originate from the
primary interactions and which signals stem from other sources - such as particles produced by
secondary interactions inside the detector, cosmic rays, long-lived particle decays, etc. All of
these sources of background must also be understood and taken into account. This is commonly
achieved by applying corrections for various detector effects and sources of background, while
carefully considering their systematic uncertainties. Not all corrections and systematic uncer-
tainties can be derived from the experimental data alone; in such cases computer simulations
are required, which thus become an indispensable part of the measurement (Chapter 4).*

In order to successfully perform a computer simulation in high-energy physics, all com-
ponents of the given problem must be well understood. This involves an accurate modelling
of the configuration of physical components (i.e. detector geometry, materials, magnetic field
configurations, and initial conditions of primary particles), the dynamics of the system (i.e. mod-
els of particle transport within a magnetic field, physics interactions between particles and
matter), and the detector responses of sensitive elements. The underlying physics processes are
common to all experiments, such that the models describing physics interactions can be validated
independently. However, large systematic uncertainties can remain on the configuration side,
e.g. due to insufficient modelling of the specific detector geometry of an experiment.

One of the most striking examples for the adverse effects of insufficient modelling of the
detector configuration is given by the track reconstruction efficiency. This parameter describes
the ability to reconstruct original particle trajectories from an abstract collection of measurement
signals by using dedicated pattern recognition algorithms (Chapter 5). In an idealised (and
physically unrealistic) scenario, where particles traverse matter along their initial trajectories
without any disturbances due to material interactions, and where the physical locations of all
measurement points are perfectly reflected by the computer models (referred to as “alignment”),
such measurement signals can be easily and unambiguously translated into precisely known
trajectories by the pattern recognition algorithms. This would lead to a nearly perfect and
uniform track reconstruction efficiency across the entire kinematic range of charged particles.

In practice the track reconstruction task becomes more complex, mainly because particles can

3 Even so, the enormous intellectual, practical and technical expertise and coordination required to construct,
maintain and run the entire experimental setup, including the particle collider and detector, represents a
highly complex challenge — which must be mastered in order to perform such a measurement in the first place.
See Ref. [2] for an introduction into organisational principles within the ATLAS collaboration.

For completeness, it should be emphasised that this is not the only reason for employing computer simulations
in particle physics: indeed the whole planning of an experiment such as ATLAS requires enormous simulation
efforts e.g. to predict measurement performances, in order to choose a detector layout which optimises the
expected performance for the greatest amount of “critical” studies, while still satisfying numerous physical,
technological, logistical, financial and other constraints. This process requires the weighing of preferences
from various sides and an informed decision-making which converges all the way from the physics-level to the
management-level, adding further weight to the number of challenges presented in this introductory chapter.

4
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indeed deviate from their current path when they interact with matter (Section 2.7); in the
most drastic example, a hadronic particle (such as a pion, kaon or proton) can be abruptly
halted following a hadronic interaction with a nucleus. In such a case only a truncated collection
of measurement points between the primary collision vertex and the location of the hadronic
interaction has been produced by that particle. If this process happens too early in the detector,
the pattern recognition algorithms cannot reconstruct the initial particle trajectory, with the
effect that this particle cannot be accounted for and is “lost” to the measurement. The resulting
track reconstruction inefficiency is therefore directly related to the amount of material traversed
by hadronic particles, as more material implies a higher probability for a particle to undergo
such an interaction.

The correction factors to account for such track reconstruction inefficiencies can only be
derived with reasonable precision from computer simulations.> This means that the accuracy of
the entire correction procedure, which is applied to the experimental measurements, is limited
by the accuracy of the map (i.e. the description of the location and amount of material in the
detector model which was used in that simulation) with respect to the territory (i.e. the actual
implementation of the physical detector). Despite the enormous diligence that has been applied
during the assembly of the ATLAS detector, including the documentation of the actual physical
detector geometry and the materials used, even a small mismatch between description and actual
implementation (e.g. a cable, a cooling pipe, or a thin copper plate) can lead to a significant
systematic bias in the correction factors described above. Therefore it is absolutely essential for
a successful charged-particle measurement to put reliable constraints on the uncertainty of the
known material distribution. Since this is the largest source of systematic uncertainty in the
entire measurement, it is also crucial to reduce this uncertainty by refining the detector models
for simulation wherever possible.

As a consequence, much effort needs to be invested into the validation of the detector model
and the evaluation of its material uncertainty. This can be done with dedicated data-driven
material studies that are sensitive to certain particle-matter interactions (such as hadronic
interactions and photon conversions) and allow to evaluate the actual material distribution in
the ID, which can then be compared with results obtained from the simulation (Chapter 6).
Other prerequisites for such investigations include: knowledge of the measurement efficiencies of
tracking detector components; knowledge of the resolutions of reconstructed track parameters
which can limit the resolutions of the material studies; knowledge of reconstruction efficiencies
and resolutions of primary and secondary vertices (the points of origin of tracks) along with
their systematic uncertainties; and an evaluation of the alignment of the detector components
with respect to each other and to the nominal interaction region (to constrain biases of the
reconstructed track parameters and differences in the momentum resolution between experimental

data and simulation).

5 Data-driven methods can also be employed to estimate the track reconstruction efficiency, but these suffer
from experimental constraints including very small statistics, whereas it is relatively easy to obtain simulation
samples with large enough statistics.
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The main goal of this thesis is to perform a precise measurement of charged-particle
distributions in high-energy proton—proton collisions at a centre-of-mass energy of /s = 8 TeV
with the ATLAS detector at the LHC (Chapter 7). This study aims to exceed the precision of
previously made measurements at lower energies, in order to make a valuable contribution to
the understanding of the soft-QCD sector of SM physics. That goal was achieved by a twofold
strategy: detailed ID performance studies and material studies were carried out in order to
ensure that all of the above requirements were fulfilled; based upon knowledge from these studies,
the charged-particle measurement was subsequently performed. The first set of tasks was carried
out by several groups within the ATLAS collaboration, with significant contributions by the
author; the second measurement was conducted by a small analysis team in which the author
took the leading role, from the early stages of the analysis onwards through detailed studies

and internal documentation until the recent ATLAS paper publication in Ref. [3].

Structure of this Thesis: This introduction describes the motivation and main challenges
of the studies and measurements presented in this thesis within the context of fundamental
high-energy particle physics research, with a more general audience in mind.

Theoretical foundations of SM physics and strong interactions in the soft-QCD sector,
phenomenological models to describe them, and an overview of particle-matter interactions are
laid out in Chapter 2.

The LHC and the ATLAS experiment, along with the special experimental settings that
were applied to collect the data that was used for the main studies presented in this thesis, are
introduced in Chapter 3.

The ATLAS simulation infrastructure, detector geometry models, and implementation of
physics interactions in the simulation are given in Chapter 4; this includes a brief survey of
validation studies performed by the author.

In Chapter 5 the principles of charged-particle reconstruction are explained and the perfor-
mance of the inner tracker is evaluated in terms of measurement efficiencies, track and vertex
reconstruction, and detector alignment.

Chapter 6 provides a collection of ID material validation studies, using the SCT extension
efficiency, hadronic interaction vertices, and photon conversion vertices; these studies culminated
in significant improvements of the simulation geometry along with a drastic reduction of material
uncertainties of the ID.

The main work of this thesis is the measurement of primary charged-particle distributions at
/s = 8 TeV centre-of-mass energy, which is extensively described in Chapter 7 with discussions
of the experimental setup and simulations, data selections, corrections for backgrounds and
detector inefficiencies, systematic uncertainties, and comparisons of the main results with
predictions from phenomenological models.

All of these studies and results are summarised in Chapter 8, and their impact on other

ATLAS measurements as well as on the general understanding of soft-QCD physics is discussed.
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Additional details on the charged-particle measurement, including comparisons of the
results to predictions from further phenomenological models, are given in Appendix A. Finally,
Appendix B provides auxiliary material concerning the ID reconstruction geometry and material

validation studies, while Appendix C gives further details on the ID reconstruction performance.



Chapter 2

Theoretical Background

2.1 The Standard Model of Particle Physics

The Standard Model of Particle Physics (SM) is a theoretical framework that successfully
describes our current understanding of the composition of matter in terms of known elementary
particles and their measured properties, as well as three of the four fundamental physics
interactions (electromagnetism, strong and weak nuclear force) acting upon and between them.
Its predictions have been experimentally verified with high precision up to the TeV energy
scale, including the discoveries of the Z° and W bosons, gluons, the top quark, and the recent
observation of the SM Higgs boson at the LHC.

The limitations of the SM are reflected in its lack to provide phenomenological descriptions of
phenomena such as gravity and neutrino oscillations, and in its large number of free parameters
such as fermion masses and coupling constants. Furthermore, the SM cannot predict some of the
properties of fundamental particles, such as the Higgs boson mass, from first principles; these
properties must therefore be obtained from experimental data. For these and other reasons,
despite its success to describe many physical phenomena, the SM is currently regarded to be
an incomplete theory. Several extensions and alternatives to the SM, such as Supersymmetry
(SUSY) and string theories, have been proposed and investigated to improve our current
understanding, but such explorations are not relevant to this thesis and shall therefore not be
further discussed here.

The SM is a renormalisable gauge theory in which the strong, weak and electromagnetic
interactions are derived from the single requirement of local gauge invariance. It can be described
with the formalism of Quantum Field Theory (QFT). The gauge group of the SM is the tensor
product of three abstract symmetry groups, SU(3)c x SU(2), x U(1)y. The first special unitary
group describes the strong interaction between quarks and gluons, while the latter two groups
describe the electroweak interaction which unifies the weak force and electromagnetism. Here
the subscript C signifies the “colour charge”, L indicates the “left-handed” chirality of weak
interactions, and Y stands for “hypercharge” which distinguishes the third group from the
U(1)gm group of Quantum Electrodynamics (QED). The electroweak interaction contains

U(1)gm through electroweak mixing.
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Fundamental point-like particles can be classified as fermions with half-integer spin and
bosons with integer spin. Fermions are grouped in three generations and comprise leptons
(electrons (e), muons (1) and taus (7) with their neutrino partners ve, v, v,) and colour-charged
quarks (up and down (u,d), charm and strange (c,s) and top and bottom (t,b)). They carry
weak isospin and are therefore affected by the weak force. Charged weak transitions among
quark flavours and charge parity (CP) violation in the quark sector are described by the complex
unitary Cabibbo-Kobayashi-Maskawa (CKM) mixing matrix.

Fermions couple to gauge bosons which are the mediators of the fundamental forces. The
electromagnetic force, described by the theory of Quantum Electrodynamics (QED), is mediated
by the exchange of massless photons () and acts upon all charged particles, including charged
leptons and quarks. In weak interactions affecting all leptons and quarks, either neutral (Z°) or
charged (W) gauge bosons are exchanged. The masses of the W and Z bosons are generated
by the Brout-Englert-Higgs (BEH) mechanism of spontaneous electroweak symmetry breaking.
This mechanism also generates the fermion masses that are determined by Yukawa couplings.

The theory of strong interactions, which are mediated by massless and electrically neutral
gluons, is called Quantum Chromodynamics (QCD) (see Section 2.1.1) and applies only to
quarks and gluons themselves. Quarks naturally appear in bound states as hadrons, which
are grouped into baryons (e.g. protons and neutrons) consisting of three quarks or antiquarks,
and mesons (e.g. pions and kaons) consisting of quark-antiquark pairs. In the parton model,
quarks and gluons are commonly referred to as partons. A complete listing of known elementary

particles and their properties can be found in Ref. [4].

2.1.1 Quantum Chromodynamics (QCD)

QCD is a non-abelian gauge theory, based on the special unitary symmetry group SU(3)., that
describes the dynamics of strong interactions between quarks and gluons [5]. In this framework,
the strong force is mediated by massless and electrically neutral gluons carrying a colour charge
in the form of an octet combination of three basic colour charges, which are referred to as
(anti-) red, green and blue. Due to their colour charge, the gluons are also able to interact with
each other; this property of self-interaction gives rise to an effective “running” strong coupling
constant gs, usually expressed in the form oy = g¢2/4m, which decreases with rising energy.
At the reference scale of the Z boson mass, its world average has been recently evaluated as
as(M2) = 0.1181 £ 0.0013 [4,6,7]. This value has been obtained by a combination of a number
of measurements, including hadronic to leptonic branching fractions of Z and 7 decays at ete™
colliders, production cross-sections (e.g. tf or bb) at hadron colliders, and distributions of global
event shape variables in eTe™ annihilation. A comparison between the theoretical prediction
and latest experimental results of the running of oy is given in Figure 2.1.

The coupling constant o and the quark masses m, are considered as the fundamental QCD
parameters, from which the energy scale of strong interactions, Aqcp, can be derived. The

commonly used approximation of Aqcp ~ 210 MeV, consistent with experiments, is close to
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Figure 2.1: Comparison between the theoretical QCD prediction and latest experimental results of
the running of ay as parameterised by the momentum-transfer scale, Q). Plot taken from
Ref. [4] (PDG, 2015 update).

the inverse of the hadron size, 1/Ry, and to the mass scale of hadronic physics: for instance,

the masses of pions and protons have been measured as m, o ~ 135 MeV and m,, ~ 938 MeV.
The framework of QCD can provide a theoretical explanation to several experimental

observations, such as confinement, hadronisation and asymptotic freedom, which are related to

the energy-scale dependence of ag:

e (Confinement describes the observation that particles with colour charge, i.e. quarks and
gluons, are confined inside colour-neutral bound states called hadrons, and thus unable
to propagate freely over macroscopic distances. This phenomenon can be related to the

non-abelian type of the SU(3) group.

e Hadronisation occurs when the linearly increasing potential of the colour field between two
interacting partons at large distances, V() & Ar, gives rise to the creation of new partons

(quark-antiquark pairs) and the formation of new colour-neutral hadrons.

o Asymptotic freedom describes the observation that at large momentum transfers the
coupling a5 becomes small enough such that the closely confined partons can be regarded
as freely moving inside hadrons. This property allows for the application of perturbation

theory to describe high-energy hadron collisions in terms of parton interactions.

Perturbative calculations of QCD processes in orders of ag are however limited to hard
scattering events, which involve large momentum transfers between interacting partons. The
Lorentz-invariant four-momentum transfer squared between partons can be expressed by the
Mandelstam variable = (pin — Pout)? = ¢*> = —Q?. In the corresponding regime of Q2 > AéCD,
the parameter ag(Q?) can be approximated at next-to-leading order (NLO) as:
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1 <1 B lnﬂn(Q2/AéCD)]> (2.1)

2 —
as(Q )’Q2>>A2QCD = 5o IH(Q2/A(2QCD) 53 ln(QQ/AécD)

For the gauge group SU(3), the § coefficients in Eq. 2.1 are given by fy = (33 — 2ny)/(127)
and 81 = (153 — 19ny)/(247?), where ny represents the number of active quark flavours (with
mg < Q); any value of ny < 16 therefore leads to asymptotic freedom. !

At long distances corresponding to small momentum transfers Q?, the coupling strength
described by «ay increases (leading to confinement), and in the perturbative approximation it
would diverge at Q? = A?QCD. However, the applicability of perturbation theory to calculate the
interaction processes breaks down already below the scale of Q% < 1 GeV?, where higher-order
terms of ag can no longer be neglected. In order to describe the soft interaction processes
in this low-momentum regime, phenomenological models are introduced. Details are given in
Section 2.3.

2.2 Proton-Proton Collisions

A deeper understanding of SM physics and QCD interactions can be obtained by the experimental
study of proton-proton (pp) collisions. Protons are colour-neutral objects with a complex
substructure, comprising three valence quarks (u,u,d) as well as gluons which can split into
quark-antiquark (gq) pairs termed sea quarks. These point-like substructures in the proton
have been discovered via the observation of scaling behaviour of the structure functions for
deep inelastic scattering (DIS) processes in ep interactions. In this parton model, each parton is
assumed to carry a fraction of the hadron four-momentum, and can thus be described by parton
distribution functions (PDFs) that can be determined from measurements in a wide range of
DIS processes. These PDFs describe the probability densities f,,4 for partons inside a hadron A
to carry four-momentum fractions x, which depend on the energy scale Q? of the given process.
The probability densities can thus be expressed as f,, (24, @%). The PDFs for valence quarks,
sea quarks and gluons have been extracted e.g. from ep collision measurements at the HERA
collider [8]; examples are shown in Figure 2.2 at two different energy scales. While their shapes
have non-perturbative origin, the approximately logarithmic Q? dependence of the PDFs can be
derived from perturbative QCD calculations. These logarithmic violations of the QCD scaling
behaviour can also be understood in terms of an increasing number of additional partons (sea
quarks and gluons) that are simultaneously probed at higher energy scales.

The complexity of the proton substructure allows for a large number of possible processes
a+b — X in high energy pp collisions, where a and b represent interacting partons of the colliding

protons, while the reaction products X can include quarks, leptons and bosons (e.g. Drell-Yan

L At the scale of the Z boson mass, i.e. Q &~ Mz, using ny = 5 the approximation in Eq. 2.1 yields a value of
Aqcp =~ 230 MeV. With higher-order corrections, one obtains a result closer to Aqcp ~ 210 MeV.
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Figure 2.2: Comparison of PDFs of valence quarks (zu, and zd,), total sea-quark distribution (x.5)
and total gluon distribution (zg) at NLO, extracted from ep collision data measured by
HERA experiments at (left) Q% = 1.9 GeV? and (right) Q% = 10 GeV?. The shaded areas
show the experimental uncertainties, as well as model and parameterisation uncertainties
of the fit results. Plots taken from Ref. [9].

processes, q@ — [T17). These interactions are typically divided into hard and soft processes,
depending on the characteristic momentum transfer Q? between the two interacting partons.
Hard scattering processes are characterised by a large momentum transfer Q2 > 1 GeV?,
well above the scale of strong interactions as given by Aqcp. Under the assumption that such a
process can be factorised into parts of non-perturbative and perturbative origin, its theoretical

differential cross-section can be approximated by the factorisation theorem [10,11]:

oAB = /dxadmb faya(@a, Q) foy (2, Q%) Gapsx - (2.2)

Here the non-perturbative part is approximated by the two PDFs f,,4 and f;,p, whereas the
cross-section of the hard interaction, op..q = &, can be calculated precisely using perturbative
QCD in orders of as(Q?). The factorisation theorem provides the main theoretical basis for
experimental high-energy particle physics with large momentum transfer.

Hard QCD interactions comprise qq¢ — qq, g9 — qg and gg — gg scattering processes, all of
which involve gluon exchange at leading order (LO). These interactions lead to the di-jet final
states of 2 — 2 processes. For a meaningful calculation, a transverse-momentum (pr) cut-off

has to be specified to avoid the divergence of the fixed-order cross-section if pp — 0.
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2.3 Soft QCD

At smaller momentum transfer between the interacting partons, below Q% ~ 1 GeV?, the
strong coupling as(Q?) increases and perturbative calculations of QCD can no longer be
used to describe strong interactions. As a consequence, the differential cross-section can no
longer be approximated by the factorisation theorem in the low-energy regime. These low-pr
scattering processes are referred to as soft processes. They can be described quantitatively by

phenomenological models with tuneable parameters.

Standard Model Production Cross Section Measurements

Status: Nov 2015
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Figure 2.3: Summary of various fiducial SM production cross-section measurements, corrected for
leptonic branching fractions, compared to theoretical predictions that were calculated at
NLO or higher. The luminosity given in the legend was used for each measurement, except
where another specific value is indicated. Plot taken from Ref. [12].

Soft interactions are characterised by large cross-sections with a logarithmic dependence
on the centre-of-mass collision energy. The total cross-section ot represents the sum of all
possible processes in a pp collision and consists of single contributions from elastic and inelastic
interactions with mostly small momentum transfers; hard processes also contribute to oot with
a rate that is several orders of magnitude lower, as shown in Figure 2.3 for various production
channels including jet and di-jet events. Inelastic interactions can be subdivided into diffractive

and non-diffractive processes, which are described in Section 2.4:

Otot = Oelastic T Tinelastic = Oelastic T Odiffractive T Tnon—diffractive
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In order to understand diffractive processes with small momentum transfer, one first needs
to consider the theories of the Regge formalism and Pomeron exchange. A description of

non-diffractive processes is provided by the theory of Multiple Parton Interactions (MPI).

2.3.1 Regge Theory and Pomerons

Regge theory provides solutions for the non-relativistic scattering equation of a spherically-
symmetric potential using non-integer, complex-valued angular momenta [13|. These scattering
amplitudes can be parameterised with Regge trajectories, which are associated with families
of virtual particles that share the same internal quantum numbers. They contribute to the
total scattering cross-section, which was found to rise logarithmically with the centre-of-mass
energy at a scale above 10-20 GeV for pp as well as pp interactions. This energy dependence
was accounted for by a special Regge trajectory with the internal quantum numbers of the
vacuum, called the Pomeron trajectory [14,15]. The Pomeron is understood to be the effective
sum of all virtual particles along this trajectory. Under the Pomeron hypothesis, the pp and pp
scattering cross-sections are expected to converge asymptotically at high energies; this prediction
is consistent with available experimental results.

Until today, no known particles have been uniquely associated with the Pomeron, which is
hypothesised to correspond to charge- and colour-neutral multi-gluon objects called glueballs.
It can be described at leading order by a gluon—gluon exchange process, and corrected at higher
orders by a ladder of gluon interactions. Pomerons are thought to contribute to diffractive
interactions in which the incident particles exchange one or two colourless objects. This
Pomeron exchange can be described with PDFs that are based on measurements of diffractive
ep interactions, and which can be used to predict multi-particle production in diffractive

hadron—hadron interactions.

2.3.2 Multiple Parton Interactions

The composite nature of hadrons gives rise to a high probability of multiple simultaneous
scatterings of partons within a single hadron—hadron interaction. Such processes are known as
Multiple Parton Interactions (MPI) [16]. As more additional partons (sea quarks and gluons)
can be simultaneously probed at higher energy scales, the MPI cross-section tends to increase
with the centre-of-mass collision energy. The most common MPI are 2 — 2 processes (that can
give rise to di-jet events), for which the cross-section is dominated by #-channel gluon exchange.
To avoid the divergence at low momentum transfers, this cross-section can be regularised in
phenomenological models by an energy-scale-dependent cut-off parameter, pﬂ_e(f).z This tuneable
parameter steers the transition between the hard scattering regime, which is calculated using

perturbative QCD, and the phenomenologically described soft interactions. It is usually set for

2 If the calculated interaction cross-section exceeds the total cross-section, this can be interpreted as multiple
parton scatterings (MPI) occurring in the same event; conversely, the interaction cross-section divided by the
total cross-section yields the average number of parton scatterings per event.
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a nominal reference centre-of-mass energy of 1800 GeV and is being used in combination with a
tuneable exponent to describe the evolution of the pp cutoff with the centre-of-mass energy.

MPI also contribute to the production cross-sections and final states of multi-jet events.
At smaller momentum transfer scales, MPI are essential for the successful phenomenological
description of the Underlying Event activity, i.e. the background of parton interactions which
occur together with a hard scattering process, and particularly of Minimum Bias events which
comprise primarily soft interactions (see Section 2.6). While the MPI lead to an increase in
the final-state multiplicity in such events, colour reconnection mechanisms limit the rise of the
multiplicity. These phenomena are assumed to result from physical overlaps of colour strings,
such that by reconnecting the strings the potential energy of the system is reduced; here low-pr
systems correspond to longer strings which are thus more likely to reconnect.

The parton density inside hadrons can be assumed to follow a single or double Gaussian
profile. The probabilities of MPI as well as hard scattering processes then rise with a decreasing
impact parameter of the hadron—hadron collision, i.e. with an increasing overlap between the
interacting hadrons. The simultaneous interactions are therefore no longer assumed to be
independent. Furthermore, it is expected that with a small probability the outgoing states from
one parton—parton interaction can become the incoming states for another such process, termed
rescattering.

The understanding of MPI in hadron—hadron collisions remains an active area of theoretical
and experimental research, and represents one of the main challenges in the parameter tuning of
phenomenological models, with high relevance for the understanding and simulation of Minimum

Bias and Underlying Event physics.

2.4 Diffractive Interactions and Scattering Cross-Sections

The total pp cross-section can be described as the sum of elastic and inelastic cross-sections,
see Eq. 2.3. It has been determined by LHC experiments, using the optical theorem and the
measurement of the differential elastic cross-section, as between oo (pp — X) ~ 96 mb [17]
(ATLAS + ALFA, utilising a luminosity-dependent method) and oot (pp — X) ~ 103 mb [18,19]
(CMS + TOTEM, employing a luminosity-independent method) at the centre-of-mass energy
Vs = 8 TeV, with a contribution from elastic processes of between oe(pp — pp) ~ 24mb
(ATLAS) and o¢(pp — pp) =~ 27mb (CMS).

Inelastic events comprise non-diffractive reactions, characterised by gluon (colour-octet)
exchange between the interacting partons, and diffractive dissociation, characterised by Pomeron
(colour-singlet) exchange. Diffractive events can be further classified as single-, double- or central-
diffractive reactions. For these categories, the characteristic event topologies are illustrated
in Figure 2.4. The total inelastic cross-section can be calculated by subtracting the elastic
contribution from the total pp cross-section, which yields values between o] = 72 mb (ATLAS)
and o] & 76 mb (CMS).
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Figure 2.4: Tllustration of the characteristic event topologies in non-diffractive (ND), central-diffractive
(CD), single-diffractive (SD) and double-diffractive (DD) pp interactions. In non-diffractive
processes the final-state hadrons are almost evenly distributed across a wide rapidity
interval and have larger average multiplicities. Diffractive scattering involves a single
or double Pomeron exchange and exhibits characteristic rapidity gaps in the final-state
hadron distributions.

2.4.1 Elastic Scattering

In elastic scattering both interacting particles remain intact, without any exchange of internal
quantum numbers, and no additional particles are produced. Elastic scattering is dominated by
processes with small momentum transfer Q2. The outgoing particles can be measured in the
forward directions with dedicated detectors located at a larger distance from the interaction
region, such as the ALFA roman-pot sub-detectors of the ATLAS experiment at the LHC.
Elastic interactions occur with an expected fraction of 25-27% of all pp interactions at

Vs = 8 TeV, based on calculations using the optical theorem.

2.4.2 Non-diffractive Interactions

Non-diffractive (ND) interactions are characterised by a gluon (colour-octet) exchange between
the interacting partons. The exchange of quantum numbers (colour charge) between the two
interacting systems causes the formation of stretching colour fields between the outgoing partons,
which lead to hadronisation in the central region. The typically larger number of final-state
hadrons, which increases further with rising centre-of-mass energy, can span the full rapidity
range, while the transverse momentum spectrum of these particles rapidly decreases from lower
to higher momenta.

ND interactions are the dominant process among inelastic interactions at /s = 8 TeV, with

an expected fraction of 50-55 % of all pp interactions.?

3 For inelastic processes, the given fractions and their uncertainties are based on phenomenological parameteri-
sations of the data using Regge theory, which correspond to the MC models and tunes that are used in this
work.
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2.4.3 Diffractive Scattering

Diffractive processes |20, 21| are characterised by a small momentum transfer between the two
interacting particles and by the absence of exchange of internal quantum numbers. These
interactions can be phenomenologically described by an exchange of a Pomeron (colour-singlet)
that interacts with gluons and sea quarks of one or both protons, resulting in a system of
particles called “diffractive system”. In such processes one (single-diffractive, SD) or both excited
protons (double-diffractive, DD) dissociate, and the final-state hadronic system retains the same
internal quantum numbers as the original protons. As a consequence of this colour-neutral
Pomeron exchange, the final-state hadrons tend to propagate in the forward direction, and
none or few outgoing particles in the central region are found. This characteristic signature,
called rapidity gap, can be exploited in specific “forward physics” studies. If two Pomerons are
exchanged in one pp interaction, the higher-order process is called central-diffractive dissociation
(CD) or double Pomeron exchange. In this rare process both colliding protons remain intact,
but the Pomeron exchange gives rise to an additional particle shower in the central region,
accompanied by two large rapidity gaps on either side.

While Pomeron exchange can successfully describe diffractive processes at high centre-of-mass
energies, a second type of interaction called Reggeon exchange, historically formulated earlier,
is found to describe the data better at lower collision energies. Reggeons can be understood
to interact with the valence quarks of colliding protons. The total pp cross-section can thus
be described more accurately by a Reggeon—Pomeron model based on a summation of both
trajectories [22,23]. This approach is implemented in some phenomenological QCD models,
specifically the PYTHIA and HERWIG++ models that are described in Section 2.5.1.

SD and DD processes occur with expected fractions of 11-15% and 7-10% of all pp
interactions at /s = 8 TeV, respectively. Experiments show that with increasing centre-of-mass
energy the rise of the DD cross-section exceeds that of SD processes, and the relative contribution
of both processes to the total cross-section increases, while it remains below 1% in the case of

CD processes. In this thesis, the CD event category will be disregarded.

2.5 Monte Carlo Event Generators

Monte Carlo (MC) methods can be employed as numerical techniques for the probabilistic
simulation of a wide range of phenomena, including complex processes in high-energy physics,
such as particle collisions, particle-matter interactions and detector responses, which are not
easily amenable to analytical calculation. They are based on computational algorithms that use
(pseudo-) random numbers, such as to sample random variables from given probability density
functions, or to select among the possible discrete probabilistic outcomes of a given process. MC
methods are also extensively applied in particle physics to generate large samples of possible
final states of particles that arise from individual collision events, by employing programs called

MC event generators. These generators typically calculate hard scattering interactions based on
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perturbative QCD, while soft interactions are described by phenomenological models with large
numbers of free parameters. They can be configured to utilise different models and settings
e.g. for diffraction, parton showering, hadronisation, colour reconnection, MPI energy evolution,
as well as PDFs and matrix elements. The degree of compatibility between such models (and
their hypothesised theoretical underpinnings) and experimental results can be assessed via
comparisons of the MC predictions to experimental data, e.g. by performing minimum-bias and
underlying-event measurements (see Section 2.6). These measurements and comparisons are
utilised to optimise (tune) the sets of model parameters (also called tunes) of the generators.
Several MC event generator models of inclusive hadron—hadron interactions are employed in
the Minimum Bias analysis presented in this thesis: these are the PYTHIA 8, PYTHIA 6, EPOS,

QGsJET-1T and HERWIG models, all of which are briefly introduced in the following sections.*

2.5.1 PYTHIA 8

The general-purpose MC event generators PYTHIA 8 [24] (written in C++) and PYTHIA 6 [25]
(written in Fortran) implement several of the phenomenological models that are used to describe
inelastic hadron—hadron interactions. These models employ a variety of parameters that have
been tuned to minimum-bias and underlying-event data from pp and pp collisions at centre-
of-mass energies between 200 GeV and 7 TeV. In the PYTHIA generators, the simulation of
complex hadronic high-energy physics processes is separated into ND, SD and DD interactions,
which together comprise the total inelastic cross-section. The ND event category is broken down

into the following tuneable subprocesses:

e Hard Scattering: The hard-scattering cross-section depends on the chosen PDFs, according
to the factorisation theorem (Eq. 2.2). The particular physics process that gives rise
to a hard scattering event is randomly sampled according to the current knowledge of

production cross-sections.

o Multiple Parton Interactions (MPI): Between all initial partons, as well as partons that are
created by other processes, simultaneously occurring hard or semi-hard 2 — 2 interactions
within a single hadron—hadron collision can be simulated. In PYTHIA, these are assumed
to be pr-ordered. While MPI contribute significantly to multiplicity fluctuations, the
multiplicity rise is limited by colour reconnection phenomena in the final state, as explained
below. The additional soft and semi-hard parton interactions that can occur alongside the

hard interaction are called the Underlying Event (UE).
e [nitial State Radiation (ISR): Partons of both colliding hadrons can radiate photons and

gluons prior to the hard scattering process.

e Final State Radiation (FSR): Final-state partons can radiate additional photons and gluons

and thus create parton showers which can even give rise to further MPI. This process is

4 MC generators that are mostly optimised for other specific studies, such as PHOJET, SYBILL, SHERPA and
others, are not considered in this thesis.
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stopped at a tuneable cut-off corresponding to a mass scale of typically 1 GeV. Different
generator models use various ordering variables. In the PYTHIA models that were used for
the studies presented in this thesis, the initial- and final-state radiations are taken to be

pr-ordered.

e Beam Remnants (BR): These comprise all partons that are not involved in the above parton

interactions. They carry most of the total energy of the initial particles, and compensate

the colour of the interacting partons.

o Colour Reconnection (CR): The beam remnants and other coloured objects are assumed

to be connected by colour strings, which can reconnect with each other when physically
overlapping in space-time, such that the total string length decreases and the potential
energy of the system is reduced. This phenomenon affects the average transverse momentum

of final-state particles.

e Hadronisation: Due to confinement the single partons must eventually form colour-neutral

bound final states. This hadronisation process can thus far only be modelled phenomeno-
logically. For instance, in the Lund string fragmentation model [26] that is used by both
PYTHIA versions, a colour string is created in the field between a pair of colour-anticolour
charged partons, with a potential energy that depends linearly on the separation distance
(0.9 GeV/fm).5 Vacuum fluctuations inside the string field can absorb its energy by giving
rise to a new quark-antiquark pair, which effectively cuts the original string into two
shorter strings between the available colour charges while reducing the total energy of the
string system. This mechanism repeats until the potential energy falls below a threshold,
resulting in the formation of pairs of bound mesons. The production of baryonic final

states can be understood by a similar process involving diquark-antidiquark pairs.

e Particle decay: The decay of unstable particles is simulated according to known particle

properties, i.e. masses, lifetimes and decay branching ratios. This includes resonance decays

which can be simulated along with the hard process.

Compared with PYTHIA 6, PYTHIA 8 interleaves the MPI not only with ISR, but also

FSR processes into one common pr-ordered sequence. For diffraction, both PYTHIA generators

use the same model to calculate cross-sections, diffractive masses and momentum transfers.

Both versions implement diffractive processes based on the Reggeon—Pomeron and the Lund

string fragmentation model, employing by default the Schuler—Sjéstrand parameterisation [27].

The probabilities for a Pomeron to couple to the diffracted proton (Pomeron flux) can be

separated into a Pomeron—gluon and Pomeron—valence quark contribution, with a tuneable ratio

between them. Here PYTHIA 8 employs a mass-dependent implementation, which favours the

Pomeron—gluon coupling at higher diffractive masses. Furthermore, the PYTHIA 8 version differs

from PyYTHIA 6 by its modelling of particle production in high-mass diffractive systems above

5 By contrast, the HERwIG model uses a hadronisation scheme based on colourless clusters.
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M > 10 GeV, in that it employs a full perturbative description including diffractive PDFs; MPI,
ISR and FSR [20].

Thanks to the improvements with respect to PYTHIA 6 in the diffractive simulation and
MPI modelling, PyTHIA 8 predictions were found to be in better agreement with the data,
particularly when low-pr final-state particles are included. Therefore PYTHIA 8 has become the
standard generator used in ATLAS for the modelling of all simulated pile-up interactions. In
the main studies presented in this thesis, the versions PyTHIA 8.185 and 8.186 were used with
the A2 [28,29] and MONASH [30] tunes, respectively.

The MONASH tune, made by authors rather than with a fully automated procedure, is based
on a re-analysis of fragmentation-sensitive eTe™ data, as well as minimum-bias and underlying-
event data from hadron collisions, utilising the NNPDF2.3 LO PDF-set for as(Mz) = 0.130.
The same value is also used for hard-scattering matrix elements, including those for MPI, while
an effective value of as(Mz) = 0.1365 is applied for both ISR and FSR (in contrast to the
default values of 0.137 for ISR and 0.1383 for FSR). For the infrared shower cutoff, a value of

11

Pr
Gaussian matter overlap is chosen (Option=3).

i — 0.5 close to Aqcp is used. Furthermore, an interpolation between an exponential and

The A2 tune that was used in this thesis is based on minimum-bias and underlying-event
data from hadron collisions up to /s = 7 TeV, and utilises the MSTW2008 LO [31] PDF-set.
The tune was made with an automated parameter adjustment, using the PROFESSOR tool. It

employs the following MPI parameters:

e MultipleInteractions:pTORef (the pr cutoff used to avoid soft divergences at a reference
energy of /s = 1800 GeV), equivalent to PARP(82),

e MultipleInteractions:ecmPow (the exponent used in its energy evolution to other centre-

of-mass energies), equivalent to PARP(90),

e MultipleInteractions:al (which affects the width of a Gaussian that is used for the
matter overlap (Option=4); the width depends on z like 1 +al - In(1/z)), and

e BeamRemnants:reconnectRange (which controls the probabilities of colour reconnection
for high-pr and general colour strings), equivalent to PARP(77) and PARP(78).

A comparison of the MPI tuning parameters of the two main PYTHIA 8 minimum bias (A2)
tunes is summarised in Table 2.1. For PyTHIA 8 A2, the tune which utilises the MSTW2008
LO PDF produced a better description of minimum-bias observables at /s = 0.9 and 7 TeV
than the CTEQG6 L1 tune. It was therefore used as the baseline tune for the Minimum Bias
analysis at /s = 8 TeV presented in this thesis.

2.5.2 PYTHIA 6

The PyTHIA 6 AMBT2B tune with the CTEQ6 L1 PDF has been performed on published
ATLAS minimum-bias data from the 2010 data-taking period at /s = 0.9 and 7 TeV, including
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PyYTHIA 8 tune PDF pTORef ecmPow al*™ b*™™* reconnectRange
A2 CTEQ6 L1 2.18 0.22 0.06 1.55
A2 MSTW2008 LLO 1.90 0.30 0.03 2.28
MoNASH NNPDF2.3 LO 2.28* 0.215* 1.85 1.8

Table 2.1: Tuned MPI parameters for the PYTHIA 8 A2 (minimum bias) and MONASH tunes. (*) = for
this tune the reference energy for the extrapolation (ecmRef) was chosen to be 7 TeV instead
of the default 1.8 TeV. (**) = parameter for Gaussian matter overlap (Option=4). (***)
parameter for interpolation between exponential and Gaussian matter overlap (Option=3).

a complete modelling of hadronisation, final-state showering and fragmentation, initial-state
parton cascades, and MPI [32]. It is included in the present work mainly as an alternative MC
tune for cross-checks during the Minimum Bias analysis. The PYTHIA 6 version 6.425 was used
to produce the MC samples for this analysis.

The MPI parameters used in this tuning are:
e PARP(82) which is equivalent to MultipleInteractions:pTORef,

e PARP(90) which is equivalent to MultipleInteractions:ecmPow,

e PARP(83) and PARP(84) which are strongly correlated parameters for the double-Gaussian

modelling of the hadronic matter distribution,

e PARP(77) and PARP(78) which are equivalent to BeamRemnants:reconnectRange.

A PyTHIA 6 AMBT2B tune with the MSTW2008 LO PDF was also performed, however
it was found that the tune utilising the CTEQ6 L1 PDF produced a better description of
minimum-bias observables at /s = 0.9 and 7 TeV. For both tunes, the PARP(83) parameter
was fixed to the value of 0.356 from the AMBT1 tuning.

PYTHIA 6 tune PDF PARP(77) PARP(78) PARP(82) PARP(84) PARP(90)
AMBT2E CTEQS6 L1 0.357 0.235 2.34 0.605 0.246
MSTW2008 LO  0.533 0.263 2.06 0.602 0.284
ANSBRUCK013 CTEQ6 L1 0.90 0.516 2.76 0.219
MSTW2008 LO  0.90* 0.550 3.02** 0.277**

Table 2.2: Tuned MPI parameters for the PyTHIA 6 AMBT2B (minimum bias) and INNSBRUCK2013
tunes. (*) = a fixed value was used for this parameter. (**) = for this tune the reference
energy for the extrapolation (PARP(89)) was chosen to be 7 TeV instead of the default
1.8 TeV. (***) = here only a single parameter (PARP(83)) was used for the exponential
and Gaussian modelling of the hadronic matter distribution.

An additional PYTHIA 6 INNSBRUCK2013 tune [33-35] was used with the CTEQ6 L1 PDF

for generator-level comparisons of final distributions of the Minimum Bias analysis. This tune
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was performed on published ATLAS and CDF measurements of minimum-bias and underlying-
event data up to /s =7 TeV. The parameter values given here are from a re-tuning using the
latest PYTHIA version 6.428, instead of version 6.425.

In the INNSBRUCK2013 tunes utilising the PDF sets CTEQ6 L1 and MSTW2008 LO, the
tuned Aqcp values for hard scattering (PARP(1)) were found to be 0.165 and 0.226, whereas
for the tuned Aqcp parameter for FSR (PARP(72)) values of 0.389 and 0.580 were obtained,
respectively [35]. For the Aqcp parameter for ISR (PARP(61)) a fixed value of 0.19 was chosen.
The beam remnant parameters PARP(79) and PARP(80) were fixed at best fit values of 1.5
and 0.06 in the final tunes. For the exponential and Gaussian modelling of the hadronic matter
distribution, only a single parameter (PARP(83)) was used with tuned values of 1.82 and 1.70
for the two PDF sets, respectively.

A comparison of the MPI tuning parameters of the two main PYTHIA 6 AMBT2B (minimum
bias) and INNSBRUCK2013 tunes, employing the PDF sets CTEQ6 L1 and MSTW2008 LO,

is summarised in Table 2.2.

2.5.3 Epros

The hadronic interaction model Epos® is based on the hydrodynamic evolution of ultra-
relativistic particle collisions, starting from initial flux-tube structures [36]. It has been used
primarily for cosmic-ray air shower simulations [37] and heavy-ion collision experiments [38] and
can also be used to simulate pp interactions. EPOS implements an effective QCD-inspired field-
theory approach called “parton-based Gribov—Regge theory” [39] that simultaneously describes
hard and soft scattering processes. Unlike the PYTHIA generators, EPOS does not utilise the
standard PDFs for its calculations.

EPOS uses a number of parameters determining soft Pomeron properties, perturbative
QCD cutoffs, string dynamics, screening and saturation effects, and projectile and target
remnant properties [40]. These parameters have been tuned against available ete™, pp and
proton/deuteron—nucleus scattering measurements at a wide range of collision energies.

FEach individual particle interaction in EPOs produces a projectile and target remnant,
which carry most of the collision energy, and at least two elementary colour flux tubes (strings)
which subsequently break into hadrons. A single scattering amounts to the exchange of a
complete parton ladder, including ISR. In high-multiplicity events, many partons ladders
participate in the exchange, and a large number of flux tubes are produced, similar to heavy-ion
collisions. The EP0Os model computes the energy density corresponding to these flux tubes,
assumes thermalisation, and then performs a hydrodynamic expansion based on these new initial
conditions. Recently published results from ALICE support the validity of the hydrodynamic
expansion model [41].

The EpPoOs version 3.1 was used with the EPos LHC tune [42] to produce the MC samples

for the Minimum Bias analysis presented in this thesis. This tune contains a parameterised

5 Epos stands for “Energy conserving quantum mechanical approach, based on Partons, parton ladders, strings,
Off-shell remnants, and Splitting of parton ladders”.
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approximation of the hydrodynamic evolution, derived from tuning to previous LHC minimum-
bias data. The modelling of radial flow is optimised for the small-volume, high-density topologies

that are found in pp interactions.

2.5.4 QGSsJET-II

The QGSJET-1I [43] model is based on a Reggeon field theory framework and simulates soft and
semi-hard parton interactions with the “semi-hard Pomeron” approach. Like the EPOS model,
QGSJET-1I was developed for the simulation of cosmic rays, and does not utilise the standard
PDFs in its calculations. This model also differs from the previously described generators by its
lack of simulating colour coherence effects. In the work presented here, QGSJET-II is used with
the default tune.

2.5.5 HERWIG-+-+

HERWIG++ [44] is a general-purpose MC event generator in which inclusive high-energy hadron-
hadron interactions are simulated with particular emphasis on an accurate modelling of ISR and
FSR. It employs an eikonal model of independent multi-parton scatterings, a colourless-clusters
hadronisation scheme and a colour reconnection mechanism, and allows for a choice between
angular-ordered and dipole shower models.

The version 2.7.1 was employed to generate MC samples with the UE-EE-5 [45] tune,
performed on underlying-event data at 7 TeV as well as double parton scattering data, while
using the CTEQG6 L1 [46] PDF-set.

2.6 Measurements of Charged-Particle Distributions

High-energy pp collisions at the LHC and other particle colliders are dominated by non-
perturbative soft-QCD processes, which can (as of today) only be described by phenomenological
models. These models use a variety of tuneable parameters which must in turn be constrained
by measurements of observables over a wide range of energies. To this end, the properties and
dynamics of soft-QCD interactions in the low-transverse-momentum regime can be studied
experimentally by inclusive measurements of charged-particle distributions (called minimum
bias) containing only very low rates of hard scattering processes, or via measurements of events
that involve a hard interaction with large transverse momentum transfer as well as a soft
component (called underlying event).”

Underlying-event studies distinguish between particles in the toward, away and transverse
regions, defined by their azimuthal angle relative to the leading high-pt jet which originated

from the hard interaction. The soft particles of interest, which constitute the underlying event,

7 While neutral particles are relevant for studies involving the measurement of jet energies and of observables
regarding the complete event, as well as for physics searches such as H — ~7, they are not considered in
minimum-bias and underlying-event studies.
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are assumed to populate the transverse regions. A special trigger (see Section 3.2.5) is employed
to record a sample of only such events in which a hard-scatter interaction was present.
Minimum-bias measurements employ an inclusive minimum-bias trigger (see Section 3.2.6)
to record a data sample of the vast majority of collision events that primarily contain particles
originating from soft interactions. As the production cross-section for soft-QCD processes is
several orders of magnitude larger than for hard processes, the minimum-bias measurement
requires a much smaller luminosity than other studies of rare physics processes and particles.
The minimum-bias analysis presented in this thesis (see Chapter 7) is performed with primary
charged particles produced in pp collisions which were recorded by the ATLAS experiment [47]
at the LHC [1] at a centre-of-mass energy of /s = 8 TeV. A special experimental setup (see
Section 3.1.1) was used to obtain a data sample with a very high probability of containing
only one pp interaction per recorded collision event. In this analysis, as well as in equivalent
measurements performed by LHC experiments at centre-of-mass energies between /s = 0.9 and

13 TeV, four types of distributions are studied:

1. the charged-particle multiplicity (or number of charged particles) per event,
2. the charged-particle density as a function of pseudorapidity,

3. the charged-particle density as a function of transverse momentum, and

4

. the average transverse momentum as a function of the charged-particle multiplicity per

event.

In equivalent studies from the pre-LHC era, mainly the first two distributions were measured
at centre-of-mass energies up to /s = 1800 GeV. The rate of particle production due to parton
interactions is dependent on the collision energy, particularly through the MPI mechanism. The
measured charged-particle multiplicities are therefore being found to increase with the centre-of-
mass energy (at a scale above 10-20 GeV). This energy-dependent multiplicity evolution can
be studied by a comparison of the density of centrally produced charged particles over a wide
range of collision energies.

The transverse-momentum distribution shows a continuous transition from soft interactions
in the low-pr regime to hard processes and jet-like events in the high-pr range of the spectrum.
Between these domains the pp spectrum is steeply falling by several orders of magnitude, and
its shape in the MC simulation is sensitive to the tuning of MC generator models. While this
measurement is usually limited by a low-momentum threshold, the spectrum can be extrapolated
to pr = 0 in order to obtain a more inclusive spectrum of charged particles. The distribution of
the average transverse momentum versus multiplicity is of particular interest for the tuning of
MC generators, as their predictions of this functional dependence are highly sensitive to the
modelling of colour reconnection.

Furthermore, the results of these studies have significant implications for the modelling
of event backgrounds arising from low-pt processes, which can affect the topologies of hard-

scattering events containing an interaction with large momentum transfer, when particles
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originating from more than one hadron—hadron interaction are present at the same time. A
better understanding and modelling of soft-QCD processes can thus also contribute to the
reduction of systematic uncertainties in measurements based on such high-pt phenomena.

The measured distributions are obtained from reconstructed particle trajectories (tracks), cor-
rected for detector effects including measurement inefficiencies and background contaminations,
and compared to MC predictions from various phenomenological models, using simulation sam-
ples obtained with the MC event generators listed in Section 2.5. In order to apply appropriate
corrections for the inefficiencies and backgrounds, a detailed understanding of the particle-matter
interactions in high-energy physics, the experimental setup and detector conditions in the given
data-taking period, the employed simulation techniques and models, and the reconstruction
performance are required. In the remainder of this thesis, these aspects are addressed first,
before the measurement of charged-particle distributions at /s = 8 TeV is finally presented in
Chapter 7.

2.7 Particle-Matter Interactions

Particle detection and particle reconstruction depend on the interactions between particles and
detector materials. As charged and neutral particles traverse the ATLAS detector, they interact
with sensitive detector elements as well as the insensitive material e.g. from service and support
structures. While charged particles immediately interact with the material through Coulomb
forces, uncharged particles can often pass through parts of the detector unnoticed. In order to
be detected they have to undergo an interaction that often causes the production of charged
secondary particles. However, the same types of particle-matter interactions can also lead to a
degradation of the resolution of the reconstructed particle properties, and they can reduce the
efficiency to reconstruct these particles altogether.

These physics interactions and their probabilities are characterised by the properties of the
incident particles, such as their charge z, velocity 8 = v/c and total energy, as well as properties
of the traversed materials, such as their atomic number Z, atomic mass A, mean ionisation
potential I, density p and thickness x, and quantities derived from these properties. This section
presents a survey of the physics interactions that describe the passage of high-energy particles
through matter, largely following the summary given in the 2015 update of Chapter 32 in the

latest available PDG review [4], and discusses their effects on the studies presented in this thesis.

2.7.1 Energy Loss

In high-energy physics applications, the particle energy is typically much larger than the binding
energy of electrons in the atoms of which the traversed detector material is composed. This
is particularly the case when fast charged particles travel with relativistic speed v = Sc. The
atoms of the traversed matter can be approximated as nuclei at rest surrounded by free electrons.

Charged particles interact with these nuclei and electrons by electromagnetic forces. These
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inelastic collisions lead to mostly small energy losses due to ionisation (O(a?)),® bremsstrahlung
(O(a?)), direct pair production (O(a?)) and photonuclear interactions, as well as atomic and
collective excitations which are are only significant at lower energies. Charged hadrons can also

interact with nuclei via single inelastic collisions, which are described in Section 2.7.3.

2.7.1.1 Ionisation

For a moderately relativistic, charged, heavy particle (with mass M > m.), the mean rate of
energy loss (dF/dz) per unit length x due to ionisation, also referred to as mass stopping power,

can be described by Bethe’s equation [48] (also known as Bethe—Bloch equation):
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is a constant, m. is the electron mass at rest, r. ~ 2.818 fm is
the classical electron radius, Z and A denote the atomic number and atomic mass of the
traversed material, I is the mean excitation energy of the material in units of eV, Wyax =
2mec? 322 /(14 2yme /M + (me/M)?) is the maximum energy transfer to an electron in a single
collision in units of MeV, and §(5v) describes the density effect correction. The mean rate of
energy loss is therefore functionally dependent on £, but not on the total thickness x of the
traversed material.

Particles with the same momentum have similar but slowly decreasing rates of energy loss in
materials with increasing Z, because the ratio Z/A for stable elements tends to slowly decrease
with Z. In mixed and compound materials, the contributions of individual materials can be

added proportionally (Bragg additivity) and one obtains

= uw (2.

J

where (dE/dz); is the mean rate of energy loss in the j-th component in units of [MeV cm™1].
An equivalent treatment can be used to determine the ratio (Z/A). This method would
underestimate (I'), though, because the binding energies of electrons in compounds are higher
than in the pure elements; a more accurate treatment is given in Ref. [49]. Effective values of (4)
have been tabulated for chemical elements and for a large number of mixtures and compound
materials [50, 51].

Tonisation loss is a stochastic process for which the energy transfer probability distribution
can be described by the asymmetric Landau distribution [52]. The most probable energy loss
2

]

for a particle traversing a moderate amount of material, with thickness x in units of [gecm™2],

can be calculated as

8 Here, o« denotes the fine-structure constant with o = e?/4meohic ~ 1/137.
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with & = %(%)% and j = 0.200. It is therefore functionally dependent on the thickness of
the traversed material. The rare events in the long tail of the Landau-shaped energy loss
distribution arise physically from a large energy transfer of an ionising incident particle to
knock-on electrons (d-rays). The mean energy loss (dE/dzx) is weighted by all events in the
distribution, and is therefore higher than the most probable energy loss. The PDG review
emphasises that “few concepts in high-energy physics are as misused as (dE/dx)” [4]. In many
practical applications the most probable energy loss is found to be more representative to
describe the process and should be used instead of the mean value; in very thin absorbers,
however, only few poisson-distributed collisions take place, and the total energy loss shows a
large variance. Ionisation losses affect the measurements presented in this thesis mainly by the
degradation of the reconstructed track parameter resolutions, which are discussed in Chapter 5.

At low energies between 0.05 < v < 1, shell corrections must be included in the Bethe
equation, as well as the “Bloch correction” to include higher-order terms, and an additional
“Barkas correction” that decreases the mass stopping power for negatively charged particles. At
high energies the electric field of a charged particle flattens and extends, and the probability
for distant collisions increases, while polarisation effects limit the increase. The density effect

correction of the Bethe equation then becomes

5(27) — In (hc;p> —l—lnﬂ’y—% , (2.7)
with the plasma energy hw, that depends on the electron density of the material. Under
such conditions, the mean energy loss grows with In 3y rather than In 32y2. This correction
is usually calculated using a parameterisation introduced by Sternheimer [50,53]. With all
these corrections the accuracy of Bethe’s equation is better than 1% for particles traversing
intermediate-Z materials at energies within most of the “Bethe region” that extends roughly
between 0.1 < By < 1000. The total mass stopping power for muons in Cu, taking all these
effects and corrections into account, is visualised in Figure 2.5.

Many relativistic particles that are produced in high-energy collision experiments are called
minimum-ionising particles or MIPs due to their mean energy loss rates being rather close to
the minimum of the Bethe region. However, for particles at very high energies above 5+ > 1000,

radiative losses become relevant, as described in the following section.

2.7.1.2 Bremsstrahlung

Accelerating charged particles emit electromagnetic radiation known as bremsstrahlung photons,

approximately in their direction of flight, to which they transfer a part of their energy. This
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Figure 2.5: Mass stopping power (mean energy loss) of muons in Cu, displayed as a function of
B~y = p/mec. The solid curve shows the total stopping power when all effects are added.
The vertical shaded bands indicate the transitions between different regions in which
specific approximations hold. Plot taken from Ref. [4] (PDG, 2015 update).

effect becomes dominant at high energies, when charged particles interact with magnetic fields
and with the Coulomb fields of nuclei. The effect is suppressed by 1/m? and therefore happens
predominantly for the light-weight electrons and positrons, where bremsstrahlung exceeds
ionisation effects beyond critical energies of E. ~ 800 MeV /(Z + 1.2); for heavier particles such
as muons and pions, the effect only becomes significant above a much higher critical energy
threshold in the TeV regime (e.g. in cosmic rays). The average rate of muon energy loss can be

expressed by

_dE

—=a(B)+HE)E (2.8)

where a(E) is the ionisation energy loss given by Eq. 2.4, and b(E)E comprises the sum of eTe™
pair production, bremsstrahlung, and photonuclear contributions.

The radiation length X is the characteristic mean distance for a high-energy electron to
radiate off all but 1/e of its energy by bremsstrahlung while traversing a particular medium.
It is given in units of [gcm™2]. This is also the characteristic scale length to describe the
development of electromagnetic showers (or cascades) at high energies. The Tsai formula [54]

can be used to calculate X as
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XO e A (ZQ[Lrad - f(Z)] + ZLrad) , (29)

where f(Z) can be expressed by an approximation with «Z dependence [55]. The parameters
Lyag and L7, have been tabulated for all elements, which from Z > 5 onwards follow simple
analytic logarithmic expressions with Z dependence, such that the part in parentheses at the
end of Eq. 2.9 simplifies to Z(Z + 1) log(183Z'/3). For mixtures and compounds, the combined

radiation length can be approximated by

Z Xo,; , (2.10)

where w; is the fractional weight of the j-th element in the compound, and X ; is its radiation
length.19
Ionisation losses of fast electrons can be described by the theory of Bethe and Heitler [56].

Their total mean energy loss per unit length x due to bremsstrahlung can be expressed by

dE E;
- - _ 2.11
(d.%‘)rad XO ’ ( )

and therefore depends only on the initial energy Fj; of the particle and the radiation length X
of the traversed material. With an approximation using Tsai’s formula given in Eq. 2.9, the

cross section of the energy loss of electrons due to bremsstrahlung can be expressed as

do A 4 4
dk ~ XoNak < “3vtY > ’ (2.12)

where k is the energy that has been transferred from the electron to the radiated photon, and
y = k/E is the fraction of k with respect to the initial electron energy E. The number of
photons emitted by an electron, with energies between ki, and knyax, can be approximated (for
short path lengths d < Xj) by

d 4 kmax 4 kma.x - kmin k2 k2
N,=— =1 - = max min . 2.13
"7 X [3 " (kmm> 37 B 2E? (2.13)

This process affects the study of primary-charged-particle distributions presented in this thesis

twofold: (1) it affects the reconstruction of the initial properties of primarily produced electrons

¥ Another approximation gives Xo = (716.4 A)/(Z(Z +1)In(287/vVZ)) [gcm™2].
10 The same approximation also holds for the nuclear 1nteract10n length Lo which is introduced in Section 2.7.3.
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and positrons; (2) the produced bremsstrahlung photons can give rise to further secondary

charged particles via the process of pair production, as described in the next section.

2.7.1.3 Pair Production

High-energy photons can lose energy while traversing matter due to the photoelectric effect,
Compton scattering, Rayleigh scattering, photonuclear absorption, and pair production. At high
energies the process of electron-positron pair production dominates. Based on Tsai’s formula
from Eq. 2.9, the total cross section for eTe™ pair production in the high-energy limit can be

approximated by

7T A
o= -
9 XoN4y

(2.14)

which is accurate within the level of a few percent for energies of 1 GeV and above, especially
for materials with high Z. This effect is relevant for the study of primary-charged-particle
distributions presented later in this thesis, as it gives rise to the production of secondary charged
particles in the material structures of the measurement device, thus introducing a source of

background in the measurement. Details are given in Section 7.4.2.

2.7.2 Multiple Scattering

Any charged particle traversing a medium is subject to successive individual deflections by
small angles which mostly arise due to Coulomb scattering from nuclei, as well as due to strong
interactions in the case of charged hadrons. Under the central limit theorem, the net scattering
angle and the net displacement due to large numbers of individual deflections can be assumed
to follow Gaussian distributions which are symmetrically centred around zero. The RMS width
of this Gaussian approximation of the projected scattering angle, 6y, was first expressed by

Moliére [57] and can be calculated more accurately with the Highland formula [58],

_ 13.6 MeV

e Z~\/t/Xo(1+0.0381n(t/Xo)) (2.15)

0

where p is the momentum and Z is the charge number of the incident particle, while t/X
represents the thickness of the scattering medium in units of radiation length. For a layered
material of low total thickness, the same equation can be applied when using t/Xy of the
combined material. For electrons traversing materials of higher total thickness, one also needs
to take into account that the electron momentum changes continuously due to relatively high
radiation losses [59].

The actual probability density function (PDF) of the projected scattering angle contains a

Gaussian core describing ~ 98 % of the distribution, as well as non-Gaussian tails due to rare
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large-angle scattering processes. These can be described with a Gaussian mixture model, in

which two Gaussians are utilised to describe the core and the tails, respectively [60]:

f(ems) = (1 - 6) : g(](ems; Ucore) +€- gO(Qms; Gtail) , (216)

where gg signifies Gaussian distributions with mean values of zero and widths of ocore and oaq
for the core and tail component, respectively. Both widths and the parameter ¢ are model
parameters which depend on the traversed material in terms of ¢t/ Xg. For very thin scatterers,
a semi-Gaussian mixture model with a non-Gaussian parameterisation of the single-scattering
angle can be applied to describe the tails more accurately [61].

The multiple scattering processes affect the measurements presented in this thesis mainly
by the degradation of reconstructed track parameter resolutions, and also by increasing the

probability to reconstruct tracks with too high momentum, as described in Section 7.5.3.2.

2.7.3 Hadronic Interactions

Charged hadrons can collide with nuclei with an interaction cross section ¢ that is proportional
to the geometrical cross section A2/3 of the nuclei. At high particle energies, the mean free path

until such an interaction occurs can can be approximated by

A A8 [gem™2] =1 Ly . (2.17)

A=
Napo

This is also referred to as the nuclear interaction length Ly, which is much longer than the
radiation length X in the case of high-Z materials. In such inelastic collisions, the hadron—
nucleus interactions produce secondary hadronic showers. These inelastic scattering processes
can be classically described by a multi-chain model in which the incident particle penetrates
into a nucleus and collides with a nucleon inside, producing a number of hadronic secondary
particles. As long as these particles (including the scattered incident particle and recoil nucleon)
remain within the nucleus, they can interact again, thus developing an intra-nuclear cascade.
At the end of the interaction, even if the incident particle escapes the nucleus and remains
intact, it can no longer follow its former trajectory, as its energy and direction will have
changed significantly. This process has major consequences on the reconstruction efficiency of
charged hadronic particles, and gives rise to the main source of systematic uncertainty in the
measurement of charged-particle distributions. The effects of hadronic interactions due to the

presence of detector material will be discussed in several chapters throughout this work.



Chapter 3

The LHC and the ATLAS Experiment

The well-known proverb, “FExtraordinary claims require extraordinary evidence,” that has been
popularised by the late Carl Sagan and can be traced back to earlier scientists such as Laplace !

and Hume,?

can be seen as a defining principle for the realm of experimental particle physics:
any claim of a new physics discovery is required to be supported by evidence of a staggering 5o
significance. Even for studies that do not aim to discover new physics phenomena, very high
precision and diligence are indispensable to build up knowledge and make progress in the field.
As the collection of such evidence inevitably requires outstanding effort, from intellectual power
to cutting-edge technology, the proverb might thus be extended to a corollary: “Ezrtraordinary
evidence requires extraordinary instrumentation.”

This chapter introduces the extraordinary instrumentation that lies at the heart of the
studies presented in the remainder of this thesis. It summarises the up-to-date knowledge of the
LHC and the ATLAS experiment, and highlights the main components of the ATLAS detector
and the trigger system that are most relevant in this context. The specific experimental setup

that was used for the main study presented in this thesis is also discussed.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [1] is part of a predominantly subterranean accelerator
complex at the European Centre for Nuclear Research (CERN) in the Swiss/French border
area near Geneva, Switzerland. It is a superconducting circular hadron collider of almost 27 km
circumference, installed within the underground tunnel of the previous Large Electron-Positron
(LEP) collider experiment at a depth of 50-175m. The LHC has been designed and built in
order to accelerate proton and heavy-ion beams in two adjacent accelerator rings, using 1232
powerful dipole magnets to create two opposite magnetic fields of up to 8.4T which keep the
particles in both rings on track, while quadrupole magnets keep the particles tightly bunched
together. These particle bunches can be brought to head-on collision at four interaction points
(IPs) that are used by the main high-energy particle physics experiments at the LHC, called
ATLAS, CMS, ALICE and LHCD, as shown in Figure 3.1.

! “The weight of evidence for an extraordinary claim must be proportioned to its strangeness.”
2 “No testimony is sufficient to establish a miracle, unless the testimony be of such a kind, that its falsehood
would be more miraculous than the fact which it endeavours to establish.”

31
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Figure 3.1: Schematic overview of the LHC accelerator complex, including the ALICE, ATLAS, CMS
and LHCb experiments. Image taken from Ref. [62].

The LHC machine is able to deliver proton-proton (pp) collisions at a centre-of-mass energies
of up to y/s = 14 TeV. During the Run-1 period of its operation,® data was collected by the
experiments at pp collision energies of /s = 0.9, 2.36, 7 and 8 TeV. In addition, the LHC
has also been used to deliver proton-lead (p+Pb) and lead-lead (Pb-+PDb) collisions with up to
/s = 5.5 TeV per colliding nucleon pair, which are of special interest to experiments such as
ALICE.

Besides the centre-of-mass energy, the instantaneous luminosity is considered the most

important machine parameter. It is defined for pp collisions as:

ﬁ: /’Lnbf'l’

Oinel

? (3.1)

where p is the average number of the Poisson-distributed inelastic pp interactions per proton
bunch crossing,* ny is the number of colliding pairs of proton bunches within the LHC storage
rings, f, is the revolution frequency of proton bunches, and oj,e is the cross section for inelastic

pp interactions. Each of the proton bunches typically contains O(10'!) protons.

3 The data-taking period referred to as Run-1 took place between late 2009 and early 2013, delivering pp
collisions of up to /s = 8 TeV. It was followed by the Long Shutdown 1 (LS1) period in which the accelerators
and experiments were maintained and upgraded to new state-of-the-art technology. The Run-2 data-taking
period commenced in Spring 2015 and is currently scheduled to last until the end of 2018, aiming to deliver
pp collisions of up to /s = 14 TeV.

4 The value of  tends to decrease during a fill due to slowly decreasing instantaneous luminosity corresponding
to steadily declining beam intensities.
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ATLAS and CMS are general purpose experiments designed to perform new physics searches
(including SUSY, dark matter, neutrino physics, and jet substructure studies) as well as precision
measurements of the properties and production cross sections of known elementary particles
(such as the differential top-quark cross-section, or the W boson mass). Most of these studies
require the design high-luminosity operation of up to £ ~ 103*ecm~=2s7!, for which the LHC
storage rings can be filled with up to 2808 proton bunches with a bunch spacing of 25 ns, thus
providing a collision rate of up to 40 MHz.”

3.1.1 Experimental Setup for Charged-Particle Measurements

The high-luminosity operation is needed by most studies at the ATLAS experiment in order
to collect as many collision events with signatures of the studied processes as possible, such
as rare H — ZZ%") — pupp decays. Under these conditions it is desirable to record several
pp interactions simultaneously in one bunch crossing in order to maximise the yield of rare
physics processes. The occurrence of simultaneous interactions within one bunch crossing is also
referred to as in-time pile-up.

For the charged-particle multiplicity measurement presented in this thesis, a different setup
is needed in order to minimise the probability of more than one simultaneous pp interaction per
bunch crossing,® as well as to minimise event backgrounds which can contaminate the recorded
data sample. The required low-u conditions are ensured by a p-scanning technique in which
both focused proton beams are adjusted such as to achieve only a partial overlap between their
two approximately Gaussian beam profiles. The proper adjustment for stable low-u conditions

during the run is constantly monitored with dedicated beam luminosity monitors [63].

Parameter design operation (2012) low-p run
Beam energy (TeV) 4 4
Filled paired bunches per beam ny 1380 28
Particles per bunch 1.7 x 101 <9 x 10t
Time between collisions (ns) 50 > 50
Inst. online luminosity £ (cm~2s71) 7.7 x 1033 < 1.8 x 10?8
B* at IP of ATLAS (m) 0.6 0.6
Average pp collisions per bunch crossing (u) 20.7 < 0.004

Table 3.1: Summary of LHC parameters during Run-1 operation at the design luminosity in 2012
(center) and during the part of the low-y run in April 2012 which was used for the Minimum
Bias analysis at /s = 8 TeV (right).

5 The LHCb and ALICE detectors are designed for more specific physics analyses (B-physics and heavy-ion

collisions) at a lower luminosity operation of £ = 1032 cm=2s7 L

6 The actual probability for such pile-up events can be calculated from p by using the Poisson distribution.
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Using a dedicated low-u setup, the corresponding data sample was recorded in a special run
during April 2012 at /s = 8 TeV, in which all required detector sub-systems were operational.
The delivered peak luminosity was kept below £ < 1.8 x 102® cm™2s~! in the analysed part of
the data, corresponding to p < 0.004. The special run furthermore used only 28 paired proton
bunches (and 19 unpaired bunches per beam that were used to study beam background effects),
grouped into two bunch trains with 50ns bunch spacing and maximum beam intensities of
8.93 x 10! and 8.29 x 10! protons, respectively. Table 3.1 summarises the most important
run parameters of the LHC and ATLAS, comparing typical values at the design luminosity
operation with the setup for the low-g run in April 2012.

At the LHC, charged-particle multiplicity distributions and observables have also been
measured by the CMS, ALICE and LHCDb experiments; a full list of references to available

measurements is given in Chapter 7.

3.2 The ATLAS Detector

As of today, the ATLAS experiment [47] is mankind’s largest-volume general-purpose particle
detector. The immensely complex measurement device comprises several sub-detectors, one
solenoidal and one toroidal magnet system, as well as cabling, cooling and supporting structures.
It measures approximately 25m in height and 44 m in length, weighs about 7000 tons, and is
located about 100 m below the surface of the French and Swiss countryside close to the main
CERN site. A schematic view of the apparatus is shown in Figure 3.2.

The ATLAS detector has been primarily designed to enable the search for new physics. It
is also used for precision measurements of known elementary particles, as well as studies of
various properties of collision events, such as charged-particle multiplicities. The apparatus can

be divided into three main sub-detector parts, where the former are encapsulated by the latter:

e Inner Detector (ID)
e Calorimeters

e Muon Spectrometer (MS)

The ID and MS are tracking systems that enable precise momentum measurements of
charged particles. The ID is also responsible for precise measurements of primary and secondary
interaction vertices as well as parameters of charged-particle trajectories. The calorimeters are
utilised to determine the total energies of traversing electromagnetic and hadronic particles.
Together these sub-detector components also allow for a precise identification of particles which
arise from the high-energy collisions.

As the ID is the only sub-detector of ATLAS which is relevant for the work presented
in this thesis, the Calorimeters and Muon Spectrometer will only be described briefly here.
Extensive details about these latter two subsystems can be found in the ATLAS Technical
Design Report [64].
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Figure 3.2: Computer-generated image of the ATLAS detector and its main sub-detector systems.
Image taken from Ref. [47].

3.2.1 The ATLAS coordinate system

The ATLAS coordinate system is defined as a right-handed Cartesian coordinate system with
the origin at the nominal interaction point in the geometrical centre of the detector. The positive
direction of the x-axis is defined as pointing from this origin to the centre of the LHC ring, the
positive direction of the y-axis points upwards, and the positive z-axis points counter-clockwise
along the beam direction when viewed from above. Cylindrical coordinates r and ¢ (the azimuthal
angle around the z-axis) are used in the transverse (z,y)-plane. Furthermore, two quantities
which are often used in high-energy particle collision experiments are the pseudorapidity 7,

defined in terms of the polar angle 0 as

n= —lntan(g)7 (3.2)

and the transverse momentum pr in the (z,y)-plane, which is given by

pr = psinb. (3.3)

The angular distance between trajectories is measured in units of AR = /(An)? + (A¢)2.
Individual detector modules in the ID use local right-handed Cartesian reference frames which

have their origin in the geometrical centre of each device. Details can be found in Ref. [64].
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End-cap semiconductor tracker

Figure 3.3: Computer-generated image of the ATLAS inner detector (ID) and its subcomponents.
Image taken from Ref. [47].

3.2.2 Inner Detector

The Inner Detector is the innermost tracking device of ATLAS. It was designed to provide precise
measurements of the trajectories and kinematic properties of charged particles, as well as the
locations of primary and secondary vertices. It comprises three sub-detectors employing different
technologies: a silicon pixel detector (Pixel), a silicon microstrip detector (Semiconductor Tracker
or SCT) and a transition radiation tracker (TRT). A solenoid immerses all three sub-detectors
in a 2T axial magnetic field that causes charged particles to propagate along curved trajectories,
from which their momenta in the transverse (z,y)-plane can be derived.

The ID is designed to provide full coverage in ¢ and within |n| < 2.7, whereas the acceptance
for ID track reconstruction is restricted to |n| < 2.5. Its sub-detectors are organised into a
barrel region with cylindrical setups around the interaction point, and two end-cap regions with
disc-shaped radial setups in the forward and backward direction, respectively. The ID barrel
region comprises three Pixel layers, four SCT double-layers, and 73 layers of TRT straws. Each
end-cap region has three Pixel layers, nine SCT double-layers, and 160 TRT layers. The sensitive
elements in the barrel cover radial distances from the beam axis of 50.5-150 mm, 299-560 mm
and 563-1066 mm, respectively. Typical position resolutions are 10 pm, 17 pm and 130 pm for
the r—¢ coordinate of each sub-detector, and 115 pm and 580 pm for the longitudinal coordinate
of the Pixel and SCT sub-detectors, respectively. A schematic view of the ID is presented in
Figures 3.3, 3.4 and 3.5.
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Figure 3.4: Schematic planar view of a quadrant of the ID, highlighting the main subsystems and
detector elements along with their active dimensions. The lower part shows a zoom of the
Pixel detector region. Image taken from Ref. [47].

R=1082mm

Figure 3.5: Schematic illustration of the sensor layers and structural elements in (a) the barrel and (b)
the end-cap region of the ID. Images taken from Ref. [47].

3.2.2.1 Pixel Detector

The Pixel detector is the innermost sub-detector of ATLAS with the highest spatial resolution

of all components. It consists of 1744 silicon modules arranged in three cylindrical barrel layers

as well as three end-cap discs on each side.

The innermost cylindrical layer, closest to the

beam axis, comprises modules positioned at a radius of approximately 50.5 mm. It is also called

B-Layer since it plays an indispensable role in B-physics, which relies upon the reconstruction of
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jets produced by bottom quarks. The barrel modules are arranged in a turbine-like layout at an
azimuthal angle of 20° [65]. The silicon modules of 250 pm sensor thickness comprise a total of
80.8 million silicon pixels with a typical size of 50 x 400 pm? in the transverse and longitudinal

direction.”

Each individual pixel provides a measurement signal if it collects an amount of
charge beyond a tuneable threshold, measured by the pulse height using a time-over-threshold
(ToT) technique.

A charged particle traversing a pixel sensor deposits energy through ionisation (and the
creation of electron—hole pairs) typically in more than one adjacent pixel. Electronic signals
in such pizel clusters can be formed due to a non-zero incident angle between the particle
trajectory and the boundaries of individual pixels, the diffusion of electrons and holes among
adjacent pixels within the sensor, or a charge drift caused by the magnetic field. Details about
the extraction and utilisation of pixel cluster information by the ATLAS reconstruction software
are given in Ref. [66].

The pixel detector is contained within a service structure called the Pixel Support Tube
(PST), and requires further service structures including the Patch Panel (PP) regions for its
operation and maintenance. It is crucial to minimise the passive or non-sensitive material of
such support structures, including cabling, heating and cryogenics, during the construction of
the ID, as such material can interfere with the particle reconstruction due to particle-matter
interactions, yet does not provide any useful measurable information. These effects and their

impact on the presented measurements are investigated in Section 6.1.

3.2.2.2 Semiconductor Tracker (SCT)

The SCT uses a similar layout as the Pixel detector. It consists of silicon strip modules
arranged in four cylindrical barrel layers, as well as nine disc layers on each end-cap side. Each
measurement layer comprises two silicon strips that are rotated by an angle of 40 mrad with
respect to each other, in order to allow a precise position measurement while reducing the total
number of required readout channels to approximately 6 million.

The Pixel and SCT detectors provide measurement signals within || < 2.5. They comprise
the most important components of the ATLAS detector for the purpose of precise track
reconstruction in the studies presented in this thesis. As they employ similar technologies based
on silicon modules, the total number of measurement clusters in both systems along a single
reconstructed particle trajectory is commonly referred to as silicon hits; this number is often
used as a track quality criterion by the reconstruction algorithms.

It is possible that a charged particle traverses a Pixel or SCT sensor without generating
any measurement signal, such as when the corresponding silicon module is malfunctioning or
inactive; this is usually taken into account in the detector conditions during a measurement, to
avoid biasing the reconstruction of the particle trajectory and momentum. It is also possible

that a measurement signal is generated in a sensor without being traversed by a corresponding

7 In the regions between the readout chips, so-called long pizels with a longitudinal size of 600 pm are used.
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charged particle at all; such detector noise can contribute to the reconstruction of so-called fake

tracks (see Section 5.1).

3.2.2.3 Transition Radiation Tracker (TRT)

The outermost sub-detector of the inner tracker of ATLAS is known as the TRT. It is a transition
radiation detector which also provides a large number of measurements that help improve the
track reconstruction, particularly the momentum resolution. The TRT consists of 370000 drift
tubes (called straws) of 4 mm diameter in a dense arrangement, filled with a Xenon-based gas
mixture, using a gold-plated Tungsten—Rhenium wire as an anode. The barrel straws are aligned
in parallel to the beam pipe and divided by a readout gap at || < 0.1, and are additionally
read out at both ends of the tube arrangement. This design limits the measurement resolution
in 17 but provides a good resolution in ¢. Together with the radially arranged end-cap straws,
the TRT acceptance range extends to |n| < 2.0.

The TRT straws are interleaved with polypropylene fibres and foils as a transition radiation
element, such that when the media boundaries are traversed by ultra-relativistic particles,
collinear photons are emitted depending on their Lorentz factor, v = E/m, and increase the
collected charge that is deposited inside the straw. By using separate signal amplitude thresholds,
the TRT can discriminate between (a) signals caused by minimum-ionising particles and (b)
transition radiation e.g. from electrons (which have a much higher Lorentz ~-factor due to their

lower mass), and can thus be utilised for particle identification.

3.2.3 Calorimeter

The ATLAS calorimeters consist of an electromagnetic (EM) calorimeter, a hadronic calorimeter,
and a forward calorimeter. The combination of these components provides an almost hermetical
enclosure around the interaction point, up to |n| < 4.9, which is crucial for precise measurements
of the missing transverse energy, Effniss; this observable is a typical signature of final states
including neutrinos and various new physics phenomena. Solenoid magnets and cryostats are
located between the ID and the calorimeters; furthermore, a pre-sampler within || < 1.8
accounts for the energy that is lost by particles due to interactions with sensitive as well as
passive detector material before they reach the calorimeters.

The EM calorimeter comprises accordion-shaped Pb absorbers and liquid-argon (LAr)
samplers, arranged in a three-layer barrel and two end-caps that cover a range of up to
|n| < 3.2. It is designed to absorb the energy of electromagnetic particles and thus to provide a
high-resolution measurement of electron, photon and jet energies.

The hadronic calorimeter is a sampling calorimeter which surrounds the EM calorimeter. It
consists of steel absorbers and tile scintillators in the barrel region, and copper-plate absorber
wheels interleaved with liquid-argon samplers in the end-caps. This apparatus is designed

to fully absorb the secondary cascades caused by hadronic particles which penetrate the EM
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calorimeter; this is mandatory to keep the rate of contamination due to punch-through particles
entering the surrounding Muon Spectrometer as low as possible [67].

The Forward Calorimeter (FCAL) is a sampling calorimeter which covers the forward range
of 3.1 < |n| < 4.9. It uses liquid argon as an active sampling material, as well as one copper
and two tungsten absorber layers.

Furthermore, a dedicated luminosity monitor (LUCID) is installed in the very forward
direction at a distance of +£17m from the nominal interaction point of ATLAS. This device
aims to detect signatures of inelastic pp interactions and to provide an online monitoring of the
luminosity and beam conditions, as well as a relative measurement of the integrated luminosity.
LUCID is complemented by two other forward physics detectors: the zero degree calorimeter
(ZDC) at £140m and the roman-pot ALFA detector at £240 m from the nominal interaction
point of ATLAS, respectively. ALFA is capable of measuring the absolute luminosity as well as

signatures of elastic pp scattering in the very forward direction [17,21].

3.2.4 Muon Spectrometer

The Muon Spectrometer (MS) is the largest component of the ATLAS detector. It is located
outside of the calorimeters and extends between approximately 4.5 < r < 11m and 7 < |z| <
23m. Eight large superconducting coils in a barrel as well as two end-cap toroids provide a
strong and complex toroidal magnetic field. The forward acceptance of the MS extends up to
|n| < 2.7. Its sensitive chambers are arranged in three cylindric barrel layers and four end-cap
discs on each side. In the region up to |n| < 2.4, Resistive Plate Chambers (RPC) in the barrel
and Thin Gap Chambers (TGC) in the end-caps provide fast signals which can also be used
for hardware triggering. Between 2.0 < |n| < 2.7, Monitored Drift Tube chambers (MDT) and
Cathode Strip Chambers (CSC) measure the n and ¢ coordinates of tracks with high precision.
When combined with tracking information from the ID, these measurements enable a precise
reconstruction of muon trajectories and their momenta (up to 2-3 % for muons within a range
of 10-200 GeV).

3.2.5 Trigger System

At its design operation, the LHC delivers collision events to each of its experiments at a rate of
up to 40 MHz. The amount of raw data, prior to any further data processing steps, is typically
of the order of 2 1 MB per recorded collision event. Therefore, if the readout systems allowed
to record all collision events, the total amount of data to be stored would rise up to more than
40'TB per second; this would exceed today’s technological capabilities by far.

For most physics studies, however, only a tiny fraction of the initially collected data contains
the rare signatures of events which may be actually relevant to that particular study. Filtering
the data and recording only such events of interest allows to reduce the rate to manageable
levels of few hundred Hz. To this end, the Trigger and Data Acquisition (TDAQ) system [68]

is employed. This pre-processing system comprises three stages which are called Level 1 (L1),
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Level 2 (L2) and Event Filter (EF). At each stage different selection criteria are applied, which
are tailored to the specific requirements of every data-taking run as specified in a trigger menu.
Only if all three stages are passed by an event, the complete detector information is read out
and the data are transmitted to the central mass storage facility at CERN.

The first-level hardware trigger (L1) selects events with predefined signatures such as large
Effliss, high Er objects, jets, leptons, photons, or signals from the Minimum Bias Trigger
Scintillators (MBTS). It uses only data from a subset of the detector with reduced granularity
and simplified algorithms, and defines regions of interest (Rols) that are passed to the higher
level triggers. At this stage the event rate is reduced to ~ 75kHz. The second-level trigger
(L2) analyses the Rols further, now using data from all sub-detectors at full granularity. The
event rate is reduced to ~ 3.5 kHz. If the event passes both trigger levels, its full information is
transferred to a dedicated processing farm (EF). At this stage the event is analysed using detailed
track reconstruction algorithms, and the event rate is reduced to approximately 300-400 Hz.
From here the datasets are sent to the Worldwide LHC Computing Grid (WLCG) system for

full offline reconstruction, reprocessing, distribution, detailed analyses, and data storage [69].

3.2.6 Minimum Bias Trigger Scintillators

For the Minimum Bias measurement which is described in this thesis, the trigger system requires
a coincidence of hardware (L1) signals from Beam Pickup Timing devices (BPTX) and Minimum
Bias Trigger Scintillators (MBTS). The BPTX devices are located at 175 m distance from the
interaction region. When a pair of bunches simultaneously passes both locations, coincident
signals are triggered by the electrostatic button pick-up detectors that are attached to the beam
pipe, thus signalling when precisely a collision can be expected inside ATLAS.

The MBTS modules serve the purpose to select genuine pp collision events with the highest
possible efficiency, while safeguarding that the recorded sample be as unbiased as possible. They
are installed in both forward regions, between the ID end-caps and the LAr end-cap calorimeter
cryostats, at a longitudinal distance of z = +3.56 m from the nominal point of origin. Each
module consists of 16 plastic scintillation counters, each with 20 mm thickness, arranged in
eight azimuthal sectors and two rings covering pseudorapidity range 2.08 < |n| < 2.82 and
2.82 < |n| < 3.75. The L1_MBTS_1 and L1_MBTS_2 triggers that were used to collect data for
this study require a total of at least one or two MBTS signals above threshold, respectively. In
addition, a trigger on unpaired (non-colliding) bunches was used to collect data for dedicated
beam-background studies. Details on these studies and on the trigger efficiencies are given in
Chapter 7. Further details on the MBTS trigger system within the context of Minimum Bias

measurements can be found in Ref. [70].
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Chapter 4
Detector and Event Simulation

Even with the highest degree of technological sophistication and complexity, physics measure-
ments based on the raw data recorded from the ATLAS detector cannot be perfectly accurate.
On one hand, the intrinsic resolution of sensitive detector elements limits the capability to
acquire precise knowledge of the particle trajectories. On the other hand, parts of the measure-
ment device can become inefficient or produce noisy signals; particle-matter interactions can
degrade the resolutions and reconstruction efficiencies; background processes can contaminate
the recorded data samples; parts of the device may not be perfectly calibrated; etc. Some of
these effects require corrections to be applied, thus giving rise to systematic uncertainties which
must be quantified and accounted for in the final results of physics measurements. In many cases
these corrections and systematic uncertainties cannot be derived from data-driven methods,
but their precise evaluation is possible with the aid of computer simulations, provided that
the models employed in these simulations are accurately reflecting the experimental conditions,
detector setup, and underlying physics.

The ATLAS experiment uses an object-oriented, C++-based software framework called
ATHENA for the individual or sequential steering of event generation, simulation, digitisation,
reconstruction, and dedicated physics analysis tasks.! This chapter summarises the ATLAS
software framework and simulation infrastructure, introduces the available detector models and
simulation strategies, and briefly describes developments during and beyond the Run-1 period
of the LHC |74].

4.1 The ATLAS Simulation Framework

The use of Monte Carlo (MC) simulations of particle-matter interactions and the detailed
detector response has become a standard technique in most high-energy physics experiments.
This involves a wide range of applications, from the commissioning of the highly complex
measurement devices to detailed comparisons of measured observables between the simulation
and experimental data. Furthermore, many physics analyses depend on large MC datasets in

order to estimate systematic uncertainties, model background processes, derive corrections for

! ATHENA is an enhanced version of the LHCb GAUDI framework [71,72]. A comprehensive description of
ATHENA is given in Section 3.3 of Ref. [73].
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Figure 4.1: (a) Schematic evolution of the number of simulated MC events, using different simulation
strategies, and the amount of data recorded by ATLAS in terms of integrated luminosity
per year. Plot taken from Ref. [74] with modifications to better reflect the actual values
from 2012. (b) Timeline of the cumulative integrated luminosity delivered by the LHC
(green), recorded by ATLAS (yellow), and certified as good quality data after reprocessing
(blue) using pp collisions with stable beams at /s = 7 and 8 TeV in 2011 and 2012. Plot
taken from Ref. [75].

detector effects, and study rare processes with with small cross-sections. In many cases a highly
detailed simulation is required to reach the necessary precision, which however consumes a large
amount of computing resources.

The demand for these large MC samples rises further as the recorded luminosity at the LHC,
and hence the amount of ATLAS data to be analysed, increases over time (see Figure 4.1). In
order to achieve the goal of large-scale MC production despite the limited computing resources,
a variety of simulation techniques as well as detector models with different levels of detail have
been developed in recent years [76].

The MC sample generation process is generally divided into three steps that may be combined

into a single configurable workflow (termed job):

Event generation of primary-particle collections: this can be achieved with MC event
generators such as PYTHIA and EPOS (see Section 2.5), which produce primary-particle collections
representing final states of pp as well as heavy-ion collision events. These final-state collections
in standard HepMC |77| format constitute a major part of the initial conditions which are used

as input for the simulation stage.

Simulation of physics processes and detector response: this step can be performed with
a variety of simulation strategies that can be characterised by varying degrees of accuracy
and simulation speed. It includes the propagation of particles through the magnetic field, the
simulation of their physics interactions with the detector material, and the production of hit

collections from the simulated detector response to these particle-matter interactions.
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Figure 4.2: Flow diagram of the ATLAS simulation software chain. Algorithms are displayed in
rectangular boxes, while persistent data objects are shown in boxes with rounded corners.
Dashed boxes represent an optional part of the software chain that can be employed for
pile-up simulation. Plot taken from Ref. [76].

Digitisation and pile-up simulation: this step uses the hit collections from the simulation
output to produce simulated raw data objects (RDO) for the reconstruction, while optionally
including an overlay of simulated pile-up events. These RDOs are roughly equivalent to the
collision data recorded directly from the detector.

The simulated objects from the digitisation step become the input for the subsequent recon-
struction of particle trajectories (tracks), vertices, and other physics objects. The reconstruction
of tracks and vertices is described in Chapter 5; these objects are particularly important in
the context of this thesis as they provide the main input to the track-based charged-particle
measurement. The output data formats of the reconstruction step are referred to as ESD (Event
Summary Data), AOD (Analysis Object Data) and NTUP (n-tuple) |78]; the latter format is
used as an input for the two main studies presented in this thesis (see Section 6.1 and Chapter 7).
Figure 4.2 presents the ATLAS simulation scheme in a flow diagram.

The remainder of this chapter will be focusing on the simulation step and introduce the
corresponding ATLAS detector models (Section 4.2), simulation techniques (Section 4.3), and

validation strategies (Section 4.4).

4.2 Detector Models

Detector models with different levels of detail can be used to simulate the response of the
ATLAS detector to the particle-matter interactions. The full detector simulation utilises a
highly detailed geometry description, while a more simplified geometry is preferred for fast

simulation strategies as well as charged-particle reconstruction.
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4.2.1 Detailed Detector Models

The entire ATLAS detector geometry can be described by a set of geometrical primitives,
which are taken from a library called the GeoModel toolkit [79]. This geometry consists of
logical volumes corresponding to these objects, with specific dimensions and associated material
properties, and of physical volumes which are instantiations of these logical volumes, each
with a specified position and orientation.? In addition, an abstract readout geometry layer is
defined which contains specific information for the simulation of the sensitive detector response
(i.e. production of hit collections) and for the digitisation step.

Several versions of the GeoModel detector description can be produced; a persistent detector
version tag is assigned to each specific model (such as ATLAS-GE0-21-01-00) in order to store
these versions in a relational database from which any required configuration can be retrieved.
Descriptions of magnetic field configurations are stored in separate maps, whereas other detector
conditions (such as alignment (see Section 5.3), calibration, and inactive detector modules) are
kept in a dedicated conditions database. These conditions, some of which are evaluated during
specific data-taking runs, can be applied as modifications to any compatible detector geometry
layout.

During the operation of ATLAS, the detector geometry and material description is repeatedly
being validated, and updated and stored in the database if needed. Alternative detector models
are produced for specific studies with alternative geometries and/or different material properties.
Furthermore, specific detector configurations are used for commissioning, e.g. with cosmic rays
and/or dedicated magnetic field setups. Any GeoModel detector description can be converted to
a raw simulation geometry that is suitable for full detector simulation with the GEANT4 toolkit,

as described in Section 4.3.1.

4.2.2 Simplified Detector Models

The abstraction of a complex detector geometry to a simplified model is a commonly used
technique to enable faster track finding and track fitting in the reconstruction of collision
events in high-energy physics experiments (see Chapter 5), which is applied primarily due to
constraints on available computing resources. Such simplified models can also be utilised for
the purpose of fast simulation of particles and detector responses. However, for high-quality
track reconstruction and fast simulation, it is essential that descriptions of the material budget
and its spatial distribution within the detector are sufficiently accurate. Furthermore, the
parameterisation of physics processes that are relevant for both tasks, such as energy loss and
multiple scattering, should also enable a fast, efficient and sufficiently accurate integration of
material effects along the particle trajectories. Hence a balance between two constraints is

required:

2 The full description of the ATLAS detector comprises more than 300 different materials and more than
300,000 physical volumes, or approximately 5 million total volumes. The ID is modelled with more than 200
materials and more than 50,000 physical volumes. A detailed overview of the ATLAS detector geometry as
part of the ATLAS simulation infrastructure is given in Ref. [76].



Detector and Event Simulation 47

1. obtaining the required degree of simplification of the detector geometry description and
the parameterisation of physics processes, to speed up the simulation, while
2. maintaining sufficient accuracy of the detector geometry description and modelling of

physics interactions.

This challenge comprises three components: the abstraction of the detector geometry,
the parameterisation of physics processes, and the integration of material effects. All these
requirements have been addressed by developing a dedicated reconstruction geometry, which is

described in the following section.

4.2.2.1 Tracking Geometry

For the dual purpose of (1) track reconstruction and (2) the fast simulation of physics events,
the complicated ATLAS geometry needs to be simplified while maintaining information on the
exact positions, dimensions and individual alignments of the sensitive detector elements, as well
as up-to-date detector conditions data. The simplified track reconstruction geometry that has
been developed for this dual purpose is commonly referred to as Tracking Geometry [80]. It
uses uses a simplified detector description in which the complex distribution of the detector
material is mapped onto a discrete number of surfaces (layers).® This layout enables the track
reconstruction algorithms [81] to quickly extrapolate a track from one layer to the next (within
the magnetic field configuration) and to adjust the track parameters and their covariances
according to the estimated material traversed along the way. In the fast simulation, the Tracking
Geometry enables to simulate the passage of a particle through the entire material within a
certain geometrical region, being represented on a single surface, in only one step. Two types of

layers can be distinguished:

1. Measurement layers (representing sensitive detector elements) contain information on the
integrated material that is traversed by any particle which intersects this measurement

surface at a given position.

2. Navigation layers between these measurement surfaces facilitate the tracking by providing
information about the adjacent measurement layers for any given point in the Tracking

Geometry.

The same Tracking Geometry can be used for track reconstruction and fast simulation, with
notable differences between these two applications. In the track reconstruction it is sufficient
to estimate the average material effects, taking only the mean expected values of energy loss
(including bremsstrahlung for electrons) and multiple scattering angles into account. In the fast
simulation, however, a sufficiently realistic modelling and probabilistic sampling of all physics
interactions is essential, and additional physics processes such as hadronic interactions and
particle decays need to be considered as well, taking into account the amount and composition

of traversed material. These different implementations are elucidated in Section 4.4.4.

3 The conversion of a full GEANT4 detector geometry to a Tracking Geometry is described in Appendix B.1.1.
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4.2.2.2 Inner Detector in the Tracking Geometry

In order to describe the ID in the Tracking Geometry, the sensitive detector elements of the
barrel and disc layers of the Pixel detector and the SCT are directly represented by corresponding
measurement layers. The almost continuously distributed sensitive material in the TRT is
condensed onto a few discrete layers to minimise the memory and CPU footprint. The precise
material distributions of the various active (sensitive) and passive components that build the
Pixel, SCT and TRT sub-detectors and support structures, as seen from the vantage point of
particles traversing these components, are described by two-dimensional material maps with
suitable granularity that are projected onto the measurement layers of the Tracking Geometry
(see Appendix B.1.1).

The material distribution in the full detector geometry is contrasted with the position of
measurement layers in the Tracking Geometry in Figure 4.4b, where hit positions of photon
conversions are shown for the full GEANT4 simulation and the fast simulation with the simplified

Tracking Geometry model.

4.3 Detector Simulation

This section gives a brief overview of the different available simulation flavours and strategies for
ATLAS, including some details on the specific implementations of physics processes to describe
particle-matter interactions. A more detailed description of the available simulation flavours
and strategies for ATLAS can be found in [74,82].

4.3.1 Full Simulation: GEANT4

The default simulation strategy of ATLAS is based on the GEANT4 particle simulation toolkit [83]
and uses a highly detailed detector description. GEANT4 implements detailed models of particle—
matter interactions and other physics processes, and allows to simulate particle transportation
through a defined geometry and magnetic field. The detector geometry itself is constructed
in the GeoModel format and converted into the GEANT4 format. Each single particle-matter
interaction is computed according to the relevant physics models that are typically chosen in
the form of physics lists. At the time of the main studies presented in this thesis, the two
leading models were: (1) QGSP_BERT, which includes the Bertini intra-nuclear cascade model
(BERT) [84,85] for hadron—nucleus interactions of protons, neutrons, pions and kaons below
10 GeV, and the Quark—Gluon String Precompound (QGSP) model at higher energies; and (2)
FTFP_BERT, which uses the FTF model, based on the FRITIOF description of string excitation
and fragmentation [86], instead of the QGSP model. In these two GEANT4 physics models the

main particle-matter interactions are implemented as described in Ref. [87]:

4 Details about the implementation of the other main ATLAS detector components, the Calorimeter and Muon
Spectrometer, in the Tracking Geometry can be found in [80].
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e FEnergy loss processes (see Section 2.7.1) are implemented by a common description
for electrons, muons and charged hadrons. The mean energy loss per unit length after a
simulation step is evaluated with the Bethe-Bloch formula (see Eq. 2.4) including additional
shell and higher-order corrections. The distribution of the total continuous energy loss
takes the form of a straggling function [88|, which approaches a Gaussian distribution
in thick materials and the Landau distribution in thin materials. The contributions due
to excitation and ionisation are sampled using Poisson distributions for the number of

individual excitations and ionisations, respectively.

e Bremsstrahlung cross-sections (see Section 2.7.1.2) are based on the Berger—Seltzer model,
in which the differential cross-section is treated as the sum of cross-sections in the fields
of the screened nuclei and the electrons of the traversed material, respectively. Extensive
tables of these cross-sections have been published e.g. in Refs. [89] and [90]. For electrons
with energies above 1 GeV, additional corrections such as the Landau-Pomeranchuk-Migdal

and Ter—Mikaelian effects are taken into account.

e Pair production due to high-energy photon conversions into e*e™ pairs (see Section 2.7.1.3)
is implemented via a corrected Bethe-Heitler formula [91| dependent on several orders of
7, which is corrected for various effects, including a Coulomb correction function as well

as screening functions. The generation of u™p™ pairs is also implemented.

e Multiple scattering (see Section 2.7.2) is implemented for electrons, muons and hadrons,
using a condensed simulation algorithm that determines the angular and spatial distributions
after each simulation step via model functions giving the same moments as the Lewis
theory [92]. A path length correction is applied to transform the apparent geometrical
path length into the (longer) true path length of a multiply scattered particle. The angular
deflection is sampled according to a model function based on a slightly modified Highland

formula. For the lateral displacement and correlation only the mean values are used.

e Hadronic interactions (see Section 2.7.3) can be implemented with various models and
parameterisations, including the Bertini and Fritiof models. Typically the first hadron—
nucleon collision is simulated in great detail. The subsequent intra-nuclear cascade results
in a highly excited nucleus which can decay by fission or pre-equilibrium emission, and a
number of secondary particles escaping the nucleus. Elastic hadron—nucleus interactions
can be modelled with the Glauber approach [93].

The GEANT4 toolkit has been extensively validated by ATLAS and other experiments during
large-scale MC production of simulated events. It has been shown to provide a highly accurate
simulation thanks to its detailed description of physics processes and the precise modelling of
the complicated ATLAS detector geometry. However, for the same reasons the full GEANT4
simulation inevitably also requires significant computing resources. Under the steadily growing
MC simulation demands (see the previously shown Figure 4.1), it becomes impossible for many

physics studies to achieve the required MC simulation statistics with this default simulation
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Figure 4.3: Left: deposited energy ratio R, of particle showers in clusters of Anx A¢ =3 x 7 cells
with respect to 7 x 7 cells in the bulk EM calorimeter layer 2. Right: shower width W
determined in a region corresponding to the cluster size in the high-granularity strip layer
1. In both validation plots the MC samples have been normalised to match the number of
entries in the data. Plots taken from Ref. [96].

strategy. On the other hand, the highest possible level of detail for the simulation of the
entire detector is not always needed. To that end, several fast simulation techniques have been

developed to complement the full GEANT4 simulation, which are presented in the following.

4.3.2 Fast Simulation: Fast G4

The simulation of particle cascades (showers) traversing the complex EM calorimetry, which
are mainly induced by electrons and photons, represents the slowest part of the full GEANT4
simulation, taking up almost 80% of the simulation time. The Fast G4 simulation replaces
low-energy electromagnetic particles in the calorimeter with pre-simulated cascades called frozen
showers, which were generated with the full GEANT4 simulation and are stored in memory as
libraries. Using this approach, the CPU time is reduced by a factor of three in hard scattering
events (e.g. tt production) with only a small impact on physics results with respect to the full
simulation. The Fast G4 simulation is therefore used in the forward EM calorimeter by default
for large-scale MC production in ATLAS.

4.3.3 Fast Simulation: ATLFAST-II

The full GEANT4 simulation time can be reduced by more than one order of magnitude by
using the ATLFAST-II fast simulation, which employs FASTCALOSIM in the calorimeter [94, 95|
and GEANT4 in the other regions of the ATLAS detector. In FASTCALOSIM the energy of
single particle showers is deposited directly in the calorimeter cells via parameterisations of
the longitudinal and lateral shower profiles, which are based on studies with the full GEANT4
simulation. This approach is intrinsically less accurate, but the parameterisations can be tuned
against GEANT4 simulation and data. In some cases, the tuned ATLFAST-II simulation can

therefore reproduce the experimental data even more closely than the full GEANT4 simulation.
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Figure 4.4: Left: overview of several simulation strategies used by ATLAS. Right: visualisation of
photon conversion vertices in MC simulation, contrasting the full detector geometry used by
GEANT4 (top) with the simplified geometry used by the default ATLAS track reconstruction
and FATRAS (bottom). Plots taken from Ref. [97].

ATLFAST-II has been validated against GEANT4 for simulated electrons, jets and missing
transverse energy (E%liss). Validation plots of the calorimeter shower shapes of high- E'r electrons
from Z — ee events are shown in Figure 4.3. In these plots, data taken in 2010 at /s = 7 TeV
(black markers) are compared with GEANT4 version 9.4 (yellow histogram) and ATLFAST-II
(dashed red histogram). Excellent agreement is found between the data and ATLFAST-II
simulation. The result obtained with an older GEANT4 version 9.2 (blue histogram) is also
shown to illustrate the impact of a GEANT4 update which is described in Section 4.4.2.

ATLFAST-II has been used since 2011 for the production of large MC samples that are
needed for new physics searches as well as precision measurements. In the context of this thesis,
the ATLFAST-II setup with FASTCALOSIM was utilised for the production of MC samples during

the iterative workflow of the SCT extension efficiency study, presented in Section 6.1.4.

4.3.4 Fast Simulation: FATRAS

In the ATLFAST-IIF simulation that employs the Fast ATLAS Track Simulation (FATRAS) for
the ID and MS [95,97, 98], one order of magnitude in event simulation time can be gained
in comparison to ATLFAST-1I, or two orders of magnitude with respect to the full GEANT4
simulation. FATRAS provides a fast simulation by employing the same or similar algorithms
and the same simplified reconstruction geometry as used in the default reconstruction (see
Figure 4.4). FATRAS also uses simplified parameterisations of physics processes, which allow for
faster computation of particle-matter interactions than in GEANT4. By combining FATRAS with
FASTCALOSIM, the ATLFAST-IIF simulation achieves very good agreement with GEANT4-based

results (see Figure 4.5).
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Figure 4.5: Comparison between FATRAS and GEANT4: (a) energy loss versus 7 for 1 GeV muons in
the pixel and SCT detectors; (b) reconstructed transverse momentum resolution versus 7
for simulated pions at several values of pr; dashed and solid lines show the pt resolution
in GEANT4- and FATRAS-simulated events, respectively. Plots taken from Refs. [95,99].

An accurate simulation of all physics interactions by FATRAS can only be achieved with a
correct description of the traversed detector material that is provided by the simplified recon-
struction geometry. The default implementations of main physics interactions in FATRAS [97]

can be summarised as follows:

e FEnergy loss (see Section 2.7.1) of heavy particles is implemented by sampling from the
Landau distribution around a most probable value (MPV) (see Eq. 2.6) calculated for the
average material that has been projected onto a thin surface, which is being traversed in
one simulation step. A comparison of the energy loss calculated by GEANT4 and FATRAS

is shown in Figure 4.5a.

e Bremsstrahlung losses for the much lighter electrons and positrons are implemented ac-
cording to Eq. 2.11, by sampling from the Bethe—Heitler distribution. The modelling of
high-energy photon emission due to bremsstrahlung is simplified with respect to GEANT4.

e Pair production due to high-energy photon conversions into e*e™ pairs (see Section 2.7.1.3)
uses parameterisations which were fitted to data, along with scaling parameters for tuning

this process to GEANT4 results.

e Multiple scattering is implemented via a Gaussian mixture model (see Eq. 2.16 in Sec-
tion 2.7.2).

e Hadronic interactions (see Section 2.7.3) are implemented by simplified parameterisations
which are tuned to the full GEANT4 simulation. The nuclear interaction length Lg is
approximated from the radiation length Xy, the average atomic number (Z), and a scaling

factor. The secondary particle multiplicity is sampled from a fit to the full simulation,



Detector and Event Simulation 53

»
o

™ T

S ML UL L B I I UL
e Data, Run 142383
B Fatras

—_—
¢ Data, Run 142383
Bl Fatras

A

w
[3)

3

Average Number of Pixel Hits
o
[9)]

Average Number of Pixel Hits

-%.5 2 -15 -1 05 0 05 1 15 2 25 -3 -2 -1 0 1 2

n o

Figure 4.6: Comparison of the 7 (left) and ¢ (right) distributions of Pixel measurements per recon-
structed track, showing good agreement between the 900 GeV data (markers) and FATRAS
simulation (histograms). Plots taken from Ref. [100].

and the particle energies are determined iteratively, while their angles are assumed to be
proportional to their inverse momentum. Only pions, protons and neutrons are generated
according to average fractions predicted by GEANT4. Current developments aim to simulate

this process directly with the more accurate GEANT4 routines.

FATRAS facilitates the fast validation, calibration and tuning cycle of the MC simulation
to experimental data, including the detector geometry and material distribution, alignment
of individual detector elements, and detailed detector conditions. This also makes FATRAS a
suitable engine for fast large-scale MC production in various contexts and for specific studies. An
example for the validation of FATRAS with /s = 0.9 TeV collision data is shown in Figure 4.6

by comparing the number of Pixel measurements per reconstructed track.

4.3.5 Integrated Simulation Framework

Many physics studies require large MC samples for which time-consuming high precision
simulation is necessary only for certain particles and regions, while the remaining particles and
regions require much less accuracy and could be handled sufficiently precisely by fast simulation
methods. The large variety of such individual use-cases can be sensibly accommodated by the
recently developed Integrated Simulation Framework (ISF) [74,82,101] that allows for a flexible
combination of different simulation strategies.

The ISF has been designed to enable all simulation strategies within the same event, and
even the same sub-detector region, for different types of particles. This principle is visualised in
a use-case example of one simulated event in Figure 4.7. Simulations performed with the ISF
are easily configurable for specific physics analyses and user demands. The user can achieve an
optimal balance between simulation precision and execution time by selecting faster simulation

flavours for all regions and particles that do not require full detail.
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Figure 4.7: The ISF vision in a nutshell: a variety of simulation strategies are employed for specific
particle types and/or detector regions within one event. Plot taken from Ref. [82].

Figure 4.8: Schematic event visualisation in the  — —y plane of an ISF event, which simulates only
particles within narrow cones around the two photons from a H — 7+ decay, using different
simulation engines (GEANT4, FASTCALOSIM and/or FATRAS). Plot taken from Ref. [102].
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A typical ISF use case [102] is portrayed in Figure 4.8 for the H — ~v analysis, which
requires very high statistics for background shape studies. An optimised ISF setup for this study
can be based on partial event simulation, where only the two photons from the Higgs decay
and all particles in narrow cones around them are simulated, either by GEANT4 only, or by
combinations of full and fast simulation engines, while the remaining particles are discarded as
they do not contribute to the measurement. The fastest setup with FASTCALOSIM and FATRAS
allows for a CPU time reduction of more than three orders of magnitude compared to the full
GEANT4 simulation, while also significantly reducing the output size.

The ISF is fully embedded in the ATLAS software framework, and designed to be extensible
in order to include newly developed simulation types as well as the application of parallel
computing techniques. It has become the default framework for the large-scale production of
MC simulation datasets in ATLAS since 2015.

4.4 Validation of Detector Simulation

The application of any MC simulation strategy in a particle physics experiment requires
the careful validation of physics processes as well as detector models used to describe the
experimental setup. In this thesis, the assumption is made that the physics processes describing
particle propagation, decay, and particle-matter interactions are modelled by the full GEANT4
simulation with sufficiently high precision, such that the uncertainty of material interactions
can be combined with the uncertainty of the material itself. The experimental techniques
applied to validate the full detector models used by GEANT4 and to constrain their total
material uncertainties require the reconstruction of charged-particle trajectories, described in
Chapter 5, and are therefore deferred until Chapter 6. Here the prerequisite for charged-particle
reconstruction is discussed, namely the validation of the simplified reconstruction geometry and
simplified models of physics processes; these are also needed for the validation of fast simulation
strategies such as FATRAS which employ these simplified models.

The simplified reconstruction geometry uses maps of the average material properties calcu-
lated for predefined detector regions that are traversed by the particles. Thus, the first required
step is a verification of whether the properties of compound materials are correctly described
in the full simulation. Next, it must be verified that the average material properties used in
the reconstruction geometry are consistent with those in the full simulation, from the vantage
point of a simulated particle traversing either of these models. This requires a proper strategy
to determine these average material properties. Finally, it must be determined whether the
physics processes, which are parameterised by these average material properties, are accurately

described in the fast simulation, such that both simulations yield comparable physics results.
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4.4.1 Toy Detector Setup and Material Averaging

The first validation step was performed with a toy detector model in GEANT4.> This toy
detector simulates incident particles of a given energy with trajectories perpendicular to a stack
of thin material volumes, with or without thin air gaps between them, and records the physics
processes in the layers as well as the outgoing primary and secondary particle properties. A
simple visualisation of the toy detector setup with incoming and outgoing particle trajectories

is given in Figure 4.9.

X! viewer-0 (OpenGLImmediateX)

Figure 4.9: Toy Detector setup in GEANT4 and visualisation of an overlay of several events, where an
incident 7~ particle with p = 100 GeV (from left to right) undergoes a hadronic interaction
in a thin Pb volume, producing a number of outgoing secondary particles. The secondary
particle types are differentiated by colour.

4.4.2 Compound Materials in GEANT4

GEANT4 allows to define compound materials whose properties are calculated directly from
the properties of the constituents by sophisticated internal routines. For the combination of
several material layers into one compound material, several mixing strategies can be applied
individually for each material property. It has been shown that (Z) and (A) are correctly

weighted by the relative number of atoms [4], while the average radiation length (Xo) (important

5 The GEANT4 version 9.3.p01 was used for the toy detector setup and studies presented in this section.
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for multiple scattering, ete™ pair production and bremsstrahlung) and nuclear interaction
length (Lp) (important for hadronic interactions) can be calculated by Eq. 2.10. This strategy
is also followed in the production of material maps for the simplified reconstruction geometry.

In the case of energy loss, non-trivial problems arise with the calculation of (I) and (0)
because in compounds the electrons are more tightly bound than in separate elements (see
discussion in Ref. [4]). This issue can be illustrated by three possible use-case scenarios in

GEANT4 involving the element C:

1. Homogeneous molecular compound: different elements are combined by the user to a
molecular compound, such as C and Si combined to a SiC crystal structure. GEANT4 uses
the mean ionisation potential I = 78 eV for C and I = 173.6 €V for Si.

2. Heterogeneous mixture of materials: different pure materials are combined by the user to a
new material comprising a granular mixture or a stack of volumes, without creating new

molecular compounds. GEANT4 uses I = 81 eV for C and I = 173 eV for Si.

3. Separate material volumes: the user defines a stack (or other configuration) of separate

pure material volumes. GEANT4 uses I = 81 €V for C and I = 173 €V for Si.
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Figure 4.10: Comparison of energy loss of 1 GeV muons traversing stacked layers (red) and mixed
material layers (green, blue) before the GEANT4 bug-fix. Left: two carbon layers with
a total thickness of 10 mm, energy loss fluctuations turned off. Right: carbon and lead
layer with a total thickness of 10 mm.

Due to a programming bug in GEANT4 prior to version 9.4, every user-defined heterogeneous
mixture of materials was wrongly treated as a molecular compound. Thus even a heterogeneous
mixture of two pure carbon volumes would cause GEANT4 to create a new (hypothetical)
compound material with an incorrect (too small) mean ionisation potential. Using the Bethe—
Bloch equation (see Eq. 2.4) this results in a too high energy loss for particles traversing the
material. The bug was discovered by the author with the Toy Detector setup by comparing
the energy loss of muons traversing either a stack of two separate carbon volumes or a single

heterogeneous mixed C+C volume with the same thickness. The comparison is visualised in
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Figure 4.10. Other combinations, such as Pb and Al, Fe and Si, etc., were also tested with
similar results.

In the ATLAS Calorimeter several volumes containing stacks of material layers have been
defined (in older geometries up to ATLAS-GEO-16-00-01) by heterogeneous mixed materials in
the full detector description. Therefore the bug caused an incorrect mean ionisation potential for
these volumes, leading to an incorrect description of the simulated e/gamma (electromagnetic)
shower shapes. The discrepancy between MC and Data was recovered after a bug-fix in GEANT4
version 9.4 was implemented by the developers. In addition, from ATLAS-GEO-16-01-00
onwards the Calorimeter LAr description has been refined to reflect the detailed accordion
structure. The result of these changes is illustrated in Figure 4.3 via comparison of e/gamma
shower shapes. These plots clearly show the improvement between the old (GEANT4 version
9.2, blue histogram, prior to the bug-fix) and new (GEANT4 version 9.4, yellow histogram, after
the bug-fix) setup.

4.4.3 Calculation of Average Material Properties

The accurate calculation of average material properties is an indispensable aspect for the creation
of a simplified geometry for the purpose of particle simulation as well as track reconstruction.
These average material properties affect all physics processes in the simulation and reconstruction,
as summarised in Table 4.1. Various approaches were studied with the Toy Detector setup, using
GEANT4 simulation with predefined materials from the internal G4Element and G4Material
databases, as well as manually defined materials where the properties are obtained from
alternative mixing strategies.

The internal GEANT4 corrections during the calculation of the energy loss account for
differences between the results, as shown in Figure 4.11, using various strategies: a setup of

separate layers made from predefined G4Element and G4Material components, a single-layer

physics process material properties fast simulation track reconstruction
energy loss Z/A-p yes yes
multiple scattering t/ Xo yes yes
electromagnetic* t/ Xo yes *
hadronic interactions t/Ly yes

Table 4.1: List of contributions of average material properties to the physics processes that are relevant
in the fast simulation and track reconstruction, respectively. The variable ¢ refers to the
calculated total thickness of the traversed material from the perspective of the particle,
i.e. its total path length. (*) The category “electromagnetic” encompasses bremsstrahlung
as well as eTe™ pair production; electron-induced bremsstrahlung is taken into account in
the Gaussian sum filter employed by the reconstruction.
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Figure 4.11: Energy loss obtained from GEANT4 simulation of 1 GeV muons traversing a thin material
layer made of C and Pb, using the Toy Detector setup for a comparison of different
mixing strategies for GEANT4 material components (two separate pure-material C and
Pb layers of 50 % thickness each, one mixed-material layer using the GEANT4 routines)
or a user-defined custom material (with compound material parameters based on the
relative number of nucleons, relative number of atoms, relative mass fractions, or relative
volume fraction i.e. thickness).

setup with a G4Material that was made from such predefined components using the internal
GEANT4 routines, and single-layer setups with manually defined G4Materials.

The most relevant of these alternative strategies are (a) weighting by the relative number of
atoms, (b) weighting by the relative mass fraction, and (c) weighting by the relative thickness. It
was found that for most practical purposes and realistic scenarios the weighting by the relative
step length through a material, multiplied by the relative number of atoms per unit volume, is

most accurate.

4.4.4 Integration of Material Effects in the Tracking Geometry

The extrapolation of tracks through the Tracking Geometry is a fundamental component for
the fast simulation with e.g. FATRAS, and also for the ATLAS track reconstruction that is
described in Chapter 5. Here the simplified descriptions of physics processes for the integration
of material along extrapolated tracks are described for both applications, and the differences
are highlighted.

The directional deflection of stable charged particles is dominated by multiple scattering
(see Section 2.7.2). The effect of non-Gaussian tails is negligible in track reconstruction since it
is dominated by the loss of accuracy introduced by the simplification of the detector geometry.
In the fast simulation however, a Gaussian mixture model is applied to reproduce the tails of
the PDF (see Eq. 2.16).
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The treatment of energy loss differs between (a) electrons and positrons, which lose a
significant fraction of energy due to bremsstrahlung, and (b) other charged particles, for which
ionisation losses dominate (see Section 2.7.1). These two particle types are therefore treated
separately by the extrapolation. The stochastic energy losses change particle trajectories
and their uncertainties in the presence of a magnetic field; this is taken into account by a
deterministic mean (based on Eq. 2.4) or most probable value (MPV) (see Eq. 2.6) with a
relatively small variance (which added as a Gaussian process noise). In the reconstruction,
most track fitting techniques use an approximation to a Gaussian distribution around the
deterministic mean instead of the Landau distribution, because the energy loss is usually small
compared to the particle momentum. In the fast simulation, where an accurate sampling of
the energy loss is crucial, the Landau distribution is chosen for the PDF to determine energy
losses of heavy particles. For the much lighter electrons and positrons, above a certain energy
threshold bremsstrahlung starts to dominate their energy loss distribution, and therefore the
average total mean energy loss is used according to Eq. 2.11, as expressed by Bethe and Heitler.

Two different methods can be used for the integration of material effects during track

extrapolation through the reconstruction geometry:

1. a discrete point-like integration method, which requires a purely layer-based description
of the ATLAS sub-detector (e.g. Pixel and SCT detectors); here the transport of track

parameters and covariances can be decoupled from their corrections due to material effects.

2. a continuous integration method, which accounts for corrections due to material effects as
additional terms in the equation of motion, and relies on a volume-based description of the
ATLAS sub-detector (e.g. in the Calorimeter that can be modelled approximately as one

homogeneous block of material).

In both cases, the integration of material effects due to multiple scattering and energy loss
rely on a correct description of the traversed detector material that is provided by the Tracking
Geometry. The description can be validated by comparing the integrated material effects of
particles traversing the the full geometry and the Tracking Geometry. This validation procedure

is described in Appendix B.



Chapter 5

Track and Event Reconstruction in the Inner

Detector

One fundamental challenge of experimental particle physics with modern detectors is that the
particle trajectories and their kinematic properties can be inferred only indirectly from discrete
recorded signals. This calls for reliable methods to accomplish the task of particle and event
reconstruction with satisfying precision [103].

Track and vertex reconstruction are essential for the reconstruction and analysis of pp,
p+Pb and Pb+Pb collision events recorded by the ATLAS detector. Vertices are defined as
the common points of origin of tracks in an event, and they can thus only be found via the
reconstructed tracks themselves. Track finding can be understood as a pattern recognition
task with the aim to extract combinations of measurement points that are consistent with the
hypothesis of particle trajectories. Track fitting comprises the task of estimating the track
parameters and their uncertainties from these measurements as accurately as possible. The
precise measurement of charged-particle trajectories is fundamental to the reconstruction of basic
kinematic properties such as the particle momenta, to the task of particle identification, and in
particular to studies of the distributions of charged particles arising from primary collisions.

This chapter describes the reconstruction of charged particles in ATLAS and evaluates the
performance of the inner tracking detectors of ATLAS during Run-1, which extended from
the LHC startup in late 2009 until early 2013 [104]. Section 5.1 provides basic definitions and
principles of charged-particle reconstruction in ATLAS. Reconstructed tracks are used as input
for the vertex reconstruction, which is presented in Section 5.2, where differences between low
and high pile-up conditions are emphasised. Reconstructed tracks from di-muon events are used

for an alignment procedure, which is described in Section 5.3.

5.1 Charged-Particle Reconstruction in ATLAS

Charged-particle trajectories are measured in ATLAS with two tracking detectors, the ID
and MS. Only the ID is of practical relevance for the studies presented in Chapter 6 and
7 of this thesis. The ID track reconstruction consists of sequences of different algorithmic

strategies [105,106], which use local and global pattern recognition algorithms to identify the

61
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specific detector signals, referred to as measurements or hits (clusters in the Pixel and SCT
detector, drift circles in the TRT), that were produced by individual charged particles traversing
and interacting with the sensitive detector elements. A track fitting procedure is used to estimate
the compatibility of these measurements with a track hypothesis, thus forming track candidates;
random signals from detector noise that are sometimes wrongly associated with tracks (called
fake hits) can be suppressed by evaluating their impact on a fit-quality measure and discarding
them if they are found to be incompatible with the fit.

It is possible that along such predicted charged-particle trajectories, a measurement would be
expected in a traversed active detector module, but none can be found nor assigned to the track;
such expected but missing measurements are referred to as holes. Since their occurrence degrades
the reliability of track candidates, the reconstruction algorithms constrain the allowed number of
holes per reconstructed track. Shared measurements occur when the same measurement signal
(or cluster) is associated with several track candidates; this can be caused by close-by particles
that often appear in collimated systems such as jets. A single particle can also give rise to several
track candidates built from almost identical measurements; in this case the best-fitting candidate
is selected by an ambiguity processor, and the other candidates are discarded. This algorithm
also suppresses fake tracks that are built entirely from random measurement combinations and
detector noise and cannot be associated with any particles. It is obviously beneficial to keep the
rate of fake tracks as low as possible. The remaining tracks are ranked according to a scoring
scheme based on the fit quality and the numbers of assigned measurements and holes.

The main track reconstruction sequence of ATLAS is referred to as inside-out track finding.
Track seeds are formed by combinations of clusters in adjacent silicon detector layers. A
combinatorial filter then searches for further measurements that are compatible with a road in
the seed direction in order to build track candidates, which are constrained by requirements on the
numbers of associated hits and holes and on the track fit quality. The precision of the estimated
track parameters, which are obtained by numerical methods due to the inhomogeneous magnetic
field, is limited by the intrinsic resolutions of the sub-detectors, described in Section 5.1.1, as
well as the imperfect alignment of their sensitive elements, which is addressed in Section 5.3.
Furthermore, the amount of material that is traversed by the particles must be accounted for,
since particle-matter interactions add to the uncertainty of the track parameters.

The track reconstruction in ATLAS employs a special reconstruction geometry derived from
the full detector description, called Tracking Geometry, as described in Section 4.2.2.1. Two
commonly employed fitting techniques are a global x? minimisation method and the progressive
Kalman Filter [107]. Both techniques aim to find an unbiased representation of the initial
track parameters at their vertex of origin; however, detector misalignment can introduce track
parameter biases, as explained in Section 5.3. Both are least square estimators and hence
assume approximately Gaussian distributions of the track parameters. The first method aims

to minimise a global x? function expressed by
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ms — hi( f:(x 1.))]2 6?2
XQZZ[ 1 hl(fZO(QO?{HJ}Z))] _i_Zﬁ (51)

where ¢ denotes the measurement layers, m; describes the i-th measurement parameter vector,
h; is a measurement mapping function, f; is a function that extrapolates the initial track state xq
to the i-th layer, 01-2 and UI%/IS, ; are variances (the first referring to the measurements, the latter
referring to the distribution of multiple scattering angles), and 6; is the deflection angle at the
j-th scattering surface. In this equation the deterministic energy loss is already included in the
first term via the track extrapolation, and the stochastic contribution from multiple scattering
is added by the second term, thus introducing the scattering angle 6; as a fit parameter.

The adaptive Kalman Filter procedure progresses iteratively from measurement to measure-
ment, while updating the knowledge about the state vector at each step. The implementation
of this scheme involves three stages: (1) a prediction of the next measurement based on the
current state vector, which is based on all previously included measurements; (2) a filtering step
that updates the estimate of the state vector by considering the next (current) measurement as
well as all previous measurements together; (3) when all measurements are included, a final
smoothing step is performed that can remove outliers and also account for perturbations, in
this case due to particle-matter interactions. This method can be extended to a Gaussian Sum
Filter (GSF) by including non-Gaussian process noise and Gaussian measurement errors [107]
that are added to the track parameter covariances.

A detailed treatise on the development of the ATLAS track reconstruction framework,

including track finding, fitting and extrapolation techniques, is given in Ref. [108].

5.1.1 Track parameterisation and expected resolution

The particle trajectories are parameterised using five track parameters at the perigee (a rep-
resentation of the point of closest approach to a reference point or line, such as the primary

vertex or the beam line) as follows [78]:

T = (do, 20, ¢0,0,q/D) (5.2)

The impact parameters dy and zg are defined as the distances of closest approach of a track
in the transverse plane and along the beam axis, respectively, measured between the perigee
and a reference point or line. ¢q is the azimuthal angle of the track at the perigee, and @ is its
polar angle. The ratio ¢/p is the inverse of the particle momentum p, multiplied by its charge q.

The ID has been designed to provide transverse and longitudinal impact parameter resolutions
of approximately g, = 140 pm/pr [GeV] @ 10pum and 0,,.5n9 = 209 pm/pr [GeV] & 91 pm,

respectively, for reconstructed tracks [47]. Both resolutions depend on the transverse momentum
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(in units of GeV) such that a better resolution is achieved for higher-pt tracks.! The closer a
measurement surface is located to the beam interaction region, the smaller the lever arm; for
this reason the pixel detector, and particularly its innermost layer, provides the measurements
that have the highest influence on the impact parameter resolution.? The relative precision of

ID measurements of transverse momenta was designed to be o, /pr = 0.05 % pr [GeV] & 1 %.

5.1.2 Measurement efficiency of the Inner Detector

The hit efficiencies of the main ID components (barrel and endcap layers/volumes) during
2012 data-taking were measured to be > 99% for the SCT, > 97% for the Pixel detector and
> 94% for the TRT [109,110]. The number of measurements-on-track in the Pixel and SCT and
the distribution of reconstructed track parameters in 2012 data were well reproduced by MC
simulation [3,111], adding confidence that the sensitive detector layers are correctly modelled in
the simulation. Detailed comparisons of these distributions between the data and MC simulation
are provided in Section 7.3.4.

The accuracy of the reconstruction of charged-particle trajectories is limited by the combined
effect of the finite intrinsic resolutions of the sensitive detector elements, as well as imperfect
knowledge of the locations of the sensitive detector elements, the exact magnetic field configura-
tion, and the amount of material in the detector. The reconstruction is also affected by the
occupancy of detector modules, particularly in dense environments resulting from jets.

The overall track reconstruction performance (also termed tracking performance) is most
clearly reflected in the measurements-on-track of the sub-detector components and in the
track reconstruction efficiency. The track reconstruction efficiency expresses the probability
that a track can be successfully reconstructed from available measurements and can also be
associated with the corresponding particle that gave rise to these measurements. All these
tracking performance indicators are discussed in Chapter 7, where they are shown to yield

satisfying results.

5.2 Vertex Reconstruction

Vertices are defined as the locations of physics interactions which are the common points of

origin of tracks in an event. They fall into two main categories:

! To compare these specifications with experimentally achieved resolutions in 8 TeV data from 2012 during the
Run-1 data-taking period of the LHC, see Figure C.1 in Section C.1.

2 This was one of the main motivations for installing a fourth pixel barrel layer with even smaller radius,
called Insertable B-Layer (IBL), into the ID during the detector maintenance phase of 2013 and 2014. The
IBL is irrelevant to the studies presented in this thesis, but it does affect the equivalent charged-particle
measurements by ATLAS from 2015 onwards. To provide an outlook, a few details about the IBL performance
are given in Appendix C.1.

3 Dense environments are characterised by tracks traversing the pixel layers at distances of the order of the
pixel sizes, thus leading to an increased probability of shared measurements.
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1. Primary vertices are found within the luminous beam interaction region, and provide
information about the multiplicity and locations of the individual particle—particle collisions
within the event. They can be reconstructed from at least two tracks using an iterative

vertex-finding algorithm [112-115] that is briefly introduced below.

2. Secondary vertices arise outside the luminous region, either from decays of heavy-flavour
and long-lived unstable particles, or due to interactions between particles and detector
material, such as hadronic interactions and photon conversions. Two types of studies
utilising the vertices from the latter categories of secondary interactions are presented in
Chapter 6.

For simplicity and owing to the greater relevance in the context of this thesis, the remainder
of this section will focus on primary vertices.

The vertex reconstruction algorithms [112,116] use reconstructed tracks as an input, which
are required to meet track quality criteria such as minimum numbers of silicon measurements,
a minimum transverse momentum, and limits on the impact parameters d(])gs and z(])gs (with
respect to the luminous interaction region) and their uncertainties.* The reconstructed positions
and covariance matrices of primary vertex candidates are found by an adaptive vertex fitting
algorithm [117] that uses only these selected tracks and information about the luminous beam
interaction region as an input. At first a vertex seed position is estimated from a selected track
and the luminous region. Then further tracks are iteratively added and weighted according
to their compatibility with the current vertex position estimate, which is updated after each
addition. Finally, all tracks that are incompatible with the best vertex fit (typically by > 7o)
are removed from this vertex candidate and re-used in a new search for another vertex. Valid
primary vertex candidates require at least two associated tracks; good quality vertices with
at least five associated tracks can be used to fit the current position and size of the luminous
interaction region, which is typically evaluated every ten minutes during a run.

For minimum-bias data recorded in 2012 and the corresponding MC simulation with PYTHIA
8, the longitudinal vertex position resolution as a function of the number of tracks used for
its reconstruction is shown in Figure 5.1a, and the /> pgr distribution of all tracks used for
the reconstructed vertices is shown in Figure 5.1b. The intrinsic vertex position resolution
is estimated with the split-vertex method, which separates the tracks associated to a vertex
equally into two groups, performs new vertex fits and measures the distance between these two
reconstructed vertices. Both comparisons show good agreement between MC simulation and
data, thus giving an important validation of the vertex reconstruction performance (also termed
vertexing performance) and MC modelling in general and particularly for the charged-particle
measurements presented in Chapter 7. However, these data were taken in a special experimental

setup with minimal pile-up conditions, which do not reflect the typical high-luminosity run

4 Some of the specific track quality criteria that were used for the vertex reconstruction in the charged-particle
measurement presented in this thesis are given in Section 7.3.1.
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Figure 5.1: Comparison of reconstructed vertices in 2012 minimum-bias data and MC simulation with
PyTHIA 8. Left: longitudinal vertex position resolution as a function of the number of
tracks used for its reconstruction. Right: /> p4 distribution of all tracks used for each
reconstructed vertex. Plots taken from Ref. [118].

settings that are crucial for most of the physics programme of ATLAS and the LHC. Hence, the

vertexing performance must generally also be assessed in events with higher pile-up.

5.2.1 Vertex Reconstruction at higher pile-up conditions

During the Run-1 data taking periods of 2011 and 2012, while the LHC was operating under
the design high-luminosity conditions, events with up to p ~ 20 and 40 average simultaneous pp
collisions (termed in-time pile-up) were recorded with the ATLAS detector, respectively. Under
such pile-up conditions, typically several primary vertices are reconstructed within a single
event (see Figure 5.2b). Then the primary vertex with the highest Y p2 is usually identified as
the one belonging to a hard-scattering process, while the remaining vertices, typically arising
from soft-QCD processes and therefore characterised by lower » pQT, are termed pile-up vertices.
A precise measurement of the primary vertex and identification of pile-up vertices is essential
for the successful reconstruction of hard-scattering events. However, higher pile-up tends to
interfere with the identification and reconstruction of vertices, and also deteriorates their position
resolution.

Any reconstructed primary vertex can either originate from a true single pp interaction or

fall into one of the following categories, especially under high pile-up conditions:

e Fuake primary vertices are reconstructed mainly from fake tracks, i.e. random combinations
of measurements and/or noise signals (see Section 5.1);

e Split primary vertices occur when single pp interactions are wrongly reconstructed as
composed of two or more primary vertices [116,119] due to resolution effects, background
contaminations from non-primary tracks (e.g. due to particle-matter interactions), jets,

etc.;
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o Merged primary vertices occur when two or more close-by pp interactions are wrongly
reconstructed as a single primary vertex, or when all tracks belonging to one particular pp

interaction are wrongly attributed to other close-by vertices.
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Figure 5.2: (a) Longitudinal separation of primary-vertex pairs in minimum-bias events recorded in
2011 and containing ny.tx = 2 reconstructed vertices. The difference between the Gaussian
extrapolation and the measured distribution corresponds to the fraction of “lost” close-by
vertices that have been merged into a single vertex. (b) Multiplicity of reconstructed
primary vertices versus p in minimum-bias data recorded in 2012. Plots taken from
Ref. [113].

Vertex merging can already occur in events with only two simultaneous pp interactions; these
constitute the vast majority of pile-up events in low-luminosity runs such as those that are used
for Minimum Bias studies (see Section 7.3.1). The effect size can be studied from distributions of
the longitudinal separation Azy.tx of vertex pairs in minimum-bias events containing nyytx = 2
reconstructed vertices. As illustrated in Figure 5.2a, a drop in the region of small longitudinal
separation Azyrtx can be observed that corresponds to the fraction of “lost” close-by vertices that
have been merged into a single vertex; the hypothetical true distribution would be a Gaussian,
as indicated by the fit and extrapolation.

Figure 5.2b shows the relationship between the multiplicity of reconstructed primary vertices
and p in minimum-bias data recorded in 2012. With increasing pile-up, the relationship becomes
non-linear primarily due to an increasing rate of merged vertices. The rate of fake vertices can be
suppressed to negligible levels by using tight track selection criteria for the vertex reconstruction
procedure; however, tighter constraints also reduce the vertex reconstruction efficiency. Detailed
studies of the vertexing performance under high and low pile-up conditions of Run-1 are given
in [112].5

® The fourth pixel barrel layer (IBL), which has been installed during LS1 at a smaller radial distance to the
interaction point (see Appendix C.1), further improves the vertex resolution and vertexing performance
during Run-2.
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5.3 Detector Alignment

For any precise physics measurements to be performed with the ID, it must be ensured that
the positions and relative alignments of all sensitive detector modules and the magnetic field
are correctly described in the reconstruction. Any misalignments can degrade the resolution
and potentially give rise to biases on measured track parameters. Such systematic biases
can deteriorate measurements of invariant masses, and degrade beam-spot [120] and vertex
reconstruction [113,121] as well as performances of other physics measurements. An alignment
procedure was therefore employed [122] to precisely determine the actual positions of all active
ID modules, in order to subsequently use that knowledge in the reconstruction. The alignment

campaign using 8 TeV data recorded in 2012 is also referred to as 2012 alignment.
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Figure 5.3: Distributions of local z residuals of all measurements in Pixel barrel (left) and end-cap
modules (right), measured from Z — up data (open circles) and MC simulation (full
circles) when reconstructed with the 2012 alignment constants. In the legend, p denotes
the mean of the distributions. Plots taken from Ref. [122].

The alignment procedure was performed with a technique that uses muon tracks from
Z — pp and J/¢ — ptp~ decays to minimise track-to-hit residuals; examples are shown in
Figure 5.3. The choice of muon candidates with transverse momenta of pp > 25 GeV (for
Z — pp) and pr > 7.5 GeV (for J/v» — pTp~) helps to minimise the impact of multiple
scattering. Additional constraints, derived from Z — pup and Z — ee events, were introduced
into the alignment to remove systematic biases from the geometry.

The procedure was applied at three levels of granularity, from main ID subcomponents (Pixel,
SCT barrel and end-caps, TRT barrel and end-caps) to individual silicon modules and TRT wires
with more than 700k degrees of freedom (DoF'). Time-dependent alignment corrections were
introduced in 2012 to correct for movements of the ID subcomponents induced by environmental
changes, as shown in Figure 5.4.

After successfully applying the alignment procedure, mean values of the distribution of
residuals for each individual silicon module were obtained. It was found that the RMS spread
of these mean values was reduced to < 1pm. Systematic biases of the track parameters

were determined to be less than ddyp < 1nm for the transverse and dzg < 10pm for the
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Figure 5.4: Relative shift of the global x-position of the other main ID subcomponents with respect
to the pixel detector in 2012. The baseline alignment constants were determined from
30 runs with stable detector conditions during the interval between the two dashed lines.
Statistical uncertainties for each run are shown by vertical error bars. Plot taken from

Ref. [122].
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(blue), measured before (left) and after (right) the MC simulation was corrected by a
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longitudinal impact parameter, while momentum biases are constrained to better than 0.1 %.
The performance of the 2012 alignment is further demonstrated by a measurement of the
invariant mass resolution of reconstructed Z — up decays, which yields a discrepancy of less
than 1% between data and MC simulation (see Figure 5.5).

Owing to the successful 2012 alignment campaign, these results and the narrowly constrained

track parameter biases demonstrate a satisfying overall ID reconstruction performance. Thereby
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a crucial prerequisite to perform the main studies presented in the next two chapters of this
thesis is fulfilled.



Chapter 6
Inner Detector Material Studies

In the ATLAS experiment, the ID geometry description plays a crucial role in the simulation of
particle-matter interactions and detector responses, but also in the reconstruction of charged
particle trajectories, which is essential for the charged-particle density measurement (see
Chapter 7) and other physics analyses (e.g. in H — ~7 the placement and composition of
traversed material determines the density of photon conversions, while in H — ZZ — 4l the
amount and composition of traversed material corresponds to the magnitude of energy loss of
the leptons due to ionisation and bremsstrahlung). In particular, the presence of material in the
ID is the main source of track reconstruction inefficiencies of hadrons as they undergo nuclear
interactions with the detector components. Validation studies of the ID material were done
within the ATLAS collaboration, using several techniques of which the three most important

are discussed here:
1. a tag-and-probe method to measure the SCT extension efficiency,
2. a study using hadronic interaction vertices, and
3. a study using photon conversion vertices.
This chapter describes these three techniques and evaluates their impact on the systematic
uncertainty of the material description used in the final Run-1 geometry.
Other techniques have proved to be more challenging, such as studies of the invariant mass

of Kg decays [123], and are not discussed here, even though they were useful in the past to

provide constraints on the ID material budget uncertainty.

6.1 SCT Extension Efficiency

The SCT extension efficiency method has been introduced in 2010 [124, 125] as a technique to
quantify the material located between the pixel detector and the SCT. The principle of this

technique is a standard tag-and-probe measurement of the rate at which Pixel tracklets (track

! The work presented here using the SCT extension efficiency technique was performed by the author, using a
custom re-implementation of the method based on the C++ programming language and the ROOT analysis
toolkit. This study has given rise to further ID material studies by the ATLAS collaboration, culminating in
an update of the ATLAS detector model that was eventually chosen as the final Run-1 geometry. The studies
using the latter two techniques were performed independently by other members of the ATLAS collaboration.

71
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fragments reconstructed from hit clusters in the pixel detector) are extended into the SCT
by finding a combined track (tag) that corresponds to the Pixel tracklet (probe). This rate,
called SCT extension efficiency, is sensitive to the amount of material in the ID, particularly
in the region between the Pixel and SCT sub-detectors. These regions contain significant
amounts of passive (non-sensitive) material in the form of support structures, cables and cooling
systems. More traversed material in terms of nuclear interaction length, ¢/Lg, corresponds to a
higher probability of hadronic interactions of charged particles with the material, by which the
incident particles are destroyed (see Section 2.7.3). If such processes occur before a particle
passes through the first SCT layers, no extension of the tracklet into the SCT can be made; in
other words, the reconstruction algorithms cannot find the track, since their requirement of a
minimum number of SCT measurements is not fulfilled. This type of particle-matter interaction
is therefore the main source of track reconstruction inefficiencies for charged hadrons.

Evidently, an inaccurate material description in terms of nuclear interaction lengths thus
leads to a systematic bias in the track reconstruction efficiency, which then propagates into
measurements of minimum-bias observables such as charged-particle multiplicities. Precise
knowledge of the ID material allows to constrain the systematic uncertainty on this efficiency
and its contribution to the total systematic uncertainty of the charged-particle measurement.
The level of knowledge of ID material between the Pixel and SCT sub-detectors can be assessed
from a comparison of the SCT extension efficiencies obtained from MC simulation and data
samples, respectively. A high level of agreement between MC simulation and data corresponds
to an appropriate modelling of the material budget in this region (in terms of nuclear interaction
lengths) in the MC simulation.?

The following sections describe how the SCT extension efficiency was assessed for various
versions of the ATLAS detector description that were used for physics analyses at /s = 8 TeV.
This study was performed with a custom software package written by the author, which
implements a similar strategy as that used in previous studies. The sensitivity of the SCT
extension efficiency to variations of the ID material budget was assessed using dedicated
simulation samples with distorted geometries. From comparisons to the nominal geometry, an
upper limit for the overall uncertainty on the amount of passive material located between the
Pixel and SCT detectors was obtained.

6.1.1 Motivation and History

During Run-1 the region between the pixel detector and the SCT has been difficult to model

for a variety of reasons. On one hand, this region contains no sensitive detector modules, and

2 The SCT extension efficiency is sensitive to the material budget in terms of nuclear interaction length Lo, but
not necessarily in terms of radiation length Xo which is relevant for electromagnetic processes such as energy
loss, bremsstrahlung, pair production (mainly photon conversion into ete™ pairs), and multiple scattering.
As Lo and X are on average strongly correlated for most materials traversed by particles in the acceptance
region of the ID, the results of this study can be understood to correspond also to the quality of description
of the material budget in terms of Xy. However, the photon conversion studies, described in Section 6.3,
provide more stringent tests of the material budget in terms of Xj.
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therefore it cannot be easily probed with techniques which rely on measurement positions in
active modules. On the other hand, it contains a significant amount of passive material from
Pixel services that are difficult to model, especially in the Patch-Panel 0 (PP0) regions (shown in
Figure 6.1) which are located in the forward regions of the inner tracker acceptance at |n| > 2.2
and within a radius (distance from the beam axis) of 174 < r < 218 mm, i.e. between the
outermost sensitive Pixel layer and the innermost sensitive SCT layer. In these regions the
detector description has been partially inaccurate since the very beginning of Run-1 due to
their complicated geometry (octagonal structures, cable bundles, connectors, etc.) and some

oversights in the technical documentation process.

Figure 6.1: Image of part of the pixel detector, including the PP0 region, showing octagonal structures,
cabling and connectors. Photograph taken in 2013 during the ID upgrade, provided by
Jens Dopke.

The passive material from the PPO region does not affect the reconstruction of track fragments
within the pixel detector; however it contributes strongly to the inefficiency of reconstructing
combined tracks which are built by finding extensions from such pixel tracklets into the SCT.
This already posed a challenge during the previous charged-particle multiplicity measurements,
in particular the Minimum Bias analysis at \/s = 7 TeV performed in the year 2010. During that
study, the SCT extension efficiency method was first employed [124,125] as a highly effective
method to measure discrepancies in terms of ID material budget between MC simulation
and data and to constrain the systematic uncertainty on the track reconstruction efficiency.
Insights obtained from this procedure led to a significant improvement of the ATLAS geometry
description for MC simulation, especially in the PPO region, which also resulted in a reduction
of this dominating source of systematic uncertainty.

Between 2010 and 2012 further changes and refinements of the material description in the
PPO region (and other parts of the ID) were implemented in the detector models, but the effects

of these updates were not validated again with the same method. Thus an overestimation of
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the PPO material between 2.3 < |n| < 2.5 was introduced that went unnoticed until the early
stages of the Minimum Bias analysis at /s = 8 TeV, where significant discrepancies between
MC simulation and data were observed in this || region. These discrepancies were traced back
to a mis-estimated track reconstruction efficiency resulting from an inaccurate modelling of the
ID material budget, and prompted a new SCT extension efficiency study with the explicit aim
to improve the material description in the PPO region. The main results of this new study are

presented in this section.

6.1.2 Method Description

The SCT extension efficiency method is a tag-and-probe measurement of the rate at which a
reconstructed pixel tracklet (probe) can be successfully extended into the SCT, thus forming a
combined track (tag) that can be associated with the tracklet according to specific matching

criteria. A dedicated low-pT reconstruction setup is employed as presented in the following.

6.1.2.1 Track Reconstruction Algorithms

The default offline reconstruction setup for analyses with low-pr tracks, performed within the

full acceptance range |n| < 2.7 of the ID,? employs a sequence of two algorithms [105, 106]:

1. a standard inside-out algorithm with a low-p threshold of 100 MeV,

2. an additional low-pr algorithm that reconstructs tracks with a transverse momentum
between 100 < pp < 400 MeV.

In the inside-out algorithm, candidates for combined tracks are first reconstructed from Pixel
and SCT measurements and subsequently extrapolated to include measurements in the TRT, as
described in Section 5.1.

The low-pr track reconstruction algorithm follows a similar recipe as the inside-out algorithm,
but uses only measurements that have not been assigned to tracks found by the prior inside-
out algorithm. It requires fewer silicon clusters (i.e. the sum of pixel and SCT hits), but
demands more pixel measurements, and allows fewer pixel holes. Thus the algorithm manages
to reconstruct tracks especially from those particles which cannot reach far into the SCT due
to the solenoid field and are missed by the initial algorithm. In the 8 TeV studies presented
here, the low-pr algorithm reconstructs around 50 % of all tracks within 100 < pp < 150 MeV,
thus doubling the total yield in this category; above pr > 200 MeV, its relative contribution
decreases to < 2%.% Further details of the track reconstruction algorithms and studies carried

out to validate the low-pr tracking algorithm can be found in Refs. [111] and [127].

3 The ID is nominally designed for reconstruction within |n| < 2.5, but its acceptance extends to || < 2.7
mainly for combined muons (with a relaxed requirement on SCT measurements). The reconstruction is
done per default in the whole ID acceptance region. It is possible (although rare) that hits compatible with
|n] > 2.5 contribute to reconstructed tracks within |7| < 2.5. Furthermore, the vertex z coordinate is usually
not exactly zero and can also vary slightly during a run.

4 These fractions are similar to those found in the previous studies at /s = 7 TeV [126].
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Pixel tracklets are reconstructed by a variation of the inside-out algorithm, with tighter
requirements on the number of Pixel hits and holes. Detailed settings of all three track

reconstruction algorithms are summarised in Table 6.1.

Criteria inside-out low-pr Pixel tracklet

min. py [MeV] 100 100 100
max. pp [MeV] - 400 -
min. Si clusters (total) 7 5 3
min. Si clusters (not shared) 6 4 3
max. Si clusters (shared) 1 1 0
min. Pixel hits 0 2 2
max. Si holes 3 2 1
max. Pixel holes 2 1 1
max. SCT holes 2 2 0
max. double holes 1 1 0

Table 6.1: Requirements for the reconstruction of combined tracks using the standard inside-out and
the special low-pr algorithm and for the reconstruction of pixel tracklets.

6.1.2.2 Data Selection and Matching Criteria

The study presented here used the same minimum-bias data and MC input samples, and the
same event and track selections for combined tracks, which were used for the charged-particle
measurement at /s = 8 TeV in the most inclusive phase space (see Sections 7.2 and 7.3). For

pixel tracklets, the following selection criteria were chosen to ensure a high probe purity:

e a minimum transverse momentum of pt > 500 MeV,
e a transverse distance of closest approach to the primary vertex within \dOPV] < 0.2mm,

e a longitudinal distance of closest approach to the primary vertex within ]zg V. sin 0] <

0.2 mm.

These requirements for pixel tracklets are much tighter than the corresponding selection criteria
for combined tracks, and were chosen to safeguard a high accuracy of the SCT extension
efficiency measurement by suppressing tracks associated with non-primary particles. A matching
algorithm with multiple passes was employed, which attempts to find a unique association
between each selected pixel tracklet and the best-matching combined track, using the following

matching criteria:

e The pixel tracklet is matched to the combined track to which it has the smallest angular

distance AR = /(An)? + (A¢)?, with an upper boundary of ARyax = 0.03.
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e At least two common silicon hits (i.e. pixel hits) are shared between the pixel tracklet and

the associated combined track.

e Each pixel tracklet and combined track can only be matched once, i.e. multiple associations

are not allowed.

The upper boundary ARp.x for the angular distance of associated tracklet—track pairs was
determined from a study of the AR distribution of all possible tracklet—track combinations.
The tight requirement of two common silicon hits has been chosen in order to suppress track

parameter biases of the associated pairs.

6.1.2.3 Track Parameter Biases

Figure 6.2 visualises the level of agreement between track parameters, as well as numbers of pixel
hits, in every matched tracklet—track pair. The mean values and widths of these distributions
correspond to the relative track parameter biases and resolutions, respectively.

All distributions show good agreement between MC simulation and data, and no significant
bias between the track parameters is found, thus validating the matching technique and indicating
that the MC simulation describes these parameters and their resolutions well. A slight skewness
of the pr distribution (Figure 6.2c) and the pixel hits distribution (Figure 6.2d) is observed
similarly in MC simulation and data. The disagreement in the statistically non-significant tails
of the pixel hits distribution is expected to result from discrepancies of inactive pixel sensors in

MC simulation and data, and can therefore be neglected.

6.1.3 Preliminary Studies

During the early stages of the new Minimum Bias analysis at /s = 8 TeV, while using
the ATLAS-GEO-20-00-01 geometry model, in the primary-charged-particle pseudorapidity
distribution 1/Ney - AN, /dn significant MC/data discrepancies were observed at large |n)|.
Figure 6.3a shows a clearly unphysical rise of the data within 2.3 < |n| < 2.5 in this distribution.
These shape anomalies were attributed to an inaccurate description of the ID material budget in
the utilised detector model, which can distort the track reconstruction efficiency that is derived
from a MC simulation using that model, thus leading to the observed overcorrection at large
|n].5 In order to test the validity of this causal hypothesis, the amount and distribution of the
ID material located between the Pixel and SCT sub-detectors was probed by measuring the
SCT extension efficiency.

Figure 6.3b shows the SCT extension efficiency in MC simulation (using the ATLAS-GEO-
20-00-01 geometry model) and data as a function of the pixel tracklet parameter . Due to
particle-matter interactions and other detector effects, it is impossible to reach a perfect efficiency

of 100 %; the inefficiency corresponds to the amount of material that is traversed by particles

® By contrast, the final results of these distributions after improving the detector model (thus using a more
accurate track reconstruction efficiency correction) are illustrated in e.g. Figure 7.43a of Section 7.9.1. For
details on how these distributions are made, see Section 7.6.
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Comparison of the track properties between pixel tracklets and combined tracks after

matching. All distributions are normalised to unity. Statistical errors are shown for the

ratio between MC simulation and data.

in terms of nuclear interaction length, ¢t/Lg. In the pseudorapidity range 2.3 < |n| < 2.5, the

measured inefficiency is significantly higher in MC simulation than in data, causing discrepancies
of more than 6 %; this confirms the hypothesis that the detector model used for the MC
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Figure 6.3: Visualisation of the impact caused by an overestimation of ID material budget in the
GEO-20 model of the ATLAS detector description: (a) primary-charged-particle density at
Vs =8 TeV as a function of 7, showing large discrepancies at || > 2.3; (b) SCT extension
efficiency as a function of 7, with large discrepancies at || > 2.3 due to a mis-estimation
of the material budget.

simulation overestimates the material budget in these regions. The discrepancy found with this
technique corresponds directly to the non-physical shape of the 1/Ngy - dNg, /dn distribution of
the data as shown in Figure 6.3a.

The SCT extension efficiency method thus provided detailed information on localised
discrepancies of the ID material description, and the corresponding detector regions were
subsequently investigated further in order to identify the problematic material structures and to

improve the material description in the detector models.

6.1.4 Detailed Investigation of ID Material Discrepancies

In order to determine the causes of the observed material discrepancies in the PPO region
and to improve the material description, a detailed re-assessment of the Pixel services was
performed via comparisons between (a) the current ATLAS geometry model (GEO-20), (b)
original construction plans, and (c¢) measurements of the actual physical ID in early 2013, while
the ID was removed from the ATLAS cavern during the LS1 (Long Shutdown 1) phase for
detector maintenance and upgrades. Several passive material structures were identified in the
physical detector which had either not been described at all in the construction plans and
computer models, or had been described and modelled by different shapes and/or at different

locations. These structures include:

e beam pipe support system (BPSS)
e patch panels and support structures

e cooling pipe support and heater blankets



Inner Detector Material Studies 79

e rails and pixel roller assembly
e endcap endplates
e various cables and connectors

e other octagonal structures (which were assumed to be uniformly distributed over ¢ in the

detector geometry models)

More details on these parts of the ID can be found in the ATLAS detector paper [47]. After
the identification of these structures as potential sources of the observed material budget

discrepancies, the geometry description was updated by the following iterative procedure:

1. a new candidate model of the ATLAS detector geometry was created by members of
the Material Working Group, using the best currently available knowledge about the 1D

material (including insights from previous iterations);

2. MC samples of minimum-bias events using the candidate geometry model and ATLFAST-I1

simulation (see Section 4.3.3) were produced by the author;

3. the candidate model was validated by the author using SCT extension efficiency studies

based on these new MC samples;

4. the candidate model was validated by the author with tools and techniques described
in Appendices B.2 and B.3 to quantify the changes in the material budget following the
proposed geometry update;

5. the findings were shared and discussed among the involved working groups and other

members of the ATLAS collaboration, providing feedback for the next iteration.

This procedure was repeated until the MC/data ratio of the SCT extension efficiency converged
towards unity with residual discrepancies of less than 1.5%. Eventually all these studies
culminated in the creation and validation of a new GEO-21 model. The new geometry version
for the Minimum Bias analysis at /s = 8 TeV, presented in this thesis, was chosen to be
ATLAS-GEO-21-01-00. Most of the changes between GEO-20 and GEO-21 were located in the
PPO region at |n| > 2.2, while smaller adjustments were also made in the region 1.4 < || < 2.0.

6.1.5 SCT Extension Efficiency for Improved Detector Description

Figure 6.4 compares the SCT extension efficiency between MC simulation and data as a function
of pixel tracklet parameters when using the new GEO-21 detector description. Here the MC/data
discrepancies at large 1 have almost vanished, and the agreement in 1.4 < |n| < 2.0 has improved

as well (see Figure 6.4a). The overall level of agreement is better than 1.5 % across the entire

6 The ATLAS-GEO-21-01-00 description exactly resembles the later defined baseline ATLAS-GEQ-21-02-02
(which then became the final Run-1 geometry ATLAS-R1-2012-03-00-00) in the ID volume, but not in the
Calorimeter. The Minimum Bias analysis is not sensitive to the differences between these geometries, as they
have an identical impact on the reconstruction of all tracks that are used in the analysis, but other analyses
which involve measurement signals from the Calorimeter should use the latter geometry version.
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pseudorapidity range. These results provide good evidence that the new GEO-21 model describes
the ATLAS detector more accurately than the previous GEO-20 model. This conclusion is
strongly supported by the shape of the corrected 7 distribution of the primary-charged-particle
density, shown in Figure 7.43a of Section 7.9.1.
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Figure 6.4: SCT extension efficiency as a function of various pixel tracklet parameters using ATLAS-
GEO-21-01-00: (a) n, (b) ¢, (c) pr (for tracklets and tracks above pr > 500 MeV), (d)
the number of pixel hits.

Figure 6.4b shows some discrepancies between MC simulation and data in the SCT extension
efficiency as a function of ¢, which is partly related to the track parameter resolution. As these
local disagreements in ¢ are below the 1.5 % level and were found to be distributed over 7, their
residual effect on pseudorapidity distributions of charged-particle densities in the Minimum Bias
analysis remains negligibly small. Similarly, good agreement between MC simulation and data
at the 1% level was observed in the efficiency as a function of pr up to 10 GeV (see Figure 6.4c)
and as a function of the number of pixel hits (see Figure 6.4d), respectively; the slightly larger
discrepancies at high pr arise due to momentum resolution effects as well as mis-measured high
transverse momenta arising from particle-matter interactions. Given the steeply falling high-pr

spectrum, these effects are not statistically significant for the sake of validating the ID material



Inner Detector Material Studies 81

budget of the new detector geometry; their treatment in the charged-particle measurement is

discussed in Section 7.5.3.2.

6.1.6 SCT Extension Efficiency for Distorted Geometries

Dedicated MC samples with additional ID material were used to determine the sensitivity
of the method to variations in the detector description. In one of these samples, designated
Config A and utilising the geometry version ATLAS-GEO-21-04-02, the density of passive ID
material was scaled up by 5% in terms of radiation length Xy; these structures span the entire
pseudorapidity range. In the other sample, designated Config C” and employing the geometry
version ATLAS-GEO-21-03-02, the density of passive material in the Pixel services was scaled
up by 10 % in terms of Xj; these structures are mostly located at larger pseudorapidities beyond

In| > 2.

B‘ T T T T T T T T T a‘ [T T T T T T ]
S =y 3 S C 3
S o095 - =
[ E e T e, = © C n
= o o 3 0.9 —
S 09k r 1 = 5 Fa P i ]
‘@ £ Nl iy B ) B iny PR MmAMTY FiR B
§ o5l e e T E omth F A =AM T e
¥ Ei = % Eooi T it ]
S ek 4 o o086 = =
5 s PYTHIA 8 A2 (ND) - Config A 5 5 F PYTHIA 8 A2 (ND) - Config A .
@ F — . PYTHIA 8 A2 (ND) - Config C’ E ? 084 — - PYTHIA 8 A2 (ND) - Config C’ 3
0.75— — PYTHIA 8 A2 (ND) - Nominal = r — PYTHIA 8 A2 (ND) - Nominal ]
- Il Il Il Il Il Il — [ Il Il Il u
S 1.02F 4 S 101E 4
© E B T 1B 2 2 llar o o o E
[as 1 - T = y = — [as il rd =T = = 1 =
£ Wl 0.99E -
0.98 - 0.98F 3
25 2 A5 1 05 0 05 1 15 2 25 3 2 1 0 i 2 3
¢ [rad]

(@) n (b) ¢

Figure 6.5: Comparison of the SCT extension efficiency in MC simulation as a function of (a) 1 and
(b) ¢. Samples obtained from the nominal MC simulation are compared with two samples
utilising detector descriptions with extra ID material: Config A (+5 % passive ID material)
and Config C’ (+10 % Pixel Services).

Figure 6.5 shows the SCT extension efficiencies in MC simulation utilising the alternative
detector descriptions with additional ID material, compared to the nominal MC simulation.
The observed relative efficiency loss corresponds to the localised distribution of extra material
as a function of 7; it is more pronounced for tracks at higher |n|, as the corresponding particles
traverse more additional material in terms of nuclear interaction length Ly due to their incident
angle than in the central barrel region. The difference between the nominal and distorted
geometries remains within 1.5 %. For the +5 % sample, this small variation is found to be on the
approximately same level as the residual discrepancy between the nominal MC geometry and
data (Figure 6.4a). The result indicates that when the new GEO-21 detector description is used,
the +5 % sample provides sufficient constraints for the estimation of systematic uncertainties

due to the material uncertainty in the specific ID region to which this method is sensitive.
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The sensitivity of the track reconstruction efficiency to the additional material is studied in

more detail during the charged-particle measurement, as described in Section 7.5.3.2.

6.1.7 Stability Tests of the Method

Additional studies were performed to assess the stability of the SCT extension efficiency method
and to estimate its systematic uncertainties, by studying the impact of variations of the pixel
tracklet quality requirements. The MC/data ratio of the SCT extension efficiency for different
pr thresholds of the pixel tracklets is shown in Figure 6.6 and was found to be stable when the
threshold is varied from 0.5 GeV to 1 GeV, due to the tight impact parameter cuts.
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Figure 6.6: SCT extension efficiency as a function of pixel tracklet parameters when the transverse-
momentum threshold is varied to pr > 1 GeV. The ratio of the MC simulation over data
is found to be stable when compared with Figure 6.4. Plots taken from Ref. [128].

The effect of a variation of the cuts on impact parameters |d§ | and |25 - sin 0] of the pixel
tracklets was also studied, and its effect on the MC/data ratio of the SCT extension efficiency
was found to be negligible. The impact of a variation of the required number of common hits
for the association between pixel tracklet and combined track was found to be negligible as well.
While such variations change the absolute efficiency values, their relative changes were found to
be approximately constant as a function of n as well as ¢.

It can thus be concluded for the SCT extension efficiency measurement that the level of
agreement between MC simulation and data remains stable when the chosen tracklet quality
cuts or tracklet-track matching requirements are varied. Therefore no additional systematic

uncertainties due to these selections need to be considered.

6.1.8 Summary

The SCT extension efficiency method was successfully employed to assess the impact and

constrain the amount of material located between the Pixel and SCT sub-detectors. This study
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revealed large discrepancies between MC simulation and data within the regions of 2.3 < |n| < 2.5
that indicated a mis-modelling of the MC simulation geometry. Detailed investigations of detector
descriptions, construction plans, database implementations and physical measurements of the
ID during LS1 allowed to update the simulation geometry from the GEO-20 to the GEO-21
model, resulting in significantly better agreement between MC simulation and data.

For the improved ID geometry used in the GEO-21 model, it was shown that the remaining
discrepancies between MC simulation and data are compatible with a material uncertainty that
can be estimated using a distorted geometry with +5% additional passive material in the whole
ID (designated Config A).

6.2 Hadronic Interaction Vertices

The precise material distribution in the ID, localised as well as quantified in terms of the nuclear
interaction length Lg, can be probed via reconstructed secondary vertices arising from hadronic
interactions of primary particles. This was studied by the ATLAS collaboration, comparing MC
simulations to data from non-diffractive high-multiplicity pp collisions recorded in low-luminosity

runs at /s = 7 TeV using a minimum-bias trigger [129].

e+

Pixel gt Pixel oot

Figure 6.7: Illustration of photon conversions (left) and hadronic interactions (right) in the first Pixel
layer. The outgoing secondary particles typically have markedly different opening angles,
leading to different radial resolutions of the vertex positions.

This method provides an excellent resolution of vertex positions, within 0.2-1 mm in the
radial (r) as well as longitudinal (z) directions, depending on the radial distance of the secondary
vertex from the luminous region. The high resolution is possible due to the large opening
angles between the secondary particles (illustrated in Figure 6.7) which help constrain the
reconstructed vertex positions. The selection of track candidates for this study is performed by
requiring a large transverse impact parameter with respect to the primary vertex, dgv > 5 mm,
which removes > 99 % of primary tracks and most products from Kg decays and ~y conversions,
and by invariant mass vetoes on 7y conversion as well as on Kg and A candidates which would
otherwise contaminate the sample. Only vertices within [25V| < 300 mm are considered in the

study.
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Figure 6.8: (a) Radial distribution of reconstructed secondary vertices (SV) from hadronic interactions
in 2010 data (points) and MC simulation (histogram). (b) (z,y)-distribution of recon-
structed SV from hadronic interactions in 2010 data. In both plots the longitudinal vertex
positions were constrained to |25V| < 300 mm. Plots taken from Refs. [129,130].

Figure 6.8a compares the radial distributions of reconstructed secondary vertices in MC
simulation and data. The beam-pipe at r =~ 34 mm as well as the three Pixel layers at r ~ 50,
88 and 122 mm are clearly visible, along with their service and support structures in between.
Figure 6.8b shows the (x,y) positions of the reconstructed secondary vertices in data and also

reveals a beam-pipe shift of Ar ~ 2mm with respect to the nominal (0,0) coordinate.
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Figure 6.9: Local (z,z) positions of reconstructed secondary vertices (SV) from hadronic interactions
in the innermost Pixel layer modules in 2010 data (left) and MC simulation (right),
with global |25V| < 300mm. The hollow half-elliptical structure around (z,z) = (3,4)
corresponds to the cooling pipe. Plots taken from Refs. [129,130].

Using the same method, the complex structure and the precise distribution of material of
individual pixel modules can be made visible. Figure 6.9 shows a comparison of the reconstructed

vertices in data and MC simulation, with all modules within the first Pixel layer being overlaid
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for better statistics. The observed discrepancies between data and MC, such as the material
distribution of the mostly gaseous cooling fluid being described as a liquid in the detector
model, directly point to necessary improvements of the ATLAS detector model for accurate MC
simulations. These changes have already been incorporated into the detector models that were
utilised in the studies presented in Section 6.1 and Chapter 7 of this thesis.

With this technique, the overall ID material description in the simulation geometry was
validated to within an experimental uncertainty of about 7% [129], while not including the

systematic uncertainty due to the modelling of hadronic interactions in MC simulation.

6.3 Photon Conversion Vertices

The accuracy of the ID material description in terms of radiation length Xy affects the recon-
struction of high-energy photons and electrons that are sensitive to electromagnetic interactions
such as bremsstrahlung, as well as the electromagnetic shower development (mainly due to
energy loss in the ID material) [131]. The ID material budget in terms of Xy can be probed by
studying secondary vertices from photon conversions, as it is directly related to the conversion
rate [132,133]. About 50 % of the photons convert into lepton pairs inside the ID before reaching
the EM calorimeter.

Photon conversion candidates are found by matching oppositely-charged tracks with large
fractions of high-threshold TRT hits, which is a typical transition radiation signature of high-
energy electrons and positrons. The opening angles of these e™e™ pairs are very small (illustrated
in Figure 6.7), which leads to an intrinsically lower resolution of reconstructed vertex positions
(~ 4mm in the radial direction) with respect to the technique utilising hadronic interaction
vertices; energy loss effects due to bremsstrahlung further degrade the precision of the photon
conversion method. A main advantage of this method is that it is also applicable at larger radii
and transverse distances from the luminous region.

Measurements inside the ID are compared to those in a reference volume with accurately
known material and a large rate of conversions; for this purpose the beam-pipe is chosen. The
distributions of photon conversion vertices in the radial direction are shown in Figure 6.10, while
a comparison in the transverse (z,y) plane is made in Figure 6.11. Both figures reveal the main
detector features, with an overall good agreement of data and MC simulation. The results are
comparable to those obtained with the method using hadronic interaction vertices, however the
vertex resolution of photon conversions is evidently less precise. The measurement accuracy is
dominated by systematic uncertainties.

In the course of these studies the description of ID support structures was improved, and
good agreement in the distribution of photon conversions was found between data and MC
simulation when utilising the improved models. The results of these measurements are found to

be not inconsistent with an assumption of a final uncertainty of about 5% of the ID material.
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Figure 6.10: Radial distribution of the number of reconstructed photon conversion vertices in the
barrel (left) and end-cap (right) sections of the ID. The beam pipe, as well as the Pixel
and two SCT layers, can be identified as corresponding to sharp peaks. The distribution
of the MC simulation is normalised to the data. Plots taken from Ref. [134].
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Figure 6.11: Transverse (z,y)-distribution of the number of reconstructed photon conversion vertices
within |n| < 1 in data (left) and MC simulation (right). Plots taken from Ref. [134].

6.4 Summary of Material Studies

The SCT extension efficiency method was successfully employed to constrain the amount of
material located between the Pixel and SCT sub-detectors. Following the detailed investigations,
a new detector model for MC simulation was produced, leading to significantly better agreement
between MC simulation and data.

Furthermore, by combining the results from this study with two other ID material studies
that used secondary vertices from hadronic interactions and from photon conversions, it has
been determined by the ATLAS collaboration that an alternative simulation geometry with

+5% additional passive material in the whole ID can be used to describe the systematics due
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to the material uncertainty of the ID when using the new GEO-21 model and the final Run-1
geometry. This is a significant improvement with respect to the previous standard of using
an alternative simulation geometry with +10 % additional passive material, which had been
employed to constrain the ID material uncertainty for models from GEO-10 until GEO-20.
Thanks to these combined efforts, the final Run-1 detector geometry has a much higher
accuracy and a smaller material uncertainty than previous ATLAS geometries, which benefits
several ATLAS measurements, including the Minimum Bias analysis that is described in the

next chapter.
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Chapter 7

Charged-Particle Distributions in pp
Collisions at /s = 8 TeV

The Minimum Bias analysis measures inclusive distributions of charged-particle densities in
collider experiments such as ATLAS. This chapter describes the analysis procedure and detailed
results of the charged-particle measurements at /s = 8 TeV, thus building and extending
upon the related recent publications [3,135] as well as previous equivalent studies [126,136].!
Comparisons are therefore mostly made with respect to the earlier Run-1 ATLAS measurements
at lower centre-of-mass energies (y/s = 0.9, 2.36 and 7 TeV), and references to the new Run-2
measurements at /s = 13 TeV [137,138] are only given in the most relevant contexts. Compared
with the earlier ATLAS studies, the presented study covers a wider scope of measurements,
uses a more robust fiducial definition of primary charged particles, and has significantly reduced
systematic uncertainties, thus achieving the highest precision of all ATLAS Minimum Bias
measurements of pp collisions from the Run-1 data-taking period at the LHC. This precision
was achieved thanks to a significant reduction of the leading systematic uncertainty which arises
due to the imperfect knowledge of the ATLAS detector material, based on the work described

in the previous chapter.

7.1 Motivation, Definitions and Scope

Inclusive charged-particle measurements can probe the strong interactions particularly in the
non-perturbative domain of QCD governed by soft processes with low momentum transfer,
which are dominating hadron collisions at the LHC. The experimental results of such studies

help to constrain and optimise the parameters in phenomenological models which are utilised to

! The presented analysis employs a custom analysis framework that builds upon the framework employed
in previous ATLAS Minimum Bias studies at /s = 0.9, 2.36 and 7 TeV [126, 136], based on the C++
programming language and the ROOT analysis toolkit. The author took the leading role in performing and
documenting this analysis, which led to publications of the obtained results in Refs. [3] and [135]. However,
the presented work could not possibly have been accomplished without the dedicated contribution, ongoing
support and expertise of all analysis team members (in alphabetical order: Wayne Cribbs, Deepak Kar,
Oldrich Kepka, Thorsten Kuhl, Roman Lysak, Morten Medici, David Milstead, Simone Pagan-Griso, Andreas
Salzburger, Edward Sarkisyan-Grinbaum, and Krzysztof Wozniak), as well as expert feedback from several
other members of the ATLAS collaboration, particularly the Standard Model group conveners and Editorial
Board members.
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describe these soft-QCD processes and to predict the hadronic final states. The understanding
of strong interactions achieved by charged-particle measurements also plays a crucial role in
the prediction of soft-QCD backgrounds and topologies of events with hard-scatter and pile-up
interactions, and the reduction of systematic uncertainties and biases on measurements of
high-pt phenomena due to these effects.

Charged-particle distributions have been previously measured in pp and pp (as well as
p+Pb and Pb-+Pb) collisions at a wide range of centre-of-mass energies from /s = 30 GeV
up to /s = 7 TeV [126, 136, 139-156] and most recently in pp collisions at /s = 8 and
13 TeV [3,137,138,157-160]. The measurements presented in this thesis [3] implement similar
methodologies to those in previous and recent ATLAS Minimum Bias publications [126,136-138§],
thus complementing the results at /s = 0.9, 2.36, 7 and 13 TeV. They are based on ~ 160 pb~!
of data recorded by the ATLAS experiment in 2012 during the low-g run 200805 with low LHC
beam currents, using minimum-bias trigger scintillators (MBTS). This special dataset is of
similar size as the datasets used in the other ATLAS minimum-bias publications.

The general properties of soft-QCD processes were studied by measuring the following
primary charged-particle multiplicity and density distributions, based on particles within

specified kinematic ranges:

1 dNg 1 1 d%Ng 1 dNey
Ney dn ’ Ney  27mpr d?]de’ Nev  dnep

and (pr) versus ne,

where ng, is the primary-charged-particle multiplicity in a selected event, Ny, is the total
number of primary charged particles in all selected events within the data sample, Ny is the
total number of selected events in the data sample, and (pr) is the average transverse momentum
of all particles within a given multiplicity category. Selected events are events corresponding
to a required minimum multiplicity of primary charged particles satisfying kinematic selection

criteria, as defined in Section 7.1.2.

7.1.1 Object Definitions

A useful distinction can be made between the particle-level and detector-level objects and
their respective distributions. Their corresponding constituents are called generated particles
and reconstructed tracks, which can be further divided into primary and non-primary charged
particles and their associated tracks. Neutral particles are not measured by the ATLAS tracking

detectors and are therefore not considered in the analysis.

e Detector-level distributions are obtained from tracks that are reconstructed from the
detector response signals produced by interactions between charged particles and sensitive
detector elements. These distributions are subject to detector effects such as particle
interactions with the active (sensitive) and passive detector material, the individual

conditions of sensitive detector elements, inefficiencies of the reconstruction algorithms,
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background contaminations, resolution and migration effects, as well as selection biases

due to the event and track selection criteria that are applied in the analysis.

Particle-level distributions of charged particles can be either (a) obtained as generated
particle-level distributions directly from the output of MC event generators — these
particles are also called generated particles — or (b) approximated from the detector-level
distributions by applying a full correction and unfolding procedure to compensate for all
selection and reconstruction inefficiencies, background contaminations and other effects

listed above.

Primary charged particles were previously (up to 7 TeV measurements) defined as having
a mean lifetime 7 > 30 ps, produced either directly as final-state particles resulting from
hadron collisions, or as decay products of such final-state particles with shorter lifetimes
(i.e. with 7 < 30ps). In the new analyses performed at /s = 8 and 13 TeV, primary
charged particles are defined as having a mean lifetime 7 > 300 ps. Charged particles
with a mean lifetime between 30 < 7 < 300 ps and their decay products are now excluded
from this fiducial primary-charged-particle definition as they were found to introduce a
significant model-dependence when included (see Section 7.4.3), and are instead treated as

a source of background.

Non-primary charged particles comprise particles originating from another source than the
primary collision. These are mostly secondary particles (sometimes denoted secondaries)
that are produced from particle-matter interactions and particle decays at a later point
in time after the primary collision. Non-primary tracks comprise tracks associated with
secondary particles, as well as combinatorial fake tracks which are not associated with any
particles; in the data, this category can also include tracks originating from non-collision
background (see Section 7.4.1). All non-primary particles and tracks are treated as a source
of background (see Section 7.4.2).

7.1.2 Phase-Space Selections

Final results are given for five different phase spaces, i.e. fiducial volumes defined by kinematic

selections of primary charged particles with |n| < 2.5 (within the designed acceptance region of

the ID) and either pp > 100 MeV or 500 MeV, corresponding to charged-particle multiplicities
between ng, > 1 and 50:

In| < 2.5, pr > 100 MeV and ng, > 2,
In| < 2.5, pr > 500 MeV and ng, > 1,
In| < 2.5, pr > 500 MeV and ng, > 6,
In| < 2.5, pr > 500 MeV and ng, > 20,
In| < 2.5, pr > 500 MeV and ng, > 50.
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The first of these phase spaces provides the most inclusive measurement of charged-particle
distributions by also including particles in the (rather challenging) low-pr regime. By comparison,
the second phase space is easier to analyse, and here most measurements are available at different
centre-of-mass energies. The third, fourth and fifth selection apply a higher minimum ng,
threshold than the second phase space; this is expected to reduce the fraction of single- and
double-diffractive events in the sample. The first three phase spaces allow for direct comparisons
of the minimum-bias observables with earlier ATLAS measurements taken at /s = 0.9 and
7 TeV; thus they also provide important constraints to the MPI model parameters in MC tunes
that describe the energy extrapolation (e.g. PARP(89) and PARP(90) in PYTHIA 6, ecmRef
and ecmPow in PYTHIA 8; see also Section 2.5.1). The fourth and fifth (high-multiplicity) phase
spaces are measured by ATLAS and presented in this work for the first time; these novel results

provide additional constraints for the tuning of MC models.

7.1.3 Analysis Method

The final charged-particle multiplicity, pseudorapidity and transverse momentum distributions

are obtained with a sequential analysis procedure that comprises the following defined steps:

1. MC samples of hadronic final states corresponding to the measured data are produced
with several MC event generator models; these particle collections are propagated through

a detailed detector model, and the detector response is simulated (see Section 7.2).

2. Data quality requirements including low pile-up conditions are applied to the recorded

data sample, to ensure a high purity of the analysis input (see Section 7.3).

3. For the selection of event candidates from the recorded data to be included in the analysis,
a Level-1 Minimum-Bias trigger is used (see Section 3.2.6; furthermore, a reconstructed
primary vertex and a minimum number of reconstructed tracks with well-defined kinematic

properties are required (see Section 7.3.1).

4. In addition to the event selection, various track quality selection criteria are applied to
reconstructed tracks, ensuring that only good-quality tracks are included in the analysis
(see Section 7.3.2). When these selections are applied to reconstructed data and MC

samples, one first obtains uncorrected “raw” detector-level distributions (see Section 7.3.5).

5. The impact of event-level and track-level backgrounds is evaluated (see Section 7.4). MC
and data samples are utilised to determine the fractions of non-primary particles in the
data (see Section 7.4.2). Corrections for contaminations due to strange baryons, as well as
for migration effects at the borders of the kinematic region in pt and 7, are derived from

MC simulation.

6. MC and data samples are used to determine selection inefficiencies (see Section 7.5), which
comprise the trigger efficiency (see Section 7.5.1), the vertex reconstruction efficiency (see

Section 7.5.2) and the track reconstruction efficiency (see Section 7.5.3).
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7. All corrections are applied as event- or track-level weights (see Section 7.6.1), and an
unfolding procedure is employed to account for migration and resolution effects, in order to
obtain corrected and unfolded primary-charged-particle distributions with minimal model
dependence (see Section 7.6):

a) as the multiplicity, pseudorapidity and transverse-momentum distributions must be
normalised to a per-event level, the total number of events Ne, is derived first by
integrating over the corrected and unfolded multiplicity distribution;

b) subsequently the normalised multiplicity, pseudorapidity and transverse momentum

distributions are derived.

8. Closure tests are performed as consistency checks to validate the correction and unfolding
procedure, by applying the full correction and unfolding procedure to reconstructed
(detector-level) MC samples and comparing the results with the corresponding generated
(particle-level) MC distributions (see Section 7.7).

9. Total systematic uncertainties and their individual contributions to the final distributions

are assessed (see Section 7.8).

10. Finally, the corrected and unfolded primary-charged-particle distributions are compared to
particle-level predictions of hadronic final states that were made with various MC event

generator models (see Section 7.9).

7.2 Monte Carlo Simulation

MC samples of inclusive pp collision events were produced to model the corresponding minimum-
bias data at /s = 8 TeV, using various models of MC event generators with optimised parameter
settings (tunes), as described in Section 2.5. This section first gives an overview of the models
and datasets that were used to compare the generated hadronic final states to the corrected data.
Thereafter, the datasets of generated events that were used to simulate the ATLAS detector

response are described.

7.2.1 MC Samples for Particle-Level Distributions

In order to compare the corrected measurements to predictions of hadronic final states made
by phenomenological models, the MC samples given in Table 7.1 were generated using the
listed MC event generators and tunes. For both PYTHIA 8 tunes ND, SD and DD samples were
produced and weighted with the relative production cross-sections predicted by the generator.
The Rivet toolkit [161] was employed to produce the particle-level distributions for final plots,

which are presented in Section 7.9.
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(Generator Tune PDF-set Model Size x-section

[events] [mb]

ND 100M 52.12

PyTHIA 8 A2 MSTW2008 LO SD 10M 12.48

DD 10M 8.25

ND 100M 52.12

PyTHIA 8 MONASH NNPDF 2.3 LO SD 10M 12.48

DD 10M 8.25

Epos LHC inclusive  100M 71.32
QGsJET-II inclusive  100M
PyTHIA 6  INNSBRUCKZ2013 CTEQ6 L1 inclusive ~ 100M
HERWIGH+ UE-EE-5 CTEQ6 inclusive ~ 100M
HERWIGH+ UE-EE-4 CTEQ6 inclusive  100M

Table 7.1: Sample sizes and cross-sections of MC tunes used for comparisons of particle-level distribu-
tions with minimum-bias data at /s = 8 TeV.

7.2.2 MC Samples for Simulation of Detector Response

Several datasets of generated events were used to simulate the ATLAS detector response, to
derive corrections for inefficiencies and other detector effects, and to quantify the systematic

uncertainties. The following MC models and tunes were employed:

e the PYTHIA 8 A2 tune with the MSTW2008 LO PDF, described in Section 2.5.1,
e the PyTHIA 6 AMBT2B tune with the CTEQ6 L1 PDF, described in Section 2.5.2,
e the Epos LHC tune [42], described in Section 2.5.3.

An overview of the samples produced from these three MC models is given in Table 7.2.
The samples generated with the PYTHIA 8 A2 tune are used as a baseline for the correction
procedure of the analysis. Alternative samples with an increased amount of ID material were
also produced for studies of systematic uncertainties due to imperfect knowledge of the detector
material (described in Section 7.5.3.2). The PyTHIA 6 AMBT2B and Epos LHC samples are
mainly used to derive model-dependent systematic uncertainties; this includes the different
modelling and cross-sections of diffractive events in the two PYTHIA generators. Furthermore,
the EPOs LHC model is used to determine the baseline fraction of strange baryons in the data,
and to calculate extrapolation factors to facilitate the comparison of final results with earlier
studies (see Section 7.4.3).
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Generator Tune PDF-set Model Size  x-section Settings
[events] [mb]
ND 20M 52.12
PyTHIA 8 A2 MSTW2008 L.O SD 5M 12.48
DD 5M 8.25
ND 10M 49.586
PyrHiA 6 AMBT2B CTEQ6 L1 SD 2M 13.806
DD 2M 9.375
Epos LHC inclusive 1M 71.32
PyTHIA 8 A2 MSTW2008 LO ND 5M config A
PyTHIA 8 A2 MSTW2008 LO ND 5M config C’
ND 10M 52.12
PyTHIA 8 A2 MSTW2008 LO SD 2M 12.48 QGSP
DD 2M 8.25

Table 7.2: Sample sizes and cross-sections of MC tunes used for modelling of minimum-bias data at
/s =8 TeV and simulation of the detector response. The alternative PYTHIA 8 A2 samples
using extra ID material are labelled as config A and config C’. The PYTHIA 8 A2 samples
made with an alternative physics list are labelled as QGSP.

7.2.3 Detector Simulation of Minimum-Bias Events

All generated events in the MC samples described in Section 7.2.2 were processed within the
ATLAS simulation framework [76] based on the GEANT4 toolkit [83] to perform a detailed
simulation of the detector response. The detailed detector conditions during the data-taking
run were also applied in the simulation, thus accounting for inactive and inefficient regions of
the measurement apparatus. The simulation samples and the recorded LHC data were then
reconstructed by the same ATLAS reconstruction software framework. The obtained datasets
in NTUP format were processed with a dedicated analysis framework to derive corrections and
systematic uncertainties.

The ATLAS geometry used for simulation is ATLAS-GE0-21-01-00, which has an ID descrip-
tion almost identical to the final Run-1 geometry ATLAS-R1-2012-03-00-00, with an identical
impact on the presented study. For GEANT4 different physics lists can be chosen. At the
time of this study, the two leading choices for high-energy physics simulations were labelled
QGSP_BERT and FTFP_BERT (see Section 4.3.1). In previous measurements the QGSP_BERT physics
list was used, but for the current studies the FTFP_BERT physics list was chosen due to its better
modelling of hadronic interactions of anti-baryons. The differences between these two lists with
respect to the most important corrections, based on the vertex reconstruction efficiency and

track reconstruction efficiency, are described in Sections 7.5.2.1 and 7.5.3.2. The influence of the
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choice of MC generators and physics lists on the correction for backgrounds from non-primary
tracks is described in Section 7.4.2.2.

To assess the generator model dependence of the track reconstruction efficiency and track
parameter resolution, MC simulation samples obtained from PyTHIA 6 AMBT2B and EPOs
LHC are compared with those obtained from PyTHIA 8 A2. The dependence of the simulations
on the material description is assessed with alternative ATLAS detector descriptions using more
passive material than in the nominal material description. Table 7.2 also summarises the MC
samples used for these studies, which are based on the PYTHIA 8 A2 tune. Results of these

tests are described later in Section 7.5.3.2.

7.2.4 Truth Matching

In addition to the reconstruction of charged-particle trajectories, one also needs to determine
whether the reconstructed tracks can be associated to the generated charged particles. In the
work presented here, the association between generated particles and reconstructed tracks was
performed using a cone-matching algorithm, by determining for each particle the one specific
track with the smallest angular distance AR = \/W , while requiring the track to
be within a cone of R = 0.15 with respect to the particle.? In addition, the particle trajectory
must be compatible with the position of at least one pixel cluster of the track, by requiring at
least one common pixel measurement for the generated particle and the associated reconstructed
track. If the track-particle association fails, the reconstructed track is considered to be a fake
track (see Section 5.1).

In MC simulation, the classification of primary and secondary particles is internally expressed
in a barcode. Particles that correspond to the fiducial definition of stable primary particles
are assigned a barcode number between 0 < barcode < 200000, whereas secondary particles
that are produced from decays and particle-matter interactions are assigned a barcode number
> 200000. In this way the track-particle association allows to classify reconstructed tracks as
either primary or non-primary tracks. In the presented analysis, the only exception from this
scheme is that generated particles with a lifetime between 30 < 7 < 300 ps, which are now
excluded from the fiducial stable-primary-particle definition, are still assigned a primary barcode
by the simulation; this is the reason why reconstructed tracks associated with these particles
must be separately classified and excluded from the measurement. Their treatment is explained

in more detail in Section 7.4.3.

7.3 Data Quality, Event and Track Selection

The 8 TeV data sample was recorded on the 5% / 6t April 2012 during the special low-luminosity

run 200805, using an experimental setup as described in Section 3.1.1. The average number of pp

2 In contrast to this analysis and previous measurements, the analysis at /s = 13 TeV employs a hit-matching
technique for the association of reconstructed tracks with generated charged particles [137]. This robust
technique was not available for the current analysis due to technical reasons.
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Figure 7.1: Time-dependence of the average multiplicity of pp interactions per bunch crossing, {(u),
during the run 200805. The time coordinate is expressed by the luminosity block (LB)
number.

interactions () per bunch crossing was kept below p < 0.004 to minimise pile-up contaminations
of the recorded sample, as shown in Figure 7.1. The recorded data sample comprises events
in which proton bunches were expected to collide and the MBTS trigger recorded a signal
above threshold in at least one or two of the scintillation counters. It corresponds to an
integrated luminosity of approximately 160 pb~!, similar to analyses at /s = 7 and 13 TeV.
The possibility of a systematic effect due to the overall increase of p during the run is discussed
in Appendices A.1 and A.6.

The probability for pile-up interactions in the data sample is estimated from p using Poisson
statistics to be =~ 0.1 %, and further measures are taken to reduce this fraction in the final event

selection, as described in Section 7.3.1.

7.3.1 Event Selection

A number of event selection criteria was applied to the data in order to minimise the rates
of pile-up and non-collision background events, contaminations from non-primary tracks, and

overall systematic uncertainties:

1. Only events that have triggered at least one (two) MBTS signals (L1_MBTS_1 or L1_MBTS_2)

were considered.?

2. A reconstructed primary vertex [116,119] was required, made from > 2 associated tracks
that were compatible with the measured beam spot (see Section 5.2) and the following

criteria:

3 Pre-scale factors were applied and updated during the run in order to maintain approximately constant
readout rates from the MBTS trigger streams. Thus it was also possible that events were contained in the
Mbts_2 stream but not in the Mbts_1 stream. A combination of both triggers was therefore employed to
maximise the overall data yield. The trigger efficiency correction is discussed in Section 7.5.1.
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a) pt > 100 MeV,

b) > 1 Pixel hit,
c) >4 SCT hits,
)

d) a transverse impact parameter with respect to the measured beam spot of |dOBS| <
4mm,*

e) track-fit uncertainties of o(d5%) < 5mm and o(25%) < 10 mm.

3. Pile-up contamination was suppressed by rejecting events that had any additional vertex

with > 4 associated tracks satisfying the above requirements (see also Section 7.4.1.3).

4. Additional phase-space selections were applied on the kinematic variables of tracks and on

their multiplicity (see Section 7.1.2), .°

Selection Events Esel,evt Tracks Esel,trk

All 11450084 197713297
Trigger 11112189 96.95% 196170889 99.22 %
Vertex 0289880 84.60% 195782686 99.80 %
Pile-up 9238736 99.45% 194525133 99.36 %
Phase space 9166134 99.21% 194460286 99.97 %

Table 7.3: Cut-flow of the numbers of selected events and tracks in the data sample, given in the
nen > 2, pr > 100 MeV phase space after passing each stage of the event selection: 1) all
events, 2) after trigger selection, 3) after reconstructed-vertex requirement, 4) after pile-up
removal, 5) final phase-space selection. The relative efficiencies of each selection step are
also quoted.

A cut-flow of the numbers of selected events and tracks in the n., > 2, py > 100 MeV phase

space after passing each stage of the event selection is presented in Table 7.3.

7.3.2 Track Selection

For the measurements at /s = 8 TeV a sequence of two track reconstruction algorithms is
used; details are given in Section 6.1.2.1. The analysis is performed on reconstructed data and
MC simulation samples in the NTUP data format (see Section 4.1 and Ref. [78]) that contains
detailed event- and track-level information. The following track selection cuts, mostly the same
as in the previous analyses at /s = 0.9 and 7 TeV, are applied to tighten the quality of the

tracks to be accepted in the analysis:

o |n| < 2.5,

4 Additional information on the beam-spot conditions during the run 200805 is given in Appendix A.6.1.

5 Note that in the ns > 1, pr > 500 MeV phase space the selected events require at least one selected track
with pr > 500 MeV, but they must also contain at least one other track with pr > 100 MeV to satisfy the
vertex reconstruction requirement.
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pr > 100 MeV or 500 MeV depending on the phase space,

e a measurement in the innermost Pixel layer if the extrapolated track passes through a

sensitive region of an operational module therein,
e > 1 measurement in the Pixel detector,

e a sum of > 2,4 or 6 hits and inactive modules per track in the SCT for tracks within
100 < pr < 200 MeV, 200 < pr < 300 MeV or pp > 300 MeV, respectively,b

a track-fit x? probability > 0.01 for tracks with pp > 10 GeV,

e atransverse and longitudinal impact parameter of |[d5V| < 1.5mm and |2{ ¥ sin 0] < 1.5 mm,

respectively, measured with respect to the primary vertex.

All tracks passing these selection cuts are labelled selected tracks. The track-fit x? probability
cut is applied to remove tracks with very high reconstructed p7F that has been mis-measured
due to detector mis-alignment (see Section 5.3), multiple scattering or hadronic interactions.
The transverse dgv and longitudinal zg V impact parameter requirements suppress the rate of
non-primary tracks, as described in Section 7.4.2.

One of the main requirements for events to be considered in the analysis is that the number of
selected tracks, labelled as nge, must be above the threshold of phase-space acceptance. A similar
set of track selection criteria is employed to parameterise the trigger and vertex reconstruction
efficiency (see Sections 7.5.1 and 7.5.2); here the two impact parameter requirements are replaced

by one beam-spot related requirement, dOBS < 1.8 mm, and the multiplicity following these

BS

criteria is labelled as ngy.

The total numbers of selected events and tracks in the recorded 8 TeV data sample are listed
for each phase space in Table 7.4, and compared to available numbers of analogous ATLAS

measurements at 7 and 13 TeV.

Phase Space /8 =13 TeV /s = 8 TeV Vs =17 TeV
Tch > pT > Events Tracks Events Tracks Events Tracks
2 100 MeV (n/a) (n/a) 9166134 194460286 10066072 209809430
1 500 MeV 8870790 106353390 8769942 91595911 9619049 97224 268
6 500 MeV - - 4989626 81172275 5395381 85587104
20 500 MeV - - 1411032 41871254 — -
50 500 MeV - - 63992 3698 551 — -

Table 7.4: Numbers of events and tracks in 2012 low-u data at /s = 8 TeV which are selected for the
analysis in the five considered phase-space regions. The numbers are compared to those from
ATLAS measurements at other centre-of-mass energies, taken from Refs. [126] and [137].

5 In order to mitigate discrepancies in the track selection due to a slightly different average number of SCT hits
on track in data and MC, which is driven by a mis-modelling of inactive SCT modules, the requirement has
been adjusted from the formerly used “minimum number of SCT hits” to “minimum number of a combination
of SCT hits and inactive modules”.
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Figure 7.2: Distribution of z-positions of primary vertices in 8 TeV data and MC simulation (a) before
and (b) after reweighting the MC distribution to fit the data.

7.3.3 Vertex z reweighting of MC events

Different beamspot z profiles in data and MC samples result in different distributions of the
primary vertex z position. In order to compensate for this effect, the MC sample is reweighted
to data using a vertex z dependent factor, wy,yrix (see Figure 7.2). This factor is applied to every
MC-based track- and event-level distribution shown in this chapter, unless explicitly stated

otherwise.

7.3.4 Comparison of Reconstructed Tracks in Data and MC

The reliability of any distributions and corrections that are derived from MC samples hinges
upon the level of agreement between data and MC simulation in terms of detector response and
reconstructed track parameters. Extensive studies have been conducted and documented for
the previous Minimum Bias measurement [126] which provide a basis for the current analysis.

Figure 7.3 shows the distributions of transverse and longitudinal impact parameters of
selected tracks (where only the requirement on the shown parameter is lifted), each measured
with respect to the primary vertex. Model-dependent effects were suppressed by reweighting
the reconstructed pr spectrum of the MC sample to match the spectrum in data. Furthermore,
the MC distributions have been reweighted to match the fractions of reconstructed non-primary
tracks in data, using scale factors derived from template fits as described in Section 7.4.2.
The normalised impact parameter distributions show good agreement between data and MC
simulation. The observed discrepancies in the 2}V tails are due to the fact that the scale factors
were derived from template fits of dOPV distributions.

Figure 7.4 shows the average number of measurements per reconstructed track in the Pixel
and SCT sub-detectors, where the sum of hits and inactive modules per reconstructed track is
used for the SCT distribution. Hits and holes are defined as in Section 5.1. Modules that were

found to be inactive during data-taking were disabled during the digitisation/reconstruction
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Figure 7.3: Data and MC distributions of the normalised (a) transverse, dj ¥, and (b) longitudinal,
2(1)3 V.sin 6, impact parameters with respect to the reconstructed primary vertex for selected
tracks (where only the requirement on the shown parameter is lifted). The MC distributions
are reweighted to match the reconstructed data in terms of transverse momentum, as

well as the to give the same rates of reconstructed non-primary tracks. Plots taken from
Ref. [3].

chain and thus contribute neither hits nor holes to the reconstructed tracks traversing them. The
distributions show good agreement between data and MC simulation, with slight discrepancies
due to imperfect modelling of the detector conditions in MC simulation. Their impact on the
track reconstruction efficiency was found to be negligible, and therefore no special systematics
were required for them. A detailed comparison of the average number of measurements per
track in various pr intervals can be found in Appendix A.4.

Figure 7.5 shows the average number of holes per track in the Pixel and SCT detectors,
respectively. The relative difference between data and MC simulation reaches up to a factor > 2,
however it is small in absolute terms (mostly < 0.01 holes per track). This causes only ~ 1% of
tracks in the most affected n regions to have one additional hole in MC simulation, sometimes
at the expense of one hit. If the number of silicon hits and/or holes of such tracks is directly
at the threshold of acceptance in the reconstruction algorithms, these tracks could be lost in
MC simulation and thus introduce a bias on the track reconstruction efficiency. The average
fraction of tracks at this threshold is found to be less than 1%, and so the overall effect on the

track reconstruction efficiency is below the 0.01 % level in the most affected 1 regions, which is
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Figure 7.4: Average measurements per reconstructed track in data and MC simulation in (a) the
innermost Pixel layer, (b) the entire Pixel detector, and (c) the entire SCT detector (taking
the sum of hits and inactive modules). The MC simulation is reweighted to match the
detector-level pr distribution in data. Plots taken from Ref. [3].
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Figure 7.5: Average number of (a) Pixel and (b) SCT holes per reconstructed track in data and MC
simulation.

more than two orders of magnitude below the total systematic uncertainties as determined in
Section 7.5.3.2. In summary, the effect is negligible.

Figure 7.6 shows the average number of inactive Pixel and SCT modules per track, respec-
tively. These distributions give an indication of whether the run conditions during data-taking
were correctly modelled in the MC simulation, but the remaining discrepancy has no direct

impact on the track reconstruction which is only sensitive to hits and holes on track.

7.3.5 Detector-Level Distributions

The normalised and uncorrected detector-level distributions for 7, pr and ng, are shown in
Figure 7.7, using only the vertex z weights wyyrtx for MC events. These distributions are a
first validation result of the track reconstruction, which can highlight potential issues such
as discrepancies in the material description of the detector,” and give an early indication of
how well the data are modelled by the MC tunes. Varying performances can be seen with the
different generators; at this level the Epos LHC model describes the data better than both

" Such material discrepancies became visible in the raw n distribution during the early stages of this analysis,
leading to extensive follow-up studies which contributed to significant improvements of the final Run-1
detector geometry description. See also Chapter 6 for details. Comparisons of detector-level distributions
obtained from different MC tunes are shown in Appendix A.6.3.1.
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Figure 7.6: Average number of inactive (a) Pixel and (b) SCT modules per reconstructed track in data
and MC simulation.

PYTHIA models. However, in order to obtain the final distributions, further event-level and
track-level corrections need to be applied and an unfolding to the particle-level distributions

can be performed.

7.4 Background Contribution

The total background contribution to the charged-particle density can be broken down into

event-level and track-level backgrounds, which are described in detail in the following sections:

o Fwent backgrounds refer to all classes of non-collision events which do not originate from a

single collision of two protons from colliding bunches.

o Track backgrounds from non-primary tracks consist of secondary tracks and fake tracks;
the former originate mostly from decays or secondary interactions in the detector material,
while the latter are combinatorial artefacts from the track reconstruction algorithms with

no corresponding generated particles.

o Track backgrounds from strange baryons comprise tracks that are reconstructed from
measurements produced by the short-lived particles with 30 < 7 < 300 ps, and/or by their

decay products which are propagating in a similar direction in both n and ¢.
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The rate of fake tracks was estimated from MC simulation to be very small (below 0.1 %,
which is also consistent with earlier measurements [126]). As it is difficult to distinguish between
the two categories of secondary and fake tracks, they are simply treated together in the category

of non-primary tracks.

7.4.1 Background from Non-Collision and Pile-Up Events

The selected events in the data sample can be contaminated due to non-collision events caused

by beam-induced background or cosmic-ray background, and due to pile-up effects.

7.4.1.1 Beam-induced background

Beam-induced background (also termed beam background) is mainly caused by beam-gas
interactions inside the beam pipe or by collisions of protons with upstream collimators [162].
Their ratio is estimated from events produced by non-colliding bunches (isolated unpaired
bunches with trigger name L1_MBTS_2_UNPAIRED_ISO0) [136]. Such background events often
lack a reconstructed primary (pseudo-)vertex, and are thus effectively reduced by the vertex
requirement in combination with the track selection criteria. In the most inclusive phase space
(nen > 2, pr > 100 MeV) the rate of beam-induced background was estimated to be < 0.01 %
of all selected events. These remaining background events are more likely to populate specific
regions of the measured distributions, such as event categories with very low ng,. They have a
significant impact on the data vertex reconstruction efficiency, in particular for low-ng. events
with low p%ﬁn, as shown in Section 7.5.2.

A typical signature for beam-background events is a large number of unassociated hits in the
Pixel detector which are not associated with any reconstructed tracks. The beam background

can therefore be effectively removed with the following cuts on the number of unassociated hits
NPixel layer—0,

in the whole Pixel detector, N{ixel and the innermost Pixel layer-0, Ny . =5 %

Unassociated’

ixel

Ngnaessociated < 10007 (71)
Pixel 1 -0

NU;aessoigl;tred < 300. (72)

By rejecting events with a larger number of unassociated hits in either category, ~ 90 % of
background and less than 0.01 % of signal events are removed. The distributions of the number
of unassociated hits per event are shown in Figure 7.8.

The efficiency of the unassociated-hits cut is validated by comparisons with a data sample
using an isolated non-colliding bunches trigger, which shows very good agreement in all distri-
butions, including the MBTS timing difference between the trigger scintillators on the A and C
side of the ATLAS detector (see Figure 7.9f). This MBTS timing difference is a characteristic

feature of upstream collisions (e.g. with collimators or gas) which are taking place at a distance
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Figure 7.8: Number of unassociated hits per event in nominal (black), nominal minus beam-background
(green) and beam-background events (red, blue) in the /s = 8 TeV data sample in (a) all
layers of the the Pixel detector and (b) the innermost Pixel layer-0. Beam-background
events in the nominal data sample (blue) are identified using a selection based on the
“unassociated hits” cut in Eq. 7.1, and are compared to events from a special sample (red)
that was recorded using a trigger on isolated, non-colliding (“unpaired”) bunches. The
ratio shows the relative fraction of beam background determined with the former of these
two methods.

of several metres from the nominal beam-spot location, producing a number of boosted tracks
that can traverse both trigger scintillators with a characteristic time delay of 25-30 ns.

Beam-background events show a functional dependence on the pr and n of tracks, with
higher relative fractions in the low-pr and high-|n| regimes. The number of tracks from
beam background is at least three orders of magnitude lower than signal for tracks with
100 < pt < 200 MeV, and almost four orders of magnitude lower than signal for tracks above
pr > 200 MeV (see Figure 7.9a). The slightly higher fraction of beam background in the
high-|n| regions (see Figure 7.9b) follows the expected n distribution due to boosted tracks that
originated in upstream interactions. Beam-background events are also being found to contribute
mostly to very low-ng. events (up to < 1% for ng = 2, see Figure 7.9¢). The apparent increase
of the fraction of beam background for very high-ng, events above ng > 100 is assumed to
be partially an artefact of the unassociated-hits cut.® Beam-background tracks are found to
populate the dOPV and zg V tails more likely than signal events, resulting in slightly flatter impact
parameter distributions (see Figures 7.9c and 7.9d).

The beam-background cut from Eq. 7.1 is not applied in the main analysis, as it would
introduce additional systematic uncertainties due to the removal of events, including false

positives; it is only used for the calculation of the vertex efficiency (see Section 7.5.2) and for

8 Good collision events with high track multiplicity have a higher number of measurement clusters, and thus also
a higher statistical chance to exceed the limit imposed by the cut on the number of unassociated hits. This is
assumed to account for a significant fraction of the high-ns. events that are classified as beam background.
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Figure 7.9: Comparison of track (a-d) and event (e-f) distributions in nominal (black), nominal minus
beam-background (green) and beam-background events (red, blue) in the /s = 8 TeV
data sample as a function of (a) pr, (b) 1, (¢) d§V, (d) 2tV -sin 6, (e) ngel, and (f) MBTS
timing difference between the two trigger scintillators on each side. Beam-background
events are determined either via cuts complementary to the cuts on unassociated hits in
Eq. 7.1 (blue) or from a sample using an isolated non-colliding bunches trigger (red). The
ratio shows the relative fraction of beam background determined with the former of these
two methods.
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studies of systematic uncertainties on the non-primary fraction related to the presence of beam
background (see Section 7.4.2).

7.4.1.2 Cosmic-ray background

The rate of background events due to cosmic rays was estimated to be less than < 1076 [136],

and was therefore neglected.”

7.4.1.3 Pile-up

Even though the average number of collisions per bunch crossing was below p < 0.004 in the
data sample used for the analysis (see Section 7.3.1), Poisson statistics suggests that a non-
negligible rate of ~ 0.1 % pile-up events would remain in the data sample. Pile-up contamination
was therefore suppressed by rejecting events with at least one additional reconstructed vertex
(beyond the primary vertex) with > 4 associated tracks. This selection reduced the estimated
rate of remaining pile-up events in data to a negligible level of about 0.002 %.1°

The pile-up suppression criterion is found to remove 0.55 % of data events having passed the
MBTS trigger selection, and 0.01 % of PyTHIA 8 A2 MC events with a reconstructed primary
vertex, respectively; the latter fraction can be interpreted as the rate of false positives of the
method, but the resulting possible bias is found to be negligibly small and is therefore ignored
in the remainder of the analysis. The rate of events containing additional reconstructed vertices
with < 4 tracks is found to be < 0.01 %. Most of these events, as well as the removed false
positives, are either characterised by split vertices (see Section 5.2.1), or they contain tracks
from secondary interactions that are wrongly reconstructed as belonging to a second primary

vertex.

7.4.2 Background from Non-Primary Tracks

Reconstructed tracks corresponding to non-primary particles can originate mainly from these
sources:
1. hadronic interactions of particles with the beam pipe or detector material,

2. decays of long-lived primary particles with strange quark content (mostly K° and A%) that

were created at the pp collision,

3. photons from electron bremsstrahlung, 7y and 1 decays, which are converting to electron-

positron pairs via interactions with the beam-pipe or detector material.

9 The rate of cosmic rays passing through the beam line is expected to be < 0.001 Hz, while the event readout
rate during the low-y run is on the order of 1-2kHz.

10 This evaluation was made by combining the expected fraction of pile-up events from p, the fraction of events
with nsel < 4 selected tracks, and the estimated fraction of events with close-by vertices (Az < 5mm). A
conservative estimate yields < 200 remaining pile-up events (out of 9.2 x 10° selected events) which may
contaminate the data sample by increasing the track multiplicity of the event by up to three tracks. This is
clearly negligible.
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Due to the prevalence of electron-positron pair production at low pr, and the characteristic
shapes of impact parameter distributions of electrons and positrons (which are dominated by
their momenta and the detector geometry, and differ from the corresponding shapes due to other
particles), the non-primaries are subdivided into the categories of electrons (including positrons)
and non-electrons. While it is straightforward to calculate the fractions of reconstructed
primary, electron and non-electron tracks in the MC sample by classifying them according to
their associated generated particles, the MC models do not necessarily predict these fractions
correctly. It is found that the non-primary fractions in the data sample can be different, and
hence the scaling factors necessary to compensate for this difference must be evaluated by other
means, as described in Section 7.4.2.1.

The category of non-electrons also includes combinatorial fake tracks that are described
in Section 5.1. The fraction of fake tracks was estimated to be O(0.1%) using MC simulation,
which is more than one order of magnitude less than the fraction of secondary tracks. Therefore
fake tracks do not need to be treated separately and can be combined with secondary tracks

into the category of non-primary (non-electron) tracks.

7.4.2.1 Template fitting method

The fraction of non-primary particles fronp(7, pr) within the selected sample is determined
via a template fitting method in a similar way as in previous analyses [126], exploiting the
property of non-primary particles to show more pronounced tails in their impact parameter
distributions than primary particles. A refined version of the method described in Ref. [21] is
presented here. In principle, templates of the transverse (df V) and longitudinal (2§") impact
parameter distributions of primary and non-primary tracks in the MC samples are scaled to fit
the distribution in data. The scaling factors obtained from these MC template fits can then
be used to determine the actual fraction of non-primary tracks within the data sample. In the
current analysis, only the dOPV distributions were used in the template fitting method, because -
as previous studies have shown - they are more sensitive to secondaries than z(l)) V' distributions
due to the way in which a displaced secondary vertex shapes these two distributions.
The template fitting method is applied for various side-band fitting ranges of the djjV
distributions, which are chosen to be outside of the signal region (given by |[d§V| < 1.5mm
according to the track selection criteria) in order to acquire an unbiased estimate of the non-
primary fractions in the data. Since at lower transverse momenta the impact parameters have
broader distributions and the rate of secondary tracks is higher, the method is applied separately
for various pr ranges. The dOPV distributions of primary tracks, as well as electron (including
positron) and non-electron non-primaries in the MC samples, are extracted in pr intervals of
50 MeV width between 100 < pr < 550 MeV, and one pr interval for tracks with pp > 550 MeV.
They are used as templates ti(dg V) with corresponding scale factors f;. For each pr-interval the

linear combination of these templates,
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tﬁt(d(l;v) = fprim : tprim<dgv> + fel : tel(dOPV) + fnonel : tnonel(d(f))v)7 (73)

is fitted to the corresponding dgv distribution in data in all chosen side-band regions, by varying

two of the three scale factors while satisfying the following normalisation constraint,

/ ddg" tae(dg") = / ddg (tprim(dg ") +tar(dg ) + tuonel(dg ). (7.4)

At higher prt the fraction of electrons decreases and the fitting method becomes insensitive
to the electron template. Above pr > 500 MeV a combined template for all non-primaries

(electrons and non-electrons) is used instead, given by:

tﬁt,combined(d(l)jv) = fprim ' tprim(dopv) + fnonp : tnonp (dgv) (75)

For each combination of scale factors f; € [0.2;2], the x?/nqof between the fitted template
tgy and the data is calculated within the side-band regions given by dg;flin < ]d0PV| < dOP,XlaX.
The lower limit on both sides is varied within dg}/nin € [1.5;6.5]) mm in steps of 0.5mm. The

PV

fitting ranges have an upper limit at dg ..

= 9.5mm due to the track reconstruction algorithm
requiring the track to be within |d}V| < 10 mm.

These 11 different dOPV intervals allow to select a range of side-band regions in which the fit
results are relatively stable, also requiring the electron template to have a sufficient discrimination
power in the overall fit while neither dominating the non-electron fit nor vice versa, i.e. obtaining
neither very large nor very small scale factors. The central dOP’Ynin value within this range, where

neither of the templates dominate the fit, can be used to derive the nominal scale factors. Their

dPV

difference to scale factors obtained within the fit intervals at the lower and upper d;

edges
of the stable range, with either primaries or non-primaries being more dominant in the fit, allow
to estimate systematic errors on the scale factors. Eventually these fitted templates allow to

extract the corresponding fractions of primaries and non-primaries in data.

Examples of the fitted templates in different pt intervals are shown in Figure 7.11. It can
be seen that the sensitivity of the method to the electron template decreases at higher pr,
where the dgv distribution gradually flattens in the side-band region while showing a decreasing
overall rate compared to the non-primary template, and thus loses its discrimination power in
the fitting procedure.!'’ The scaling factors obtained for each pt bin and non-primary category
are listed in Table 7.5.

1 The peaks of the electron distribution as a function of |cl0PV|7 clearly visible in Figure 7.11, correspond to
the radial ID material distribution in the beam-pipe and innermost pixel layer, where the presence of more
material increases the local probability for photon conversions into e™e™ pairs; see also Section 6.3.
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Category Template scale factors
pr [MeV] Jnonel Jel fcombined
100-150  1.254+0.00* 0.59 £0.01* 1.01 £0.01
150-200  1.254+0.01* 0.67 +£0.04* 1.10+£0.02
200-250  1.20£0.00* 0.71+£0.02* 1.09+0.03
250-300  1.23+£0.00* 0.75+0.01* 1.15+0.02
300-350  1.25+0.01* 0.84 £0.09* 1.21+0.02
350-400 1.29+0.01* 0.95+£0.12* 1.26 +0.01
400450 1.33+£0.03* 1.224+0.39* 1.32+0.01
450-500  1.36 £0.03* 1.34+0.43* 1.36 £0.02
500-550 1.40£0.05 1.384+0.62 1.3940.01*
> 550 1.33+0.03 2.00+0.03 1.34+0.04*

Table 7.5: Scale factors from template fitting method using separate (Eq. 7.3) and combined (Eq. 7.5)
non-primary templates, with uncertainties obtained from variations of the fit intervals. (*)
= scale factors used in final analysis

7.4.2.2 Systematic Uncertainties

Various aspects of the method to calculate the non-primary fractions in data introduce individual
systematic uncertainties which are added in quadrature: these are the choices of separate or
combined templates, dOPV fit intervals, MC tunes, and physics lists, as well as the uncertainty
due to different transfer functions for MC tunes and due to non-collision background events.
Conservative estimates are made for these individual sources, because the contribution of the
total systematic uncertainty on non-primary fractions to the final distributions is completely
dominated by the material uncertainty (see Section 7.5.3), thus relieving the necessity to optimise
each individual contribution here.

Choice of separate or combined templates At higher pr the fitting ranges with larger

PV
dO,min

(electrons and non-electrons) can be used instead (see Eq. 7.5). The ratio of the calculated

become insensitive to the electron template, and a combined template for all non-primaries

non-primary fraction between using separate and combined templates is shown in Figure 7.10.
This allows to estimate that the choice of using either separate or combined templates introduces
a systematic uncertainty of up to 15 % in the range between 200 < pp < 250 MeV) and as little
as 1 % between 400 < pp < 500 MeV). However this should be considered an overly conservative
estimate for the lower pp bins (below pp < 300 MeV), where a combined non-primary template
would be clearly insufficient for the template fitting method.

Choice of |d§ V| fit intervals As the fitting method loses sensitivity to the electron template

with increasing pr, and the fit/data agreement in the signal region deteriorates with increasing
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Figure 7.10: Average non-primary fraction using separate or combined templates for electrons and
non-electrons, shown as (a) comparison and (b) ratio.

dPV

0,min>

bins. Stable ranges of fit intervals are found by analysing the fit/data ratios for each pr bin and

it does not make sense to consider all doPV fit intervals, particularly for the higher pp

fit interval (see Figure 7.11 for examples) and requiring the stability of scale factors when fit
PV

0,min

at the centre of that range is found. Results from this procedure are presented in Table 7.6.

intervals are modified. Thus upper limits on d are set and a representative nominal value

The systematic uncertainty introduced by choosing one particular nominal fit interval is
estimated by calculating the ratios of non-primary fractions at the upper and lower edges of
the selected stable range of dgv intervals with respect to the nominal fractions, as shown in
Figure 7.12. From these ratios a systematic uncertainty of up to 3% can be assigned to the
specific choice of dOP V fit intervals in all pp bins between 100 < pt < 500 MeV (using separate
templates), 3% from 500 < pr < 550 MeV and 5% above pp > 550 MeV (both using combined
templates).

Choice of MC generator and physics list The PyTHIA 8 A2 tune which is used for
the main analysis is also used for the template fitting procedure. Possible model-dependent
systematic effects of this specific choice are assessed by repeating the template fitting procedure
with alternative MC samples produced by the PYTHIA 6 AMBT2B and the Epos LHC models.
The ratios of the fitted non-primary fractions between these generators and the baseline PYTHIA
8 A2 tune are shown in Figure 7.13. From these ratios, a systematic uncertainty of up to 5% is

taken to account for the event-generator choice.
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Figure 7.11: Transverse impact parameter d5V distribution at /s = 8 TeV for primary and non-
primary particles (MC templates) after scaling them to the best fit value to data, using
tracks within |d§Y| > 3mm or 2.5mm and (a) 100 < pr < 150 MeV, (b) 250 < pr <
300 MeV, (c) 400 < pr < 450 MeV (all using separate electron and non-electron templates)
and (d) 500 < pt < 550 MeV (using combined templates).
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Ratio to mean

Figure 7.12: Ratio between the non-primary fraction at the high/low d
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Figure 7.13: Ratio between the nominal non-primary fraction calculated from the PyTHIA 8 A2 MC

sample and the fraction obtained with different MC generators or physics lists, as well as
a PyTHIA 8 A2 MC sample with removed beam background, for (a) separate and (b)
combined templates.
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Category Template fit window Systematic

pr [MeV|  max dOP,Ynin nominal dOP,Ynin Ointerval
100-150 4.5 mm 3.0 mm 3%
150-200 4.5 mm 3.0 mm 1%
200-250 4.5 mm 3.0 mm 1%
250-300 4.5 mm 3.0 mm 2%
300-350 3.5 mm 2.5 mm 2%
350-400 4.5 mm 3.0 mm 2%
400-450 4.0 mm 2.5 mm 2%
450-500 4.0 mm 2.5 mm 2%
500-550 4.5 mm 3.0 mm 3%
> 550 4.5 mm 3.0 mm 5%

Table 7.6: Upper limits on dg,\énn for the intervals used to fit the non-primary templates, and nominal
fit intervals chosen to derive non-primary fractions and scale factors, together with the
systematic uncertainty from the choice of fit intervals. Combined templates are being used
for intervals above pp > 500 MeV.

Category MC Generator Systematic
pr [MeV]  PyTHIA 8 A2 PyrHIA 6 AMBT2B  EP0S LHC  0MC transfer

100-150 0.0559 0.0558 0.0550 1.6 %
150-200 0.0398 0.0402 0.0390 2.1%
200-250 0.0306 0.0302 0.0289 5.9%
250-300 0.0283 0.0279 0.0276 2.5%
300-350 0.0282 0.0281 0.0267 5.6 %
350-400 0.0240 0.0240 0.0232 3.4%
400-450 0.0252 0.0250 0.0248 1.6%
450-500 0.0245 0.0242 0.0240 2.1%
500-550 0.0253 0.0249 0.0248 2.0%

> 550 0.0268 0.0261 0.0273 2.7%

Table 7.7: Transfer functions of different MC generators, and systematic uncertainty obtained from
the largest differences with respect to the PYTHIA 8 A2 tune.

Additionally, the impact of different transfer functions was assessed for the different MC
generators. The transfer function is defined as the ratio of non-primaries in the sideband fit
region to non-primaries in the signal region. The largest difference between the PYTHIA 8
A2 tune and either EPOos LHC or PyTHIA 6 AMBT2B is taken as an additional systematic
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contribution due to the choice of MC generators. The largest of these variations is found to be
below 6 %, as shown in Table 7.7.

The impact of the choice of physics list was also assessed, allowing for an additional estimate
of the sensitivity of the template fits to slightly changing input parameters. The difference
between the new nominal FTFP and the previously used QGSP physics list was found to be
less than 2% as shown in Figure 7.13.

Beam-background contributions Tracks from beam-background events are found to con-
tribute mostly to the low-pr regime, and to be more uniformly distributed in dgv than nominal
tracks from signal events (see Figure 7.9¢), resulting in a relatively enhanced effect in the
|d5V| tails. Since this contribution can affect the template fitting procedure, the impact of
beam background on the non-primary fractions was studied. After beam-background removal
with the cuts described in Eq. 7.1, the template fitting procedure was repeated for the data
and MC sample. Figure 7.13 shows a comparison between the non-primary fraction after
beam-background removal and the nominal fraction in each pt bin. The systematic uncertainty
due to this effect was found to be 1%, which is negligible in comparison to other systematic

contributions.

Other sources of systematic uncertainty The dependence of non-primary fractions and
scale factors on nge was investigated and found to be negligible; a minor dependence on 7 can be
covered by a systematic uncertainty of less than 1%, which is perfectly negligible in comparison

to other contributions, and thus neglected.

Category Systematic uncertainty [%]

pr [Mev] Otemplates Ointerval OMC  Otransfer Ophysics O9background total Osyst

100-150 8 3 1 2 1 1 10
150-200 10 1 2 2 1 1 11
200-250 15 1 ) 6 2 1 17
250-300 12 2 2 3 2 1 13
300-350 7 2 4 6 1 1 11
350-400 3 2 3 4 1 1 7
400-450 1 2 1 2 1 1 4
450-500 1 2 1 2 1 1 4
500-550 2 3 1 2 1 1 5

> 550 5 5 4 3 2 1 9

Table 7.8: Individual systematic uncertainty contributions and total systematic uncertainty on the
fraction of non-primaries.
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Total systematic uncertainty from non-primaries The individual sources of systematic
uncertainty are added in quadrature to determine the total systematic uncertainty on the
fraction of non-primary tracks, as listed in Table 7.8. The largest total uncertainty of 17 % is
found only in the 200 < pt < 250 MeV bin, whereas in other bins the uncertainty stays below
13 %. As the largest uncertainties are dominated by an overly conservative estimate of Gemplates.
an average estimate of a symmetrised 15 % uncertainty for all pp bins is chosen for the analysis.
The impact on the final pr distributions remains below 1% in the range up to pr < 30 GeV

and rises to as much as 2% at higher transverse momenta.

7.4.2.3 Fitted fraction of non-primary tracks in data

The fraction of non-primaries in the signal region is calculated from the fitted MC templates
for all intervals listed in Table 7.6, and systematic uncertainties are calculated according to
Table 7.8. Separate templates for electron and non-electron non-primaries are employed below
500 MeV, whereas above a combined template for all non-primaries is utilised. Table 7.9 lists
the calculated fractions of non-primaries in the data and the relative abundance of electrons

among them.

Category Fraction of tracks in data

pr [MeV]  non-primary tracks electron tracks electrons [%)]
100-150 0.0307 £ 0.0031 0.0114 £ 0.0011 3T+7
150-200 0.0233 £ 0.0026 0.0063 £ 0.0007 27T+ 6
200-250 0.0194 £ 0.0033 0.0042 £ 0.0007 22+7
250-300 0.0190 £ 0.0025 0.0039 £ 0.0005 21+5
300-350 0.0181 £ 0.0020 0.0034 £ 0.0004 19+4
350-400 0.0178 £ 0.0012 0.0036 £ 0.0003 20£3
400-450 0.0181 £+ 0.0007 0.0034 +£ 0.0002 19+ 2
450-500 0.0183 £ 0.0007 0.0027 £ 0.0001 15+1
500-550 0.0192 £ 0.0010 (combined) -

> 550 0.0203 £ 0.0018 (combined) -

Table 7.9: Scaled fractions of all reconstructed non-primary and electron tracks in data, and relative
fraction of electrons among all non-primary tracks in data, with total statistical and
systematic uncertainties added in quadrature.

7.4.3 Background from Tracks produced by Strange Baryons

A novel aspect of the Minimum Bias measurements at /s = 8 and 13 TeV is that stable primary
charged particles are now defined as having a mean lifetime 7 > 300 ps, instead of the previously

used definition 7 > 30ps. All particles with 30 < 7 < 300ps are now considered unstable,
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as they decay in the ATLAS detector after a flight length of typically 20 < c¢7 < 50 mm (see
Table 7.10), and thus rarely reach beyond the Pixel detector into the SCT. These particles were
found to belong to the class of strange baryons: ¥, ¥, 2~ and Q.

Particle PDG code Lifetime Decay length rel. abundance

[ps] cr [mm] %]
o 3112 147.9 +0.011 44.3 ~ 40
nt 3222 80.2 + 0.003 24.1 ~ 35
Ch 3312 163.9 +0.015 49.1 ~ 20
Q- 3334 82.1+0.011 24.6 ~ 5

Table 7.10: Summary of the different short-lived particles with a mean lifetime between 30 < 7 < 300 ps,
which are now excluded from our fiducial stable-charged-particle definition, while their
decay products are considered to be background non-primary particles.

The reconstruction efficiency (see Section 7.5.3 for the definition) of these particles (and/or
their decay products which may propagate in a similar direction in both 7 and ¢) is close
to 0% for most regions of the phase spaces under consideration, as shown in Figure 7.14,
but shows a strongly pp-dependent rise at higher momenta. The production rates of these
particles vary significantly between different generators (see Figure 7.15); if included in the
analysis, they would present a significant model-dependent systematic error of up to 5% in the
most affected pp range to the overall track reconstruction efficiency. Therefore, in contrast to
previous analyses, the fraction of reconstructed tracks associated with particles with a mean
lifetime of 30 < 7 < 300 ps is now evaluated from MC simulation and subtracted from the final
distributions, using a track pt and n dependent parametrisation of their rate. This fraction is

shown in in Figure 7.16 for different MC generators.

7.4.3.1 Systematic Uncertainties

On the fraction of removed tracks, a systematic variation of 50 % is assigned due to the observed
differences between MC generators. In all final 5 distributions shown in this analysis, the
systematic uncertainty due to this removal procedure is below 0.01 % and thus negligible.
However, the correction makes a significant impact on final pr distributions in the high-pr
range from 2 5 GeV onwards. The combined impact of this correction and the non-primary
correction, added in quadrature, on the final pr distributions rises to as much as 3.5 % at higher

transverse momenta of 30 < pp < 50 GeV (see Figure 7.38 in Section 7.8).

7.4.3.2 Comparison with Previous Measurements

For a comparison with previous measurements which did not remove the strange baryons, their

generated fractions (as shown in Figure 7.15) must be added again to the measured distributions.
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Figure 7.14: Reconstruction efficiency of tracks associated with strange baryons as a function of (a) 7
and (b) pr in the phase space pr > 100 MeV, nq, > 2, for different MC generators.
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Figure 7.15: Fractions of generated strange baryons as a function of (a) 7 and (b) pr in the phase
space pr > 100 MeV, ng, > 2, for different MC generators.

In this analysis and the /s = 13 TeV measurement, correction factors were derived from the
predicted rates of generated strange baryons using the EPos LHC tune (as it was shown that
these EPOS predictions agree well with ALICE data [163,164]), and the envelope of differences
to other tunes including PYTHIA 8 A2 is taken as a systematic uncertainty. For the corrections
of the central charged-particle densities (discussed in Section 7.9.5), the integral over |n| < 0.2 of
the generated fractions of strange baryons is taken, yielding extrapolation factors of 1.01240.004
in the pr > 100 MeV phase space, and 1.025 £ 0.008 in the pt > 500 MeV phase spaces.

7.5 Selection Efficiencies

Any events and tracks from pp collisions which are not selected for the analysis (e.g. due to

hardware detector effects, reconstruction inefficiencies of the software algorithms, etc.) must be
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Figure 7.16: Fractions of reconstructed tracks associated with strange baryons as a function of (a) 7
and (b) pr in the phase space pr > 100 MeV, nq, > 2, for different MC generators.

accounted for, by applying event-level and track-level corrections to the measured distributions
to compensate for the losses. These corrections and their associated uncertainties are derived
from the measured efficiencies of the event selection, comprising the MBTS trigger selection
efficiency (Section 7.5.1) and primary-vertex reconstruction efficiency (Section 7.5.2), and of the
track selection, i.e. the track reconstruction efficiency (Section 7.5.3). The track-level corrections
comprise additional factors to account for background contaminations and migration effects.
Higher efficiencies are generally desirable, as larger correction factors to compensate for the

inefficiencies tend to introduce larger uncertainties to the measurements.

7.5.1 Trigger Efficiency

The trigger efficiency, egig, of the L1_MBTS_1 (L1_MBTS_2) trigger is calculated from the rate of
events triggered by a space-point control trigger, EF_mbSpTrk, which also passed the L1_MBTS_1
(L1_MBTS_2) trigger requirement. EF_mbSpTrk is a random trigger on colliding bunches at L1,
which requires at least two Pixel and three SCT measurements at L2. The trigger efficiency of
L1_MBTS_1 is thus given by

BS events triggered by EF_mbSpTrk and passing L1_MBTS_1
Etrig (nsel) .

(7.6)

events triggered by EF_mbSpTrk

BS

«l» 1.e. the number of tracks that were selected using

This efficiency is parameterised by n
modified impact parameter requirements (see Section 7.3.2). Although the requirements of the
EF_mbSpTrk trigger are very loose, its efficiency was tested on a sample of fully unbiased events
obtained with a purely random L1_RDO trigger. The results of this test are shown in Figure 7.17,
where indeed no indication of any inefficiency of the EF_mbSpTrk trigger for events used in the

minbias analysis can be seen. The EF_mbSpTrk trigger did not fire in only one event for which
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Figure 7.17: Efficiency of the EF_mbSpTrk trigger as a function of n2§, measured using 8 TeV data

events obtained with a random trigger. EF_mbSpTrk is a random trigger on colliding
bunches at L1, which requires at least two Pixel and three SCT measurements at L2.
The total uncertainty, obtained with a Bayesian method, is represented by shaded areas.

some tracks were later reconstructed, which was interpreted as a beam-halo event.'? The errors
are relatively large due to the small recorded event statistics for the sample selected by the
L1_RDO trigger. This particular sample of randomly triggered events is therefore not suitable for
the other trigger efficiency studies.

The trigger efficiency for the L1_MBTS_1 requirement, in which at least one signal in the
MBTS modules is above threshold, is presented in Figures 7.18a and 7.18b; in the most inclusive
phase space, it quickly converges to maximum efficiency from n]s’e? > 7 onwards. The trigger
efficiency for L1_MBTS_2 is shown in Figures 7.18c and 7.18d; it requires at least two signals
above threshold in the MBTS counters, leading to a slower rise to maximum efficiency. From

these results, a trigger efficiency correction factor can be derived for each event in the data

BS

ol i-e. applying the same selection criteria as were used for

sample, which is parameterised by n
the trigger efficiency determination.!® Details of this correction are given in Section 7.6.1.
Biases on pr and 7 distributions due to the trigger selection were studied and found to be
negligible in comparison with other systematic effects. The possibility of a systematic effect
due to the overall increase of  during the run was found to be negligible, as described in

Appendix A.1.

7.5.1.1 Systematic Uncertainties

In order to evaluate systematic uncertainties on the trigger efficiencies, the \dDBS\ selection

BS

<] Was either removed or made more restrictive.

criterium of the tracks utilised to calculate n,
The difference between the efficiencies obtained with these modified selections was symmetrised

and applied as a systematic uncertainty. Following this procedure, a total systematic uncertainty

12 Beam-halo events occur when an outlier particle in a bunch passing through ATLAS hits a part of the detector,
thus producing a spray of particles.

13 For all events in the EF_mbMbts_1_NoAlg trigger stream, an efficiency correction based on L1_MBTS_1 was
applied; for events that were not contained in the first category, but were recorded by the EF_mbMbts_2_NoAlg
trigger stream, an efficiency correction based on L1_MBTS_2 was applied.
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Figure 7.18: Comparison of the (a,b) L1_MBTS_1 and (c,d) L1_MBTS_2 trigger efficiencies as a function
of (a,c) nBY (selected tracks with pr > 100 MeV) and (b,d) nsBeiwo (selected tracks with
pr > 500 MeV) for the two main phase spaces used in the analysis. The L1_MBTS_1
(L1_MBTS_2) trigger requires that one (two) or more signals above threshold were registered
by the MBTS modules. The total uncertainty is represented by shaded areas. Plots taken

from Ref. [3].

in the ng, > 2, pr > 100 MeV phase space of approximately 0.7 % for events with n?? =2, and

€

decreasing rapidly at higher multiplicities, is applied to the L1_MBTS_1 trigger efficiency. In the

ney > 1,pr > 500 MeV phase space this systematic uncertainty is even less than 0.1 % in the

BS _
sel

be approximately twice as large as for the L1_MBTS_1 trigger.

n 1 event category. For the L1_MBTS_2 triggers, the systematic uncertainties are found to

7.5.2 Vertex Reconstruction Efficiency

Primary vertices are found using reconstructed tracks as described in Section 5.2. However,
for some events with very low multiplicity no vertex can be reconstructed, leading to a loss
of the event in the analysis. Therefore a vertex reconstruction efficiency, eytx, is calculated

separately for data and MC samples, and parameterised by nfe? in exactly the same way as the
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trigger efficiency. This modified selection allows to account for events which do not contain
a reconstructed primary vertex. Beam-induced background events are suppressed during the
efficiency calculation, using the criteria from Eq. 7.1. The efficiency is defined as the ratio of
events selected by the MBTS trigger which also have a reconstructed vertex to all events that

passed the trigger selection:

events passing the MBTS trigger with a reconstructed vertex

BS
Evtx\ N = . " 7.7
(nser) events passing the MBTS trigger (7.7)
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Figure 7.19: Vertex reconstruction efficiency as a function of ng, with final systematic uncertainties,
in the pr > 100 MeV, nq, > 2 phase space (a) for data and (b) for MC simulation, and
in the pp > 500 MeV, ne, > 1 phase space (c) for data and (d) for MC simulation. The
total uncertainty is represented by shaded areas. Plots taken from Ref. [3].

The final result for the vertex reconstruction efficiency in 8 TeV data and MC simulation is
shown in Figure 7.19 with systematic uncertainties that are further described in Section 7.5.2.2.
The average efficiency in the pr > 100 MeV phase space is approximately 89 % for data and

90 % for PyTHIA 8 A2 MC simulation in the nsBe? = 2 event category, and quickly converges
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to maximum efficiency as the multiplicity increases. In the pp > 500 MeV phase space, the

average efficiency is close to 90 % for data and 93.5% for PyTHIA 8 A2 MC simulation in the

BS _ BS
sel — sel

Appendix A.2 shows a comparison of vertex reconstruction efficiencies between different MC

n 1 event category, converging even faster to 100 % with rising n

tunes and data at 8 TeV, as well as a comparison of efficiencies in data measured at different
centre-of-mass energies between 0.9 and 8 TeV.

The vertex reconstruction depends not only on the multiplicity, but also the event topology
and specific kinematic properties of reconstructed tracks (for instance, tracks with higher

momenta can be better extrapolated to the vertex), such as Azf® (the minimal difference

between the longitudinal impact parameters of track pairs within an event), p%ﬁn (the minimal
pr of selected tracks in the event) and the track pseudorapidity n (for events with nSBe? =1in
the pr > 500 MeV phase spaces).

In previous studies it was found that in the pt > 100 MeV phase space, the Azénin dependence
in low-multiplicity events increases at lower plfli“. This observation has been confirmed at

/s = 8 TeV, and thus for events with nfe? = 2, a special Azénin parameterisation is used for

the vertex reconstruction efficiency (subdivided into corrections for events with 100 < plfli“ <
200 MeV in 25 MeV intervals, and for events with p2i® > 200 MeV).!4 Detailed results for these

parameterisations are shown in Appendix A.2.3.
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Figure 7.20: Vertex reconstruction efficiency for nsBe? =1 as a function of n for data and MC simulation

in the pp > 500 MeV, ny, > 1 phase space. The errors represent statistical fluctuations
in the data sample.

For events with n?e? = 1 in the pr > 500 MeV phase space, the vertex reconstruction
efficiency is found to vary with n of the selected track as shown in Figure 7.20, with values

between 81-94 % for data and 85-98 % for PYTHIA 8 A2 MC simulation; this dependence is

BS

<l = 0 have a

accounted for by a special 1 parameterisation of the efficiency. Events with n
number of selected tracks ng = 0 as well, and are thus ignored as they do not contribute to the

final event selection in either of the phase spaces considered in the analysis.

1 For events with nBS > 3, the AzP™ dependence is already found to be negligibly small, as events with large
Azg"™ and no reconstructed vertex become increasingly rare with rising track multiplicities. Therefore no
special Az parameterisation was used for n?ﬁ > 3 events.
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7.5.2.1 Differences to previous analyses

In the previous analyses up to /s = 7 TeV only the vertex reconstruction efficiency for data was
considered; this is now improved by applying individual efficiencies for data and MC simulation,
leading to better results in closure tests (see Section 7.7). Furthermore, the strong dependence
on p%‘in between 100 — 200 MeV for low-multiplicity events in the data sample, which was shown
to result from residual beam-induced background, was studied in more detail. As a consequence,

the correction for events within 100 < p%in < 200 MeV is now measured in 25 MeV intervals.

This more refined subdivision is now also applied for the detailed Az(l)nin parameterisation
at nfe? = 2. The effect of the p%m dependence is visualised in Figure 7.21 where the beam

background in data is already suppressed.
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Figure 7.21: Vertex reconstruction efficiency as a function of nge in the pp > 100 MeV, ng, > 2 phase

space in different pii" intervals (a) for data and (b) for MC simulation. The dashed lines
show the efficiency without beam-background removal in the data sample.

Another change from the old to the new analysis is the new choice of the FTFP physics list
for MC simulation. The impact of this choice on the vertex reconstruction efficiency was found

to be < 0.001 % and was therefore neglected in the analysis.

7.5.2.2 Systematic Uncertainties

The systematic uncertainty on the vertex reconstruction efficiency comprises effects from two
sources: (a) the influence of beam-induced background, and (b) variations of the applied impact
parameter requirements. The first category can be assessed by comparing the nominal efficiency,
in which the beam-induced background is suppressed by the criteria from Eq. 7.1, with an
alternative efficiency in which these criteria were not applied. This strategy is similar to the
method used in previous measurements [126,136]. The difference in efficiencies with and without
beam-induced background removal is shown in Figure 7.21a by the solid and dashed lines,

respectively. This p?in—dependent difference is assigned as a one-sided systematic uncertainty,

BS _
sel T

with the largest contribution of 0.7 % in the n 2 event category of the pt > 100 MeV phase
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space. In the p > 500 MeV phase space, both the rate of beam-induced background and its

impact on the vertex reconstruction efficiency are found to be negligible.
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Figure 7.22: Vertex reconstruction efficiency as a function of ng, with variations of the impact
parameter requirements, in the pr > 100 MeV, nq, > 2 phase space (a) for data and (b)
for MC simulation, and in the pt > 500 MeV,ne, > 1 phase space (¢) for data and (d)
for MC simulation. The statistical errors are comparable with the size of the line.

The difference in the efficiency due to a variation of the impact parameter requirement, from
|dB5| < 1.8 mm to |dBS| < 1.3 mm (tight requirement) and |d5®| < 2.5 mm (loose requirement),
provides a conservative estimate for an additional source of systematic uncertainty, related to
non-primary effects, with results shown in Figure 7.22. In the pp > 100 MeV (500 MeV) phase
space, the largest difference at nB5 =2 (n2§ = 1) is found to be 2.9% (0.3 %), and it decreases
rapidly with rising multiplicity.

All sources of systematic uncertainty are added in quadrature, and shown as asymmetrical
errors in Figure 7.19. The treatment of the impact of this total uncertainty on final distributions

is described in Section 7.5.3.2.
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7.5.3 Track Reconstruction Efficiency

The track reconstruction efficiency, e, is applied as a correction in order to compensate for
any effects (such as detector material, selection efficiencies, or track parameter resolutions)
which decrease the probability of a charged particle to be successfully reconstructed and to
pass the selection criteria. This factor was calculated from the PYTHIA 8 A2 MC sample
and parameterised by pt and 7. The efficiency is defined by the ratio of the number of all
reconstructed tracks uniquely matched to (i.e. associated with) generated charged primary

particles, Ng‘f“hed, to the number of all generated charged primary particles, Ngen:

matched (,,gen en
N rec (pT 7T7g )

N, gen (p%en ) nge“)

eak(pr,m) = (7.8)

where pi™" and 78" are parameters of the generated particles. The track—particle association is

performed with a cone-matching algorithm as described in Section 7.2.4.
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Figure 7.23: Track reconstruction efficiency as a function of (a-b) n and (c) pr of the track, shown in
the pr > 100 MeV and 500 MeV phase space. The shaded areas represent the sum of
systematic and statistical errors. Plots taken from Ref. [3].
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Figure 7.23 shows the n and pr distributions of the track reconstruction efficiency, including
all systematic uncertainties that are discussed in Section 7.5.3.2. The n-dependent shape of the
efficiency distribution corresponds to the amount of detector material traversed by the primary
charged particles, in particular that between the Pixel and SCT sub-detectors, as the presence
of material increases the probability of hadronic interactions which undermine the ability to

successfully reconstruct tracks (see Section 6.1).
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Figure 7.24: Track reconstruction efficiency of different particle types as a function of (a) n or (b) pr
of the track in the pr > 100 MeV phase space.

A breakdown of track reconstruction efficiencies of different particle types, of which pions and
kaons are dominating the overall charged-particle composition, is illustrated in Figure 7.24. As the
generated-particle composition differs between MC tunes, different overall track reconstruction
efficiencies can be observed for the PYTHIA 8 PYTHIA 6 and EPOS tunes. An efficiency
comparison of these tunes is shown in Appendix A.3. A systematic uncertainty due to the
particle composition is assigned to cover this effect (see Section 7.5.3.2). A comparison of track
reconstruction efficiencies of positively and negatively charged particles was made as shown in

Appendix A.3 and has negligible impact on the systematic uncertainty.

7.5.3.1 Differences to previous analyses

The assessment of systematic uncertainties has been extended with respect to previous analyses.
Now the impact of the choice of physics list for MC simulation (which was changed from QGSP
to FTFP) is taken into account, while the uncertainties due to vertex and trigger efficiency,
particle composition and track quality selection have been parameterised more carefully, rather
than treating them as flat uncertainties.

In the measurements at /s = 8 and 13 TeV all particles with a mean lifetime between
30 < 7 < 300 ps are now considered to be non-stable, as described in Section 7.4.3, and were
therefore also excluded from the evaluation of the track reconstruction efficiency, thus reducing

the model dependence of the correction.
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7.5.3.2 Systematic Uncertainties

The various sources of systematic uncertainty on the track reconstruction efficiency were

evaluated in separate categories as follows.

Material The uncertainty due to incomplete knowledge of the ID material is the dominant
factor of the total systematic uncertainty. It is calculated from a comparison between the
nominal track reconstruction efficiency and the efficiency obtained from a MC sample with
extra material in the ID simulation. The relative difference between these two efficiencies is
symmetrised and taken as a systematic uncertainty. MC samples obtained with two alternative
ATLAS geometries were used for this step: (a) ATLAS-GEO-21-04-02 which has a 5% increase
of material in the whole ID (excluding sensitive detectors) and is denoted by Config A, and
(b) ATLAS-GEO-21-03-02 which has a 10% increase of passive material in the Pixel services
(SQP, InnerPP0 and OuterPP0) and is denoted by Config C’. These alternative geometries
reflect the level of knowledge about the detector material budget at the end of Run-1, which
was obtained by performing studies with photon conversions, hadronic vertices and the SCT
extension efficiency [104,165] (see Chapter 6).
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Figure 7.25: Track reconstruction efficiency as a function of (a)  or (b) pr of the track, comparing
distorted geometries (Config A and Config C’) with the nominal geometry. The largest

relative difference is taken as a systematic uncertainty contribution due to the material
uncertainty.

Figure 7.25 shows the comparison of the track reconstruction efficiency between the distorted
geometries Config A and Config C’ and the nominal geometry. The largest difference is found
for Config A; this difference is evaluated in pt and 7 regions as given in Table 7.11, and taken as
a systematic uncertainty due to imperfect knowledge of the ID material. The largest deviations
between the nominal and distorted geometries can be found at large pseudorapidity (|n| > 2.3),
where the amount of passive material in the ID is significantly larger than in the remaining

acceptance region, and at either small (100 < pr < 200 MeV) or large (pr > 10 GeV) transverse
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pr [GeV] Il <11 11<|n <15 15<|n <17 17<|n <23 23<|n <25

0.1 -0.125 7 7 7 6 8
0.125 - 0.15 3.5 4 4.5 4.5 )
0.15—-0.2 2.5 3 3.5 3.5 4.5
0.2-0.25 2 2 2.5 3 4.5
0.25-0.3 1.5 1.5 2 2.5 3.5
0.3-04 1 1.5 2 2.5 3.5
0.4—-0.5 1 1.5 1.5 2 2.5
0.5-1 1 1 1.5 1.5 2
1-2 1 1 1 1.5 2
2-6 1 1 1 1.5 1.5

6 —10 1 1 1.5 1.5

10 —20 2 3 4 4

> 20 3.5 4 4.5

Table 7.11: Systematic uncertainties (in %) on the track reconstruction efficiency, originating from
incomplete knowledge of the ID material.

momentum, of which the latter effect may be an artefact due to the large statistical uncertainty

in the high-pr region, caused by the limited event statistics in the alternative MC samples.

Track Selection The systematic uncertainties from different effects of track quality selection
cuts on data and MC simulation are evaluated by N — 1 tests. Here only one of the track
selection cuts is either relaxed (e.g. IP cuts are relaxed from 1.5 to 2.5 mm) or entirely disabled,
and the selection efficiency is calculated separately for data and MC simulation as the ratio
between the number of tracks using all N cuts divided by the number of tracks using only
N — 1 cuts. The deviations of the data/MC double ratio of these selection efficiencies from
unity are taken as systematic uncertainties in suitably defined pt and 7 bins. Finally all the
systematic contributions from each of the IV track quality cuts are taken in quadrature for each
bin. Inclusive n and pr distributions of selection efficiencies for the track quality cuts used in
this analysis are shown in Figure 7.26 and Figure 7.27. Detailed examples of # distributions for
the SCT hits requirement in various pr bins are shown in Figure 7.28.

The final systematic uncertainties of track selection cuts were evaluated in much greater
detail for /s =8 TeV than in the previous analysis at 7 TeV, where a combined uncertainty of
1% was assigned to the entire kinematic region [126]. Table 7.12 shows the uncertainties in 7
and pr categories that were chosen after performing a careful analysis of the detailed results for
each cut. Due to the limited high-pr statistics, the quoted uncertainties for pt > 10 GeV were

chosen as rather conservative estimates.
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Figure 7.26:

Inclusive results in 7 for the systematic uncertainties on track quality cuts using N — 1
tests: (a) no Pixel Layer-0 hit requirement, (b) no Pixel hits requirement, (c) no SCT
hits requirement, (d) relaxed d5V cut, (e) relaxed 2§V cut, (f) relaxed x? probability cut
(applied from pr > 10 GeV onwards).
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Figure 7.27: Inclusive results in pr for the systematic uncertainties on track quality cuts using N — 1
tests: (a) no Pixel Layer-0 hit requirement, (b) no Pixel hits requirement, (c) no SCT
hits requirement, (d) relaxed d5V cut, (e) relaxed 2§V cut, (f) relaxed x? probability cut

(applied from pr > 10 GeV onwards).
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Figure 7.28: Detailed results in 7 for the systematic uncertainties on track quality cuts using N —1 tests:
no SCT hits requirement in pr bins (a) 100 < pt < 150 MeV, (b) 150 < pr < 200 MeV,
(c) 200 < pr < 300 MeV, (d) 300 < pr < 500 MeV, (e) 500 < pr < 1000 MeV, (f)

1000 < pr < 2000 MeV.
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pr [GeV] |n|<1.1 11<|p <15 15<|n <18 18<|n <23 23<|n <25

0.1-0.15 0.5 0.6 0.8 0.9 1.6
0.15-0.2 0.5 0.6 0.8 0.9 1.2
0.2-0.3 0.5 0.6 0.8 0.5 0.9
0.3-0.5 0.5 0.5 0.5 0.5 0.6
05-1 0.5 0.5 0.5 0.5 0.5
1-2 0.5 0.5 0.5 0.5 0.5
2-6 0.5 0.5 0.5 0.5 0.5

6 — 10 0.7 0.5 0.5 0.5 1.5
10 -15 0.8 1.0 1.8 2.5 4.0
15 —-20 2.0 3.0 4.0 4.5 6.5
> 20 2.5 4.5 6.5 7.5 8.0

Table 7.12: Systematic uncertainties (in %) on the track reconstruction efficiency, originating from
track selection cuts (d5V, 25V, Pixel Layer-0 hit, Pixel hits, SCT hits, x? probability)
used in the /s = 8 TeV analysis.

x? probability cut The systematic uncertainties from the x? probability cut are derived
via the same N — 1 test method as described for the other track selection cuts. Here the 2
probability threshold for tracks with pp > 10 GeV is relaxed from 0.01 to 0.005, and again
the deviations of the data/MC double ratio from unity are taken as systematic uncertainties.
Due to small differences in x? distributions of data and MC simulation, attributed to residual
misalignment, a fudge factor of 1.01 is applied on the y? values of MC tracks before calculating
their 2 probabilities. This fudge factor ensures that the probability distributions of data and
MC simulation are compatible with each other, particularly in the region affected by the cut,
and thus safeguards that similar fractions of tracks are removed from both samples. Detailed
results in various 7 regions are shown in Figure 7.29. The systematic uncertainties derived from
this method are found to be 1% for 10 < pr < 20 GeV and 3% for pr > 20 GeV. This is a
smaller uncertainty than in the previous study at 7 TeV, where it was found to be 10 % for all
tracks above pp > 10 GeV [126]. The reduction of this systematic uncertainty can be attributed

to the improved detector alignment in the 2012 analysis.

pt Resolution Migration effects due to momentum resolution differences between data and
MC simulation were accounted for by an uncertainty of 5% for low-transverse-momentum tracks
between 100 < pr < 150 MeV, while at high pt a one-sided uncertainty of —7 % for tracks
within 10 < pt < 30 GeV and —9 % for tracks with pt > 30 GeV was applied to cover migration

effects arising from the steeply falling pt spectrum and the lower pt resolution in data, in a
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Figure 7.29: Detailed results in pr for the systematic uncertainties on track quality cuts using N — 1
tests: relaxed x? probability cut in (a) |n| < 1.1, (b) 1.1 < || < 1.5, (¢) 1.5 < |n| < 1.8,
(d) 1.8 < |n] < 2.3, (e) 2.3 < |n| < 2.5, (f) inclusive result over the whole fiducial 1 range.



Charged-Particle Distributions in pp Collisions at /s = 8 TeV 137

similar manner as for the 7 TeV analysis [126].1° This one-sided uncertainty is combined linearly

with the systematic errors from the following category.

Mis-measured high-pt Tracks The fraction of tracks with grossly over- or underestimated
pr increases with pp and 7 and becomes significant from pr 2 5 GeV onwards, even though
the SCT hit requirement and the x? probability cut mitigate this effect. The tails in the
track momentum resolution correspond to a pt migration in both directions, but due to the
steeply falling pr spectrum (and a longer non-Gaussian tail towards high-pr) the net effect is a
stronger migration of low-pt particles to high-pt reconstructed tracks. The actual fraction of
mis-measured tracks can only be derived from MC simulation, where the pr° of the reconstructed
track can be compared to the p%en of its associated (truth-matched) generated particle. A track

is considered to be mis-measured if

lpt¢ — 7| /pF" > 0.5, (7.9)

i.e. if the reconstructed transverse momentum differs by more than 50 % from the transverse
momentum of its associated generated particle. This fraction rises with |n| due to a degradation
of the momentum resolution, caused by (a) the increasing amount of traversed material at larger
pseudorapidity, which in turn increases the contributions from multiple scattering and hadronic

interactions, and (b) the increasing flight distances of particles between the measurement layers.

pr [GeV] —25<n<—-23 —23<n<-17 |n <17 1.7<n<23 23<n<25

5—6 1.8 0.5 0.1 0.5 2.5

6-7 3.5 0.7 0.2 0.7 3.5

7—8 4.5 1.0 0.2 1.0 4.5

8—10 7.5 1.2 0.3 1.4 6.0
10 — 15 9.0 1.6 0.4 1.6 9.0
15 —20 26.5 4.5 0.8 5.0 15.0
20 - 30 39.0 9.0 2.2 9.5 30.0
30 — 50 88.0 28.0 6.5 22.0 60.0
50 96.0 75.0 28.5 48.0 92.0

Table 7.13: Estimated fraction (in %) of mis-measured tracks in MC simulation in bins of pr and 7.
These values are added linearly with the pr resolution uncertainty, and applied together
as a relative systematic uncertainty on the track reconstruction efficiency.

5 This systematic uncertainty for high-pr tracks can be considered as very conservative, as the momentum
resolution differences between data and MC simulation were found to be much better constrained with the
2012 alignment than in the previous study from 2010.
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The extrapolation of mis-measured tracks back to their point of origin results in a badly
reconstructed doPV parameter, and hence this class of tracks exhibits more pronounced tails
in the dgv distributions. This can be exploited for an estimate of the rate of mis-measured
tracks in data, by comparing the dOP V tails in data and MC simulation in various high-pr and 7
bins. Differences in the tails are compensated by scaling the fractions of mis-measured tracks in
MC simulation, which thus become the estimates of these fractions in data. At /s =7 TeV
scaling factors were required and the overall fraction of mis-measured tracks in data was found
to be higher than in MC simulation, mainly due to misalignment. At /s =8 TeV similar dg v
distributions in data and MC simulation were found, suggesting similar fractions of mis-measured

tracks in both samples, and no scaling factors were needed.
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Figure 7.30: Log-scale distribution of fraction of mis-measured tracks, which are defined by |pF® —

PE |/ > 0.5,

In the presented 8 TeV study the range of systematics from mis-measured tracks was extended
from the previously used region, pr > 10 GeV, down to ppr > 5 GeV, and a finer pr and 7
binning was chosen. The estimated fractions in data, as determined from MC simulation, are
shown in Table 7.13 and in Figure 7.30. Due to the small track statistics in the high-pt regime,
these results were used only to derive a systematic uncertainty, rather than for a correction of

the charged-particle spectra.

pr Spectrum As a different pr spectrum of reconstructed particles is found in data and
MC simulation (see uncorrected detector-level pr distributions in Section 7.3.5), and the track
reconstruction efficiency depends strongly on pr, events belonging to a certain ng, category can
have different average track reconstruction efficiencies in data and MC simulation.

Figure 7.31 shows a comparison of the average track reconstruction efficiency (derived from
MC simulation and parametrised by 7 and pr) of all tracks in the data and various MC samples,
respectively, as a function of ng, of the event from which these tracks are taken. A systematic
uncertainty due to the different pr spectra is derived by symmetrising the absolute difference

between data and MC simulation. This difference is applied as a systematic uncertainty only
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Figure 7.31: Comparison of the average track reconstruction efficiency (as derived from MC simulation
and parametrised by 7 and pr) of all tracks in the data and MC samples, respectively, as
a function of nge of the event from which these tracks are taken (left), and systematics
contribution due to the track reconstruction efficiency as a function of ng, due to
different pr spectrum in data and MC simulation (right). Results are shown for the (a)
pr > 100 MeV, ne, > 2 and (b) pr > 500 MeV, nq, > 1 phase spaces. In the analysis
the absolute difference between data and MC simulation with PYTHIA 8 A2 is taken as
a systematic uncertainty.

to the ne,-dependent final distributions, i.e. the ng, spectrum itself and the (pr) versus ny
distribution.

The pp-spectrum systematics can be reduced by choosing a MC tune with a better modelling
of the pr spectrum that is observed in the data. Figure 7.31 indicates that the Epos LHC
tune, which models the low-p spectrum in the data quite well, would yield a smaller systematic
uncertainty than the PYTHIA 8 A2 tune in the phase space with the pp > 100 MeV threshold.
The ErPos LHC tune thus appears to be a promising candidate model for the baseline correction

procedure in future analyses.

Vertex and Trigger Efficiency The systematics due to vertex reconstruction and trigger

efficiency uncertainties are parameterised by ne, and applied as an uncertainty on the track
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weights in an event, reaching values as high as 3% at low multiplicity ng; = 2 in the most
inclusive pr > 100 MeV phase space. They are combined into the “flat” category along with the

following sources.

Truth Matching The systematic uncertainty due to the cone-matching algorithm that
associates reconstructed tracks with generated particles (see Section 7.2.4) is conservatively
estimated with 0.4 %, thus using the same flat uncertainty as in the previous measurement at

7 TeV. It is combined into the “flat” category along with the following sources.

Particle Composition and Choice of Physics List Different particle types have different
reconstruction efficiencies (see Figure 7.24). The majority of stable charged particles produced
in pp collisions are pions, kaons and protons. At transverse momenta of pp ~ 1 GeV, their
reconstruction efficiencies are approximately 82 %, ~ 80 % and ~ 75 %, respectively. However,
different MC models generate different relative fractions of these particles. At the same transverse
momenta, the fractions of the three particle types generated by PYTHIA 8 A2 are 77 %, 14 % and
9%, whereas for the EPos LHC tune these fractions are 72 %, 18 % and 10 %. These differences
in particle composition therefore result in a model-dependent uncertainty on the overall track
reconstruction efficiency. This uncertainty is parameterised by the transverse momentum pr of
tracks and varies between 0.2 % and 1 %. Details on the differences of overall track reconstruction
efficiencies between MC generators are shown in Appendix A.3 in Figures A.5 and A.6.

The impact of the new choice of the physics list for MC simulation, which was changed from
FTFP to QGSP, on the track reconstruction efficiency is shown in Figure A.8 in Appendix A.3.
The difference between the two physics lists is assigned as a flat systematic uncertainty of 0.3 %.
The main source for this difference is the improved simulation of antiprotons in the FTFP
physics list, resulting in a higher track reconstruction efficiency of these particles.

The systematic effects due to trigger and vertex reconstruction efficiency, truth matching,
particle composition, and choice of physics list are combined into the “flat” systematic uncertainty

category with nge and pr dependence.'®

Total systematic uncertainty All individual sources of systematic uncertainty on the track
reconstruction, their parameterisations and affected phase-space regions are summarised in
Table 7.14. Symmetric errors are used for all listed categories, except for pr resolution effects
and mis-measured high-pt tracks. The shaded areas in Figure 7.23 show the total systematic
uncertainty on the track reconstruction efficiency due to these categories, calculated by adding
all contributions from the individual sources in quadrature, except for the asymmetric high-pr

effects which were not included in these plots. This total systematic uncertainty reaches highest

16 Tn previous analyses, the same sources of uncertainty (except the new source of physics list) used to be
combined into a non-parameterised “flat” uncertainty which was equally applied for all tracks, regardless of
the particular event and track properties. In the current analysis, this has been changed to a more detailed
treatment. The same category name is kept for legacy reasons.
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Systematic Uncertainty Param. Phase Space Size Region
Material pT,N all +1 to 8% increases with |n| and low/high pp
Track Selection(*) pT,M all +0.5 to 8% increases with || and low/high pt
+5% 100 < pT < 150 MeV
. negligible 0.15 < pr < 10 GeV
pT Resolution pT all
7% 10 < pr < 30 GeV
—-9% pr > 30 GeV
ly f 5 GeV,
Mis-measured high pr pT, M all up to —16 % ) oy for p.T > N
increases with |n| and pr
pr > 100 MeV up to £2.1% increases with nge
pr Spectrum Ngel .
pt > 500 MeV up to £0.7% decreases with nge

pr > 100 MeV up to £3%

Vertex, Trigger Tsel o1 > 500 MoV up to £0.2% decreases with nge)
Particle composition pT all +0.2 to +1.0% increases with low/high pr
Physics List - all +0.3% flat
Truth Matching - all +0.4% flat

Table 7.14: List of sources of systematic uncertainty on the track reconstruction efficiency for /s =
8 TeV, including information on the parameterisation used for each contribution. (*) The
track selection uncertainty includes the y? probability cut, which by itself contributes
1-3 % to the overall uncertainty.

values in the low- and high-pr regions as well as at large |n| and is clearly dominated by the
material uncertainty. The impact of all individual sources on the final distributions is discussed

in Section 7.8.

7.6 Correction and Unfolding Procedure

In order to measure general observables which can be compared with other charged-particle
density measurements, the reconstructed data distributions must be corrected for selection
and reconstruction inefficiencies, model dependencies, migration effects, and contributions from
background and secondary particles. This is done by applying event- and track-level weights to

the distributions, followed by an unfolding procedure as described in the following.

7.6.1 Event- and Track-Level Weights

Every selected event is corrected with an event-level weight to compensate for “lost” events due

to inefficiencies of the MBTS trigger selection (see Section 7.5.1) and the vertex reconstruction

algorithm (see Section 7.5.2). Thus the total event weight, parameterised by nSBe? and other
event-related parameters, becomes:
1 1
BS
Wey (Ngay, T) = . “ Wayrtx- (7.10)
e Euig(nBF) evex(nB$ )



142 Charged-Particle Distributions in pp Collisions at /s = 8 TeV

Here, x denotes a combination of p%in of all selected tracks, Az{)nin of track pairs in the event
(for events with ng = 2), and 7 (for events with ngy = 1). The factor wy,y,tx reweights the
vertex z distribution of MC events to data, as described in Section 7.3.3. Eq. 7.10 simplifies for
MC simulation due to egig = 1 and for data due to w,yrix = 1, respectively.

Each selected track is corrected for the inefficiency of the track reconstruction algorithm

(see Section 7.5.3) and three additional factors:

® fuonp accounts for the background due to non-primary tracks (see Section 7.4.2);

e fop is the fraction of reconstructed tracks which have been associated with strange baryons
(see Section 7.4.3);

e foir is the fraction of additional tracks, associated with particles from outside the selected
kinematic region, that have migrated into the phase space due to the imperfect pr and 7

resolution; this factor is determined from MC simulation.

These factors are combined into an individual track-level weight for each track as follows:

wyk(pT, M) = (1= faonp(P1,m) — fob(PT, 1) — foke(PT,M)). (7.11)

~ epk(pr.n)

The distributions of all factors in Eq. 7.11 are presented in Figure 7.32. Differences in the
momentum resolution between data and MC simulation contribute to a systematic uncertainty
on forr at the low-pr threshold, but this effect was found to be negligible in comparison to
the systematic uncertainty due to the pr resolution. Differences in the 7 resolution, as well as
track—track correlations inside events, were found to be negligible in this analysis; the latter
effect would only become significant for events with very high multiplicities of several hundred

tracks.

7.6.2 Corrections to d N, /dne,

The correction procedure to obtain the charged-particle multiplicity distribution, d Ney /dney, as
well as the other final distributions, follows the strategy from the previous analysis [126].

The multiplicity distribution of selected tracks, nge, is corrected with the event-level weights.
Due to the track reconstruction inefficiency, ngq is typically lower than the true number of
primary particles, n.y, that gave rise to the reconstructed tracks; in rare cases, nge can be higher
than n., due to background contaminations. These relations can be described in a matrix,
Mhsel, as the probabilities that events with an observed track multiplicity nge (corrected
with their event-level weights) correspond to events with various possible primary-particle
multiplicities ng,. As the true number of primary particles in the data is not known a priori,
this matrix must be initially populated from MC simulation; in the presented study, the PYTHIA
8 A2 tune was used for this step. It is normalised such that the probabilities for each individual

nsel €vent category add up to unity, in oder to safeguard that the following procedure preserves
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Figure 7.32: (a) Distribution of the track reconstruction efficiency, ek (pr, 7). (b) Log-scale distribu-
tion of fraction of non-primary tracks (shown here without scale factors), fuonp(pT,7). (C)
Log-scale distribution of fraction of tracks associated with strange baryons, fsp(pr,n). (d)
Log-scale distribution of fraction of selected tracks, forr(pT,n), which are migrating from
outside the kinematic region into the phase space limited by |n| < 2.5 and pt > 100 MeV.
The same distributions are also used for the pr > 500 MeV phase spaces. All distributions
shown here are derived from MC simulation using the PYTHIA 8 A2 tune.

the total event yield, Ney.'” The matrix can then be used as the initial input to an iterative
Bayesian unfolding [166] procedure. This technique allows to converge from an observed to a
true distribution (in the given case, from nge to ney), typically after several iterations. In each
subsequent iteration step the matrix M, o1 is applied to reweight the nge distribution in the
data. Then the x? difference between the distributions prior to and following this unfolding step
is calculated to test for convergence of the method. If it has not yet converged, i.e. x?/ngof > 1,

the matrix is modified by weights derived from the resulting unfolded distribution, and the

17 For some events with nge > ni" above the acceptance limit n™®, the true multiplicity ne, < n2™ is found
to be below the threshold. Such rare events will migrate out of the phase-space region during the unfolding

procedure, but the effect is negligible with respect to other systematic uncertainties.
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next iteration is performed. In the presented study, convergence was reached after five (four)
iterations in the pp > 100 MeV (500 MeV) phase space.

However, this procedure cannot account for any events in which nge is below the threshold
of acceptance in the phase space under study, ng) < ngﬁlin, that were already filtered out at
the event-selection stage prior to the unfolding. Among these, all events that would actually
correspond to ney > n?ﬁin charged particles have thus migrated out of the phase-space acceptance,
mainly due to the track reconstruction inefficiency, and are effectively lost to the measurement.
To account for these lost events in the n., > 2 phase space, an additional correction term was

applied to the unfolded ng, distribution:

Wiost = 1/(1 - (1 - 2"«Ttrk)nCh — Nch - Etrk (1 - gtrk)(nChil)) (712>

where & is the mean effective track reconstruction efficiency for each given n., event category.
A simpler correction term, wiesy = 1/(1 — (1 — k)™ ), was used for the phase space with
nen 2> 1. In the analysis, only the efficiency &, corresponding to the event category with lowest
multiplicity was applied, because variations in the different event categories were sufficiently
small. Various other effects can bias the low-ng, region of the multiplicity distribution; for MC
studies such as closure tests (see Section 7.7), these effects can be accounted for by tuning &,
(thus assuming that all given effects can be expressed by this single factor) such that a perfect

closure is achieved in the lowest ng, event category.

Phase Space Data MC generator tune

Neh > pT > PyTHIA 8 A2 PvyTHIA 6 AMBT2B Epros LHC
2 100 MeV  0.675 0.662 0.658 0.668
1 500 MeV  0.808 0.779 0.782 0.778

Table 7.15: Mean effective track reconstruction efficiencies for data and various MC tunes, determined
in events with the minimum amount of tracks that are required by the given phase space.
These average efficiencies are used to correct the unfolded n., spectrum for events that
have migrated out of the phase space.

Between different MC models, the tuned efficiency varies slightly due to different predictions
of their pr and ng, spectra, combined with the pp-dependence of the track reconstruction
efficiency. For data the mean track reconstruction efficiency of all tracks falling into the lowest
nsel category of the phase space is used. An overview of the tuned efficiency factors for data and

various MC tunes in the two main phase spaces considered in this analysis is given in Table 7.15.
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7.6.2.1 Systematic Uncertainties

The systematic uncertainty due to the unfolding procedure is determined with the following
sequence: (1) either the input distributions or the unfolding matrix are modified, (2) the
same unfolding procedure is applied, and (3) the obtained alternative results are compared to
the nominal results. This is done separately for various individual sources of this systematic

uncertainty, which can be classified by the following categories:

1. systematic variations of the input distribution due to uncertainties of track weights, e.g. due
to:

a) material uncertainty on the track reconstruction efficiency

b
c

d

e) different pp spectrum of reconstructed tracks in data and MC simulation

track selection cuts

fraction non-primary tracks and strange baryons

)
)
)
) trigger and vertex efficiency, particle composition, physics list, truth matching

2. alternative input distributions, e.g.:
a) reweighted MC distributions as pseudo-data (including a data-driven closure test)

b) distributions from alternative MC tunes as pseudo-data

3. statistical variations of the unfolding matrix

In the first main category, the applied strategy is to create a modified nge distribution by
randomly removing (or adding) tracks from the events according to the uncertainty on track
weights. This is separately done for each sub-category: for instance, in the “material uncertainty”
sub-category, each individual track in an event is randomly removed with a probability reflecting
the material uncertainty on the track reconstruction efficiency, parameterised by the pr and
n of the track. The same principle is followed for the other sub-categories. The obtained
modified ng. distribution is then used as an alternative input to the same unfolding procedure
that was described earlier. The systematic effect due to this source of uncertainty is finally
taken as the difference between the alternative and nominal unfolded multiplicity distributions,
and is symmetrised. In the most inclusive phase space given by nq, > 2 and pr > 100 MeV,
the systematic effect due to the material uncertainty is found to be < 1% at low multiplicity
and reaches as much as 11 % at high multiplicity; similar results are obtained in the ng, > 1,
pr > 500 MeV phase space (see Section 7.8). This is a significant reduction with respect to
the previous measurement at /s = 7 TeV where this source of uncertainty reached as much as
25%. The improvement in the current analysis is due to the more accurate modelling of the
ATLAS detector and its corresponding strongly reduced material uncertainty in the final Run-1
geometry.

A significant contribution to the total systematic uncertainty on the unfolded ng, distribution
comes from the uncertainty due to different p spectra in data and MC simulation. As the track

reconstruction efficiency depends strongly on pp (particularly in the low-pr range of the most
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inclusive phase space), the statistical relations between ng and ng, that are expressed in the
unfolding matrix depend on the particular model-dependent pt spectrum of the MC sample that
was employed to generate the matrix; the further the spectrum predicted by the model deviates
from that observed in the data, the larger the systematic effect. The impact of this model-
dependent effect is investigated by randomly removing tracks in each event according to the
difference between the average track reconstruction efficiencies in the given nge event category,
derived using the pr spectrum in data and MC simulation (see Figure 7.31). The obtained
modified nge distribution is again used as an alternative input to the unfolding procedure; this
time the difference between the alternative and nominal distributions is taken as an asymmetric
uncertainty. In the ne, > 2, pr > 100 MeV phase space, this uncertainty ranges from —2 % to
13 %, with largest uncertainties in the high-n., region, whereas it almost vanishes completely in
the ney > 1, pr > 500 MeV phase space (see Section 7.8). This is a significant reduction with
respect to the previous measurement at /s = 7 TeV where this source of uncertainty reached
values of as much as 40 % in the most inclusive phase space [126]. The improvement in the
presented study is mainly due to the much better modelling of the pt spectrum by the new
baseline PYTHIA 8 A2 MC tune, whereas in the previous study a PYTHIA 6 tune was used.!®

The systematic uncertainties of the unfolding procedure due to the sources listed in the
second (alternative input distributions, described in Appendix A.5) and third category (random
statistical fluctuations of the unfolding matrix) are combined in quadrature and later referred
to as the “Unfolding” systematic (see Section 7.8); this combined uncertainty ranges between
1-14 % in the most inclusive phase space, and between 1-9% in the ng, > 1, pr > 500 MeV
phase space. It thus becomes the leading or next-to-leading contribution to the total systematic

uncertainty.

7.6.3 Calculation of N,

The total event yield N, in the data sample is calculated by integrating the corrected and
unfolded n.y distribution. The corrected n and pr distributions, as well as the ng, spectrum

itself, are then normalised by this number.

7.6.3.1 Systematic Uncertainties

For the total systematic uncertainty on Ny, all sources of systematic uncertainty that can lead
to a migration of events into or out of the phase-space acceptance region must be considered.
The dominant contribution arises from the material uncertainty on the track reconstruction
efficiency. Alternative event yields are calculated from the alternative n.y distributions that were

produced before, and differences to the nominal value of N, are taken in quadrature. The total

18 Here it should be noted again that the pr spectrum in 8 TeV data was modelled even better by Epos LHC
(see Section 7.5.3.2), and thus by employing it in the unfolding procedure, a further reduction of this source
of systematic uncertainty could possibly be achieved; this was however not done due to the low available
event statistics for this tune.
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uncertainty on Ney at /s = 8 TeV was found to be 0.19 % (0.13 %) in the pp > 100 MeV, ne, > 2
(pT > 500 MeV, ne, > 1) phase space.

7.6.4 Corrections to 1/Ne, - AN, /dn

Corrected 7 distributions are obtained by weighting the individual tracks with the event- and
track-level factors described in Eqgs. 7.10 and 7.11. No unfolding procedure needs to be applied,
because the resolution width of the reconstructed 7 track parameter is much smaller than the
bin width used for the 7 distributions, and the distributions are sufficiently flat within the
selected kinematic boundaries. Additional corrections are needed in the higher-multiplicity

phase spaces; these are described in Section 7.6.7.

7.6.4.1 Systematic Uncertainties

The systematic uncertainties on the 7 distribution are obtained by modifying the correction

weights by their respective systematic uncertainties. The dominant categories are:

1. material uncertainty of the track reconstruction efficiency
2. uncertainty due to track selection cuts
3. fraction of non-primary tracks and strange baryons

4. trigger and vertex efficiency, particle composition, physics list, truth matching

The correction weights are varied by systematic uncertainties from each of the individual
categories, and the symmetrised differences between the resulting alternative distributions
and the nominal corrected distribution are evaluated. In addition, a conservatively shaped
systematic uncertainty due to non-closure (see Section 7.7) is taken into account for each 7
distribution. The uncertainties from all contributions are added in quadrature and the total
systematic uncertainty, which is dominated by the material uncertainty, is applied to the final
distribution.

The final uncertainty on the central charged-particle density at n = 0 is found to be on
the order of 1.7 % in the pt > 100 MeV, ng, > 2 phase space, and 1.2 % in the pt > 500 MeV,
ne, > 1 phase space, respectively. These uncertainties are 30-40 % smaller than in the previous

analysis at /s = 7 TeV, thanks to the improved constraints on the material uncertainty.

7.6.5 Corrections to 1/(2aprNe,) - d*>Ng,/(dn dpr)

As for the n distributions, corrected pt distributions are obtained by weighting the individual
tracks with the event- and track-level factors described in Eqgs. 7.10 and 7.11. They are then used
as an input to an iterative Bayesian unfolding [166] procedure, similar to the procedure used for
the n¢, distribution, in order to account for resolution and migration effects. Here, the unfolding
matrix relates the reconstructed track pp values to the true pr spectrum of primary particles,

and the method ensures that the reconstructed initial pr distribution converges towards the
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latter. A fine binning of the distributions is used during the iterative procedure in order to
suppress fluctuations. After four (five) iterations in the pr > 100 (500) MeV phase space, the
method converges as indicated by x?/nqot < 1. As for the 1 distributions, additional corrections

are needed in the higher-multiplicity phase spaces (see Section 7.6.7).

7.6.5.1 Systematic Uncertainties

The systematic uncertainty on the pp unfolding procedure due to alternative input distributions
and unfolding matrices was estimated in the same way as for the second and third category
of the ng, systematics (see Section 7.6.2.1). In addition, alternative input distributions were
obtained by modifying the track correction weights by their respective systematic uncertainties,
as was done for the 7 distribution. The dominant source of systematic uncertainty is again
found to be the material uncertainty. The obtained modified p distribution is then used as an
alternative input to the same unfolding procedure that was described earlier, and the difference
between the alternative and nominal unfolded pr distributions is evaluated. All individual
contributions to the systematic uncertainty were combined in quadrature; furthermore, an
asymmetric contribution due to mis-measured high-pt tracks and the momentum resolution
was added. The final systematic uncertainty on the pr distribution reaches from a minimum of
less than 2 % up to 30 %, with the highest values in the 30 < pr < 50 GeV range, dominated by

systematic effects due to the material and the unfolding procedure (see Section 7.8).

7.6.6 Corrections to (pr) versus ng,

The correction and unfolding strategy for the (pr) versus ng, distribution follows the procedure
from the previous analysis [126]. The distribution is defined by (>, pr(i)/>_; 1) versus ne,
where i denotes all tracks from events within a given ng, category. Before this ratio can be
calculated, the two distributions in the numerator (the sum of all transverse momenta of selected
tracks) and denominator (the total number of selected tracks) must be individually evaluated
as functions of ng with all track-level corrections applied; then they must be separately
unfolded from detector level (function of nge) to particle level (function of n.,), utilising the
same unfolding matrix that has been obtained in the final iteration of the n, unfolding (see
Section 7.6.2). The final (pr) versus ng, distribution is then obtained by taking the ratio of
these two components. All reconstructed tracks with extremely high momentum, pr > /s/2
are considered to be unphysical and therefore removed, in order to prevent biases on the average
transverse momenta in affected event categories; only one track in data is thus excluded from

the measurement, with negligible impact on the systematic uncertainty.

7.6.6.1 Systematic Uncertainties

The dominant source of systematic uncertainty comprises effects caused by two simplifications
that are made during the unfolding procedure, which are regarded as responsible for a non-

closure effect (see Figures 7.33d and 7.33d). Firstly, the track reconstruction efficiency is only
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parameterised by pt and 7, but not by the multiplicity of the event; a more accurate procedure
would employ a full three-dimensional parametrisation, but this was highly unfeasible due to
statistical limitations. Secondly, the pr spectrum of the tracks in the various nge and ng, event
categories is not necessarily the same, but this is not reflected in the unfolding procedure for
events that migrate from an ng category to another ng, category; this might be resolved by a
two-dimensional pp and n, unfolding, however this would again be unfeasible due to statistical
limitations and high complexity; while such efforts might be worthwhile to reduce the total
uncertainty in future analyses, they were clearly beyond the scope of the presented work, given
than the net effect from the non-closure due to the chosen strategy is quite small. A possible
model-dependence of the non-closure, due to different pp spectra of the MC samples used for
the unfolding, was investigated by repeating the procedure with PYTHIA 8 A2, PYTHIA 6
AMBT2B and Epos LHC samples, thus varying the input distribution and unfolding matrix. A
similar level of non-closure was observed for each of these MC generator models, indicating no
significant model-dependence. This result justifies that the non-closure of the baseline PYTHIA 8
A2 tune can be taken as a systematic uncertainty. The non-closure effects due to the unfolding
procedure (see Figures 7.33d and 7.33d) are covered by applying a systematic uncertainty of 1%
over the to the entire n., range, except for the low-multiplicity regions in the pt > 100 MeV
and 500 MeV phase spaces where a shaped systematic uncertainty of up to 4 % is applied.

Effects due to systematic uncertainties on the event- and track-level weights that are used
in the correction procedure are accounted for by varying the weights and thus modifying the
input distributions for the numerator and denominator before applying the unfolding procedure.
The same uncertainty categories as for the unfolding of the ng, distribution are used; similarly,
the largest effects are obtained for the material uncertainty and for the different pr spectra in
data and MC simulation. However, all these systematic uncertainties have a very small effect
on the final distribution, as they mostly cancel out between numerator and denominator. Taken
in quadrature, they remain below 1% (0.4 %) across the entire multiplicity spectrum in the
pr > 100 MeV, ne, > 2 (pr > 500 MeV, ng, > 1) phase space.

Effects due to uncertainties on the unfolding matrix, which are obtained by varying the
Ngel — Neh Migration probabilities in the matrix before the unfolding procedure is applied, were
found to be dominated by contributions from the other two categories. Statistical uncertainties
were calculated for the numerator and denominator distributions and added in quadrature for

their ratio, but this was also found to have only a negligible effect on the total uncertainty.

7.6.7 Corrections for Higher-Multiplicity Phase Spaces

For n and pr distributions in higher-multiplicity phase spaces, it must be taken into account

that the phase-space requirement n., > ngfn on the number of particles was initially applied on
the number of reconstructed tracks (nge > nrgﬁm) A separate correction is required to account
for events with ng, > ngfn and nge < ng‘fn, which have migrated out of the higher-multiplicity

acceptance region due to track losses caused by the track reconstruction inefficiency.
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The standard procedure from the nominal phase space is used for all tracks from events

with ngeg > n?ﬁin, for which it can be assumed that ng, > nmm Tracks belonging to events with

min

Neel < Ngp ' are also added to the n and pr distributions, weighted according to the probability

min

p(nen > n5M | nge) that they correspond to an event with ne, > ni® particles. The weighting
factors wy,_, are extracted from the final iteration of the ngy, unfoldmg matrix, that describes the
probabilities that events with an observed track multiplicity ng correspond to events with ngy
primary particles. For any category nge < ”gﬁ , the migration probability (p(ne, > ng‘hi“ | Nse1))
min

can thus be calculated as the sum over all probabilities in the matrix corresponding to ng, > ng,

and ngg,

Wnge = p(nCh > nch ‘ nsel Z Mch sel- (713>

ey >nBin

In the ne, > 6 phase space, the obtained weights range from wy,__ —5 ~ 69 % to less than 2 % for
the nge = 2 category. In the ne, > 20 (50) phase space, the weight for events with ng = 19 (49)
is found to be about 96 % (> 99.8 %). The event normalisation is based on the same procedure
mln)

as for distributions in the nominal phase space; the normalisation factor Ney(nen > n is

min

calculated from the ng, distribution by restricting the integral to the nq, > ng™ interval.

7.6.7.1 Systematic Uncertainties

The higher-multiplicity phase spaces are subject to the same sources of systematic uncertainty
that were also considered for the distributions using the nominal ng, > 1 selection. The
effect of variations of the track reconstruction efficiency on the migration probabilities in the
correction procedure was additionally assessed by investigating the impact of the procedure on
detector-level 7 distributions of the PYTHIA 8 A2 MC sample with 5% extra material in the
ID (Config A), which reflect the systematic variation due to the material uncertainty. These
distributions were normalised to the number of selected events in each high-multiplicity phase
space under consideration, and compared to the results obtained with the nominal PYTHIA
8 A2 sample, both for the case with and without the phase-space migration corrections. As
a result, it was found that in these high-multiplicity phase spaces, a variation in the track
reconstruction efficiency leads to highly correlated changes in both the numbers of selected
tracks and selected events which effectively cancel out, such that residual differences in the
normalised track distributions are found to be on the level of the material uncertainties in
the same way as for the nominal phase space. Therefore it was concluded that no additional

systematic uncertainty is needed for the high-multiplicity phase spaces.
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7.7 Closure Tests

Closure tests were performed, as in previous measurements [126], to validate the robustness
of the correction and unfolding procedure for all distributions and in all phase spaces used
in this analysis. For these tests, the full nominal correction procedure is applied to the MC-
based detector-level distributions, such as to reproduce the particle-level distribution that was
generated by the same MC tune. The residual difference between the generated and corrected
distributions is termed non-closure. A level of non-closure below 1% is typically considered to
be sufficient for the validation of the procedure; larger non-closures should be well understood,
and must then be taken as a source of systematic uncertainty on the given distribution.'® In
the following, the PYTHIA 8 A2 tune is employed for these tests; the equivalent results obtained
with different MC generators are given in Appendix A.6.3.2.

Figure 7.33 shows the closure tests for the most inclusive phase space at pp > 100 MeV
and ng, > 2. In the pr distribution shown in Figure 7.33c, the non-closure of ~ 6% at
100 < pt < 150 MeV is taken as an additional one-sided systematic uncertainty; this non-closure
is caused by momentum resolution and migration effects that are not fully accounted for by
the correction procedure, and not fully covered by the systematic uncertainty that was already
included to cover such effects. The non-closure of ~ 2% at 150 < pr < 200 MeV is symmetrised
and also added to the systematic uncertainty, while the non-closure at high pr is covered by
the statistical uncertainty. In addition, the 1 non-closure, even though well below 1 %, is taken
as an additional conservatively shaped systematic uncertainty; it is most pronounced in the
central and forward regions. The non-closure in the low-multiplicity region of the (pr) versus
nen distribution, which arises due to simplifications made in the unfolding procedure, is fully
taken as a conservatively shaped systematic uncertainty ranging from 1% to 4 %.

Figure 7.34 shows the closure tests for the phase space limited by pt > 500 MeV and n., > 1.
In the pr distribution shown in Figure 7.34c, the non-closure of ~ 1% at 500 < pr < 600 MeV
is taken as an additional systematic uncertainty, while the non-closure at high pr is covered
by the statistical uncertainty. In addition, the n non-closure, even though well below 1%,
is taken as an additional conservatively shaped systematic uncertainty. The non-closure of
~ 1.6 % in the multiplicity distribution at n., > 100, understood to be a consequence of the
imperfect performance of the unfolding procedure in the tails of the distribution, can be taken
as a systematic uncertainty, but it is completely negligible with respect to other systematic
contributions in this region. The non-closure in the (pr) versus n., distribution, which is
due to simplifications made in the unfolding procedure, is fully taken as a shaped systematic
uncertainty ranging from 0.5 % to 2 %.

Figures 7.35 to 7.37 show the closure tests for the high-multiplicity phase spaces at pp >
500 MeV and ng, > 6, 20 and 50. In the phase space limited by nq, > 6, the non-closure of

both 1 and pr remains well below 1%, except at high pr where the non-closure is covered by

19 With a hypothetically flawless correction and unfolding procedure, perfect agreement (i.e. zero non-closure)
would be achieved.
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Figure 7.33: Comparison of generated and fully corrected primary-charged-particle distributions for
simulated events (using PYTHIA 8 A2) with nq, > 2 and pr > 100 MeV as a function of
(a) pseudorapidity, 1, (b) transverse momentum, pr, (c) the charged-particle multiplicity
per event, ng,, and (d) average transverse momentum, (pt), versus multiplicity. The
non-closure at 100 < pr < 150 MeV is taken as an additional systematic uncertainty,
while the non-closure at high pr is covered by the statistical uncertainty. The non-closure
in the (pr) distribution is fully taken as a systematic uncertainty.
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Comparison of generated and fully corrected primary-charged-particle distributions for

simulated events (using PYTHIA 8 A2) with nq, > 1 and pr > 500 MeV as a function of
(a) pseudorapidity, 1, (b) transverse momentum, pr, (c) the charged-particle multiplicity
per event, ng,, and (d) average transverse momentum, (pt), versus multiplicity. The
non-closure at high pr is covered by the statistical uncertainty. The non-closure in the
(pr) distribution is fully taken as a systematic uncertainty.
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Figure 7.35: Comparison of generated and fully corrected primary-charged-particle distributions for
simulated events (using PYTHIA 8 A2) with nq, > 6 and pr > 500 MeV as a function of
(a) pseudorapidity, 7, and (b) transverse momentum, pr. The non-closure at high pr is
covered by the statistical uncertainty.

the statistical uncertainty. In the phase space limited by n., > 20, the non-closure of both 7
and pr increases slightly, and in the phase space limited by ng, > 50, non-closures of up to
~ 1% in the forward regions of the n distribution, and up to ~ 2% in the pr distribution at
several GeV, are found. All these non-closures are propagated to their final distributions as

conservatively shaped systematic uncertainties.

7.8 Total Systematic Uncertainties

The impact of individual sources of systematic uncertainty on the final results was assessed by
producing alternative results, mostly based on variations of the event weights, track weights
or unfolding matrices that were used in the correction procedure. The differences between
these alternative results and the nominal results were then taken as systematic uncertainties.
Ultimately, all these individual contributions, as well as the statistical uncertainties of the data
(which are always clearly dominated by the systematic uncertainties), were added in quadrature.
The resulting total uncertainties are shown in the final distributions in Section 7.9, as well as in
Appendix A.
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Figure 7.36: Comparison of generated and fully corrected primary-charged-particle distributions for
simulated events (using PYTHIA 8 A2) with nq, > 20 and pt > 500 MeV as a function
of (a) pseudorapidity, 7, and (b) transverse momentum, pr. The non-closure at high pr
is covered by the statistical uncertainty.

A breakdown of the sources of systematic uncertainty into the dominant components for
different distributions and phase spaces is shown in Figures 7.38 to 7.42. The labels in these

figures are referring to the following categories of systematic effects:

Material refers to the systematic uncertainty on the track reconstruction efficiency due to
incomplete knowledge of the material distribution in the ID (see Section 7.5.3.2). This was found
to be the leading uncertainty on the 7 distribution, and among the two leading uncertainties
in all other distributions. It reaches highest values at large pseudorapidities, low and high

transverse momenta, and high multiplicities.

Secondaries refers to the combined systematic uncertainty related to the estimated fractions
of non-primary tracks (see Section 7.4.2.2) and reconstructed strange baryons (see Section 7.4.3),
both of which contaminate the sample and were therefore subtracted. The total uncertainty of
both sources in the corrected pr distributions rises to as much as 3.5 % at the highest transverse

momenta, but it is never a dominant uncertainty.
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Figure 7.37: Comparison of generated and fully corrected primary-charged-particle distributions for
simulated events (using PYTHIA 8 A2) with nq, > 50 and pt > 500 MeV as a function
of (a) pseudorapidity, 1, and (b) transverse momentum, pr. The non-closure at high pr
is covered by the statistical uncertainty.

Cuts refers to the systematic uncertainty associated with different track selection efficiencies
in data and MC simulation (see Section 7.5.3.2). The total uncertainty from this source reaches
as much as 6 % at highest transverse momenta, and 5% at high multiplicities, which is however

still dominated by other categories.

Flat combines the systematic uncertainties associated with the trigger and vertex recon-
struction efficiencies (see Sections 7.5.1.1 and 7.5.2.2), the truth-matching algorithm (see
Section 7.5.3.2), the particle composition and the choice of physics list Section 7.5.3.2. However,

this category is dominated by other sources in all regions of the measured distributions.

Statistics refers to the statistical uncertainty on the track reconstruction efficiency, which

only affects the high-pr region with up to 2%. This is clearly not a dominant uncertainty.

pT-Spectrum refers to the systematic uncertainty associated to the different pp spectra in
the MC models and data (see Section 7.5.3.2). This effect dominates only in the high-multiplicity
range of the final ny, distribution in the ne, > 2, pr > 100 MeV phase space, reaching as much
as 13 %.
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Figure 7.38: Overview of different sources of systematic uncertainty on the primary-charged-particle
distributions as a function of (a) the pseudorapidity, 7, (b) transverse momentum, pr, (c)
multiplicity, nen, and (d) (pr) versus ne,, for events with ne, > 2 and pr > 100 MeV.

Bad Tracks refers to the combination of the one-sided systematic uncertainties associated
to the fraction of mis-measured high-pp tracks, which increases with transverse momentum
and pseudorapidity, and to high-pt momentum resolution effects. This category dominates in
the high-pr regions of the transverse-momentum distributions, and is negligible in all other

distributions.

Unfolding refers to the systematic uncertainty associated with the unfolding technique,
obtained by adding in quadrature the individual contributions from variations of the input
spectra and the unfolding matrix (including statistical variations of the matrix), as well as
non-closure effects in the nominal unfolding procedure (see Sections 7.6.2.1, 7.6.5.1 and 7.6.6.1
and Appendix A.5). This uncertainty dominates in the high-pt regions of the transverse-
momentum distributions where it reaches as much as 20 %, in the low- and high-n, regions of
the multiplicity distributions with up to 12 %, and in the entire range of the (pr) versus ngy

distribution.
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Figure 7.39: Overview of different sources of systematic uncertainty on the primary-charged-particle
distributions as a function of (a) the pseudorapidity, 7, (b) transverse momentum, pr, (c)
multiplicity, nen, and (d) (pr) versus ne,, for events with ne, > 1 and pr > 500 MeV.

A summary of the effect sizes of all categories on the final distributions is presented in
Table 7.16.

7.9 Results

Final-state distributions of stable charged particles are shown in Figures 7.43 to 7.47 for
all phase spaces listed in Section 7.3.1, and are compared to predictions of various QCD-
based phenomenological models [3]. The performance of three additional models (PYTHIA 6
INNSBRUCK2013 and two HERWIG++ tunes), which were not included in the 8 TeV publication,
is discussed in Appendix A.8.

7.9.1 Pseudorapidity Distribution

Figures 7.43a, 7.44a, 7.45a, 7.46a and 7.47a show distributions of the primary-charged-particle
yield as a function of pseudorapidity, 1/Ney - dNep /dn. The distribution measured in the ng, > 2
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Figure 7.40: Overview of different sources of systematic uncertainty on the primary-charged-particle
distributions as a function of (a) the pseudorapidity, 1, (b) transverse momentum, pr,
for events with ng, > 6 and pr > 500 MeV.
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Figure 7.41: Overview of different sources of systematic uncertainty on the primary-charged-particle
distributions as a function of (a) the pseudorapidity, 7, (b) transverse momentum, pr,
for events with ne, > 20 and pt > 500 MeV.

and pt > 100 MeV phase space has a more variable shape than those in the phase-space regions
with pp > 500 MeV, and reaches maxima around |n| =~ 1.7. In the latter phase spaces, the
distribution shows a plateau within |n| < 1.5 that shrinks to |n| < 1.0 at the ng, > 50 threshold.
The small fluctuations at higher absolute pseudorapidities (where a smooth distribution would
be expected) suggest imperfections in the material description; these possible effects are however
compatible with the total systematic uncertainty.

In the most inclusive selection (ne, > 2, pr > 100 MeV), the Epos LHC and PyTHIA 8
MoNASH models describe the data well, whereas PYTHIA 8 A2 and QGSJET-II underestimate
the charged-particle density. Such discrepancies are not surprising, though, as the given MC

models were mostly tuned to measurements at higher transverse-momentum thresholds of



160 Charged-Particle Distributions in pp Collisions at /s = 8 TeV

5 105 - 3 120 — — .
§ 1,045 p, > 500 MeV, | n|< 25, n,, >50 3 £ 118 P, >500 MeV, | n|< 25, ng, >50 3
X = | c E |
o 1.04F 0 e Total - = 116 e Total -
£ E —— Material (s=8Tev E 2 E —— Material o= 8TeV ]
5 1.035 = - Secondaries 3 g 1.14F — - Secondaries 3
+* £ - Cuts = = E == Cuts 3
c 1.03 === Flat 3 S 112 == Flat 3
3 E Unfolding B E Statistics ]
%1.02557 = 1.4 Unfolding =
5 1.025 ... & 1.08F =
£ E = E B
51.015; E 1.06; =
‘\% 1.01; ; 1.04 -
0 1.005E = ~rrmdztnsnrinsfenanratn R s AannT = 1.02F —
[ T T N T T P A T 1& 3
éS 2 15 1 -05 0 05 1 15 2 25
P, [GeV]
(a) (b)

Figure 7.42: Overview of different sources of systematic uncertainty on the primary-charged-particle
distributions as a function of (a) the pseudorapidity, 1, (b) transverse momentum, pr,
for events with ng, > 50 and pt > 500 MeV.

Category Nch > 2, pr > 100 MeV Neh > 1, pr > 500 MeV
Neh U] pr (pT)  Nen U] pr (pT)

Material 0-10 1.6-34 1-8 0.5-0.85 0-10 09-1.8 1.5-4.7 0-0.25
Secondaries* 0-2 0304 0335 001 0-3 03035 0335 0-0.05

Cuts 04 0.5-0.8 0.56 0-0.15 0-5 0.4-0.5 0.5-6  0-0.15
Flat** 0-4 0506 04-1.1 0-0.15 0-5 05-0.55 05-1.2 0-0.1
Statistics 0-2 0-2 0-0.1
pT-Spectrum  0-13 0-0.25 0-0.5 0-0.05
Bad Tracks 0-25 0-25 0-0.1

Unfolding** 1.5-12 0.3-0.6 1-20 14 1-9 0.4 1-20 0.5-2.2

Table 7.16: Summary of total systematic uncertainties on final corrected distributions in the ng, > 2,
pr > 100 MeV and ng, > 1, pr > 500 MeV phase spaces. For each systematic category
and type of distribution, the range of the relative systematic errors is given in percent. (*)
This category combines effects due to non-primary and strange baryon corrections. (**)
This category combines effects due to trigger and vertex reconstruction efficiency, truth
matching, particle composition, and choice of physics list. (***) This category includes
non-closure effects.

pr > 500 MeV. EpP0s LHC also describes the plateau region of the distributions well in
the phase spaces limited by pr > 500 MeV, except for the ng, > 20 selection; it predicts
higher densities at |n| > 1.7. The QGSJET-II model consistently overestimates the data at
pt > 500 MeV, as does the PYTHIA 8 MONASH tune except at ne, > 50. PYTHIA 8 A2 tends
to underestimate the data at n., > 1,50 but gives a very good description of the plateau regions
at ne, > 6, 20.
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Figure 7.43: Distributions of primary charged particles in events for which n¢, > 2, pr > 100 MeV
and |n| < 2.5 as a function of (a) pseudorapidity, i, (b) transverse momentum, pr, (c)
multiplicity, nen, and (d) average transverse momentum, (pt), versus multiplicity. The
data (markers) are compared to several particle-level predictions made by MC generator
models (curves). The total uncertainty on the data is represented by shaded areas. Plots
taken from Ref. [3].
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Figure 7.44: Distributions of primary charged particles in events for which nq, > 1, pr > 500 MeV
and |n| < 2.5 as a function of (a) pseudorapidity, i, (b) transverse momentum, pr, (c)
multiplicity, n.n, and (d) average transverse momentum, (pr), versus multiplicity. The
data (markers) are compared to several particle-level predictions made by MC generator
models (curves). The total uncertainty on the data is represented by shaded areas. Plots
taken from Ref. [3].
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Figure 7.45: Distributions of primary charged particles in events for which ng, > 6, pr > 500 MeV and
|n| < 2.5 as a function of (a) pseudorapidity, 7, and (b) transverse momentum, pr. The
data (markers) are compared to several particle-level predictions made by MC generator
models (curves). The total uncertainty on the data is represented by shaded areas. Plots
taken from Ref. [3].

7.9.2 Transverse-Momentum Distribution

Figures 7.43b, 7.44b, 7.45b, 7.46b and 7.47b show normalised distributions of the primary-
charged-particle yield as a function of transverse momentum, 1/(27ppNey) - d2Ne, /(dn dpr).
While none of the considered models is found to be fully consistent with the experimental data,
the PYTHIA 8 MONASH tune provides a very good description above pp > 1 GeV, including the
nen > 50 selection for which the other models provide significantly worse descriptions with rising
pr. The low-pr region of the data (below pp < 1 GeV) is best described by Epos LHC, and
underestimated by the other models; this is particularly the case for the ne, > 2, pp > 100 MeV
phase space. However, EPOs LHC begins to underestimate the data from pp 2 5 GeV onwards
in the phase spaces limited by n., > 20 and 50. Fair predictions are made by PYTHIA 8
A2 below pr < 6 GeV, however at higher transverse momenta large deviations of as much as
20-30 % are found. The QGSJET-II approach does not describe the distributions well, and gives
particularly large deviations at higher transverse momenta from pp > 2 GeV onwards.
Additional linear and logarithmic variations of these transverse-momentum distributions are

shown in Appendix A.7.
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Figure 7.46: Distributions of primary charged particles in events for which n., > 20, pr > 500 MeV
and |n| < 2.5 as a function of (a) pseudorapidity, 7, and (b) transverse momentum,
pr. The data (markers) are compared to several particle-level predictions made by MC
generator models (curves). The total uncertainty on the data is represented by shaded
areas. Plots taken from Ref. [3].

7.9.3 Charged-Particle Multiplicity Distribution

The multiplicity distributions of primary charged particles, 1/Ney - dNey/dnen, are presented in
Figures 7.43¢ and 7.44c for the two main phase spaces considered in this analysis: (1) ne, > 2,
pr > 100 MeV and (2) ng, > 1, pr > 500 MeV. After an initial rise, both distributions reach
their maxima around ng, =~ 9 and ng, = 2, respectively, followed by a steeply falling spectrum.
Again, none of the considered models is found to be fully consistent with the experimental
results. However, the predictions made by Epos LHC are in good agreement with the data
in the ng, > 2, pr > 100 MeV phase space, with deviations not exceeding 20 %; this is also
the case in the ng, > 1, pr > 500 MeV phase space for multiplicities up to nq, =~ 100. The
PyTHIA 8 tunes do not predict the low-n.y, regions very well, provide reasonable descriptions at
intermediate multiplicities, and significantly underestimate the high-multiplicity regions. The
QGSJET-II model shows the largest deviations and clearly overestimates the event yield at high
multiplicities.

Additional linear and logarithmic variations of these charged-particle multiplicity distribu-

tions are shown in Appendix A.7.
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Figure 7.47: Distributions of primary charged particles in events for which n., > 50, pp > 500 MeV
and |n| < 2.5 as a function of (a) pseudorapidity, n, and (b) transverse momentum,
pr. The data (markers) are compared to several particle-level predictions made by MC
generator models (curves). The total uncertainty on the data is represented by shaded
areas. Plots taken from Ref. [3].

7.9.4 Average Transverse Momentum as a Function of n,

Final results for the (pr) versus ng, distribution are shown in Figures 7.43d and 7.44d for the
two main phase spaces. In both cases the (pr) is found to increase with multiplicity, with a
steeper rise within 10 < ng, < 40 and nq, < 20, respectively. This dependence can be attributed
to colour coherence effects that are more prominent at higher multiplicities, where typically
several MPI mechanisms contribute to the event. Without colour coherence effects, the produced
final-state particles would share approximately the same pp on average, regardless of the total
multiplicity. Though if such effects are considered, the multiplicity rise due to MPI is limited
by the the process of colour reconnection (see Sections 2.3.2 and 2.5.1). The same energy is
then shared among fewer additional particles, which effectively increases the average pp. Colour
reconnection is simulated by the PYTHIA 8 and EPOs models, which predict a (p) versus ny
distribution similar to that observed in the data. Here Epos LHC performs particularly well in
the pt > 100 MeV phase space. The effect is not accounted for by QGSJET-II, which therefore

wrongly predicts an almost constant (pr).
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7.9.5 Comparison of Central Charged-Particle Densities at |n| < 0.2

The central primary-charged-particle density per unit pseudorapidity is considered to be a highly
significant observable in minimum-bias studies, as its evolution with centre-of-mass energy can
be easily studied and compared with predictions made by MC event-generator models. Here it
is calculated as the average density within the |n| < 0.2 interval of the NLW%V—;}‘ distribution.
The obtained values for all phase-space regions considered in this study, for particles with mean
lifetime 7 > 300 ps (thus excluding strange baryons), are shown in Table 7.17. The values are
compared to those obtained with the previously used fiducial definition, 7 > 30 ps, using an
extrapolation factor of 1.012 + 0.004 (for pp > 100 MeV) or 1.025 £ 0.008 (for pp > 500 MeV),
which accounts for the fraction of charged strange baryons predicted by EPos LHC simulation
(see Section 7.4.3.2). The results of the measurements at /s = 13 TeV [137,138] are also shown

for comparison.

Energy Phase Space 1/Nev - dNen/dn at |n| < 0.2
Vs Neh > pr > 7 > 300 ps (fiducial) 7 > 30ps (extrapolated)
8 TeV 2 100 MeV  5.644 + 0.003 (stat) £ 0.103 (syst)  5.710 = 0.003 (stat) =+ 0.105 (syst)
8 TeV 1 500 MeV  2.477 £ 0.001 (stat) & 0.031 (syst)  2.538 & 0.001 (stat) + 0.036 (syst)
8 TeV 6 500 MeV  3.684 £ 0.002 (stat) & 0.036 (syst)  3.775 £ 0.002 (stat) £ 0.046 (syst)
8 TeV 20 500 MeV  6.501 £ 0.005 (stat) & 0.054 (syst)  6.662 + 0.005 (stat) £ 0.074 (syst)
8 TeV 50 500 MeV  12.398 4 0.032 (stat) & 0.142 (syst) 12.705 & 0.032 (stat) - 0.174 (syst)
13TV 2 100 MeV  6.422 & 0.002 (stat) = 0.096 (syst)  6.500 =+ 0.002 (stat) = 0.099 (syst)
13TV 1 500 MeV  2.874 & 0.001 (stat) & 0.033 (syst)  2.943 =+ 0.001 (stat) = 0.042 (syst)

Table 7.17: Central primary-charged-particle density 1/Ney - dNen/dn at |n] < 0.2 for the five different
phase spaces considered in this study at /s = 8 TeV [3]. The results are given for the
fiducial definition 7 > 300 ps, as well as for the previously used fiducial definition 7 > 30 ps
using extrapolation factors to account for the fraction of charged strange baryons predicted
by Epos LHC simulation. Available numbers from new ATLAS studies at /s = 13 TeV
are added for comparison [137,138].

Using only the previously used definition 7 > 30ps (thus including strange baryons), a
comparison of results for all phase-space regions and all energies available from ATLAS Minimum
Bias analyses [3,126,137,138] is shown in Table 7.18. In the two main phase spaces the total
systematic uncertainties have been reduced by as much as 30-40 % in the presented 8 TeV study

with respect to the previous measurement at /s = 7 TeV.

The centre-of-mass energy evolution of the charged-particle multiplicity per unit pseudo-
rapidity at |n| < 0.2 is shown in Figure 7.48 for the three main phase spaces (pr > 100 MeV,
Nen > 2), (pr > 500 MeV, ng, > 1), and (pr > 500 MeV, ng, > 6). Results from other available
ATLAS measurements are shown in addition to those measured in this study. In order to make
consistent comparisons with the previous measurements, the results at /s = 8 and 13 TeV are

extrapolated for compatibility with the previously used fiducial definition 7 > 30 ps. The results
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Phase Space Energy 1/Ney - dNgn/dn at |n| < 0.2

Neh > pT > Vs [TeV] 7 > 30 ps (extrapolated)
0.9 3.483 = 0.009 (stat) = 0.106 (syst)
2 100 MeV 7 5.630 £ 0.003 (stat) + 0.169 (syst)
5.710 + 0.003 (stat) % 0.105 (syst)
13 6.500 £+ 0.002 (stat) = 0.099 (syst)
0.9 1.343 £ 0.004 (stat) = 0.027 (syst)
2.36 1.740 + 0.019 (stat) £ 0.058 (syst)
1 500 MeV 7 2.423 £ 0.001 (stat) % 0.050 (syst)
8 2.538 + 0.001 (stat) + 0.036 (syst)
13 2.943 £ 0.001 (stat) % 0.042 (syst)
0.9 2.380 £ 0.009 (stat) &+ 0.027 (syst)
6 500 MeV 7 3.647 £ 0.002 (stat) =+ 0.052 (syst)
3.775 + 0.002 (stat) =+ 0.046 (syst)
20 500 MeV 8 6.662 % 0.005 (stat) =+ 0.074 (syst)
50 500 MeV 8 12.705 + 0.032 (stat) £ 0.174 (syst)

Table 7.18: Central charged-particle density 1/Ney, - dNew/dn at || < 0.2 (for particles with mean
lifetime 7 > 30 ps, thus including strange baryons) for the five different phase-space regions
considered in this study [3], compared with values from studies at different centre-of-mass
energies where results are available [126,137,138]. The results at /s = 8 and 13 TeV are
extrapolated by factors to account for the fractions of strange baryons predicted by EpPos
LHC simulation.

are compared with predictions made by various MC event-generator models, and among these
the EPos LHC tune is found to describe the data best, followed by predictions made by the
PyTHIA 8 tunes. As for previous spectra, the predictions made by the QGSJET-II model tend
to disagree with the data, although this tune also generally reproduces the energy dependence

of the central charged-particle density.

7.10 Conclusion

This study presents measurements of distributions of primary-charged-particle multiplicities as
well as pseudorapidity and transverse momentum spectra, based on 160 pb~! of data produced
in pp collisions at /s = 8 TeV that were recorded by ATLAS using a minimum-bias trigger.
Novel results in high-multiplicity phase spaces are also presented, which have hitherto not been
measured by ATLAS. Compared with previous studies at lower collision energies, a new fiducial
definition of stable primary charged particles was employed to reduce model dependences. The

presented measurements are found to have the highest precision of all ATLAS Minimum Bias
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Figure 7.48: Evolution of the average primary-charged-particle multiplicity per unit of pseudorapidity
at |n| < 0.2 with rising centre-of-mass energy. Results are shown for the phase spaces (a)
(pr > 500 MeV, ne, > 1) and (b) (pr > 100 MeV, na, > 2), (pr > 500 MeV, ne, > 1)
and (pr > 500 MeV, ng, > 6). The results at /s = 8 and 13 TeV are extrapolated to
include strange baryons, using factors derived from Erpos LHC simulation. The data
(markers) are compared to several particle-level predictions made by MC generator models
(curves). The total uncertainty on the data is shown by vertical error bars. Plots taken
from Refs. [3,138].

measurements of pp collisions from the Run-1 data-taking period at the LHC, thanks to a
significant reduction of the leading systematic uncertainty, thus providing a powerful test of
QCD-based models and contributing to their further improvement. The data were compared
with other available measurements and with predictions made by four different MC models:
PyTHIA 8 A2, PyTHIA 8 MONASH, EPOs LHC and QGSJET-I1.

In the most inclusive phase space at pr > 100 MeV and ng, > 2, the Epos LHC tune
models all measured distributions of the 8 TeV data far more accurately than QGSJET-II and
both PYTHIA tunes, among which the PYTHIA 8 MONASH tune makes significantly better
predictions than PYTHIA 8 A2. The advantage of Epos LHC over its competitors is most
pronounced in the multiplicity distribution (where both PYTHIA tunes fail to describe the
low-ngy, as well as high-ng, regions of the spectrum) and in the lower end of the pr distribution.
The Epos LHC tune also does an excellent job at modelling the n distribution and the (pr)
versus n., distribution.

In the phase spaces with higher momentum threshold at pp > 500 MeV, the PYTHIA 8 A2
and Epos LHC tunes describe the pseudorapidity distributions best, while among all considered
models QGSIJET-I1 consistently shows the worst performance; all models tend to predict a flatter
n distribution than found in the data. In the high-multiplicity phase spaces at ng, > 20 and

especially n., > 50, the high-pr tails are increasingly misrepresented by all generators except
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PyTHIA 8 MONASH, which exhibits a stable performance in modelling the pr distribution with
good accuracy. The multiplicity distribution in the pt > 500 MeV phase spaces is well described
by PYTHIA 8 A2 up to ng, =~ 60, while PYTHIA 8 MONASH exhibits difficulties to model the
low-ng, region; again both PYTHIA 8 tunes fail to describe the high-multiplicity tails. On
average FKEPOS LHC does a fair job in modelling this distribution, however it predicts a too high
event rate between 40 < n¢, < 70 and a too low event rate in the high-multiplicity tails beyond
nen > 100. The (pr) versus ng, distribution is modelled reasonably well by PYTHIA 8 MONASH
followed by EPos LHC (which predicts a slightly too low average transverse momentum) and
PyTHIA 8 A2. The QGSJET-II tune shows the worst performance of all considered models.

In summary, none of the compared tunes clearly stands out for the pp > 500 MeV phase
spaces; the lower multiplicity thresholds favour PYTHIA 8 A2 over PYTHIA 8 MONASH, and
vice versa for the higher multiplicity thresholds, while EPOs LHC shows a fair performance
in modelling all final distributions. However in the most inclusive pp > 100 MeV phase space,
the best performance is clearly achieved by the EPos LHC tune, followed by the PYTHIA 8
MONASH and PYTHIA 8 A2 tunes.

The performances of three additional MC tunes are discussed in Appendix A.8.
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Chapter 8
Summary and Outlook

Summary of Results This thesis presents measurements of primary-charged-particle dis-
tributions from inelastic pp collisions at /s = 8 TeV centre-of-mass energy recorded with the
ATLAS detector at the LHC in 2012. A minimum-bias trigger was utilised to select events
that correspond to a dataset with 160pb~! integrated luminosity. Data-driven as well as
simulation-based corrections for detector effects were applied to the reconstructed data.

The presented measurements introduce a new fiducial definition for stable primary charged
particles, given by a mean lifetime of 7 > 300 ps instead of the previously used definition
7 > 30ps. This change, which has also been implemented by the analogous new 13 TeV
measurements, was required to reduce model-dependent uncertainties due to different predicted
fractions of strange baryons by the MC generators, as these particles have very low reconstruction
efficiencies. This source of systematic uncertainty, arising from particle composition, has
previously not been taken into account. For comparison with previously published results,
a simulation-based extrapolation was performed to obtain central charged-particle densities
following the previously used fiducial definition.

A high precision of the results was made possible by detailed studies of the ID material,
including measurements of the SCT extension efficiency to probe the material between the
Pixel and SCT detectors. These studies led to an improved final Run-1 geometry description of
ATLAS with a decreased material uncertainty of +5 %, which benefits a wide range of Run-1 as
well as Run-2 physics analyses. Owing to these improvements in understanding the ID material,
a reduction of the leading systematic uncertainty of the presented 8 TeV measurements by as
much as 50 % with respect to earlier measurements at lower energies up to 7 TeV was achieved.

Distributions of primary-charged-particle multiplicity (ney ), pseudorapidity () and transverse-
momentum (pr) distributions, and average transverse-momentum spectra as a function of
multiplicity, are presented in five different phase spaces. These include event selections at high
multiplicities which have hitherto not been measured by ATLAS. In the most inclusive phase
space, pr > 100 MeV and n, > 2, the central charged-particle density 1/Ney - dNen/dn|jy<0.2
was measured to be 5.64 + 0.10. In the phase spaces with a higher transverse-momentum
threshold, given by pr > 500 MeV and ng, > 1, 6, 20 and 50, the central charged-particle
densities were measured to be 2.477+0.031, 3.68 +0.04, 6.50+0.05 and 12.4040.15, respectively.
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The extrapolated result corresponding to the previously used fiducial definition, 7 > 30 ps,
was 5.7110.11 for the most inclusive phase space. In the phase spaces with the higher transverse-
momentum threshold, the central charged-particle densities were determined to be 2.54 + 0.04,
3.78 £0.05, 6.66 + 0.07 and 12.71 £ 0.18, respectively. These results provide the most precise
ATLAS measurements of primary-charged-particle distributions using data from Run-1 of the
LHC. The total systematic uncertainties of the main results quoted above are as much as
30-40 % smaller than the previous highest-precision ATLAS measurements at lower energies.

The data were compared with predictions made by various MC generator models, and the
overall best description of the data was found to be given by the Eros LHC model, followed
by the PYTHIA 8 A2 and MONASH models. EPOs LHC predictions describe the data better
than other tunes in the low-momentum regime of the most inclusive measured phase space,
pr > 100 MeV and ng, > 2, and therefore also give the most accurate prediction of the central
charged-particle density in this phase space. However, the PYTHIA 8 MONASH tune provides the
most accurate description of the data above pr > 1 GeV in all measured transverse-momentum
distributions, where other models show large discrepancies especially towards high pr. The Epos
LHC model makes the best predictions of the energy evolution of the central charged-particle
density in the three phase spaces which have been measured by ATLAS at centre-of-mass
energies between 0.9 and 13 TeV, followed by both PYTHIA 8 tunes. Among all considered
models, the QGSJET-II tune shows the largest discrepancies with respect to the data.

Impact and Outlook The results of the presented 8 TeV measurements of primary-charged-
particle distributions were recently published in Ref. [3], and provide valuable constraints for
future tuning efforts and a better understanding of soft-QCD physics models. Owing to their
better precision with respect to earlier measurements, these measurements can thus be regarded
as partially superseding previous results at 7 TeV centre-of-mass energy. They are therefore
expected to provide a new standard for the tuning of MC generator models together with the
analogous new Run-2 measurements at 13 TeV [135,137,138|. The Run-2 measurements face
new challenges compared to Run-1, in particular a modified ID geometry with the new IBL.
While imperfect knowledge of the updated geometry and material description introduced a
new source of systematic uncertainty, the new Run-2 measurements benefit from the improved
reconstruction performance due to the IBL, and from the reduced overall material uncertainty
of the ID thanks to the efforts made during Run-1, including the material studies presented in
this thesis. It can therefore be expected that future measurements of primary-charged-particle
distributions will yield results with even higher precision, which can provide better constraints
for the tuning of phenomenological soft-QCD models. All of these studies are expected to make

significant contributions to our understanding of non-perturbative QCD physics.



Appendix A

Additional Plots for the Charged-Particle

Density Measurement

A.1 Additional studies of MBTS trigger efficiencies

During the low-mu run 200805 all MBTS trigger modules were fully operational, and the small
differences between their individual efficiencies were thus neglected.

The stability of the MBTS trigger efficiencies during the low-g run 200805 was assessed
by studying the possible dependence of average trigger efficiencies on the luminosity blocks
(LB). The efficiencies of both triggers (L1_MBTS_1 and L1_MBTS_2) were calculated separately
for each LB from the range used in the analysis (215 < LB < 395), using a standard sample
of events triggered by EF_mbSpTrk. Within uncertainties, no obvious systematic deviation
from a common constant value was found in any LB subrange. The fit of a possible linear
dependence shows only a tiny increase of the efficiency: during the whole run, the average
efficiency increases from 0.99758 to 0.99790 (i.e. by 0.00032) for L1_MBTS_1, and from 0.99382
to 0.99417 (i.e. by 0.00035) for L1_MBTS_2. These systematic increases in the sub-per-mille
region can be considered negligible, as they are smaller than statistical fluctuations and other
uncertainties of the calculated efficiencies, and would only have a completely negligible impact

on the final results of this analysis.

A.2 Additional studies of vertex reconstruction efficiency

A.2.1 Comparison of MC tunes

A comparison of vertex reconstruction efficiencies between the different MC tunes and data is
shown in Figure A.1. The differences between MC tunes stem from different double-, single-
and non-diffractive compositions in each tune. Non-diffractive events have the highest efficiency,

which is significantly higher than the efficiencies in single- and double-diffractive events.

A.2.2 Comparison with previous analyses

A comparison of vertex reconstruction efficiencies between the current analysis at /s = 8 TeV

and previous analyses at /s = 0.9 and 7 TeV is presented in Figure A.2.
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Figure A.1: Vertex reconstruction efficiency for different MC tunes and data in (a) the pr > 100, ne, >
2 and (b) the pt > 500, nq, > 1 phase space. The errors represent statistical fluctuations
in the samples.
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Figure A.2: Vertex reconstruction efficiency as a function of ng, compared with previously studied
centre-of-mass energies for (a) the pr > 100, n, > 2 and (b) the pp > 500, ne, > 1 phase
space. The statistical errors are comparable with the size of the line.

A.2.3 Detailed study of efficiencies in low-multiplicity events

The Azg‘m parameterisation of the vertex reconstruction efficiency in events with ng = 2 in

the most inclusive phase space (pr > 100 MeV) is shown in Figure A.3 for data and Figure A.4
for MC simulation. The Azomi“ dependence increases at lower p%in. The parameterisation is

therefore subdivided into several p%ﬁn categories, and inclusive distributions for the entire range

of events are also given.
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Figure A.3: Vertex reconstruction efficiency in data events with ng = 2 in the most inclusive

min min

phase space (pr > 100 MeV) as a function of Az", separated by pp'™ categories: (a)
100 < piin < 125 MeV, (b) 125 < piin < 150 MeV, (c) 150 < piin < 175 MeV, (d)
175 < piin < 200 MeV, (e) p2i® > 200 MeV, and (f) inclusive distribution of all events.
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Figure A.4: Vertex reconstruction efficiency in MC simulation events with ng, = 2 in the most inclusive
phase space (pr > 100 MeV) as a function of Az"", separated by p®=i® categories: (a)
100 < piin < 125 MeV, (b) 125 < pit < 150 MeV, (c) 150 < pin < 175 MeV, (d)
175 < piin < 200 MeV, (e) p2i® > 200 MeV, and (f) inclusive distribution of all events.
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Figure A.5: Track reconstruction efficiency as a function of (a) n or (b) pr of the track, comparing
the PyTHIA 6 AMBT2B and PYTHIA 8 A2 tunes in the p > 100 MeV phase space.
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Figure A.6: Track reconstruction efficiency as a function of (a) n or (b) pr of the track, comparing
the EPos LHC and PYTHIA 8 A2 tunes in the pr > 100 MeV phase space.

A.3 Additional studies of track reconstruction efficiency

A comparison of track reconstruction efficiencies between the different MC tunes is shown in
Figure A.5 and Figure A.6. From the differences in p to the baseline PYTHIA 8 A2 tune, a
systematic uncertainty between 0.2 — 1.0% due to particle composition can be derived. The
differences in 7 result mainly from the different pr spectra of the MC generators, which are
folded into the 7 distribution.

A comparison of track reconstruction efficiencies of positively and negatively charged particles
is shown in Figure A.7. The systematic uncertainties due to different ratios of positively and
negatively charged reconstructed tracks in data and MC have been evaluated and were found to

be negligible.
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Figure A.7: Track reconstruction efficiency of positively and negatively charged particles as a function
of (a) g or (b) pr of the track in the pr > 100 MeV phase space.
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Figure A.8: Difference in track reconstruction efficiency between the old and new physics lists, QGSP
and FTFP, as a function of (a) n or (b) pr of the track.

The impact of the new choice of the physics list for MC simulation, which was changed from
FTFP to QGSP, on the track reconstruction efficiency is shown in Figure A.8. The difference
between the two physics lists is assigned as a flat systematic uncertainty of 0.3 %, which is a
conservative estimate. The main source for this difference is found in the improved simulation
of antiprotons in the FTFP physics list, resulting in a higher track reconstruction efficiency of

these particles.

A.4 Additional detector performance plots

Figure A.9 shows the average number of hits per track in the innermost Pixel layer-0 and the
whole Pixel detector, as well as the average number of hits and inactive modules per track in

the SCT detector, respectively, for detailed transverse momentum pr regions of reconstructed
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Figure A.9: Data/MC comparison of the average number of hits per track in the (a,d,g) innermost

layer of the Pixel detector, (b,e;h) whole Pixel detector, and (c,f,i) average number of hits
and inactive modules per track in the SCT detector, for detailed transverse momentum pr
regions of reconstructed tracks: (a-c) 100 < pr < 200 MeV, (d-f) 200 < pr < 300 MeV,
(g-1) pr > 300 MeV.
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tracks. The distributions show good agreement between data and MC simulation, with slight
discrepancies due to imperfect modelling of detector conditions in MC simulation. The effect
of these discrepancies on the track reconstruction efficiency and its systematics is found to be

negligible.

A.5 Unfolding tests

The full correction procedure for the charged-particle multiplicity spectrum includes a Bayesian
unfolding technique as described in Section 7.6.2. While this procedure is designed to be
independent of the choice of employed physics models, migration effects into and out of the
region of analysis can still introduce non-negligible model-dependence effects. For example, a
model-dependent variation in the expected transverse-momentum distributions with multiplicity
can change the probabilities to observe various multiplicities of selected tracks, nge, for a given

true multiplicity value, ngy, thus affecting the migration matrix.
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Figure A.10: Distributions of charged-particle multiplicity before unfolding. Data are compared to
PyTHIA 8 A2 (black), PyTHIA 8 A2 for which the true multiplicity distribution is
reweighted (green, see Section A.5.1), PYTHIA 8 A2 for which the diffractive contributions
are rescaled (red, see Section A.5.2), PyTHIA 6 AMBT2B (blue), EPos LHC (yellow).

Figure A.10 presents multiplicity distributions of reconstructed tracks in various MC models
and data prior to the unfolding step. None of the models can perfectly reproduce the data. The
robustness of the correction procedure to different model assumptions was therefore evaluated

via closure tests, using MC spectra as pseudo-data, with different techniques:

1. a data-driven method,
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2. a variation of diffractive components,

3. unfolding QCD-based models with other models.

The effective efficiency factor used in the final step as a correction for migrations over the
boundary of the analysis region is adjusted for each considered model; the values used range

from 0.658 to 0.668 in the most inclusive phase space, as given in Table 7.15.

A.5.1 Data-driven reweighting of multiplicity spectra
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Figure A.11: The charged-particle-multiplicity spectra for reweighted PYTHIA 8 A2-generated events:
(a) Unfolded with the nominal migration matrix obtained with unweighted events; the
dashed line represents the unfolded pseudo-data following full convergence of the method,
and the solid line represents the closure test of the nominal distribution. (b) Unfolded
with adjusted relative diffractive contributions; the data are unfolded with the nominal
migration matrix obtained with unweighted events.

A truth-level reweighting of the PYTHIA 8 A2 multiplicity distribution, using a smooth
reweighting function, was made such that a good description of the data was achieved at the
detector level. Figure A.10 shows the multiplicity spectrum, obtained after applying event
and track weights, compared with multiplicity-weighted and unweighted events generated with
PyTHIA 8 A2. The nominal spectrum was used to extract the migration matrix, and the
reweighted spectrum was used as pseudo-data. Figure A.11a shows the results of the reweighting

procedure. After five iterations of the unfolding procedure, the unfolded distribution agrees well
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with the reweighted truth-level distribution, implying a sensitivity to variations in the migration

matrix of up to ~ 2% for each bin.

A.5.2 Variation of diffractive contributions

A reweighting of the different diffractive components can also change the shape of the predicted
multiplicity distribution. For this work, a rescaling of the relative contributions (by a factor
1.5) of the single- and double-diffractive cross sections were made to the PYTHIA 8 A2 model.
As shown in Figure A.10, the reweighted model achieves a better description of the data. This
diffraction-adjusted multiplicity distribution was used as pseudo-data, and the unfolding was
performed in three iterations, using the nominal migration matrix. Figure A.11b shows that the
unfolding reproduces the true spectra to less than ~ 1%. The apparent non-closure at high

multiplicity (n., > 100) can be attributed to statistical uncertainties.

A.5.3 Unfolding QCD-based models with other models
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Figure A.12: Unfolded distributions of charged-particle multiplicities at low multiplicities (a) and over
the full multiplicity range (b). Data from Epos LHC are used as pseudo-data and the
unfolding is made with the nominal migration matrix from PYTHIA 8 A2. The unfolded
distribution of PYTHIA 8 A2 using the nominal migration mixture is also shown as a
cross check of the unfolding procedure.
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Figure A.13: Unfolded distributions of charged-particle multiplicities at low multiplicities (a) and over
the full multiplicity range (b). Data from PYTHIA 6 AMBT2B are used as pseudo-data
and the unfolding is made with the nominal migration matrix from PyTHIA 8 A2. The
unfolded distribution of PYTHIA 8 A2 using the nominal migration mixture is also
shown as a cross check of the unfolding procedure.

As a further test of the unfolding robustness, one MC model can be used as pseudo-data
while another model provides the migration matrix for the unfolding procedure. Using the
nominal migration matrix derived from the unweighted PYyTHIA 8 A2 data, pseudo-data from
Eros LHC and PyTHIA 6 AMBT2B were unfolded with three and five iterations, respectively.
The results of the unfolding for EPos LHC (PyTHiA 6 AMBT2B) are shown in Figure A.12
(A.13). A non-closure within < 3% is obtained, except at very low and high multiplicities. As a
cross-check of the unfolding procedure, the results of the unfolding of PyTHIA 8 A2 using the

nominal matrix are also shown, giving almost complete closure.

A.5.4 Conclusion of Unfolding Tests

The robustness of the unfolding procedure has been tested and quantified using three techniques,
of which the first (data-driven) method was found to be the most representative estimate for
the systematics of the unfolding procedure. Taking also the other techniques into account, the
systematic uncertainty due to unfolding (including systematics due to statistical fluctuations in

the unfolding matrix) is estimated by 1.5% up to 12 % in the most inclusive phase space, and
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1% up to 9% in the phase space with the higher transverse-momentum threshold pt > 500 MeV,
with highest systematic uncertainties applied to the highest-multiplicity event categories (see
Figure 7.38c and Figure 7.39¢ in Section 7.8). It is taken into account as one of the contributions
to the overall systematic uncertainty of the unfolded charged-particle multiplicity spectra.
The same techniques are applied to determine the unfolding systematics of the final pr
spectra; their total unfolding systematics are also shown in Figures 7.38b to 7.42b in Section 7.8

and are taken into account in the final results.

A.6 Stability Tests of Charged-Particle Density Measurements

A.6.1 Beamspot Properties during data-taking in Run 200805

In order to assess the stability of the results in the charged particle density measurement
at /s = 8 TeV, as a preliminary step the beam-spot properties from the low-p run 200805
were analysed. It was found that the beam-spot z coordinate moves by a few mm during the
luminosity block range with good data quality (215 < lbn < 395) while the beam-spot size
remains approximately constant. Figure A.14 shows various parameters of the beam-spot during

run 200805 as a function of the luminosity block.

A.6.2 Analysis Results with Subsets of 1/s = 8 TeV Data

In order to assess the stability of the results in the charged particle density measurement at
/s = 8 TeV, the analysis was conducted with subsets of the data from the low-p run 200805,
based on the average number of interactions per bunch crossing p in each luminosity block,
as shown in Figure 7.1. It was found that the inclusive as well as the central charged particle
multiplicity in the pr > 100 MeV phase space remains stable during the run, as well as in

different p-intervals.

A.6.2.1 Detector-Level Distributions for Subsets of the Data

Figure A.15 shows the raw detector-level distributions of charged particles using different subsets
of the data. The distributions show good agreement, except for fluctuations at high pr.

A.6.2.2 Comparison of Final Distributions for Subsets of the Data

Figure A.16 shows a comparison of final distributions in the most inclusive phase space, comparing
different subsets of the data (based on the average number of interactions per bunch crossing
(1) in each luminosity block) against the full data sample. The small fluctuations in the 7

distribution are found to be negligible,! while the visible discrepancies in the high-momentum

! The small fluctuations in the comparison of 7 distributions stem from not having applied a dedicated vertex z
reweighting on the MC samples for each subset of the data (the beamspot z-coordinate moves slightly during
the run, yielding slightly different vertex z distributions in the data for the different p-subsets). Ideally one
would have to determine dedicated corrections (especially the 7-dependent track reconstruction efficiency) for
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Figure A.14: Beam-spot parameters of low-u run 200805 as a function of the luminosity block.
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Figure A.15: Raw detector-level distributions of reconstructed tracks as a function of (a,d,g) n, (b,e,h)
pr and (c,f,i) reconstructed track multiplicity per event nge, for Data and MC, in three
p-ranges of the data: (a-c) p < 0.0034, (d-f) 0.0034 < p < 0.0036, (g-i) 0.0036 < p.
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within the kinematic range pr > 100 MeV and |n| < 2.5 at /s = 8 TeV as a function of
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of the data (depending on the average (u) per lumiblock) and using the PYTHIA 8 A2
tune for the full correction and unfolding procedure.



188 Additional Plots for the Charged-Particle Density Measurement

tails of the pr distribution are compatible with statistical uncertainties and are smaller than the
total systematic uncertainties of the final distribution. The fluctuations in both n.,-dependent
distributions are due to statistical effects of the Bayesian unfolding method and remain negligible

in comparison with other systematic uncertainties due to the unfolding procedure.

u Range Events 1/Ney - dNep/dn at |n| < 0.2

all 9166134 5.644 4+ 0.003 (stat) £ 0.103
0.0028 < 11 <0.0034 2692413 5.639 £+ 0.005 (stat) + 0.103
0.0034 < 14 < 0.0036 3082858 5.652 £+ 0.005 (stat) = 0.103
0.0036 < 1 < 0.0040 3390863 5.641 £+ 0.005 (stat) + 0.103

syst
Syst

)
)
syst)
)

~—~~ o~

Syst

Table A.1: Comparison of 1/Ney, - dNg,/dn at |n| < 0.2 in the most inclusive phase space for the full
dataset considered in the charged particle density measurement at /s = 8 TeV (luminosity
blocks 215 < lbn < 395) and subsets of the full dataset based on the average number of
interactions per bunch crossing pu.

Table A.1 shows the central charged-particle density per event in the most inclusive phase
space, using different subsets of the data. The results are found to be stable at the level of

statistical uncertainties and remain well below the total systematic uncertainties.

A.6.3 Comparison of Results obtained with different MC Tunes

A.6.3.1 Detector-level Distributions for PYTHIA 6 AMBT2B and Erpos LHC
Tunes

Using only the z-vertex correction weights, the raw 7, pr and nge distributions are obtained as
shown in Figure A.17 for three different MC tunes in the pp > 100 MeV, ng > 2 phase space.
Except for the n distribution modelled by PYTHIA 8 A2, none of the models describe the data
very well at the detector level. However it can be seen that in this phase space Epos LHC
gives a much better description of the data than both PYTHIA tunes in terms of pp and nge

distributions.

A.6.3.2 Closure Tests for PYTHIA 6 AMBT2B and EPos LHC Tunes

Closure tests with alternative MC generator models are shown in the pp > 100 MeV, nq, > 2
phase space for the PYTHIA 6 AMBT2B tune in Figure A.18 and for the EPOs LHC tune in
Figure A.19.

each of these subsets from MC after this dedicated reweighting, leading to smaller fluctuations between the
final n distributions, while leaving the other final distributions almost unchanged. However, not applying
these dedicated corrections was found to be still sufficient for the purpose of the investigation presented here.
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Figure A.17:
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(f)

Raw detector-level distributions of reconstructed tracks (events) in the pr > 100 MeV,

nsel > 2 phase space as a function of (a) 1, (b) pr and (c) nge for data and PYTHIA 6
AMBT2B MC; (d) 7, (e) pr and (f) nge for data and Epos LHC MC. All distributions
are normalised to unity.
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Figure A.18: Comparison of generated and fully corrected primary-charged-particle distributions for
simulated events (using the PYTHIA 6 AMBT2B tune) with n., > 2 within the kinematic
range pr > 100 MeV and |n| < 2.5 as a function of (a) pseudorapidity, 1, (b) transverse
momentum, pr, (c¢) the charged-particle multiplicity per event, n.,, and (d) average
transverse momentum, (pr), versus multiplicity.
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Figure A.19: Comparison of generated and fully corrected primary-charged-particle distributions for
simulated events (using the EPos LHC tune) with ne, > 2 within the kinematic range
pr > 100 MeV and |n| < 2.5 as a function of (a) pseudorapidity, 7, (b) transverse
momentum, pr, (c¢) the charged-particle multiplicity per event, n.,, and (d) average
transverse momentum, (pr), versus multiplicity.
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A.6.3.3 Comparison of Results for PYTHIA 8 A2, PyTHIA 6 AMBT2B and EPoOs
LHC Tunes

Phase Space MC tune 1/Negy - AN /dn at |n| < 0.2
PyTHIA 8 A2 5.644 £+ 0.003 (stat) + 0.103 (syst)

pr > 100 MeV, ng, > 2 PyTHIA 6 AMBT2B  5.651 & 0.003 (stat) 4 0.104 (syst)
Epos LHC 5.647 £ 0.003 (stat) + 0.103 (syst)

PyTHIA 8 A2 2.477 £ 0.001 (stat) = 0.031 (syst)

pr > 500 MeV, ng, > 1 PyTHIA 6 AMBT2B 2476 £ 0.001 (stat) & 0.031 (syst)
Epos LHC 2.476 £ 0.001 (stat) = 0.031 (syst)

Table A.2: Comparison of dne,/dn at |n| < 0.2 for the full dataset considered in the charged particle
density measurement at /s = 8 TeV, corrected and unfolded with different MC tunes.

A comparison of central charged particle densities 1/Ney - d Ny, /dn obtained using corrections
derived from the PyTHIA 8 A2, PyTHIA 6 AMBT2B and EPpos LHC MC tunes, respectively,
is presented in Table A.2 for the main phase spaces considered in this analysis.

The differences within each phase space are found to be at the level of statistical uncertainties

and remain well below the total systematic uncertainties.

A.7 Variations of final plots

Figures A.20a and A.20b show linear and logarithmic variations of Figure 7.43b.
Figures A.20c and A.20d show linear and logarithmic variations of Figure 7.43c.
Figures A.21a and A.21b show linear and logarithmic variations of Figure 7.44b.
Figures A.21c and A.21d show linear and logarithmic variations of Figure 7.44c.
Figures A.22a and A.22b show linear and logarithmic variations of Figure 7.45b.
Figures A.23a and A.23b show linear and logarithmic variations of Figure 7.46b.
Figures A.24a and A.24b show linear and logarithmic variations of Figure 7.47b.

A.8 Final plots with alternative MC tunes

The presented measurements of primary charged particles were compared to additional phe-
nomenological models describing minimum-bias events. For this purpose, additional particle-level
MC samples were generated with the following models that are based on the CTEQ6 L1 PDF-set,

with a sample size of 100M events each:

e PYTHIA 6 INNSBRUCK2013

e HErRWIGH+ UE-EE-5
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Figure A.20: Alternative distributions of primary charged particles in events for which ng, > 2,
pr > 100 MeV and || < 2.5 as a function of (a-b) transverse momentum, pr, and (c-d)
multiplicity, ne,. The data (markers) are compared to several particle-level predictions
made by MC generator models (curves). The total uncertainty on the data is represented
by shaded areas. Plots taken from Ref. [3].
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multiplicity, ne,. The data (markers) are compared to several particle-level predictions
made by MC generator models (curves). The total uncertainty on the data is represented
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Figure A.22: Alternative distributions of primary charged particles in events for which ng, > 6,
pr > 500 MeV and |n| < 2.5 as a function of the transverse momentum, pr. The data
(markers) are compared to several particle-level predictions made by MC generator
models (curves). The total uncertainty on the data is represented by shaded areas. Plots
taken from Ref. [3].

e HERWIG++ UE-EE-4

Distributions of stable charged primary particles in 8 TeV data compared with predictions

from these additional models are shown in Figures A.25 to A.29.

A.8.1 Pseudorapidity Distribution

Figures A.25a, A.26a, A.27a, A.28a and A.29a show distributions of the primary-charged-particle
yield as a function of pseudorapidity, 1/Ney - dNe, /dn. The distribution measured in the ng, > 2
and pp > 100 MeV phase space is poorly described by all additional tunes. In the pp > 500 MeV
phase spaces, the PYTHIA 6 INNSBRUCK2013 tune describes the data well for all multiplicity
thresholds, nq, > 1,6, 20, 50, while the shape of differences between the prediction and the data
is inverted with respect to the PYTHIA 8 A2 and EpPos LHC tunes.

A.8.2 Transverse-Momentum Distribution

Figures A.25b, A.26b, A.27b, A.28b and A.29b show normalised distributions of the primary-
charged-particle yield as a function of transverse momentum, 1/(27prNey) - d2Ne, /(dndpr). All
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Figure A.23: Alternative distributions of primary charged particles in events for which ng, > 20,
pr > 500 MeV and |n| < 2.5 as a function of the transverse momentum, pr. The data
(markers) are compared to several particle-level predictions made by MC generator
models (curves). The total uncertainty on the data is represented by shaded areas. Plots
taken from Ref. [3].

additional tunes fail to describe the distribution corresponding to the most inclusive selection,
New = 2, pr > 100 MeV. The PYTHIA 6 INNSBRUCK2013 tune gives an excellent description of
the data for the pt > 500 MeV selections with multiplicity thresholds nq, > 1,6, and makes a
very good prediction of the distributions with ng, > 20, 50.

A.8.3 Charged-Particle Multiplicity Distribution

The multiplicity distributions of primary charged particles, 1/Ney - dNey /dne, are presented
in Figures A.25c and A.26c¢ for the two main phase spaces considered in this analysis: (1)
Nen > 2, pr > 100 MeV and (2) ng, > 1, pr > 500 MeV. None of the additional models are
consistent with the data in the most inclusive selection at pp > 100 MeV. The PYTHIA 6
INNSBRUCK2013 tune provides a fair description of the data in the pp > 500 MeV phase space
between 5 < ng, < 50.
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Figure A.24: Alternative distributions of primary charged particles in events for which ng, > 50,
pr > 500 MeV and |n| < 2.5 as a function of the transverse momentum, pr. The data
(markers) are compared to several particle-level predictions made by MC generator
models (curves). The total uncertainty on the data is represented by shaded areas. Plots
taken from Ref. [3].

A.8.4 Average Transverse Momentum as a Function of ng,

Final results for the (pr) versus n., distribution are shown in Figures A.25d and A.26d for
the two main phase spaces. None of the additional models are consistent with the data in
the most inclusive selection at pp > 100 MeV. The PYTHIA 6 INNSBRUCK2013 tune and the
HERWIG++ UE-EE-4 tune provide a fair description of the data in the pp > 500 MeV phase

space for multiplicities below n, < 80.
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Figure A.25: Distributions of primary charged particles in events for which ng, > 2, pr > 100 MeV
and |n| < 2.5 as a function of (a) pseudorapidity, n, (b) transverse momentum, pr, (c)
multiplicity, ne, and (d) average transverse momentum, (pr), versus multiplicity. The
data (markers) are compared to several particle-level predictions made by MC generator
models (curves). The total uncertainty on the data is represented by shaded areas.
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Figure A.26:

Distributions of primary charged particles in events for which n., > 1, pr > 500 MeV

and |n| < 2.5 as a function of (a) pseudorapidity, n, (b) transverse momentum, pr, (c)
multiplicity, ne, and (d) average transverse momentum, (pr), versus multiplicity. The
data (markers) are compared to several particle-level predictions made by MC generator
models (curves). The total uncertainty on the data is represented by shaded areas.
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Figure A.27: Distributions of primary charged particles in events for which n., > 6, pp > 500 MeV
and |n| < 2.5 as a function of (a) pseudorapidity, n, and (b) transverse momentum,
pr. The data (markers) are compared to several particle-level predictions made by MC
generator models (curves). The total uncertainty on the data is represented by shaded
areas.
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Figure A.28: Distributions of primary charged particles in events for which ng, > 20, pr > 500 MeV
and |n| < 2.5 as a function of (a) pseudorapidity, n, and (b) transverse momentum,
pr. The data (markers) are compared to several particle-level predictions made by MC
generator models (curves). The total uncertainty on the data is represented by shaded
areas.
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Figure A.29: Distributions of primary charged particles in events for which ng, > 50, pr > 500 MeV
and |n| < 2.5 as a function of (a) pseudorapidity, n, and (b) transverse momentum,
pr. The data (markers) are compared to several particle-level predictions made by MC
generator models (curves). The total uncertainty on the data is represented by shaded
areas.



Appendix B

Technical details of the Detector Geometry
Validation

B.1 Implementation and Validation of the Tracking Geometry

B.1.1 Creation of Material Maps

In order to describe the material distributions from various ID subcomponents in the Tracking
Geometry, the material traversed along the most typical particle trajectories must be associated
with the nearby material layers and stored in binned material maps. Here the steps performed

to produce these material maps are outlined.

B.1.1.1 Step 1: Geantino Mapping

The association of ID material with Tracking Geometry layers is done by mapping the material
described in the full simulation geometry onto the simplified Tracking Geometry. This is done
by propagating a non-interacting virtual particle called Geantino along a straight line from the
nominal interaction point outwards through the simulation geometry. A detailed map of the
simulation geometry is used as an input.!

For each one of a sufficiently large number of simulated Geantinos, the spatial information
(position, step length) and the material properties (radiation length Xg, nuclear interaction
length L, density p, atomic number Z and mass number A) of the GEANT4 simulation steps

are stored in an output file.?

B.1.1.2 Step 2: Material Mapping

The output file obtained in this first step is subsequently used as an input for the Material
Mapping step,® which:

1. takes the information of every single recorded Geantino step,

1 This detailed map of the simulation geometry is produced by a dedicated GEANT4 UserAction called
GeantinoMapping.

2 The information is translated into a persistent class and written to a ROOT file by the MaterialStepRecorder.

3 This procedure is implemented via the MaterialMapping algorithm from the TrkDetDescrAlgs package.
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filters it (applying validation cuts),
associates it to the closest cylindric or disc-shaped material layer of the Tracking Geometry,

finds the intersection point of the Geantino on that associated layer, and

Otk W N

records the associated material hit on the intersected layer within its enclosing tracking

volume.*

In this way the material maps are produced by associating and mapping one recorded

GEANT4 step after another. If the association process fails for any of the following reasons,
e no associated layer can be found at all, or
e the associated layer cannot be found in the collection (map) of registered layers, or
e no valid intersection with the associated layer can be made,

the hit is recorded in an “unmapped hits” collection for each associated tracking volume (requiring
that an enclosing tracking volume was found for the given position of the GEANT4 step).
During the finalisation of each event in the Material Mapping step, the recorded hit collections
on each respective layer are filled into two-dimensional histograms. These histograms are using
z/¢ bins for cylinder layers and r/¢ bins for disc layers. For a full coverage of the tracking
acceptance region of the ID (|| < 2.7) with sufficient statistics, O(10°) simulated Geantinos are

required.

B.1.1.3 Step 3: Material Validation

The material maps are then validated by a dedicated Material Validation job,> which extrapolates
non-interacting particles (called Fatrasinos, the FATRAS equivalent to Geantinos) on straight
tracks through the Tracking Geometry and again records the material seen by them, both on the
individual layers and within each enclosing tracking volume. A comparison plot of the results
from the mapping and validation job for the pixel detector is shown in Figure B.1, and for the
SCT in Figure B.2. In these examples, very good agreement between the two geometry models
is seen in the region || < 2.5.

If all the previous steps were successful, the new Tracking Geometry material file for the
ATLAS geometry layout can be uploaded and registered to the ATLAS geometry database.

The MaterialStepRecorder class which is used for the production of material maps has
been extended by the author to include the nuclear interaction length Lo, and (optionally) the
recording of the energy loss and the multiple scattering angles when simulating interacting
particles like muons for separate studies. A new EnergyLossRecorder class produces output
files for direct comparisons of the integrated Xy, Ly and energy loss between full simulation
(GEANT4), fast simulation (FATRAS) and standard reconstruction, recorded when particles

traverse specified "virtual" surfaces (see section B.2).5

4 This step is implemented in the MaterialMapper tool from the TrkDetDescrTools package.
5 Implemented via the MaterialValidation algorithm using the MaterialMapper tool.
5 The MaterialStepRecorder and EnergyLossRecorder class reside in the TrkG4UserActions package
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Figure B.1: Mapping validation results for the mapped (left) and total (right) hits in the Pixel
barrel and end-caps for ATLAS-GEO-18-01-00. The simulation geometry is shown as a
histogram (with yellow areas representing the mapped material and grey areas representing
the unmapped material), the reconstruction geometry as black markers.
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Figure B.2: Mapping validation results for the mapped and total hits in the SCT barrel and end-caps
for ATLAS-GEO-18-01-00. The simulation geometry is shown as a histogram (with
yellow areas representing the mapped material and grey areas representing the unmapped
material), the reconstruction geometry as black markers.
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B.2 Layer-based Validation Framework

A dedicated and flexible validation framework is essential in order to verify quickly that the
Tracking Geometry material seen by the track extrapolation engine matches the material
traversed by a particle in the full simulation. This comparison can and should be done not
only at the border regions between the main ATLAS detector components - ID, Calorimeter
and MS - but also for various regions within these components. A good agreement between
the geometries in terms of material properties such as t/ Xy, t/Ly and energy loss indicates a
successful material mapping process and a suitable Tracking Geometry description as well as
proper material integration of the physics processes.

Beyond the validation of the material maps described in the previous section, a new validation
framework has been implemented by the author. This technique is based on a comparison
of Xy, Lo and energy loss between full simulation (GEANT4), fast simulation (FATRAS) and
standard reconstruction when particles traverse specified virtual surfaces. The easiest and most
straightforward way to implement these virtual surfaces is via definitions of cylinder and disc
surfaces, which can be placed arbitrarily between/around main ATLAS detector components
(e.g. Beam Pipe, ID, Calorimeter, MS), detector subsystems (e.g. Pixel, SCT, TRT) or individual
sensitive and passive regions within subsystems (e.g. pixel layers, PST). These virtual surfaces
act as checkpoints for particles which are propagating outwards from the interaction point. As
soon as each primary particle reaches or crosses the surface, several properties are written into
an output file: the position (z, y, z and r), momentum (p), energy, 1, ¢, accumulated ¢/ X and
t/Ly.

B.2.1 Layer-based Validation with GEANT4

In the case of GEANT4 simulation through the full detector geometry, the recording of this
information is performed by the EnergyLossRecorder. In every step the path length in units of
Xo and Lo, t/X¢ and t/Lg, is accumulated (unless disabled in the jobOptions) and the post-step
position is compared to the virtual surface dimensions specified in the jobOptions. As soon
as a particle has crossed the boundaries of a virtual surface that has not yet been recorded,
the pre-step parameters mentioned above are recorded (see Figure B.3), and at the end of the
particle lifecycle this collection is written to the output file. Any secondary particles arising

from e.g. hadronic interactions or bremsstrahlung are immediately removed from the simulation.

B.2.2 Layer-based Validation with Tracking Geometry

In the case of track extrapolation through the Tracking Geometry with either FATRAS (using
more detailed physics processes, e.g. energy loss with Landau sampling) or the standard
reconstruction tools, the recording is done by the EnergyLossExtrapolationValidation class.”

Here the tracks are directly extrapolated in one step to the next virtual surface specified in the

" The EnergyLossExtrapolationValidation class resides in the TrkExAlgs package.
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Figure B.3: Sketch illustrating the principle of the layer-based validation technique with GEANT4
and the full detector description. Whenever a specified surface is reached, the material
parameters of the track, collected from all previous steps, are stored.

jobOptions (see Figure B.4), either with the current track parameters as start parameters (in the
so-called “onion mode” which assumes a strictly hierarchical order of virtual surfaces) or again
with the same initial start parameters at the nominal interaction point. If the extrapolation has
been successful, the new track parameters are stored. After the final extrapolation the entire
collection of track parameters is written to an output file. For interacting particles the physics

processes can be individually enabled or disabled.

I

Figure B.4: Sketch illustrating the principle of the layer-based validation technique with the Tracking
Geometry. The track is extrapolated from one specified surface to the next, and the
updated track parameters are stored after every successful extrapolation step.
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B.2.2.1 Comparison and Options

The starting parameters are in both cases determined by sampling n and ¢ from a uniform
random distribution between the minimum and maximum values specified in the jobOptions.
Either p or pp can be set constant. The actual comparison is then performed by a dedicated
ROOT script. This validation technique is not restricted to comparisons between different
simulation flavours as described above. It can also be used for direct comparisons of detector
descriptions of the same type, i.e. two different GEO models or Tracking Geometries with

different material maps.

B.3 Validation of Material Budget in Different Detector Models

The differences in the material budget - the amount of material seen by a particle as it passes
through the detector geometry - can be visualised for a twofold purpose: (a) a validation of the
Tracking Geometry and the produced material maps with respect to the full ATLAS geometry,

(b) a direct comparison between different versions of GEO models or TrackingGeometries.

B.3.1 Validation of Material Maps in Tracking Geometry

A precise material budget comparison on user-defined surfaces can be achieved with the cylinder-
based validation framework. The user can define the cylinder dimensions arbitrarily, however it
is advisable to choose such dimensions that the surfaces lie somewhere in the “empty” region
between detector elements: while the GEANT4 simulation is very precise, the Tracking Geometry
is only an approximation based on a projection of all the material within certain regions
onto specific tracking surfaces. In regions close to tracking surfaces, the material seen by the
extrapolation up to the given physical location can be over- or underestimated with respect to

the full simulation.

B.3.2 Comparison of ATLAS Geometry Models

The cylinder-based validation technique can be employed to visualise material changes between
different GEO models. Here the user can define the cylinder dimensions arbitrarily. As an
example, the redistribution of cables in the PP0 region from ATLAS-GEO-16-01-00 to ATLAS-
GEO-18-00-00 is shown in Figure B.5. The layer-by-layer visualisation reveals in which regions

(i.e. between which virtual surfaces) the material changes take place.
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Figure B.5: GEO model comparison plots of material in ¢/ Xy (with cylinder-based validation frame-
work) between ATLAS-GEO-18-01-00 and ATLAS-GEO-16-01-00. The visible differences
around 1.9 < |n| < 2.5 validate the restructuring of cables in the PPO region outside of
the pixel detector.



Appendix C

Additional details of Inner Detector

performance

C.1 Pixel Detector Upgrade (IBL)

The performance of the innermost Pixel detector layer (B-layer) is critical for the entire physics
program of the ATLAS experiment. During the LLS1 phase in 2013 and 2014, a fourth Pixel layer
(Insertable B-Layer or IBL) was added to the Pixel detector between a new, smaller beam pipe
and the previous innermost Pixel layer [64], and has been fully commissioned. This layer brings
a number of benefits, such as increased tracking robustness against failure of pixel modules,
higher b-tagging efficiency, and better vertexing performance and tracking precision due to the
closer location to the interaction point (r ~ 33 mm.

Figure C.1 shows the improvement in the transverse and longitudinal impact parameter
resolutions, o4, and o,, due to the installed IBL. Similar results are obtained for other track
parameters. The figure also shows the excellent experimental performance of the track parameter

resolution in the Run-1 period with 8 TeV data using the 2012 alignment.
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Figure C.1: Unfolded resolution of the transverse and longitudinal track parameters, o4, and o,, for
single muons as a function of (a,b) pr and (c,d) . The results measured from 2015 data
(red) at /s = 13 TeV with the installed IBL, using a minimum-bias trigger, are compared
against the results from 2012 data (black) at /s = 8 TeV without the IBL, using jet, tau
and missing ET triggers. Plots taken from Ref. [167].
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