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Chapter 1

LHC and Atlas

In this chapter the main features of the Large Hadron Collider (LHC) [1] and some
details of the Atlas (A Toroidal Lhc ApparatuS) [2] experiment will be briefly intro-
duced. The relevant accelerator parameters and the physicsprogram allowed by the
machine potential will be reviewed, trying to give an overview of the main aspects of
the experimental working conditions at the LHC.

1.1 Introduction to LHC

1.1.1 Machine parameters and physics program

The Large Hadron Collider (LHC) [1] is a proton-proton and heavy-ion collider with
a center-of-mass energy, when operating in the pp mode, of 14TeV .

The first beam-beam collision are planned in November 2007 atlow energy in a
test run. First collisions at high energy are expected mid-2008.

The Large Hadron Collider is being built in the circular tunnel previously devoted
to LEP, 27 km long. The tunnel is buried around 50 to 175 m. underground. It straddles
the Swiss and French borders on the outskirts of Geneva.

The magnetic field needed to keep the beam circulating in the machine is pro-
vided by 1232 superconducting dipoles providing a 8.4 Teslamagnetic field. Bunches
of protons, separated by 25 ns and with an RMS length of 75 mm, intersect at four
points, as shown in figure (1.1), where experiments are placed: Atlas and CMS are
general-purpose experiments designed for both searches for new physics signatures
and precision measurements. LHCb is a B physics and CP violation dedicated detec-
tor while ALICE is an heavy ion experiment which will study the behavior of nuclear
matter at very high energies and densities.

The LHC project will allow an ambitious physics program [3].The main topics are
briefly summarized in the following list:

• Search for a Standard Model Higgs . If an Higgs boson will be discovered, its
mass, width and couplings could be measured.

1



2

• Search for Supersymmetry , Extra Dimensions and other signals of physics be-
yond the Standard Model up to masses∽ of 5 TeV

• Precision measurements of the SM observables such as the W and top quark
masses and couplings.

• B physics and CP violation in the B hadron systems.

• Study of phase transitions from hadronic matter to a plasmaof deconfined quarks
and gluons.

1.1.2 Experimental environment

The high center-of-mass energy and luminosity impose to theLHC experiments to deal
with complex working conditions: the review presented in the following sections will
be focused on general purpose detectors.

Two operational phases are foreseen for the LHC: a first “low luminosity” phase,
in the first year, with a luminosityL ≃ 1033cm−2s−1; the “high luminosity phase”,L ≃
1034cm−2s−1, will be reached later. The machine will also be able to accelerate heavy
ions allowing for example Pb-Pb collisions at 1150 TeV in thecenter of mass and
luminosity up to 1027cm−2 s−1 . The nominalpp luminosity and center of mass energy

Figure 1.1: Visual of the LHC sites for the experiments



Chapter 1. LHC and Atlas 3

will allow to search for new particle with masses up to∼5 TeV. In one year of running
at high luminosity LHC will provide an integrated luminosity of:

L =

Z

107s
Ldt ≃ 100f b−1 (1.1)

The total inelasticppcross-section at a center of mass energy of 14 TeV isσtot
pp≃80mb.

So the event rate R expected at high luminosity is

R= σtot
pp×L = 80mb×1034cm−2s−1 ≃ 109s−1 (1.2)

The physics events that will occur at LHC could be classified as follow:

• hard collisions : they are due to short range interactions in which head-on colli-
sions take place between two partons of the incoming protons. In these interac-
tions the momentum transfer can be large, allowing the production of final states
with high pT particles and the creation of new massive particles. At the LHC the
high pT events are dominated by QCD jet production from quarks and gluons
fragmentation in the final state which has a large cross section. Rare events with
new particle production have a cross section which is usually some orders of
magnitude smaller than the jet production and therefore hadronic final state can
not be used to detect rare events such as SM higgs boson decay:in these condi-
tions only decays into leptons and photons can be used even iftheir branching
ratio are much smaller than decays into quarks

• soft collisions: they are due to long-distance collisions between the two incom-
ing protons. The final state particles from soft collisions have large longitudinal
momentum and a small transverse momentum with< pT >≃ 500 MeV. These
events are also calledminimum bias eventsand represent by far the majority of
the pp collision.

1.1.3 LHC experimental challenges

The LHC detectors have to face severe constrains , most of them related to the machine
bunch crossing frequency , luminosity , and to the physics ofthe pp collisions.

The LHC protons are grouped in bunches of∼ 1011, colliding every 25 ns at each
interacting point. At the interaction rate for the high luminosity phase, on average
25 minimum biasevents (soft interaction) will occur every bunch crossing.These
interactions will produce around 700 charged particles in the detector pseudorapidity
region| η |≤2.5. For each highpT event ,∼25 additional soft events will be produced
and overlap to the interesting one (pile-up).

To face with the severe condition imposed by the LHC machine the detectors have
stringent requirement, like the one listed below :
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• Response time : a fast detector response is required to minimize the pile-up.
The response time is different for the various subdetectorsand represents the
best compromise between technological limits and detectorfeatures.

• Granularity : To reduce the impact of the pile-up, detectors with high granular-
ity are required: this imply a large number of read-out channels with a challeng-
ing acquisition, calibration and monitoring system.

• Radiation tolerance: the radiation flux coming from thepp collision, depends
on the subdetector position with respect to the intaction point. In the forward
region, for example, the integrated flux of particle over tenyears of operation
in the high luminosity conditions will amounts up to∽ 1017 neutrons/cm−2 and
∼ 107 Gy. Due to this huge particle flux all subdetector componentsshould pass
severe radiation hardness criteria.

• Hermeticity : at hadron colliders the energy of interacting quarks and gluons
is not known and therefore the missing energy in the final state cannot be deter-
mined. On the other hand the initial total transverse momentum is negligible and
the missing transverse momentum can be measured with an acceptable accuracy
provided that the calorimeter system has full coverage in the azimuthal angle
and in the|η| ≤ 5 region.

• Mass and momentum resolution : excellent mass and momentum resolution
is needed for particles decaying into photons, electrons and muons. Leptons
should be identified and measured over apT range from a few GeV up to a few
TeV.

• Particle identification capabilities : particle identification is a crucial point
at the LHC. Several stringent requirements on the identification of electrons,
photons, b-jets , taus, etc. must be satisfied.

• Trigger : the trigger is another critical issue in the LHC experiments. The inter-
action rate of 109 ev/s must be reduced to∽ 100 recorded ev/s due to the storage
system limits. Therefore an efficient and selective triggeris needed to provide
the required 107 rejection factor.

1.2 The Atlas Detector

The Large Hadron Collider opens a new frontier in particle physics due to its higher
collision energy and luminosity compared to the existing accelerators. The guiding
principle in optimizing the Atlas experiment has been maximizing the discovery poten-
tial for new physics such as Higgs bosons and supersymmetricparticles, while keeping
the capability of high-accuracy measurements of known objects such as heavy quarks
and gauge bosons.
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Figure 1.2: Global view of Atlas detector, with a simulated events

The Atlas [2], shown in figure (1.2) design is typical of a large scale multi-purpose
detector. An inner detector in a 2 T solenoidal magnetic fieldis used to select and
measure charged particles momentum as well as to detect secondary vertexes. The
calorimeter system consists of an electromagnetic calorimeter for energy and posi-
tion reconstruction of electrons and photons followed, in the radial direction by an
hadronic calorimeter which, joined to the electromagneticcalorimeter, gives a mea-
sure of hadrons and jets energy and position. The calorimeters provide also a miss-
ing transverse momentum measure and contribute to the particle identification. The
calorimetric system is surrounded by a muon spectrometer which identifies muons and
measures their momentum (together with the inner detector): an air-core toroid system
provides the required bending magnetic field. In the following sections a brief review
of the Atlas subdetectors and systems is reported.

1.2.1 Nomenclature

The beam direction defines the z-axis, and the x-y plane is theplane transverse to the
beam direction. The positive x-axis is defined as pointing from the interaction point to
the center of the LHC ring, and the positive y-axis is pointing upwards. The azimuthal
angleφ is measured around the beam axis, and the polar angleθ is the angle from the
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beam axis. The pseudorapidity is defined as:

η = − log(tan
θ
2
) (1.3)

The transverse momentumpT and the transverse energyET , as well as the missing
transverse energyEmiss

T and other transverse variables, are defined in the xy plane
unless stated otherwise. .

1.2.2 Magnet System

The Atlas superconducting magnet system [?] can be seen in Figure 1.3

Figure 1.3: Overview of the magnetic system

It is an arrangement of a central solenoid (CS) providing themagnetic field for
the Inner Detector, not visible in figure (1.3), surrounded by a system of three large
air-core toroids generating the magnetic field for the muon spectrometer. The overall
dimensions of the central toroid are 26 m in length and 20 m in diameter. The two
end-cap toroids (ECT) are inserted in the barrel toroid (BT)at each end and line up
with the CS. They have a length of 5 m, an outer diameter of 10.7m and an inner bore
of 1.65 m. The CS extends over a length of 5.3 m and has a bore of 2.4 m.

The CS provides a central field of 2 T with a peak magnetic field of 2.6 T at the
superconductor itself. The position of the CS in front of theEM calorimeter demands a
careful minimization of the material in order to achieve thedesired calorimeter perfor-
mance. As a consequence, the CS and the LAr calorimeter shareone common vacuum
vessel, and also the CS coil is designed to be as thin as possible without sacrificing the
operational safety and reliability.
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Each of the three toroids consists of eight coils assembled radially and symmet-
rically around the beam axis. The coils of the central toroidare housed in individual
cryostats taking up the forces between the coils.

The magnets are indirectly cooled by forced flow of helium at 4.5 K through tubes
welded on the casing of the windings.

1.2.3 Inner Detector

The layout of the Inner Detector (ID) [4] is shown in Figure (1.4)

Figure 1.4: Overview of the Inner Detector

It combines high-resolution detectors at the inner radii with continuous tracking el-
ements at the outer radii, all contained in the central solenoid which provides a nominal
magnetic field of 2 T. The momentum and vertex resolution requirements from physics
call for high-precision measurements to be made with fine-granularity detectors, given
the very large track density expected at the LHC.

Semiconductor tracking detectors, using silicon microstrip (SCT) and pixel tech-
nologies offer these features. The highest granularity is achieved around the vertex re-
gion using semi-conductor pixel detectors. The total number of precision layers must
be limited because of the material they introduce, and because of their high cost. Typ-
ically, three pixel layers and eight strip layers (four space points) are crossed by each
track. A large number of tracking points (typically 36 per track) is provided by the
straw tube tracker (TRT) , which provides continuous track-following with much less
material per point and a lower cost. The straw hits at the outer radius contribute signif-
icantly to the momentum measurement, since the lower precision per point compared
to the silicon is compensated by the large number of measurements and the higher
average radius.

The outer radius of the ID cavity is 115 cm, fixed by the inner dimension of the
cryostat containing the LAr EM calorimeter, and the total length is 7 m, limited by the
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System Position Area
(m2)

Resolutionσ(µm) Channels
(106)

| η | cov-
erage

Pixels 1 removable barrel
layer (B-layer)

0.2 Rφ = 12, z = 66 16 ≤2.5

2 barrel layers 1.4 Rφ = 12, z = 66 81 ≤1.7
5 end-cap disks on each
side

0.7 Rφ = 12, R = 77 43 1.7-2.5

Silicon
strips

4 barrel layers 34.4 Rφ = 16, z = 580 3.2 ≤1.4

9 end-cap wheels on
each side

26.7 Rφ = 16, R = 580 3.0 1.4-2.5

TRT Axial barrel straws 170 (per straw) 0.1 ≤0.7
Radial end-cap straws 170 (per straw) 0.32 0.7-2.5
36 straws per track

Table 1.1: Parameters of the Inner Detector. The resolutions quoted are typical values (the
actual resolution in each detector depends on the impact angle).

position of the end-cap calorimeters. Mechanically, the IDconsists of three units: a
barrel part extending over 80 cm, and two identical end-capscovering the rest of the
cylindrical cavity. The precision tracking elements are contained within a radius of 56
cm, followed by the continuous tracking, and finally the general support and service
region at the outermost radius.

In the barrel region, the high-precision detector layers are arranged on concentric
cylinders around the beam axis, while the end-cap detectorsare mounted on disks per-
pendicular to the beam axis. The barrel TRT straws are parallel to the beam direction.
All the end-cap tracking elements are located in planes perpendicular to the beam axis.

The basic layout parameters and the expected measurement resolutions are sum-
marized in table (1.1). The layout provides full tracking coverage over| η |<2.5,
including impact parameter measurements and vertexing forheavy-flavors andτ tag-
ging. The secondary vertex measurement performance is enhanced by the innermost
layer of pixels, at a radius of about 4 cm, as close as is practical to the beam pipe. The
lifetime of such a detector will be limited by radiation damage, and may need replace-
ment after a few years. In the next sections more details on each subdetector will be
given.

Pixel detector

The pixel detector [5] is designed to provide a very high-granularity, high-precision
set of measurements as close to the interaction point as possible. The system pro-
vides three precision measurements over the full acceptance, and mostly determines
the impact parameter resolution and the ability of the InnerDetector to find short-lived
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particles such as B hadrons andτ leptons.

The system contains a total of 140 million detector elements, each 50µm in the
Rφ direction and 300µm in z. The system consists of three barrels at average radii
of ∼4 cm, 10 cm, and 13 cm, and five disks on each side, between radiiof 11 and
20 cm, which complete the angular coverage. The system is designed to be highly
modular, containing approximately 1500 barrel modules and700 disk modules, and
uses only one type of support structure in the barrel and two types in the disks. The
pixel modules are designed to be identical in the barrel and the disks. Each module
is 62.4 mm long and 21.4 mm wide, with 61440 pixel elements read out by 16 chips,
each serving an array of 24 by 160 pixels. The modules are overlapped on the support
structure in order to give hermetic coverage. The thicknessof each layer is expected
to be about 1.7% of a radiation length at normal incidence.

Semiconductor tracker

The SCT system is designed to provide eight precision measurements per track in
the intermediate radial range, contributing to the measurement of momentum, impact
parameter and vertex position, as well as providing good pattern recognition by the use
of high granularity.

The barrel SCT uses eight layers of silicon microstrip detectors to provide precision
points in the Rφ and z coordinates. Each silicon detector is 6.36×6.40cm2 with 768
readout strips of 80µm pitch. Each module consists of four singlesided p-on-n silicon
detectors. On each side of the module, two detectors are wire-bonded together to form
12.8 cm long strips. Two such detector pairs are then glued together back-to-back at
a 40µrad angle, separated by a heat transport plate, and the electronics is mounted
above the detectors on a hybrid. The readout chain consists of a front-end amplifier
and discriminator, followed by a binary pipeline which stores the hits above threshold
until the level-1 trigger decision.

The end-cap modules are very similar in construction but usetapered strips, with
one set aligned radially. To obtain optimalη-coverage across all end-cap wheels, end-
cap modules consist of strips of either∼12 cm length (at the outer radii) or 6-7 cm
length (at the innermost radius). The detector contains 61m2 of silicon detectors, with
6.2 million readout channels. The spatial resolution is 16µm in Rφ and 580µm in z, per
module containing one Rφ and one stereo measurement. Tracks can be distinguished
if separated by more than∼200µm.

The barrel modules are mounted on carbon-fiber cylinders which carry the cooling
system; the four complete barrels at radii of 30.0, 37.3, 44.7 and 52.0 cm are then
linked together. The endcap modules are mounted in up to three rings onto nine wheels,
which are interconnected by a space-frame. The radial rangeof each disk is adapted
to limit the coverage to| η |≤ 2.5 by equipping each one with the minimum number
of rings and by using the appropriate set of modules.



10

Transition radiation tracker

The TRT is based on the use of straw detectors, which can operate at the very high
rates expected at the LHC by virtue of their small diameter and the isolation of the
sense wires within individual gas volumes. Electron identification capability is added
by employing xenon gas to detect transition-radiation photons created in a radiator
between the straws. This technique is intrinsically radiation hard, and allows a large
number of measurements, typically 36, to be made on every track at modest cost.

Each straw is 4 mm in diameter and equipped with a 30µm diameter gold-plated
W-Re wire, giving a fast response and good mechanical and electrical properties for
a maximum straw length of 144 cm in the barrel. The barrel contains about 50 000
straws, each divided in two at the center, in order to reduce the occupancy, and read
out at each end. The end-caps contain 320000 radial straws, with the readout at the
outer radius. The total number of electronic channels is 420000.

Each channel provides a drift-time measurement, giving a spatial resolution of 170
µm per straw.

1.2.4 Calorimeters

A schematic view of the Atlas calorimeters is presented in Figure (1.5)

Figure 1.5: Overview of the calorimetric system

The calorimetry consists of an electromagnetic (EM) calorimeter covering the
pseudorapidity region| η |≤ 3.2, a hadronic barrel calorimeter covering| η |≤ 1.7,
hadronic end-cap calorimeters covering 1.5≤| η |≤ 3.2, and forward calorimeters cov-
ering 3.1≤| η |≤ 4.9.
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The EM calorimeter is a lead/liquid-argon (LAr) detector with accordion geometry
. Over the pseudorapidity range| η |≤ 1.8, it is preceded by a presampler detector,
installed immediately behind the cryostat cold wall, and used to correct for the energy
lost in the material (ID, cryostats, coil) upstream of the calorimeter.

The hadronic barrel calorimeter is a cylinder divided into three sections: the central
barrel and two identical extended barrels. It is based on a sampling technique with
plastic scintillator plates (tiles) embedded in an iron absorber .

At larger pseudorapidities, where higher radiation resistance is needed, the intrin-
sically radiation-hard LAr technology is used for all the calorimeters : the hadronic
end-cap calorimeter, a copper LAr detector with parallel-plate geometry, and the for-
ward calorimeter, a dense LAr calorimeter with rod-shaped electrodes in a tungsten
matrix.

The barrel EM calorimeter is contained in a barrel cryostat,which surrounds the
Inner Detector cavity. The solenoid which supplies the 2 T magnetic field to the Inner
Detector is integrated into the vacuum of the barrel cryostat and is placed in front
of the EM calorimeter. Two end-cap cryostats house the end-cap EM and hadronic
calorimeters, as well as the integrated forward calorimeter. The barrel and extended
barrel tile calorimeters support the LAr cryostats and alsoact as the main solenoid flux
return.

The pseudorapidity coverage, granularity and longitudinal segmentation of the At-
las calorimeters are summarized in Table (1.2).

Electromagnetic calorimeter

The electromagnetic calorimeters [6] are the main topics ofthis thesis and will be
discussed in details in the next chapter.

Hadronic calorimeters

The Atlas hadronic calorimeters cover the range| η |≤ 4.9 using different techniques
best suited for the widely varying requirements and radiation environment over the
largeη-range. Over the range| η |≤ 1.7, the iron scintillating-tile technique is used for
the barrel and extended barrel tile calorimeters and for partially instrumenting the gap
between them with the intermediate tile calorimeter (ITC).This gap provides space for
cables and services from the innermost detectors.

Over the range 1.5≤| η |≤ 4.9, LAr calorimeters were chosen: the hadronic
end-cap calorimeter (HEC) extends to| η |≤ 3.2, while the range 3.1≤| η |≤ 4.9 is
covered by the highdensity forward calorimeter (FCAL). Both the HEC and the FCAL
are integrated in the same cryostat as that housing the EM end-caps.

An important parameter in the design of the hadronic calorimeter is its thickness:
it has to provide good containment for hadronic showers and reduce punch-through
into the muon system to a minimum. The total thickness is 11 interaction lengths (λ)
at η = 0, including about 1.5λ from the outer support, which has been shown both by



12

EM CALORIMETER Barrel End-cap

Coverage | η |< 1.475 1.375<| η |< 3.2
Longitudinal segmentation 3 samplings 3 samplings 1.5<| η |< 2.5

2 samplings 1.375<| η |< 1.5
2.5<| η |< 3.2

Granularity (∆η×∆φ)
Sampling 1 0.003× 0.1 0.025× 0.025 1.375<| η |< 1.5

0.05× 0.025 1.5<| η |< 1.8
0.025× 0.1 1.8<| η |< 2.0
0.003× 0.1 2.0<| η |< 2.5
0.004× 0.1 2.5<| η |< 3.2

Sampling 2 0.006× 0.1 0.1× 0.1 1.375<| η |< 2.5
0.025× 0.025 2.5<| η |< 3.2

Sampling 3 0.1× 0.1 0.05× 0.025 1.5<| η |< 2.5

PRESAMPLER Barrel End-cap

Coverage | η |< 1.52 1.5<| η |< 1.8
Longitudinal segmentation 1 sampling 1 sampling
Granularity (∆η×∆φ) 0.025× 0.1 0.025× 0.1

HADRONIC TILE Barrel Extended barrel

Coverage | η |< 1.0 0.8<| η |< 1.7
Longitudinal segmentation 3 samplings 3 samplings
Granularity (∆η×∆φ) Samplings 1 and

2
0.1× 0.1 0.2× 0.1

Sampling 3 0.1× 0.1 0.2× 0.1

HADRONIC LAr End-cap

Coverage 1.5<| η |< 3.2
Longitudinal segmentation 4 samplings
Granularity (∆η×∆φ) 0.1× 0.1 1.5<| η |< 2.5

0.2× 0.2 2.5<| η |< 3.2

FORWARD CALORIMETER Forward

Coverage 3.1<| η |< 4.9
Longitudinal segmentation 3 samplings
Granularity (∆η×∆φ) ∼ 0.2× 0.2

Table 1.2: Pseudorapidity coverage, granularity and longitudinal segmentation of the Atlas
calorimeters.

measurements and simulation to be sufficient to reduce the punch-through well below
the irreducible level of prompt or decay muons. Close to 10λ of active calorimeter
are adequate to provide good resolution for high energy jets. Together with the large
η-coverage, this will also guarantee a goodEmiss

T measurement, which is important for
many physics signatures and in particular for SUSY particlesearches.
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Tile calorimeter

The large hadronic barrel calorimeter is a sampling calorimeter using iron as the ab-
sorber and scintillating tiles as the active material [7]. The tiles are placed radially
and staggered in depth. The structure is periodic along z. The tiles are 3 mm thick
and the total thickness of the iron plates in one period is 14 mm. Two sides of the
scintillating tiles are read out by wavelength shifting (WLS) fibres into two separate
photomultipliers (PMTs).

The tile calorimeter is composed of one barrel and two extended barrels. Radially
the tile calorimeter extends from an inner radius of 2.28 m toan outer radius of 4.25 m.
It is longitudinally segmented in three layers, approximately 1.4, 4.0 and 1.8 interac-
tion lengths thick atη = 0. The resulting granularity is∆η×∆φ = 0.1×0.1 (0.2×0.1 in
the last layer), as shown in Table (1.2). The total number of channels is about 10000.
The calorimeter is placed behind the EM calorimeter (≫ 1.2λ) and the solenoid coil.
The total thickness at the outer edge of the tile-instrumented region is 9.2λ at η=0.
The thickness of the calorimeter in the gap is improved by theITC, which has the same
segmentation as the rest of the tile calorimeter. It is composed of two radial sections
attached on the face of the extended barrel. The outer section, 31 cm thick, starts at the
outer radius and covers 45 cm in radius. It is followed by the inner section which is 9
cm thick and extends over 45 cm to lower radii. The ITC is extended further inwards
by a scintillator sheet, covering the inner part of the extended barrel and extending to
the region between the LAr barrel and end-cap cryostats over1.0≤| η |≤ 1.6. This
scintillator samples the energy lost in the cryostat walls and dead material. It is seg-
mented in three sections of∆η ∼ 0.2. The signals produced by the scintillating tiles
and collected by the WLS fibres are fast. The PMTs have low darkcurrent and are also
fast. The shaper transforms the current pulse from the PMT into a unipolar pulse of
FWHM of 50 ns.

Liquid-argon hadronic end-cap calorimeters

Each HEC consists of two independent wheels, of outer radius2.03 m. The upstream
wheel is built out of 25 mm copper plates, while the cheaper other one, farther from
the interaction point, uses 50 mm plates. In both wheels, the8.5 mm gap between
consecutive copper plates is equipped with three parallel electrodes, splitting the gap
into four drift spaces of about 1.8 mm. The readout electrodeis the central one, which
is a three layer printed circuit, as in the EM calorimeter. The two layer printed circuits
on either side serve only as high-voltage carriers.

Primarily in order to limit the capacitance seen by a single preamplifier, and thus to
allow for a fast response, only two gaps are ganged together at the pad level. Miniature
coaxial cables running between the sectors carry signals tothe preamplifier boards
located at the wheel periphery. Output signals from (typically) four preamplifiers are
summed together on the same board. A buffer stage drives the output signal up to the
cold-to-warm feedthroughs.
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Liquid-argon forward calorimeter

The FCAL is a particularly challenging detector owing to thehigh level of radiation
it has to cope with. In Atlas, the forward calorimeter is integrated into the end-cap
cryostat, with a front face at about 4.7 m from the interaction point. The integrated
FCAL provides clear benefits in terms of uniformity of the calorimetric coverage as
well as reduced radiation background levels in the muon spectrometer.

The FCAL consists of three sections: the first one is made of copper, while the
other two are made out of tungsten. In each section the calorimeter consists of a metal
matrix with regularly spaced longitudinal channels filled with concentric rods and
tubes. The rods are at positive high voltage while the tubes and matrix are grounded.
The LAr in the gap between is the sensitive medium. This geometry allows for an
excellent control of the gaps which are as small as 250 mm in the first section.

1.2.5 Muon Spectrometer

The layout of the muon spectrometer [8] is visible in Figure (1.6).

chambers
chambers

chambers

chambers

Cathode strip
Resistive plate

Thin gap

Monitored drift tube

Figure 1.6: Overview of the muon spectrometer

It is based on the magnetic deflection of muon tracks in the large superconducting
air-core toroid magnets, instrumented with separate trigger and high-precision tracking
chambers. Over the range| η |< 1.0, magnetic bending is provided by the large barrel
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toroid. For 1.4<| η |< 2.7, muon tracks are bent by two smaller end-cap magnets
inserted into both ends of the barrel toroid. Over 1.0<| η |< 1.4, usually referred to as
the transition region, magnetic deflection is provided by a combination of barrel and
end-cap fields. This magnet configuration provides a field that is mostly orthogonal to
the muon trajectories, while minimizing the degradation ofresolution due to multiple
scattering.

Over most of theη-range, a precision measurement of the track coordinates in
the principal bending direction of the magnetic field is provided by Monitored Drift
Tubes (MDTs). At large pseudorapidities and close to the interaction point, Cathode
Strip Chambers (CSCs) with higher granularity are used in the innermost plane over
2 <| η |< 2.7, to withstand the demanding rate and background conditions. Optical
alignment systems have been designed to meet the stringent requirements on the me-
chanical accuracy and the survey of the precision chambers.

The precision measurement of the muon tracks is made in the Rzprojection, in a
direction parallel to the bending direction of the magneticfield.

Muon chamber layout

The overall layout of the muon chambers in the Atlas detectoris shown in Figure (1.6),
which indicates the different regions in which the four chamber technologies described
above are employed.

The chambers are arranged such that particles from the interaction point traverse
three stations of chambers. The positions of these stationsare optimized for essentially
full coverage and momentum resolution. In the barrel, particles are measured near the
inner and outer field boundaries, and inside the field volume,in order to determine the
momentum from the sagitta of the trajectory. In the end-cap regions, for| η |> 1.4,
the magnet cryostats do not allow the positioning of chambers inside the field volume.
Instead, the chambers are arranged to determine the momentum with the best possible
resolution from a point-angle measurement (this is also thecase in the barrel region in
the vicinity of the coils).

The barrel chambers form three cylinders concentric with the beam axis, at radii
of about 5, 7.5, and 10 m. They cover the pseudorapidity range| η |< 1. The end-cap
chambers cover the range 1<| η |< 2.7 and are arranged in four disks at distances of
7, 10, 14, and 21-23 m from the interaction point, concentricwith the beam axis. The
trigger function in the barrel is provided by three stationsof RPCs. They are located
on both sides of the middle MDT station, and directly inside the outer MDT station. In
the end-caps, the trigger is provided by three stations of TGCs located near the middle
MDT station.

Monitored drift-tube chambers (MDT)

The basic detection elements of the MDT chambers are aluminium tubes of 30 mm di-
ameter and 400µm wall thickness, with a 50µm diameter central WRe wire. The tubes
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are operated with a non-flammable mixture of 93% Ar and 7% CO2 at 3 bar absolute
pressure and have a total volume of 800m3. The single-wire resolution is 80µm.
The tubes are produced by extrusion from a hard aluminium alloy, and are available
commercially. The tube lengths vary from 70 cm to 630 cm. To improve the resolution
of a chamber beyond the single-wire limit and to achieve adequate redundancy for pat-
tern recognition, the MDT chambers are constructed from 24 monolayers of drift tubes
for the inner station and 23 monolayers for the middle and outer stations. The tubes
are arranged in multilayer pairs of three or four monolayers, respectively, on opposite
sides of a rigid support structure. The support structures (spacer frames) provide for
accurate positioning of the drift tubes with respect to eachother, and for mechanical
integrity under effects of temperature and gravity. The frames need to be constructed
to a moderate mechanical accuracy of 0.5 mm only; accurate positioning of the drift
tubes is provided by the assembly procedure. Once a chamber is installed in its final
location in the spectrometer, mechanical deformations aremonitored by an in-plane
optical system; hence the name monitored drift-tube chambers. Each drift tube is read
out at one end by a low-impedance current sensitive preamplifier, with a threshold five
times above the noise level. The preamplifier is followed by adifferential amplifier,
a shaping amplifier and a discriminator. The output of the shaping amplifier is also
connected to a simple ADC, to correct the drift-time measurement for time-slewing
using the charge integrated signal.

Cathode strip chambers (CSC)

The CSCs are multiwire proportional chambers with cathode strip readout and with a
symmetric cell in which the anode-cathode spacing is equal to the anode wire pitch.
The precision coordinate is obtained by measuring the charge induced on the seg-
mented cathode by the avalanche formed on the anode wire. Good spatial resolution is
achieved by segmentation of the readout cathode and by charge interpolation between
neighboring strips. Position resolutions of better than 60µm have been measured in
several prototypes. A measurement of the transverse coordinate is obtained from or-
thogonal strips, i.e. oriented parallel to the anode wires,which form the second cathode
of the chamber. The CSCs are arranged in 2×4 layers. The baseline CSC gas is a non-
flammable mixture of 30% Ar, 50% CO2 and 20% CF4, with a total volume of 1.1
m3. The front-end section of the strip readout electronics consists of a charge-sensitive
preamplifier that drives a pulse-shaping amplifier. This is followed by analogue stor-
age of the peak cathode pulse height during the level-1 trigger latency. After a level-1
trigger, the analogue data are multiplexed into a 10-bit ADC.

Resistive plate chambers (RPC)

The RPC is a gaseous detector providing a typical spacetime resolution of 1 cm× 1
ns with digital readout. The basic RPC unit is a narrow gas gapformed by two par-
allel resistive bakelite plates, separated by insulating spacers. The primary ionization
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electrons are multiplied into avalanches by a high, uniformelectric field of typically
4.5 kV/mm. The gas mixture is based on tetrafluoroethane (C2H2F4) with some small
admixture of SF6, a non-flammable and environmentally safe gas that allows for a rel-
atively low operating voltage. The signal is read out via capacitive coupling by metal
strips on both sides of the detector. A trigger chamber is made from two rectangu-
lar detector layers, each one read out by two orthogonal series of pick-up strips: the
η strips are parallel to the MDT wires and provide the bending view of the trigger
detector; theφ strips, orthogonal to the MDT wires, provide the second-coordinate
measurement which is also required for the offline pattern recognition. The readout
strips are arranged with a pitch varying from 30.0 to 39.5 mm.Each chamber is made
from two detector layers and four readout strip panels. These elements are rigidly held
together by two support panels which provide the required mechanical stiffness of the
chambers. To preserve the excellent intrinsic time resolution of the RPCs, the readout
strips are optimized for good transmission properties and are terminated at both ends
to avoid signal reflections. The front-end electronics are based on a three-stage voltage
amplifier followed by a variable threshold comparator. Theyare mounted on printed
circuit boards attached to the edges of the readout panels.

Thin gap chambers (TGC)

The TGCs are similar in design to multiwire proportional chambers, with the differ-
ence that the anode wire pitch is larger than the cathode-anode distance. Signals from
the anode wires, arranged parallel to the MDT wires, providethe trigger information
together with readout strips arranged orthogonal to the wires. These readout strips
are also used to measure the second coordinate. The gas mixture is highly flammable
and requires adequate safety precautions. The main dimensional characteristics of the
chambers are a cathode-cathode distance (gas gap) of 2.8 mm,a wire pitch of 1.8 mm,
and a wire diameter of 50µm. The operating high voltage foreseen is 3.1 kV. The
electric field configuration and the small wire distance provide for a short drift time
and thus a good time resolution. The TGCs are constructed in doublets and in triplets
of chambers. The inner station consists of one doublet and isonly used to measure the
second coordinate. The seven chamber layers in the middle station are arranged in one
triplet and two doublets which provide the trigger and the second coordinate measure-
ments. On the backside of the cathode plates facing the center plane of the chamber,
etched copper strips provide the readout of the azimuthal coordinate; no readout strips
are foreseen for the central layer of a triplet.

Alignment

The requirements on the momentum resolution of the spectrometer call for an accu-
racy of the relative positioning of chambers traversed by a muon track that matches
the intrinsic resolution and the mechanical tolerances of the precision chambers. Over
the large global dimensions of the spectrometer, however, it is not possible to stabilize
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the dimensions and positions of the chambers at the 30µm level. Therefore, chamber
deformations and positions are constantly monitored by means of optical alignment
systems and displacements up to∼ 1 cm can readily be corrected for in the offline
analysis. All alignment systems are based on optically monitoring deviations from
straight lines. For reasons of cost, optical monitoring in the barrel is foreseen only for
the large sectors of chambers. Chambers in the small sectorsare aligned with parti-
cle tracks, exploiting the overlap with chambers in the large sectors. Alignment with
tracks will also serve to cross-calibrate the optical survey of the large sectors. The very
high accuracy of 30µm is required only for the positioning of chambers within a pro-
jective tower. The accuracy required for the relative positioning of different towers to
obtain adequate mass resolutions for multimuon final statesis in the millimeter range.
This accuracy is easily achieved by the initial positioningand survey of chambers at
installation time. The relative alignment of muon spectrometer, calorimeters and Inner
Detector will rely on high-momentum muon trajectories.

1.2.6 Trigger and Data acquisition

The Atlas trigger and data-acquisition (DAQ) system is based on three levels of online
event selection [9]. Each trigger level refines the decisions made at the previous level
and, where necessary, applies additional selection criteria. Starting from an initial
bunch-crossing rate of 40 MHz (interaction rate of∼109 Hz at a luminosity of 1034

cm−2s−1), the rate of selected events must be reduced to∼100 Hz for permanent
storage. While this requires an overall rejection factor of107 againstminimum-bias
events, excellent efficiency must be retained for the rare new physics processes, such
as Higgs boson decays, which will be searched for in Atlas. Figure (1.7) shows a
simplified functional view of the Trigger/DAQ system.

The level-1 (LVL1) trigger makes an initial selection basedon reduced-granularity
information from a subset of detectors [10]. Trigger information is provided for a num-
ber of sets ofpT thresholds (generally 68 sets of thresholds per object type). Most of
the physics requirements of Atlas can be met by using, at the LVL1 trigger level, fairly
simple selection criteria of a rather inclusive nature. However, the trigger implemen-
tation is flexible and it can be programmed to select events using more complicated
signatures. The maximum rate at which the Atlas front-end systems can accept LVL1
triggers is limited to 75 kHz (upgradable to 100 kHz). It is important to keep the
LVL1 latency (time taken to form and distribute the LVL1 trigger decision) to a min-
imum. During this time, information for all detector channels has to be conserved in
“pipeline” memories. The LVL1 latency, measured from the time of the proton-proton
collision until the trigger decision is available to the front-end electronics, is required
to be less than 2.5 ms. Events selected by LVL1 are read out from the front-end elec-
tronics systems of the detectors into readout drivers (RODs) and then into readout
buffers (ROBs).

All the detector data for the bunch crossing selected by the LVL1 trigger are held
in the ROBs, either until the event is rejected by the level-2(LVL2) trigger (in which
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Figure 1.7: Functional view of the Trigger/DAQ system

case the data are discarded), or, in case the event is accepted by LVL2, until the data
have been successfully transferred by the DAQ system to storage associated with the
Event Filter (which makes the third level of event selection). The process of moving
data from the ROBs to the Event Filter (EF) is called event building.

The LVL2 trigger makes use of “region-of-interest” (RoI) information provided
by the LVL1 trigger. This includes information on the position (η and φ) and pT

of candidate objects (high-pT muons, electrons/g, hadrons/τ, jets), and energy sums
(missing-ET vector and scalarET value). The RoI data are sent by LVL1 to LVL2, for
all events selected by the LVL1 trigger, using a dedicated data path. The LVL2 trigger
has access to all of the event data, if necessary with the fullprecision and granularity.

It is expected that LVL2 will reduce the rate to∼1 kHz. In contrast to the 75 kHz
(upgradable to 100 kHz) limit for LVL1 that comes from the design of the detector
front-end electronics, this is not a hard number. The latency of the LVL2 trigger is
variable from event to event and is expected to be in the range110 ms.

The last stage of the online selection (LVL3) is performed bythe EF. It will employ
offline algorithms and methods, adapted to the online environment, and use the most
up to date calibration and alignment information and the magnetic field map. The EF
will make the final selection of physics events which will be written to mass storage for



20

subsequent full offline analysis. The output rate from LVL2 should then be reduced by
an order of magnitude, giving∼100 Hz, corresponding to an output data rate of∼100
MB/s if the full event data are to be recorded. It is envisagedthat the first task of the
EF will be to confirm the results of the LVL2 decision and subsequently use the results
of the LVL2 to seed its own analysis. The rejection power of the EF comes from:

• using refined algorithms and, where necessary, tighterpT thresholds compared
to those used in the LVL2;

• the availability of all data relevant to the specific event in calculations and selec-
tion criteria;

• the use of complex algorithms and criteria which, due to processing time limits,
cannot be performed at LVL2, an example being vertex and track fitting using
bremsstrahlung recovery for electrons.

1.3 Simulation

The challenging experimental conditions at the LHC and the variety and complexity
of the different Atlas subdetectors made it absolutely necessary to provide accurate
detectors simulation and reconstruction programs in orderto evaluate in detail the de-
tector behavior and physics performance. Many tools have been developed in the past
both on the simulation and reconstruction side : a GEANT 3 based detector simulation
interface and a fortran reconstruction program, called ATRECON were fully working.
Few years ago a completely new object oriented/C++ framework calledAthena, has
been created aiming to integrate all the required tools, interfaces and databases [11].

Input for simulation comes from event generators after a particle filtering stage.
Data objects representing Monte Carlo truth information from the generators are read
by simulation and processed. Hits produced by the simulation can be directly pro-
cessed by the digitization algorithm and transformed into Raw Data Objects (RDOs).
Alternatively they can be sent first to the pile-up algorithmand then passed to the
digitization stage.

RDOs produced by the simulation data-flow pipeline are used directly by the re-
construction processing pipeline. Thus the simulation andreconstruction pipelines are
coupled together by the RDOs which act as the output from the simulation pipeline
and the input to the reconstruction pipeline.

1.3.1 Generators

Event generators are indispensable as tools for the modelling of the complex physics
processes that lead to the production of hundreds of particles per event at LHC ener-
gies. Generators are used to set detector requirements, to formulate analysis strategies,
or to calculate acceptance corrections. They also illustrate uncertainties in the physics
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modelling. Generators model the physics of hard processes,initial and final state ra-
diation, multiple interactions and beam remnants, hadronization and decays, and how
these pieces come together. The individual generators are run from inside Athena. A
container of these is placed into the transient event store under StoreGate and can be
made persistent. The event is presented for downstream use by simulation, for example
by G4Atlas simulation (using Geant4) .

The current list of supported Generators includes Herwig, Pythia, Isajet, Hijing,
AcerMC, CompHep, AlpGen, Tauola, Photos, Phojet and ParticleGenerator. Some
utility classes to enable filtering of events and facilitatehandling of Monte Carlo Truth
are also provided.

1.3.2 Atlas Geant4 Simulation (G4Atlas)

The Geant4 [12, 13] toolkit provides both a framework and thenecessary functionality
for running detector simulation in particle physics and other applications. Provided
functionalities include optimized solutions for geometrydescription and navigation
through the geometry, the propagation of particles throughdetectors, the description
of materials, the modelling of physics processes (e.g. a huge effort has been invested
in recent years into the development and improvement of hadronic-physics models),
visualization, and many more. A basic concept is that of Sensitive Detectors, which
allow for the definition of active detector elements, perform corresponding actions
within them, and write out hits (which may carry informationlike position, energy
deposit, identifier of the active element, etc.).

Development activities to make use of Geant4 functionalitywithin the Atlas-specific
setup and software environment started in 2000, taking intoaccount Atlas-specific re-
quirements. These provide tailored packages for handling geometry, kinematics, ma-
terials, physics, fields, sensitive detectors, run-specific issues and visualization, etc.
These activities culminated in 2003 with the Geant4 simulation being embedded in
Athena. This migration to Athena was also done for the detector simulation packages
which had been developed in detail in the standalone environment.

1.3.3 Pile-up

G4Atlas produces hits as output, which are a record of the real interactions of particles
in the detector. At higher machine luminosities, however, multiple interactions can
occur at each beam crossing (typically one signal event withmultiple minimum-bias
background events), and in addition other backgrounds (e.g. cavern background) need
to be taken into account.

The Athena-based pile-up application manages multiple input streams. Random
permutations of events are selected from a circular buffer of minimum-bias events.
Since the various sub-detectors have different data integration times, they require
individual cache retention policies. By using a two-dimensional detector and time-
dependent event caching policy, memory utilization has been significantly reduced.
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Pile-up is an excellent mechanism to stress test the architecture. Small problems which
would normally pass unnoticed, may get enormously magnifiedand become visible far
sooner. It is also an excellent tool to expose memory leaks, as they might become mag-
nified by several orders of magnitude (depending on the luminosity).

1.3.4 Digitization

The hits produced either directly by G4Atlas, or from the merging of pile-up events,
need to be translated into the output actually produced by the Atlas detectors. The
propagation of charges (as in the tracking detectors and theLAr calorimeter) or light
(as in the case of TileCal) into the active media has to be considered as well as the
response of the readout electronics. Unlike the previous steps in the simulation chain,
this is a very detector-specific task, and the expertise of people building and testing
each of the sub-detectors is essential. The final output of the digitization step are Raw
Data Objects (RDOs) that should resemble the real detector data.

Digitization operates locally at the level of each sub-detector (e.g. a pixel module
or a calorimeter cell) and the same code can be used in the context of the full Atlas
simulation, or a test beam or any other test. It is of key importance that digitization is
tuned by comparing the RDO output to real data in system teststo produce a realistic
tuning of the detector response.
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Electromagnetic liquid Argon
calorimeter

2.1 Introduction and physics requirements

Calorimeters [6] [14] will play a crucial role at the LHC: in contrast to other detectors,
such as magnetic spectrometers, their intrinsic resolution improves with energy, which
makes them very suitable detectors at high-energy machines. In particular, at the LHC,
calorimeters will be the leading detectors in many measurements for the reconstruction
of physics channels of prime interest.

The main tasks of the calorimeters [15, 16, 17] at hadron colliders are: accurate
measurement of the energy and position of electrons and photons; measurement of the
energy and direction of jets, and of the missing transverse momentum of the event;
particle identification, for instance separation of electrons and photons from hadrons
and jets, and ofτ hadronic decays from jets; event selection at the trigger level.

Although EM calorimeters will be involved in a variety of measurements at the
LHC, the performance specifications come from a few “benchmark” channels: the
search for a Higgs boson through the decays H→ γγ and H→ 4e, and the search for
heavy vector bosons (W′, Z′) with masses up to 5-6 TeV through the decaysW′ → eν
andZ′ → e+e− .

The physics program and the difficult experimental environment set stringent re-
quirements on detector specifications, as reported in the following list:

• Hermeticity : in principle the largest possible acceptance is needed to observe
rare physics processes such as the already mentionedH → γγ and theH → 4l de-
cays. In the pseudorapidity coordinate, a|η|< 2.5 limit is set by the survivability
of the inner detector to radiation. Full 0< φ < 2π coverage up toη = 2.5 with
the best possible granularity is required for precision electrons/photons physics.

• Electron reconstruction capability: electron energy and position reconstruc-
tion capability from few GeV up to few TeV is required. Such wide operation

23
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range depends on the complexity of the physics program: the lower bound is
set by the electrons produced in the semileptonic decays of b-quarks while the
upper TeV limit is due to the electrons from heavy bosons decays.

• Energy resolution and linearity: excellent energy resolution is needed in order
to achieve aγγ and 4 electrons reconstructed invariant mass resolution of∼ 1
% in the 114-180 GeV mass range. From detailed physics simulation it has
been found that a sampling term on the energy resolution at the level of 10 %√

E or less and a constant term smaller than 1 % are required. A linearity of
response better than 0.5 % up to 300 GeV is also needed to ensure optimal mass
resolution.

• Energy scale precision: the measurement of the Higgs boson mass will be dom-
inated by the systematic errors coming from the background subtraction and
from the knowledge of the energy scale: an overall precisionof ∼ 200 MeV on
the Higgs mass measurement can be achieved provided that theelectromagnetic
energy scale is known to∼ 0.1 %.

• Position resolution: in order to limit the contribution of the angular term to the
width of the reconstructedγγ invariant mass, the photons directionθ should be
measured with a resolution of 50 mrad/

√
E. A good position resolution is also

required for the non-pointing photons coming from the decayof a long lived
neutralino in the GMSB framework.

• Particle identification: an excellent electron/jet, photon/jet and tau/jet separa-
tion is mandatory for the ATLAS electromagnetic calorimeter in order to mini-
mize the impact of the reducible background onH → γγ channel. Isolated high
pT π0 coming from jet fragmentation are a dangerous source of background and
a very fine granularity is needed to distinguish between the two overlapping
photons from theπ0 decay and a single isolated photon. Detailed simulation of
theH → γγ demonstrates that aγ/jet separation of∼ 3000 with a 80 % photon
efficiency and aπ0 rejection factor of∼ 3 with a 90 % photon efficiency are
required.

• Speed of response and noise: the electronic and pileup noise minimization
requires an high performance and fast dedicated electronics. A careful design
of the complete read out chain is mandatory and advanced signal processing
techniques should be adopted.

• Granularity and longitudinal segmentation: the optimum granularity of the
detector comes from the best possible compromise between physics require-
ments, electronic and pileup noise minimization, particleidentification and posi-
tion resolution. A granularity not coarser than∆η x∆φ = 0.025 x 0.025 has been
found to be the optimum over the rapidity region used for precision physics. A
longitudinal segmentation in more layers is needed for particle identification and
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position measurements. Theγ/π0 separation requires a dedicated section with a
finer granularity.

• Radiation and lifetime: the calorimeter design should also take into account
the radiation resistance of its components. In ten years of operation a neutron
fluence up to 1015 n/cm2 and radiation doses up to 200 kGy is expected to be
absorbed by the em calorimeter.

In order to satisfy as much as possible all the listed requirements and taking into
account mechanical, technological and financial constraints, a lead - liquid Argon sam-
pling calorimeter [18, 19, 20] with an accordion geometry was chosen . The liquid
Argon, used as a ionizing medium, is intrinsically radiation tolerant and the particu-
lar geometry allows a full coverage in theφ coordinate without cracks and dead zones.
Fast and low noise electronic readout has been designed and sophisticated signal recon-
struction techniques have been developed in order to minimize the effect of electronic
noise and pileup. A cell by cell electronic calibration system has also been developed.

2.2 Calorimeter Layout

2.2.1 Structure and geometry

The electromagnetic calorimeter is divided into three parts:

• Barrel : cover the|η| < 1.475 region. The barrel calorimeter is housed in a 6.8
m long cryostat with an outer radius of 2.25 m and an inner cavity radius of
1.15 m. It is composed of two identical half-barrels, separated by a 6 mm gap at
z=0. Each half barrel consists of 1024 lead-stainless-steel converters, alternated
with copper-polyimide multilayer read out electrodes ensuring a full azimuthal
coverage (fig. 2.1). The LAr gap is kept constant by varying the bending angles
as a function of the radius.

• Endcaps: cover the 1.375< |η| < 3.2 region, are placed at the two extreme of
the barrel calorimeter. In the two identical endcaps the absorber plates and the
electrodes are mounted in a radial arrangement, as in figure 2.1(b)), and the ac-
cordion waves increases developing in the z coordinate. Forgeometrical reasons
the liquid Argon gap increases with the radius and, in order to partially compen-
sate this effect, the bending angle increases with the radius accordingly. Due to
feasibility reasons it was impossible to bend the absorbersand the electrods in
such a way to guarantee a constant LAr gap over the full pseudorapidity range.
For this reason each endcap calorimeter is divided in two coaxial wheels and the
LAr gap varies as a function of r in each wheel, as in figure 2.2(a)),: the outer
wheels are made of 768 absorbers and read out electrodes eachand cover the
region 1.375< |η| < 2.5 while the inner wheels are made of 256 absorbers and
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(a) (b)

Figure 2.1: Perspective view of one half barrel calorimeter(2.1(a))and one endcap wheel
(2.1(b)).

electrodes covering the 2.5 < |η| < 3.2 range. TheµA to GeV conversion factor
is kept constant by applying a radius dependent high voltagebetween absorbers
and electrodes (fig. 2.2(b)).
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Figure 2.2: Width of the LAr gap in the end-cap calorimeter asa function of the radius (2.2(a))
and compensating high voltages in the endcap calorimeter asa function ofη (2.2(b)).
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Due to the complexity of the calorimeter geometry, shown in figure (2.3) there are
three regions ( cracks ) where the detector response is degraded with respect to the rest
of the acceptance:

• η = 0 : between the two half barrels a gap of 6 mm of inactive liquid Argon is
present.

• η ∼ 1.45: the transition region between barrel and endcap is used to route ser-
vices and cables of the inner detector. In order to partiallyrecover the energy
lost in the passive materials, a scintillator slab will be placed between the barrel
and endcap cryostats covering the 1.0 < |η| < 1.6.

• η = 2.5 : in the transition between outer and inner wheel of the endcap a small 3
mm projective gap is present. The performance in also degradate by additional
dead material in front which is due to the intermediate support ring.

The read out electrodes are flexible three layers copper - kapton printed circuit
boards. The two copper outer layers are connected to the highvoltage while the inner
layer is connected to the read-out channel and collects, by capacitive coupling, the
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current induced by electrons drifting in the LAr gap. In figure (2.4) the detailed view
of a slice of the barrel calorimeter, where it is possible to see the accordion geometry
in more detail, and a liquid Argon gap section are given. Projective read-out cells inη
and longitudinal segmentation are obtained by properly etching the read out electrodes,
as shown in figure (2.5). In theφ coordinate the desired granularity is obtained by
grouping together a proper number of electrodes. Signals from different longitudinal
compartments are read out at the front and back face of the electrodes.
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Figure 2.4: Detailed view of a barrel liquid Argon gap section

The absorber electrodes, which are at ground potential, aremade of one lead
sheet sandwiched between two 0.2 mm thick stainless-steel plates for high mechanical
strength. In the barrel calorimeter the lead thickness is 1.5 mm in the regionη < 0.8
and 1.1 mm forη > 0.8 : the thinner lead for|η|> 0.8 increases the sampling fraction.
This compensate for energy resolution degradation due to the decrease of sampling
frequency with increasing rapidity.

2.2.2 Longitudinal segmentation and granularity

Over the region devoted to precision physics (|η| < 2.5) the calorimeter is segmented
in three longitudinal samplings and a separate presampler is placed in front of the
calorimeter in the|η|< 1.8 region. The number of samplings and the granularity of the
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Figure 2.5: Longitudinal andη segmentation of one barrel signal electrode

samplings are summarized in table (2.1). A schematic view ofthe barrel calorimeter
segmentation and granularity can be seen in figure (2.6). Thelongitudinal sampling
are :

• Presampler : the presampler consists of an active liquid argon layer of 1.1 and
0.5 cm thickness in the barrel and in the endcap respectivelywith no absorbers.
It can be used to correct for the energy lost by electrons and photons in the
material in front of the calorimeter.

• Sampling 1 - strips : the first sampling is made of narrow strips with a fine
granularity. It is used for theγ/π0 separation and it provides a preciseη posi-
tion measurement. In order to limit the number of channels the cells are wider
in azimuth with respect to the middle and back layer. In the endcaps the bins
become narrower when going to largerη: the granularity of the first sampling
slightly worsen while increasing eta due to the fact that fortechnical reason the
strips width can’t be made less than 5 mm.

• Sampling 2 - middle : the second sampling collects most of the e/γ shower
energy. Including the sampling 1 the total calorimeter thickness up to the end
of the middle sampling is∼ 22 X0 for η = 0 varying with the rapidity. The
second calorimeter sampling is transversally segmented into squared towers of
(∆η x∆φ) ≃ (0.025 x 0.025) which corresponds to a∼ 4x4 cm2 square forη =
0.
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• Sampling 3 - back: The third compartment has the sameφ granularity than
the middle layer and a twice coarser granularity in theη coordinate. The total
thickness varies from 2 to 12X0. The back sampling is used to sample high
energy showers and contributes toγ / jet and electron/jet separation. For the
endcap inner wheel (|η| > 2.5) the calorimeter is segmented in two longitudinal
samplings only with a coarser granularity.

Barrel Endcap
eta range 0 - 1.475 1.375 - 1.8 1.8 - 2.0 2.0 - 2.5 2.5 - 3.2

Presampler 0.025 x 0.1 0.025 x 0.1
Sampling 1 0.003 x 0.1 0.003 x 0.1 0.004 x 0.1 0.006 x 0.1 0.1 x 0.1
Sampling 2 0.025 x 0.025 0.025 x 0.025 0.025 x 0.025 0.025 x 0.025 0.1 x 0.1
Sampling 3 0.05 x 0.025 0.05 x 0.025 0.05 x 0.025 0.05 x 0.025

Table 2.1: Granularity in (∆ηx∆φ) of the EM calorimeter for different samplings as a function
of the eta rage.
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Figure 2.6: Sketch of the accordion structure and barrel granularity

A plot of the total thickness of the calorimeters is shown in figure (2.7). Of crucial
importance for have the better as possible calorimeter performance is to reduce to
minimum the material upstream calorimeter. In figure (2.8) the amount of material in
front of calorimeter is shown.
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Figure 2.7: Total thickness (in X0) as a function ofη of the electromagnetic calorimeter

Figure 2.8: Total thickness (in X0) of the EM material upstream calorimeter as a function ofη
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2.3 Signal read out

Signals from the detector are processed by various stages before being read out by the
DAQ system [21]. The logical flow and the basic elements of thesystem are shown
in figure (2.9). The first part of the electronic system is located inside the cryostat (
cold electronics ) and it is responsible for signal collection. The second part is placed
directly on the calorimeter, outside the cryostat ( front - end electronics ) and provide
amplification, shaping and digitization of the physics signals. The remaining part is
located far from the detector, in the counting room, and performs signal processing,
system control and monitoring.
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Figure 2.9: Block diagram of the electromagnetic calorimeter read out electronics.
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Figure 2.10: Detector signal shape (triangle) and after shaping (curve with dots). The dots on
the shaped signals correspond to successive bunch-crossing.

2.3.1 Signal generation and cold electronics

Electrons and positive ions produced by an incoming particle showering in the elec-
tromagnetic calorimeter drift along the electric field and generate a triangular current
signal on the electrode [22]: the signal peak is proportional to the energy deposited in
the calorimeter and the signal duration depends on the electron drift time and the gap
length, as shown in figure (2.10). In the barrel calorimeter an average gap thickness
of 2.1 mm and the nominal 2 kV potential lead to a typical signal duration of 400 ns
and a∼ 2.8µA induced currents is measured per deposited GeV. In the endcap, where
the gap thickness varies with the radius, a radius-dependent high voltage is applied in
order to obtain a flat∼ 2.5µA/GeV response: more details can be found in table (2.2).

Pseudorapidity Lead thickness Gap thicknessµA/ GeV

Barrel |η| < 0.8 1.5 mm 2.1 mm 2.74
0.8< |η| < 1.475 1.1 mm 2.1 mm 3.08

Endcap 1.375< |η| < 2.5 1.7 mm 2.8-0.9 mm 2.48
2.5< |η| < 3.2 2.2 mm 3.1-1.8 mm 2.06

Table 2.2: Relevant electromagnetic calorimeter parameters as a function of the pseudorapidity
range.

The signals from the calorimeter are collected at the detector front and back faces
by summing boards and mother boards and routed to the front end electronics through
cold-to-warm feedtroughts [23]
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Figure 2.11: Optimization of the shaping time for high and low luminosity.

2.3.2 Front end electronics

The signals coming from the warm flange of the feedthrough aresent to the preampli-
fier [24].via transmission lines. The preamplifiers are placed on front end boards [25],
located outside the cryostat in the front-end crates. The characteristic impedance of
the readout lines is optimized on the cell capacitances in order to reduce the electronic
noise contributions : 25Ω characteristic impedance cables are used for middle and
back sampling cells while 50Ω cables for the first layer and the presampler. The warm
preamplifier, called 0T , has been designed in order to match the impedance of the line
over the full required frequency range. The amplified signalis shaped by a multi-gain
CR-RC2 bipolar filter [26] . The shaper internal constant has been chosen in order
to minimize sum of the electronic and pileup noise at high luminosity as showed in
figure (2.11): the resulting shaped signal has a typical risetime of∼ 45 ns. In order
to cover the full dynamic operational range the shaper provides three different outputs
with relative gains of typically 1, 10, 100.

The shaped signal is sampled every 25 ns at the 40 MHz LHC bunchcrossing
frequency, as shown in figure (2.10). Only the first 5 samples of the signal are taken
into account and they are stored in analog memories using Switching Capacitor Arrays
(SCA) during the first-level trigger latency. If a physics event pass the LVL1 trigger,
the corresponding signal samples are extracted from SCA, digitized and read out to the
data acquisition system.



Chapter 2. Electromagnetic liquid Argon calorimeter 35

2.3.3 Electronic calibration

A cell by cell electronic calibration system [27, 28] has been developed for the elec-
tromagnetic calorimeter. The idea is to generate a calibration signal as much as pos-
sible similar to the expected physics signal in order to correct for channel to channel
electronic gain variations. An exponential voltage pulse is applied across an injector
resistorRin j placed on the motherboard, generating on the electrodes an exponential
current signal with a decay time of≃ 400 ns. The signal is acquired through the read
out chain and a channel by channel ADC toµA factor is then calculated. The ac-
curacy on electronics chain calibration contributes to theconstant term of the energy
resolution : the goal is to keep the this contribution to lessthan 0.3 %.

2.3.4 ROD system and optimal filtering

The samples of a physics signal which passed the LVL1 triggerare routed to the Read
Out Board (ROD) by digital optical link, dimensioned for a LVL1 trigger rate of 75
KHz maximum. The ROD are located far from the detector, in thetrigger cavern, and
are responsible for the signal processing: the purpose is toextract the best possible
information from the five digitized samples and a procedure based on the digital op-
timal filtering [29, 21] concept has been adopted. It has beendemonstrated that for a
given signal and noise sources with known frequency spectrait is possible to derive an
analytical expression for the filter which gives the best signal to noise ratio ( optimal
filter ). The transfer functionHA of the optimal filter at time t0 is reported in equation
(2.1) :

HA =
KAG∗(ω)

S(ω)
·e− jωt0 (2.1)

whereKA is a normalization factor,G∗ is the complex conjugate of the frequency
spectrum of a known input signal g(t), S(ω) is the total noise power spectrum. A
method based on digital filtering and multiple sampling has been proposed : it consists
in a digital reshaping which allow to recover the best possible performance of the
system in a wide range of operating conditions. The effect ofthe method is shown in
figure (2.12) as a function of the machine luminosity.

Assuming that the normalized signal shape after the shaperg(t) is known, a sample
of the signal can be written in the following way:

Si = Ag(ti − τ) (2.2)

whereA andτ are the unknown amplitude and the phase of the signal with respect
to the clock. A andτ can be derived by properly combining the available samplings
as a discrete convolution between the vector of signal samples and a set of optimal
weights:
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Figure 2.12: Total noise as a function of the luminosity for ashaping constant of 15 ns. The
dots and dashed lines show the performance without and with the optimal filtering. The full
lines shows the level of noise achievable with the optimal hardware shaper constant for each

luminosity.

A = ∑
i

wig(ti − τ) (2.3)

Aτ = ∑
i

vig(ti − τ) (2.4)

The optimal filtering coefficientswi andvi can be calculated in the time domain by
minimizing the variance onA andAτ. In the frequency domain the effect of this tech-
nique is equivalent to pass the signal through a digital optimal filter since the discrete
convolution in equation (2.3) becomes a simple inner product between the Fourier
transform of the samples and an optimal matched transfer function.

After optimal filtering other corrections for the electronic gain variation from the
calibration system are applied in the ROD leading to a signalpeak value inµA units.
Finally aµA to GeV conversion is performed in order to provide to the LVL2 trigger
the best estimation of the deposited energy in a given calorimeter cell.
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Introduction to the calibration method

3.1 Calibration Hits Simulation

The simulation program for the Atlas experiment is presently operational in a full OO
(Object Oriented) environment. This important physics application has been success-
fully integrated in the Atlas common analysis framework, Athena [11].

The GEANT4 [12, 13] Simulation for the Atlas detector is a tool implemented di-
rectly into Athena; it replaces the GEANT3 based simulation, which played the major
role in Atlas during the past 10 years. The new simulation wasimplemented with the
same accuracy and level of detail as the previous one, if not more, and follows all of
the developments in the most recent construction phase of the detector.

Physics events are simulated by means of one of the event generators currently
available in the Atlas software suite. The event is than modified to take the actual ex-
perimental conditions (e.g. vertex displacement) and particles are propagated through
the detector. In the standard simulation the energy deposited in the detector active
elements is saved into persistent objects (hits), togetherwith all events informations
which might be needed at the analysis stage (secondary vertex, secondary tracks). The
Calibration Hits simulation technique allows to save into persistent objects also the
energy deposited in the detector inactive and dead material. A code allows to know
where and in which material the energy is deposited: this allows to study in great detail
the shower development inside the detector and understand the physical processes that
are at the base of the detector reply.

Data objects representing Monte Carlo truth information from the generators was
read by simulation and processed. Hits produced by the simulation can be directly
processed by the digitization algorithm and transformed into Raw Data Objects (RDO).
Alternatively they can be sent to the pileup algorithm and then passed either to the
digitization for RDO production or to the third level trigger chain for the final Event
Filter selections, see for more details section (1.3).
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3.2 Simulation Rounds

To disentangle different effects, four rounds of simulation are been used:

1. monochromatic electrons hitting the center of a middle compartment cell. No B
field. These are the simplest possible conditions, see section (4.1).

2. monochromatic electrons spread uniformly over the middle compartment cell.
No B field. These simulations are used to study the effects introduced by the
accordion granularity, see section (4.2).

3. monochromatic electrons spread uniformly over the middle compartment cell.
B field on. These simulations reproduce the real operative conditions of Atlas,
see section (4.3).

4. monochromatic electrons and photons spread uniformly over the fullη coverage
of the calorimeter, included the endcap region. B field on. Full digitization and
improved geometry, see chapter (5).

The simulation of the first three points in the previous list has been done with
GEANT 4 and Athena 10.0.1. Since the standard reconstruction algorithm wasn’t
available at that time for the Calibration Hit simulations,a self made reconstruction
code, including a clusterization algorithm, was developed. A cluster of the required
dimension, typically 3×5 or 3×7, is built around the most energetic cell.

The events of the first three rounds are simulated from the Atlas center. Few sam-
ples of events simulated with a vertex spread show that the vertex spread influences
only the modulation inside a cell and not the others therms ofthe reconstruction algo-
rithm. All these simulations require a big computing effort, over 3.1M events simu-
lated, and has been done on the Milan computing facility.

The fourth point in the simulation list has been studied withthe CSC (Computing
System Commissioning) data, available from central production and produced with
Athena 11.0.5. They use the newest detector geometry, the “as built” geometry, that
takes into account the known deformations of the detector. The particles are spread
over the full η range of the calorimeter, including the endcap, subdividedinto 100
cells; the statistic in each cell is around 500 events for each of the 7 simulated energies.

3.3 Material and energy classification

In the simulation the materials inside the Atlas detector are classified into three differ-
ent classes, and hits in different materials are classified in different containers:

• active: all the active layers of each subdetector. For example, LAr between the
absorbers in the Accordion
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• inactive: all the inactive layers of each subdetector. Forexample the absorbers
in the Accordion

• dead: for example the cryostat, the solenoid, the electronics, etc..

To reconstruct the electron energy from the energy deposited into the LAr an algo-
rithm has been developed which makes use of the quantities listed below:

• Ef ront : total energy deposited in front of the PreSampler, including the cryostat
and the solenoid

• Eps : energy deposited into the PreSampler, divided inactiveandinactive

• Epsstr : energy deposited in the dead material between PreSampler and strips

• Estr : energy deposited in the first sample (strips) of the EM calorimeter, divided
in activeandinactive

• Emid : energy deposited in the second sample (middle) of the EM calorimeter,
divided inactiveandinactive

• Eback : energy deposited in the third sample (back) of the EM calorimeter, di-
vided inactiveandinactive

• Ebehacc: total energy deposited behind the EM calorimeter

3.4 Calibration method based on Longitudinal Weights

The existing calibration method [30, 31] uses four longitudinal weights to reconstruct
the energy deposited by the electromagnetic shower into thedetector , as in equation
(3.1).

Ereco = λ(o f f +w0E0+E1 +E2+w3E3) (3.1)

where : E0,E1,E2 andE3 are the energies deposited into the active layer of the Pre-
Sampler and of the 3 compartments of the calorimeter, whileλ, o f f , w0 andw3 are 4
parameters to be determined.

Thew0 parameter is supposed to be correcting for the energy deposited in front of
calorimeter. Theo f f parameter is an offset motivated by Test-Beam analysis and is
found to optimize simultaneously electron energy linearity and resolution. The weight
w3 for the third sampling is supposed to be correcting for the longitudinal leakage.

The 4 weights are obtained by fitting electrons of known energy through minimiza-
tion of the function in equation (3.2).

χ2 =
Nevents

∑
i

(Ei
reco−Ei

true)
2

σ2
EMB

(3.2)
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where:Ereco is the reconstructed energy as in equation (3.1),Etrue is the true electron
energy andσEMB is a parametrization of the calorimeter resolution.

Due to the minimization process that is at the base of the weights extraction, the
parameters are not clearly correlated with the physical process of the shower. As an ex-
ample, the quantityλ(o f f +w0E0) cannot be interpreted as the real energy deposited
by the shower in front of the calorimeter, because the weights are extracted only min-
imizing the energy resolution and linearity, without the imposition of any “physical”
constrain.

The big strength of this method is its simplicity and the independence of the
weigths from the electron energy.

3.5 Calibration method based on Calibration Hits

The proposed method, based on Calibration Hits, makes use ofa full parametriza-
tion of the energy deposited by the electromagnetic shower into the various detector
compartment. The particle energy is computed, forη ≤1.8, with the formula:

Ereco =

E f ront
︷ ︸︸ ︷

a(Eacc
reco,η)+b(Eacc

reco,η) ·Ecl LAr
ps

+
1

SAcc(X,η)
· ( ∑

i=1,3
Ecl LAr

i )

︸ ︷︷ ︸

Eacc

·(1+ fleak(X,η))
︸ ︷︷ ︸

Ebehacc

· (F(η,φ))
︸ ︷︷ ︸

ImpactPointMod.

(3.3)

where:

• Ereco is the reconstructed energy of the particle

• a(Eacc
reco,η) andb(Eacc

reco,η) are parameters to be determined as a function of the
energy deposited into the accordion andη

• Ecl LAr
ps is the energy deposited in the active layer of the PreSampler, in the cluster

• SAcc(X,η) is the accordion sampling fraction in the cluster multiplied by the
correction for the energy deposited out of the cluster. Thisfactor is parametrized
as a function ofX, the longitudinal barycenter of the shower, andη

• Ecl LAr
i is the energy deposited into the cluster in theith (i=0,3) layer of the

accordion

• fleak(X,η) is the correction for the longitudinal leakage. It is parametrized as a
function ofη andX, the longitudinal barycenter of the shower.

• F(η,φ) is the energy correction depending from the impact point of the particle
inside a cell ( called in the nextImpact Point Modulations)
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In the equation (3.3) we make use of the variableX, called shower depth or longi-
tudinal barycenter of the shower, and defined as:

X =
∑4

i=1ELAr
i Xi

∑4
i=1ELAr

i

(3.4)

whereELAr
i are the energies deposited in the active medium of the PreSampler and

in the three calorimeter compartments (strip, middle and back), andXi is the depth, ex-
pressed in radiation length, of the longitudinal center of each compartment, computed
starting from the interaction point (center of Atlas in thissimulations). It is impor-
tant to note thatXi change inη due to the geometry of the calorimeter and needs to
be recalculated for eachη position. Figure (3.1) shows the longitudinal centerXi of
each calorimeter compartment (PreSampler, strips, middleand back) as a function of
η, computed in the barrel region with an approximated formula, and in the EndCap
region with a dedicated simulation.
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Figure 3.1: Compartments center

The reconstructed energy can be easily factorized in three part:

Ereco = Ef ront +Eacc+Ebehacc (3.5)

where:Ef ront, Eacc, Ebehaccare the real energies deposited by the shower in front of the
calorimeter, in the accordion and behind it, and are defined as in equation (3.3).

In the region of the calorimeter without the PreSampler (η >1.8) the first two terms
in the equation (3.3), the ones for the determination ofEf ront, are substituted by a
parametrization as a function of the shower depth, as in equation (3.6):

E f ront
reco = a(Eacc

reco,η)+b(Eacc
reco,η) ·X +c(Eacc

reco,η) ·X2 (3.6)
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wherea(Eacc
reco,η), b(Eacc

reco,η) and c(Eacc
reco,η) are parameters to be determined as a

function ofη andEacc
reco.

This method is more complex than the calibration method based on the longitu-
dinal weights, but have the strength of being strongly related to the physical process
inside the detector. In addition it could provides the energy deposited into each detec-
tor compartment, and not only the total deposited energy by the shower, that may be
usefull in several physical analysis.



Chapter 4

Milan data set analysis

4.1 Electrons hitting the cell center

To study, understand and explain the proposed calibration method we start with the
simplest condition: electrons hitting the center of a cell,in the middle compartment;
11 η points (spanning fromη=0.1 toη=1.2 with 0.1 steps) and 11 energies (5, 10, 15,
20, 30, 40, 50, 60, 80, 100, 200 GeV) have been simulated.

All the simulations have been done on the Milan computing facility, with Athena
10.0.1. Both reconstruction and calibration codes are selfmade including the clustering
algorithm, because at the time of these simulations the official reconstruction code
could not process the Calibration Hits data files. Also the digitization was not included
since not yet available for Calibration Hits simulations, and the energy deposited into
the active layers of the detector are taken as the detector reply.

All the analysis shown in the next paragraphs are relative to3×5 cluster size, ex-
cept where differently specified.

4.1.1 Energy distribution inside the subdetectors

To understand the proposed calibration method is importantto know how the energy
of the shower is shared between the different compartments of the detector.

Figures (4.1) and (4.2) show the distributions of the energydeposited by electrons
of 20 GeV and 100 GeV inside the four layers of the EM calorimeter, for various
η points. The distributions show the total deposited energy into active and inactive
material inside each compartment of the calorimeter. It is evident that the largest part
of the shower energy, up to 80%, is deposited into the middle compartment, while the
others compartments receive a smaller fraction of the shower energy: 15÷25% in the
strip, 1% into the PreShower and only the 0.5% into the back compartment.

In figure (4.3) the distributions of the energy deposited by the electron showers
outside the calorimeter are shown: into the material upstream the PreSampler (Ef ront),
into the dead material between PreSampler and strips (Epsstr) and behind the accordion
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(Ebehacc). It is possible to see that only a small fraction of the EM shower energy is
deposited behind the calorimeter, but a relevant portion, up to 10%, is deposited in the
material in front of calorimeter.

The dependence of the various distributions onη are complicated and are due to
the superimposition of 2 different effects:

• the compartments length changes inη, as shown in figure (2.6)

• the material in front of calorimeter changes inη, as shown in figures (2.7) and
(2.8)

The first point influences directly the energy sharing between the different compart-
ments, while the second point influences the shower development that reflects again
on the energy sharing.

4.1.2 Energy reconstruction in the Accordion

We start to reconstruct the energy deposited by the shower inthe accordion. We use a
single correction to go from the energy deposited in the active material in the cluster
to the total energy in the accordion, including the correction for the energy deposited
outside the cluster. This correction is a function of the shower depth, defined in (3.4).

In figure (4.4) the cluster sampling fraction defined in equation (4.1) is shown at 4
η values and 11 energies.

Scl =
Ecl LAr

Acc

Ecl LAr
Acc +Ecl Abs

Acc

(4.1)

where:Ecl LAr
Acc is the energy deposited in the active medium (LAr) into the accor-

dion cluster,Ecl Abs
Acc is the energy deposited in the absorbers into the accordion cluster.

For comparison the figure (4.5) shows, for the sameη points and energies, the total
accordion sampling fraction, defined as in equation (4.2).

Stot =
ELAr

Acc

ELAr
Acc +EAbs

Acc

(4.2)

where:ELAr
Acc andEAbs

Acc are the energy deposited in the active and inactive medium
in the total accordion.

The total accordion sampling fractionStot shows the same behavior as the cluster
sampling fractionScl, but its value is about 1% lower. This is interpreted as due to
the fact that into an electron shower the fraction of very lowenergy photons and elec-
trons increases with the radial distance from the shower centre. These particles, that
are taken into account only in theStot, are more easily absorbed into the absorbers,
lowering the sampling fraction.

The cluster sampling fraction is energy dependent, as is shown in figure (4.6), but
this energy dependence becomes marginal once it is plotted as a function of the shower
depth.
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Figure 4.1: Energy deposited in the PreSampler and Strips calorimeter compartments by 20
GeV and 100 GeV electrons, at variousη points.

The fraction of energy deposited outside the cluster, as defined in equation (4.3), is
shown in figure (4.7).

Eoutcl(%) =
Eoutcl LAr

Acc +Eoutcl Abs
Acc

Ecl LAr
Acc +Ecl Abs

Acc

(4.3)

where:Eoutcl LAr
Acc andEoutcl Abs

Acc are the energies deposited outside the accordion cluster
into the active and inactive material,Ecl LAr

Acc andEcl Abs
Acc are the energies deposited into

the accordion cluster in the active and inactive material.
Also for this quantity the energy dependence becomes negligible once expressed as

a function of the shower depth. A residual energy dependenceis visible at largerη and
for very low electron energy (5GeV), but proved to be uninfluent on the performances
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(c) Eback , E=20GeV

Energy (MeV)
0 500 1000 1500 2000 2500 3000 3500 40000

200

400

600

800

1000

1200

1400  = 0.3η
 = 0.6η
 = 0.9η
 = 1.2η

Energy deposited in back compartment

(d) Eback , E=100GeV

Figure 4.2: Energy deposited in Middle and Back calorimetercompartments by 20 GeV and
100 GeV electrons, at variousη points.

of the method: an energy dependent parametrization has beentested to give results, in
term of energy resolution and linearity, comparable to the one obtained with an energy
averaged parametrization.

To calibrate the accordion two different approaches are possible:

1. use a single correction to go from the energy deposited in the cluster into the
LAr to the total energy deposited into the accordion. This correction is shown in
figure (4.8), where different colour refer to different energy values of the incident
particles, and it is defined as in equation (4.4):

Ctot =
ELAr

Acc +EAbs
Acc

Ecl LAr
Acc

(4.4)
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Figure 4.3: Energy deposited by 20 GeV and 100 GeV electrons in front of calorimeter, in the
dead material between PreSampler and Strips, and behind theaccordion, at variousη points.
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(d) η=1.2

Figure 4.4: Cluster Sampling Fraction as a function of the shower depthX at variousη points
and energies.

The red dashed line is the adopted parametrization obtainedfrom the energy
averaged fit.

2. use a correction to go from the energy deposited in the cluster in the LAr to the
total energy deposited into the accordion cluster. This correction is shown in
figure (4.9), as a function of the shower depth, and it is the inverse of the cluster
sampling fractionScl. Once reconstructed the total energy deposited into the
accordion cluster it is necessary to apply a correction thattake into account the
energy deposited outside the cluster, as shown in figure (4.7).

Both methods have been tested and give comparable results interm of energy res-
olution and linearity. In the attempt of reducing the numberof calibration coefficients
to the minimum, the first method is used with the events simulated at cell center.
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Figure 4.5: Total Accordion Sampling Fraction as a functionof the shower depthX, at various
η points and energies.

The residual energy dependence of the Total Accordion Correction factor is ne-
glected and an averaged over electron energies correction is used, as shown in figure
(4.10), where the second degree polynomial parametrization is also shown. The range
of the fit is determined excluding the bins containing less than 0.5% of the total statis-
tic. The evident variation in the values of the total accordion from the top plot to the
bottom is due to the absorbers thickness variation atη=0.8, that imply a variation in
the sampling fraction.
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Figure 4.6: Energy dependence of the cluster sampling fraction. The black dots refer toη=0.3,
the red toη=0.6, the green toη=0.9 and the blue toη=1.2 .
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Figure 4.7: Energy deposited out of the cluster, expressed as a fraction (%) of the energy
deposited inside the cluster, for variousη points and energies.
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Figure 4.8: Total Accordion Correction factor as a functionof the shower depthX, for various
η points and energies. The red dashed line is the energy parametrization achieved from the fit

shown in figure (4.10), and shown here only as a reference
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Figure 4.9: Cluster Accordion Correction factor as a function of Shower DepthX, for various
η points and energies.



54

htot_acc_corr_ave
Entries  110000
Mean    10.89
Mean y   5.842
RMS     1.365
RMS y  0.1736
Underflow       0
Overflow        0

 / ndf 2χ  27.54 / 26
Prob   0.3812
p0        0.023 6.372 
p1        0.00405 -0.07067 
p2        0.000179 0.001985 

Shower Depth X
6 8 10 12 14 16 18

 T
o

ta
l 
A

c
c
o

rd
io

n
 c

o
rr

e
c
ti

o
n

 

5

5.2

5.4

5.6

5.8

6

6.2

6.4

6.6

6.8

7

htot_acc_corr_ave
Entries  110000
Mean    10.89
Mean y   5.842
RMS     1.365
RMS y  0.1736
Underflow       0
Overflow        0

 / ndf 2χ  27.54 / 26
Prob   0.3812
p0        0.023 6.372 
p1        0.00405 -0.07067 
p2        0.000179 0.001985 

Electrons

Total accordion correction vs shower depth, all energies 

(a) η=0.3

htot_acc_corr_ave
Entries  110000
Mean    11.44
Mean y   5.851
RMS     1.462
RMS y  0.1546
Underflow   5.596
Overflow    4.843

 / ndf 2χ  63.78 / 29
Prob   0.0002047
p0        0.024 6.393 
p1        0.00406 -0.06855 
p2        0.000170 0.001814 

Shower Depth X
6 8 10 12 14 16 18

 T
o

ta
l 
A

c
c
o

rd
io

n
 c

o
rr

e
c
ti

o
n

 

5

5.2

5.4

5.6

5.8

6

6.2

6.4

6.6

6.8

7

htot_acc_corr_ave
Entries  110000
Mean    11.44
Mean y   5.851
RMS     1.462
RMS y  0.1546
Underflow   5.596
Overflow    4.843

 / ndf 2χ  63.78 / 29
Prob   0.0002047
p0        0.024 6.393 
p1        0.00406 -0.06855 
p2        0.000170 0.001814 

Electrons

Total accordion correction vs shower depth, all energies 

(b) η=0.6

htot_acc_corr_ave
Entries  110002
Mean    12.26
Mean y    5.04
RMS     1.248
RMS y  0.5134
Underflow       0
Overflow        0

 / ndf 2χ  279.9 / 20
Prob       0
p0        0.032 6.249 
p1        0.0051 -0.1554 
p2        0.00020 0.00455 

Shower Depth X
6 8 10 12 14 16 18 20

 T
o

ta
l 
A

c
c
o

rd
io

n
 c

o
rr

e
c
ti

o
n

 

4.6

4.8

5

5.2

5.4

5.6

5.8

6

6.2

6.4

htot_acc_corr_ave
Entries  110002
Mean    12.26
Mean y    5.04
RMS     1.248
RMS y  0.5134
Underflow       0
Overflow        0

 / ndf 2χ  279.9 / 20
Prob       0
p0        0.032 6.249 
p1        0.0051 -0.1554 
p2        0.00020 0.00455 

Total accordion correction vs shower depth, all energies 

(c) η=0.9

htot_acc_corr_ave
Entries  110004
Mean    11.45
Mean y   5.083
RMS     1.367
RMS y  0.3509
Underflow       0
Overflow    9.104

 / ndf 2χ  183.4 / 25
Prob       0
p0        0.036 6.855 
p1        0.0061 -0.2608 
p2        0.0003 0.0091 

Shower Depth X
6 8 10 12 14 16 18 20

 T
o

ta
l 
A

c
c
o

rd
io

n
 c

o
rr

e
c
ti

o
n

 

4.6

4.8

5

5.2

5.4

5.6

5.8

6

6.2

6.4

htot_acc_corr_ave
Entries  110004
Mean    11.45
Mean y   5.083
RMS     1.367
RMS y  0.3509
Underflow       0
Overflow    9.104

 / ndf 2χ  183.4 / 25
Prob       0
p0        0.036 6.855 
p1        0.0061 -0.2608 
p2        0.0003 0.0091 

Electrons

Total accordion correction vs shower depth, all energies 

(d) η=1.2

Figure 4.10: Total Accordion Correction factor as a function of Shower DepthX, energy aver-
aged, for variousη points, with superimposed the used parametrization.
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4.1.3 Calculation of the energy deposited in front of the Accordion

The energy deposited in the materials in front of the calorimeter (Inner Detector, cryo-
stat, coil...) is parametrized as a function of the energy deposited in the active layer of
the PreShower and depends strongly on the energy of the incident electrons, as shown
in figures (4.11) and (4.12), atη=0.3. The adopted parametrization with a first degree
polynomial is shown by the red dashed line: higher degree polynomials have been
tested without any improvement in the performances of the method. Note explicitly
that here the energy deposited upstream the calorimeter includes the energy deposited
into the active and inactive layers of the PreSampler, and also the energy lost in the
dead material between the PreSampler and the first layer of the accordion (strips).

The parametrization with the first degree polynomial is adopted on all theη range
as shown in figure (4.13), where the energy lost in front of thecalorimeter by 100 GeV
electrons is shown at variousη points.

The parameters of the first degree polynomial (labelledoffsetandslope) are shown
in figure (4.14) as a function of the mean energy deposited into the accordion at fourη
values. The dashed line represents the used parametrization, as in equations (4.5) and
(4.6).

a(η) = pf ront
0 + pf ront

1 EAcc
tot + pf ront

2

√

EAcc
tot (4.5)

b(η) = pf ront
0 + pf ront

1 logEAcc
tot + pf ront

2

√

EAcc
tot (4.6)

A not negligible amount of energy is deposited upstream calorimeter even when
no energy is measured in the PreShower (offset). This amountincreases with electrons
energy and is much higher than the energy lost by ionization;we interpret it as due to
the absorption of very low energy photons and electrons present in the early shower.

A different calibration approach for the energy lost in front of the calorimeter has
been tested: it’s based on the splitting of the energy lost infront of the PreSampler
from the energy deposited in the dead material between PreSampler and strips. In
figure (4.15(a)) the energy deposited by 100 GeV electron in the material in front
of the active layer of the PreSampler as a function of the energy into active layer
of PreSampler is shown, forη=0.3. Figure (4.15(b)) shows the energy deposited in
the dead material between PreSampler and the strips as a function of the geometrical
mean of the energy deposited into the active layer of the PreSampler and strip. Both
energy distributions are parametrized with a first degree polynomial, also shown in
the figures. This parametrization may results useful to better understand the energy
deposition in the various layers of the detector, but gives the same performances of the
method discussed before, with the addition of two more energy dependent parameters:
this parametrization will not be adopted into the next studies and is here discussed only
for completeness.
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Figure 4.11: Energy deposited in front of the calorimeter asa function of energy in the Pre-
Sampler,η=0.3, for various electron energies.
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Figure 4.12: Energy deposited in front of the calorimeter asa function of energy in the
PreShower,η=0.3, for various electron energies
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Figure 4.13: Energy deposited in front of the calorimeter asa function of energy in the
PreShower, by 100 GeV electrons, at variousη points



Chapter 4. Milan data set analysis 59

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

 O
ff

s
e
t(

M
e
V

) 

200

300

400

500

600

700

800

900

1000

1100

1200

 / ndf 2χ   21.1 / 8
Prob   0.006878
p0        6.712± 200.8 
p1        0.1619± 2.653 
p2        2.271± 11.55 

 / ndf 2χ   21.1 / 8
Prob   0.006878
p0        6.712± 200.8 
p1        0.1619± 2.653 
p2        2.271± 11.55 

Front Energy Offset

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

 S
lo

p
e
 

16

17

18

19

20

21

22

23

24

 / ndf 2χ  9.528 / 8
Prob   0.2997
p0        0.244± 13.86 
p1        0.1415± 2.116 
p2        0.04353± -0.2153 

 / ndf 2χ  9.528 / 8
Prob   0.2997
p0        0.244± 13.86 
p1        0.1415± 2.116 
p2        0.04353± -0.2153 

Front Energy Weight Slope

(a) η=0.3

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

 O
ff

s
e
t(

M
e
V

) 

200

400

600

800

1000

1200

 / ndf 2χ  60.07 / 8
Prob   4.512e-10
p0         9.13± 189.7 
p1        0.2326± 0.4836 
p2        3.173± 50.59 

 / ndf 2χ  60.07 / 8
Prob   4.512e-10
p0         9.13± 189.7 
p1        0.2326± 0.4836 
p2        3.173± 50.59 

Front Energy Offset

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

 S
lo

p
e
 

16

17

18

19

20

21

22

23

24

25

 / ndf 2χ  24.91 / 8
Prob   0.001611
p0        0.2334± 13.29 
p1        0.1347± 2.015 
p2        0.04144± -0.06124 

 / ndf 2χ  24.91 / 8
Prob   0.001611
p0        0.2334± 13.29 
p1        0.1347± 2.015 
p2        0.04144± -0.06124 

Front Energy Weight Slope

(b) η=0.6

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

 O
ff

s
e
t(

M
e
V

) 

600

800

1000

1200

1400

1600

1800

2000

 / ndf 2χ  200.4 / 8
Prob       0
p0        18.94± 434.6 
p1        0.5073± 0.9081 
p2        6.897± 80.42 

 / ndf 2χ  200.4 / 8
Prob       0
p0        18.94± 434.6 
p1        0.5073± 0.9081 
p2        6.897± 80.42 

Front Energy Offset

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

 S
lo

p
e
 

17

18

19

20

21

22

23

24

25

 / ndf 2χ  195.9 / 8
Prob       0
p0        0.2462± 14.35 
p1        0.1358± 2.088 
p2        0.03946± -0.1532 

 / ndf 2χ  195.9 / 8
Prob       0
p0        0.2462± 14.35 
p1        0.1358± 2.088 
p2        0.03946± -0.1532 

Front Energy Weight Slope

(c) η=0.9

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

 O
ff

s
e
t(

M
e
V

) 

1000

1500

2000

2500

3000

3500

4000

 / ndf 2χ  93.29 / 8
Prob   9.964e-17
p0        27.05± 657.7 
p1        0.7247± 2.535 
p2        9.764± 144.4 

 / ndf 2χ  93.29 / 8
Prob   9.964e-17
p0        27.05± 657.7 
p1        0.7247± 2.535 
p2        9.764± 144.4 

Front Energy Offset

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

Particle Energy (GeV)
0 20 40 60 80 100 120 140 160 180 200

 S
lo

p
e
 

14

16

18

20

22

24

 / ndf 2χ  154.7 / 8
Prob       0
p0        0.2311± 10.45 
p1        0.1192± 3.069 
p2        0.03288± -0.3322 

 / ndf 2χ  154.7 / 8
Prob       0
p0        0.2311± 10.45 
p1        0.1192± 3.069 
p2        0.03288± -0.3322 

Front Energy Weight Slope

(d) η=1.2

Figure 4.14: Parameters (offset and slope) for the reconstruction of the energy deposited in
front of the calorimeter as a function of the average energy lost in the accordion, for variousη

points. The top plot of eachη point refers to the offset, the bottom to the slope
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Figure 4.15: Energy deposited by 100 GeV electrons in front of the PreSampler (a) and in the
dead material between PreSampler and strips (b), atη=0.3.

4.1.4 Calculation of the energy deposited behind the Accordion

The energy deposited by the electron shower behind the thirdsampling of the accor-
dion calorimeter is given as a fraction (%) of the energy deposited into the accordion,
as defined in the equation (4.7) .

fleak(%) =
Ebehacc

EAbs
Acc+ELAr

Acc

(4.7)

As shown in figure (4.16) for variousη values, this fraction, when parametrized as
a function of the longitudinal barycenter of the shower, is fairly energy independent.
The energy averaged leakage is parametrized as in the equation (4.8):

fleak(%) = pleak
0 X + pleak

1 eX (4.8)

The results of the fit on the energy averaged leakage are shownin figure (4.17), for
the sameη points. Note that the fraction of the energy deposited behind the accordion
varies withη, consistently with the increase of the total thickness in radiation length
of the calorimeter. For lowerη points up to 2% of the energy of the EM shower is
deposited behind accordion, while at higherη this fraction is only some per mille.
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(b) η=0.6
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(c) η=0.9
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Figure 4.16: Longitudinal leakage, expressed as a fraction(%) of the energy deposited in the
accordion, as a function of shower depthX, at variousη points and energies. The red dashed
line is the energy averaged parametrization, achieved fromthe fit in figure (4.17), and shown

here only as a reference.
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Figure 4.17: Longitudinal leakage as a function of Shower Depth X, energy averaged, for
variousη points. The red dashed line is the adopted parametrization.
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4.1.5 Resolution and Linearity

In figure (4.18) are shown, as an example, the reconstructed energy profiles for the
various electron energies atη=0.3 . With a gaussian fit in the interval[−2σ,+2σ] the
mean values and the standard deviations are obtained. As usual the energy resolution
(σ(E)

E ) is parametrized as in equation (4.9):

σ(E)

E
(%) =

b(%)
√

E(MeV)
⊕c(%) (4.9)

where:b is the sampling term andc is the constant term of the calorimeter.
The resolution sampling and constant term are shown in figure(4.19), at fourη

points. The black points show the result when all the energies are computed with the
described method. Results when only the energy in the accordion is computed while
all the others energies are taken from the Monte Carlo simulations are shown with the
green points. The red and the blue points refer respectivelyto the case in which the
only computed energies are the ones deposited in front and behind the calorimeter.

Values of the sampling and constant term of the resolution asa function ofη are
summarized in table (4.1) together with the maximum deviation from linearity. Note
that the constant term of the energy resolution is zero at allη points, as expected for
the simulations at the cell center. The sampling term increases from 8.7% at lowη
values to 15% at higherη. This is related to the increase of the energy deposited in
front of the calorimeter and to the difficulty to compute it. Note also that while for
η <0.8 the dominant contribution to the energy resolution comes from the accordion,
for η >0.8 the dominant contribution comes from the energy deposited in front of it,
as shown in figure (4.20), where the color scheme is the same adopted in figure (4.19)
and explained in the text.

The ratio of the fitted mean values and the true electron energies (labelled linearity)

ηcell b(%) c(%) Linearity (%)

0.1 8.7 0 0.1
0.2 8.9 0 0.1
0.3 9.5 0 0.1
0.4 9.6 0 0.1
0.5 9.9 0 0.1
0.6 10.1 0 0.2
0.7 11.3 0 0.2

0.9 11.8 0 0.3
1.0 12.9 0 0.4
1.1 13.8 0 0.4
1.2 14.9 0 0.5

Table 4.1: Sampling and constant term of resolution and maximum deviation from linearity



64

is shown in figure (4.21). The meaning of the different colours are the same that for
figure (4.20) and is explained in the text. The maximum absolute value of the deviation
from the linearity is listed in table (4.1).
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Figure 4.18: Total reconstructed energy atη=0.3, for electrons simulated at cell center. All the
11 available energies are shown, from left to right, top to bottom 5, 10, 15, 20, 30, 40, 50, 60,

80, 100, 200 GeV electrons are shown.
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Figure 4.19: Energy resolution for electrons simulated at the cell center, at variousη points, as
a function of the electron energy.
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Figure 4.20:η variation of the sampling term of resolution.
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Figure 4.21: Linearity for electrons simulated at the cell center, at variousη points.
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4.2 Electrons spread over a middle cell

In this section we will discuss the results obtained with theproposed calibration method
when applied to electrons hitting uniformly the middle compartment cell. First we look
at the parametrization and at the results obtained simply applying the proposed method
to the new sample, than we will introduce and discuss the corrections that depend on
the impact position of the electrons inside the cell.

We simulate 30K electrons for each of the energies 5, 10, 20, 50 and 100 GeV.
The cells with center of the middle compartment at 0.3125, 0.6125, 0.7125, 1.0125,
1.1125, 1.2125 have been uniformly covered by the simulatedelectrons.

4.2.1 Energy reconstruction in the Accordion

To compute the energy deposited into the accordion we use thesame parametrization
as a function of the longitudinal barycenter of the shower explained in the subsection
(4.1.2). The total correction factor is shown in figure (4.22) for two η points.
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Figure 4.22: Total Accordion Correction factor as a function of shower depthX, averaged over
the electron energies, for twoη points. The red dashed line is the adopted parametrization

The achieved parameters for the total accordion calibration are summarized in ta-
ble (4.2), together with the parameters achieved in the sameη points with the electrons
simulated at the cell center : differences on the order of 5÷10 % between the parame-
ters in the two conditions are visible. This is interpreted as due to the different lateral
containment of the shower when the electrons are not simulated all in the same posi-
tion.
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η Impact Point p0 p1 p2

0.3 Center Cell 6.372± 0.023 -0.070± 0.004 0.0019± 0.0002
0.3 Full Cell 6.314± 0.025 -0.057± 0.004 0.0013± 0.0003
1.2 Center Cell 6.855± 0.036 -0.261± 0.006 0.0091± 0.0003
1.2 Full Cell 7.257± 0.053 -0.315± 0.006 0.0103± 0.0003

Table 4.2: Total accordion correction parameters for twoη points and two impact points.

Offset Parameters
η Impact Point p0 p1 p2

0.3 Center Cell 200.8± 6.7 2.653± 0.162 11.55± 2.27
0.3 Full Cell 227.1± 5.7 5.744± 0.272 -13.75± 2.75
1.2 Center Cell 657.7± 27.1 2.535± 0.724 144.4± 9.7
1.2 Full Cell 841± 18 6.542± 1.012 56.15± 10.16

Slope Parameters
η Impact Point p0 p1 p2

0.3 Center Cell 13.86± 0.24 2.11± 0.14 -0.215± 0.043
0.3 Full Cell 15.86± 0.08 0.20± 0.01 -0.090± 0.041
1.2 Center Cell 10.45± 0.23 3.07± 0.12 -0.332± 0.032
1.2 Full Cell 14.01± 0.06 0.32± 0.01 -0.280± 0.030

Table 4.3: Front energy reconstruction parameters (offsetand slope) for twoη points and two
impact points.

4.2.2 Calculation of the energy deposited in front of Accordion

The energy deposited by the electron shower in the material in front of the calorimeter
is parametrized as explained in subsection (4.1.3).

In figures (4.23) and (4.24) the energy deposited in front of the calorimeter as a
function of the energy in the PreShower is shown, at twoη points and for various
energies. The red dashed line is, as usual, the adopted parametrization. Deviations
from linearity are visible at higherη points and for very low energies. Higher degree
polynomial parametrizations have been tested, without anyimprovements in the per-
formances of the method. A first degree parametrization is used for eachη point and
energy.

The offset and slope parameters obtained from the fits are parametrized, accord-
ingly to equations (4.5) and (4.6), as a function of the mean energy deposited in the
accordion, as shown in figure (4.25). Table (4.3) list the achieved parameters, together
with the ones extracted for the electrons simulated at cell center. The parameters ex-
tracted in the two impact point conditions are very different: this is not imputable to
some physical effect, but is interpreted as due to the big difference in the number of
available energies and statistics in the two cases.
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Figure 4.23: Energy deposited in front of the calorimeter asa function of the energy in the
PreSampler atη=0.3, for various energies. The red dashed line is the adopted parametrization.
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Figure 4.24: Energy deposited in front of the calorimeter asa function of the energy in the
PreSampler atη=1.2, for various energies. The red dashed line is the adopted parametrization.
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Figure 4.25: Parameters (offset and slope) for the reconstruction of the energy deposited in
front of the calorimeter as a function of mean energy deposited in the accordion, for twoη

points. The top plots refer to the offset, while the bottom tothe slope.
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Figure 4.26: Energy deposited behind the accordion, expressed as a fraction (%) of the energy
deposited into the accordion, as a function of the longitudinal barycenter, energy averaged. The

red dashed line is the adopted parametrization

η Impact Point p leak
0 pleak

1

0.3 Center Cell 0.0163± 0.0001 1.16E-06± 1.09E-08
0.3 Full Cell 0.0165± 0.0001 1.08E-06± 8.91E-09
1.2 Center Cell 0.0058± 9.1E-04 6.254E-08± 5.642E-0.9
1.2 Full Cell 0.0059± 8.7E-04 6.531E-08± 6.513E-0.9

Table 4.4: Parameters for the reconstruction of the energy deposited behind the accordion at
two η points and for two impact points.

4.2.3 Calculation of the energy deposited behind the Accordion

The energy deposited behind the accordion, expressed as a fraction (%) of the en-
ergy deposited into the accordion, is parametrized as a function of the longitudinal
barycenter, as discussed in subsection (4.1.4). Figure (4.26) shows the fraction of en-
ergy deposited behind the accordion as a function of the longitudinal barycenter of the
shower, energy averaged. The red dashed line is the adopted parametrization, as in
equation (4.8). The parameters for the reconstruction of the energy deposited behind
the accordion are summarized in table (4.4), together with the parameters extracted
for the electrons simulated at the cell center. It is possible to see that the parameters
extracted in the two cases are compatible, as expected for this correction that must not
be influenced by the effects at the level of the calorimeter cells. The little differences
(1÷2%) in the parameters are interpreted as due to the difference in the statistics of the
two samples.
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Figure 4.27: Resolution before impact point modulations, at two η points.
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Figure 4.28: Linearity before impact point modulations, attwo η points.

4.2.4 Resolution and Linearity

Results for the energy resolution and the linearity are shown respectively in figures
(4.27) and (4.28), and are summarized in table (4.5). The sampling termb and the
linearity are similar to those obtained with the electrons simulated at cell center, while
the constant term is about 0.2÷0.3% due to the disuniformity of calorimeter response.
The dependence from the impact point of the electrons insidethe cell is not yet taken
into account, and will be discussed in the next section.
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ηcell b(%) c(%) Linearity (%)

0.3 9.8 0.280 0.1
0.6 10.6 0.242 0.2
0.7 12.1 0.220 0.3

1.0 14.1 0.275 0.3
1.1 15.5 0.247 0.4
1.2 17.6 0.213 0.5

Table 4.5: Sampling and constant term of resolution and maximum deviation from linearity,
before impact point modulations

4.2.5 Computation of the impact point

First of all we would like to reconstruct theη andφ barycenter of the electron shower,
defined as in equation (4.10).

Bary =
∑cluster

i Eixi

∑cluster
i Ei

(4.10)

where:Ei is the energy deposited into the middle layer of calorimeterin the ith cell of
the cluster;xi is either theη andφ value at the center of the middle compartment of
the ith cell of the cluster.

Figure (4.29) shows the correlation between the simulatedη position and the re-
constructedη barycenter, in the middle compartment atη=0.3 and for all the energies.
The effect that is clearly evident in the middle compartmentis usually calledS-shape
and will be discussed later in this section.

Figure (4.30) shows the same correlation for theφ coordinate of the barycenter, in
the middle compartment of the accordion.

In figure (4.31) the difference between the simulatedφ positions and the recon-
structedφ barycenter, atη=0.3, shows the presence of an offset value. No significant
offset is present in the analogousη distribution, at all the testedη points. This offset
is related to the relative positions of the absorber and electrode folding into the cells.
The center of the cells inφ coordinates in the simulation is referred to the strips com-
partment, and is different from the center of the cells in themiddle compartment, that
is used for compute the reconstructed barycenter. The starting point of the middle cells
on the electrodes, with respect to the first fold of the electrodes, change inη, due to
the variation of strips cells length inη, and theφ offset change accordingly. Values of
theφ offset are summarized in table (4.6).

ηcell 0.3 0.6 0.7 1.0 1.1 1.2
φoffset 0.1890 0.1869 0.1792 0.2652 0.2751 0.2897

Table 4.6:φo f f set , expressed in cell unit.
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Figure 4.30: Simulatedφ position as a func-
tion of the reconstructedφ barycenter, at

η=0.3, for electrons of all energies.
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Figure 4.31: Difference between simulatedφ
position and reconstructedφ barycenter in the
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The correlation between the reconstructed barycenter and the simulatedη position
as a function of the position inside the cell is shown in figure(4.32). Low energy
showers are larger that high energy ones, giving a more uniform energy sharing into
the cells of the cluster, reducing the effect of the impact point of the particles on the
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Figure 4.32: Difference between the simulatedη position and the reconstructedη barycenter
in the middle compartment, normalized toη width of the cell, as a function of the impact

position inside the cell (in cell unit), for various electron energies.

barycenter reconstruction. For this reason the barycenterof the lower energy showers
are better reconstructed than the higher energy ones, with differences in the order of
0.1 cell unit. This energy dependence proved to be negligible in term of the method
performances, and an energy averaged S-shape modulation isused in the next studies.

The energy averaged correction for S-shape is shown in figure(4.33), for twoη
values, where also the adopted parametrization, defined in equation (4.11), is shown.

ηbary−ηtrue

∆ηcell
= p0arctan(p1ηbary)+ p2ηbary+ p3 (4.11)

ηcell p0 p1 p2 p3

0.3 0.310± 0.002 -8.49± 0.06 0.803± 0.006 -0.0044± 0.0001
0.6 0.306± 0.003 -8.60± 0.10 0.793± 0.007 -0.0107± 0.0002
1.0 0.294± 0.004 -8.19± 0.09 0.750± 0.010 -0.0204± 0.0002
1.1 0.277± 0.004 -7.93± 0.11 0.688± 0.012 -0.0257± 0.0002
1.2 0.297± 0.005 -6.91± 0.11 0.724± 0.014 -0.0306± 0.0002

Table 4.7: S-Shape correction parameters for variousη values

The S-shape effect is interpreted as due to the shower lateral profile and to the
energy sharing between different cells. When the impact point is a symmetric one
(center of the cell or boundary between two cells) the energysharing between the cells
is symmetric and is possible to reconstruct the barycenter with good precision. On the
other side, when the impact point is in an asymmetric position (everywhere in between
the center and the boundary of the cell) the energy sharing ismore asymmetric than
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Figure 4.33: Difference between the simulatedη position and the reconstructedη barycenter
in the middle compartment, normalized to theη width of a middle cell, as a function of the
impact position inside the cell (in cell unit). The figures show the energy averaged correction

in two η points; the red dashed line is the adopted parametrization.

in the previous case and a bias into the reconstruction of thebarycenter is introduced.
Error in the barycenter reconstruction up to 20% of a cell width are visible in figure
(4.32).

In this work we use only the barycenter reconstructed into the middle compartment,
both inη andφ, and only theη S-Shape correction for middle compartment are used
and the achieved parameters are shown, for variousη points, in table (4.7), with the
same meaning as in equation (4.11).φ S-shape proved to be negligible in term of the
method performances.

4.2.6 Dependence of the reconstructed energy from the impact point
inside a cell

The energy deposited into the accordion cluster depends from the impact point of the
electrons inside the cell.

In figure (4.34) the ratio between the reconstructed electron energy and the nominal
energy is shown as a function of theη impact point of the electron inside the cell, in
cell unit, atη=0.3 andφ=0.3. The visible effect is due to the lateral shower profile and
its incomplete containment inside the reconstructed cluster. The ratio in parametrized
with a second degree polynomial, as in equation (4.12).

Ereco

Etrue
= p0 + p1ηcell + p2η2

cell (4.12)

As an example the computed coefficients forη=0.3 are listed in table (4.8). The en-
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ergy dependence of the computed parameters is negligible interm of the performances
of the method and we will use a parametrization averaged overthe electrons energies.
In figure (4.36) the energy averaged ratio is shown for twoη points.

In figure (4.35) the ratio between the reconstructed electron energy and the nominal
energy is shown as a function of theφ impact point of the electrons inside the cell, in
cell unit, atη=0.3 andφ=0.3. The clearly seen four-fold symmetry reflects the absorber
periodicity inφ inside a cell. For lower energy electrons the effect is less evident, due
to the larger section of the shower that smooth the calorimeter response. Conversely, at
high energy a second order modulation is visible between twoconsecutive maximum
of the larger modulation: this is due to the presence of the read out electrodes inside
each LAr gap. The ratio is parametrized as in equation (4.13), and the computed
parameters are listed, for various energies, in table (4.9)

Ereco

Etrue
= p0 + p1 ·sin(8πφcell + p2) (4.13)

As in the case of the dependence fromη impact point, an energy averaged correc-
tion is used. As an example, in figure (4.37) the energy averaged correction is shown
for two η points.

Both the corrections for theη andφ impact point energy modulations are relatively
raw. A detailed study of them is outside the aim of this thesis. Better ones are available

Energy(GeV) p0 p1 p2

5GeV 1.001± 1E-03 -1.17E-03± 0.99E-03 -35.6E-03± 4.01E-03
10GeV 1.001± 1E-03 -0.79E-03± 0.69E-03 -29.5E-03± 2.72E-03
20GeV 1.001± 1E-03 -1.20E-03± 0.49E-03 -28.6E-03± 1.94E-03
50GeV 1.001± 1E-03 -0.45E-03± 0.34E-03 -27.8E-03± 1.31E-03
100GeV 1.002± 2E-03 -0.35E-03± 0.31E-03 -26.3E-03± 1.10E-03
Averaged 1.002± 2E-03 -0.62E-03± 0.31E-03 -30.5E-03± 1.21E-03

Table 4.8: η modulation parameters for various energy values. Last linelist the computed
coefficients after averaging on the electron energies.

Energy (GeV) p0 p1 p2

5GeV 0.9976± 0.3E-03 -1.196E-03± 0.418E-03 3.324± 0.348
10GeV 0.9968± 0.2E-03 -1.218E-03± 0.281E-03 1.161± 0.233
20GeV 0.9993± 0.1E-03 -2.887E-03± 0.2E-03 0.807± 0.0705
50GeV 0.9976± 0.3E-03 -0.45E-03± 0.34E-03 3.324± 0.348
100GeV 0.999± 0.01E-03 0.357E-03± 0.132E-03 3.691± 0.132
Averaged 0.9992± 0.1E-03 -2.489E-03± 0.121E-03 0.589± 0.0496

Table 4.9: φ modulation parameters for various energy values. Last linelist the computed
coefficients after averaging on the electron energies.
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Figure 4.34: Ratio of the reconstructed and the simulated energy as a function of theη impact
point inside the cell. Different energies are shown, from left to right, from top to bottom the 5,

10, 20, 50 and 100 GeV electrons are shown.
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Figure 4.35: Ratio of the reconstructed and the simulated energy as a function of theφ impact
point inside the cell. The shown energy values are, from leftto right, from top to bottom : 5,

10, 20, 50 and 100 GeV.
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Figure 4.36: Ratio of the reconstructed and the simulated energy as a function of theη impact
point inside the cell, averaged on all energies. The red dashed line is the adopted parametriza-

tion.
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Figure 4.37: Ratio of the reconstructed and the simulated energy as a function of theφ im-
pact point inside the cell, averaged over all energies. The red dashed lines are the adopted

parametrization.

in the Athena code, but at the time of these studies it was not possible to use them with
the Calibration Hits Data. It is important to note that theη andφ modulations mean
values are normalized to unity: this is very important because the cell modulations
don’t have to change the mean value of the reconstructed electron energy distribution.
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4.2.7 Resolution and Linearity after impact point correction
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Figure 4.38: Energy resolution afterη andφ modulation corrections, for twoη points.
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Figure 4.39: Linearity afterη andφ modulation corrections, for twoη points

The energy resolution and linearity after the correction for the impact point energy
modulations are shown in figures (4.38) and (4.39), where twoη points are shown as
an example.

The sampling term, the constant term of the calorimeter and the maximum devi-
ation from linearity are shown in table (4.10). Note that thesampling termb of the
energy resolution and the linearity are unaffected by the modulations corrections but,
as expected, the constant termc is now consistent with zero, because we correct for
the energy disuniformity inside the cell.
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ηcell b(%) c(%) Linearity (%)

0.3 9.8 0 0.1
0.6 10.6 0 0.2
0.7 12.0 0 0.3
1.0 14.1 0 0.3
1.1 15.4 0 0.4
1.2 17.4 0 0.5

Table 4.10: Resolution and Linearity after the correctionsfor theη andφ energy modulations,
for variousη points.

4.3 Electrons spread over a middle cell with magnetic
field on

Third step in our analysis is to study the effect of the magnetic field generated by
the solenoid on the calorimeter calibration. We simulate 30K electrons at each of the
energies 5, 10, 20, 50 and 100GeV. The cells with center of themiddle compartment
atη= 0.3125, 0.6125, 0.7125, 1.0125, 1.1125, 1.2125 have been uniformly covered by
the simulated electrons.

It will be shown that the presence of magnetic field introducevery relevant effects,
particularly for low (5-10 GeV) energy electrons, that we can summarize:

• electrons are bent in theφ direction

• photons emitted by bremsstrahlung may hit the calorimeterat some distance
from the electrons

In figure (4.40) the energy deposited in the calorimeter by the shower generated
by a 5 GeV electron generated atη=0.3 andφ=0.3 is shown. Two different clusters
are visible: one due to the electron and one due to the 1.621 GeV photon radiated at
a radius of 51.0 mm from the vertex. The use of a fixed dimensioncluster algorithm
built around the most energetic cell, 3×5 as the one used in this study, underestimates
the electron energy by, at least, one third.

Figure (4.41(a)) shows the correlation between the simulated φ position and the
reconstructedφ barycenter. The different lines are due to the 5 different electron ener-
gies taken into account, from left to right, 100, 50, 20, 10 and 5 GeV. Figure (4.41(b))
shows the difference between the simulatedφ position and reconstructedφ barycenter.
Note that for 5 GeV electrons the mean deflection is around 0.1rad, i.e. about 4 middle
cells. The tails of the distribution are due to the events in which the electron radiates a
considerable fraction of energy.

The handling of the electron energy reconstruction when an hard bremsstrahlung
occurs is outside the aim of this study: in the following we reject events in which a
photon of energy greather than 40% of the initial electron energy is radiated. This cut
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Figure 4.40: Effect of B field. In figure are shown the cells interested by an electromagnetic
shower generated by one electron of 5GeV simulated atη=0.3 andφ=0.3. The electron emits a
bremsstrahlung photon of 1.621 GeV in the inner detector giving rise to two different clusters,

as clearly visible.
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will be substituted with a more efficient rejection criteriain the official reconstruction
code of Atlas, but it was the only appliable cut in Calibration Hits analysis at the time
of these studies.
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Figure 4.41: The simulatedφ position as a function of the reconstructedφ barycenter is shown
in figure (a), while in figure (b) the difference between simulatedφ position and reconstructed

φ barycenter is shown for 5 energies.

4.3.1 Energy reconstruction into the Accordion

In figure (4.42) the total accordion correction factor (the factor needed to compute
the total energy deposited into the accordion starting fromthe energy measured in
the cluster) at twoη points is shown. The correction factor is now strongly energy
dependent, differently from what obtained without magnetic field and shown in figure
(4.8). While, as shown in figure (4.43), the sampling fraction in the cluster is still
energy independent, the correction for the energy deposited out of the cluster, shown
in figure (4.44), is strongly energy dependent.

Low energy electrons deposit up to 50% of their energy out of the cluster. This is
due to the photons radiated by the electrons and hitting the calorimeter more than three
cells away from the electron impact point, strongly increasing the energy deposited
outside the cluster.

Figure (4.45) shows the distribution of the energy lost out of the cluster for 5 energy
values.

The energies deposited out of the reconstructed cluster forvarious shower depth
intervals (all electrons energy are added) are shown in figure (4.46). The profiles
corresponding to low values of the shower depth are more populated by low energy
electrons (5 and 10 GeV), and, as expected, show longer tails.
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Figure 4.42: Total accordion correction factor with B field,for two η points.
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Figure 4.43: Cluster sampling fraction at twoη points, with B field.

For each electron energy and in each shower depth interval the peak present in
the out of cluster energy profile is fitted with a gaussian in the range[−2.5σ,+1.5σ].
Figure (4.47) shows the achieved gaussian mean value as a function of the shower
depth for the various electron energies and twoη points. The gaussian mean is energy
independent and the dependence of the energy deposited outside the reconstructed
cluster from the shower depth is similar to the one computed when the magnetic field
B is off. This procedure is equivalent to consider only the electrons which radiate only
little energy in the tracker system.

Finally, the fitted out of the cluster energy, averaged on allelectron energies, is
parametrized with a first degree polynomial as a function of the longitudinal barycenter
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Figure 4.44: Energy out of cluster, expressed as a fraction (%) of the energy inside the cluster,
for two η points, with B field.

and used as correction factor. The achieved correction factor is shown in figure (4.48).
A non linear behavior is visible at highη values; however a higher degree polynomial
parametrization does not sensibly improve the performances of the method, in term of
energy resolution and linearity. A linear parametrizationis used in the following.

The correction factor for reconstruct the energy depositedinside the cluster is pa-
rametrized as a function of the longitudinal barycenter with a second degree polyno-
mial, averaged on all energies, as shown in figure (4.49).

The total energy deposited into the accordion is reconstructed starting from the
energy measured in the cluster appling the accordion cluster correction, figure (4.49),
and than the correction for the energy lost outside the cluster, figure (4.48).
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Figure 4.45: Energy deposited outside the cluster, expressed as a fraction (%) of the energy
deposited inside the cluster. The energies 5, 10, 20, 50, 100GeV are shown, from left to right,

from top to bottom
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Figure 4.46: Energy deposited out of the cluster expressed as a fraction (%) of the energy inside
the cluster, in variousX interval and energy averaged, atη=0.3. The bin cover the shower depth

range from 6 to 16X0
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Figure 4.47: Energy out of cluster obtained with the gaussian fit on eachX bin, as a function
of the longitudinal barycenter, at twoη points.
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Figure 4.48: Energy out of cluster obtained with the gaussian fit on eachX bin, as a function
of the longitudinal barycenter, at twoη points and energy averaged.
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Figure 4.49: Accordion cluster correction, averaged on allenergies at twoη points.
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4.3.2 Calculation of the energy deposited in front of the Accordion

Also in the operative condition with the magnetic field turned on, the parametrization
of the energy lost in front of the calorimeter as a function ofthe energy measured into
the PreSampler is adopted.

Figures (4.50) and (4.51) show the energy deposited in frontof the calorimeter as
a function of the energy deposited into the active layer of the PreSampler, for various
energies and twoη points.

The coefficients extracted from the linear parametrizationare parametrized as a
function of the mean energy deposited into the accordion andare shown, as an exam-
ple, in figure (4.52) and are summarized in table (4.11) together with the parameters
achieved in the others impact point conditions. The parameters for the reconstruction
of the energy deposited in front of the calorimeter are strongly influenced by the mag-
netic field, that introduce a different energy behavior respect to the one studied without
the magnetic field.

Offset Parameters
η Impact Point p0 p1 p2

0.3 Center Cell 200.8± 6.7 2.653± 0.162 11.55± 2.27
0.3 Full Cell 227.1± 5.7 5.744± 0.272 -13.75± 2.75
0.3 Full Cell + B field 268.5± 2.7 3.881± 0.221 0.022± 0.002
1.2 Center Cell 657.7± 27.1 2.535± 0.724 144.4± 9.7
1.2 Full Cell 841± 18 6.542± 1.012 56.15± 10.16
1.2 Full Cell + B field 1682± 8.48 8.221± 0.951 -0.030± 0.011

Slope Parameters
η Impact Point p0 p1 p2

0.3 Center Cell 13.86± 0.24 2.11± 0.14 -0.215± 0.043
0.3 Full Cell 15.86± 0.08 0.20± 0.01 -0.090± 0.041
0.3 Full Cell + B field 12.81± 0.09 0.40± 0.01 -0.462± 0.061
1.2 Center Cell 10.45± 0.23 3.07± 0.12 -0.332± 0.032
1.2 Full Cell 14.01± 0.06 0.32± 0.01 -0.280± 0.030
1.2 Full Cell + B field 8.84± 0.07 0.86± 0.01 -1.234± 0.063

Table 4.11: Front energy reconstruction parameters (offset and slope) for twoη points and
three impact points.
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Figure 4.50: Energy deposited in front of the calorimeter asa function of the energy in the
PreSampler, atη=0.3, for various electron energies.
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Figure 4.51: Energy deposited in front of the calorimeter asa function of the energy in the
PreSampler, atη=1.2, for various electron energies.



96

Particle Energy (GeV)
0 20 40 60 80 100

 O
f
f
s

e
t
(
M

e
V

)
 

300

400

500

600

700

800

900

 / ndf 2χ  106.2 / 2
Prob       0
p0        2.719± 268.5 
p1        0.221±  3.88 
p2        0.002414± 0.02277 

 / ndf 2χ  106.2 / 2
Prob       0
p0        2.719± 268.5 
p1        0.221±  3.88 
p2        0.002414± 0.02277 

Front Energy Offset

Particle Energy (GeV)
0 20 40 60 80 100

 S
lo

p
e

 

14

15

16

17

18

19

 / ndf 2χ  10.73 / 2
Prob   0.004675
p0        0.09518±  12.8 
p1        0.01687± 0.4047 
p2        0.06004± -0.4627 

 / ndf 2χ  10.73 / 2
Prob   0.004675
p0        0.09518±  12.8 
p1        0.01687± 0.4047 
p2        0.06004± -0.4627 

Front Energy Weight Slope

(a) η=0.3

Particle Energy (GeV)
0 10 20 30 40 50 60 70 80 90

 O
f
f
s

e
t
(
M

e
V

)
 

1600

1700

1800

1900

2000

2100

2200

 / ndf 2χ  289.1 / 2
Prob       0
p0        8.486±  1682 
p1        0.9595± 8.221 
p2        0.01106± -0.03069 

 / ndf 2χ  289.1 / 2
Prob       0
p0        8.486±  1682 
p1        0.9595± 8.221 
p2        0.01106± -0.03069 

Front Energy Offset

Particle Energy (GeV)
0 10 20 30 40 50 60 70 80 90

 S
lo

p
e

 

6

8

10

12

14

16

18

20

22

 / ndf 2χ  29.42 / 2
Prob   4.093e-07
p0         0.07± 8.836 
p1        0.01016± 0.8653 
p2        0.06279± -1.234 

 / ndf 2χ  29.42 / 2
Prob   4.093e-07
p0         0.07± 8.836 
p1        0.01016± 0.8653 
p2        0.06279± -1.234 

Front Energy Weight Slope

(b) η=1.2

Figure 4.52: Parameters (offset and slope) for the reconstruction of the energy deposited in
front of the calorimeter as a function of the average energy deposited in the accordion, at
different value of energy of the incident particles. Twoη values are shown. The top plots refer

to the offset, the bottom to the slope



Chapter 4. Milan data set analysis 97

he_leak_shd_ave
Entries  107987
Mean    10.67
Mean y  0.2806
RMS     1.465
RMS y  0.4289
Underflow       0
Overflow        0

 / ndf 2χ  352.9 / 23
Prob       0
p0        0.00010 0.01643 
p1        1.021e-08 1.025e-06 

Shower Depth X
6 8 10 12 14 16 18

 P
e
rc

e
n

tu
a
l 
L

e
a
k
a
g

e
 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

he_leak_shd_ave
Entries  107987
Mean    10.67
Mean y  0.2806
RMS     1.465
RMS y  0.4289
Underflow       0
Overflow        0

 / ndf 2χ  352.9 / 23
Prob       0
p0        0.00010 0.01643 
p1        1.021e-08 1.025e-06 

Electrons

Percentual Leakage vs shower depth, all energies 

(a) η=0.3

he_leak_shd_ave
Entries  109867
Mean    11.45
Mean y   0.088
RMS     1.366
RMS y  0.5003
Underflow       0
Overflow    18.33

 / ndf 2χ  64.85 / 19
Prob   6.452e-07
p0        0.000090 0.005812 
p1        5.641e-09 6.254e-08 

Shower Depth X
6 8 10 12 14 16 18 20

 P
e
rc

e
n

tu
a
l 
L

e
a
k
a
g

e
 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

he_leak_shd_ave
Entries  109867
Mean    11.45
Mean y   0.088
RMS     1.366
RMS y  0.5003
Underflow       0
Overflow    18.33

 / ndf 2χ  64.85 / 19
Prob   6.452e-07
p0        0.000090 0.005812 
p1        5.641e-09 6.254e-08 

Electrons

Percentual Leakage vs shower depth, all energies 

(b) η=0.3

Figure 4.53: Energy deposited behind the accordion, expressed as a fraction (%) of the energy
deposited in the accordion, as a function of the shower depth. Two η values are shown.

4.3.3 Calculation of the energy deposited behind the Accordion

The correction for the reconstruction of the energy deposited by the showers behind
the accordion is parametrized as in the case without magnetic field. In figure (4.53) the
ratio of the energy deposited behind and inside the accordion, averaged over all ener-
gies, is shown as a function of the longitudinal barycenter.The extracted parameters
are summarized in table (4.12), together with the parameters achieved in the others im-
pact point conditions: the effect of the magnetic field on theparameters is negligible,
and they are compatible inside the errors.

η Impact Point p leak
0 pleak

1

0.3 Center Cell 0.0163± 0.0001 1.16E-06± 1.09E-08
0.3 Full Cell 0.0165± 0.0001 1.08E-06± 8.91E-09
0.3 Full Cell + B Field 0.0164± 0.0001 1.02E-06± 1.01E-08
1.2 Center Cell 0.0058± 9.1E-04 6.254E-08± 5.642E-0.9
1.2 Full Cell 0.0059± 8.7E-04 6.531E-08± 6.513E-0.9
1.2 Full Cell + B Field 0.0059± 7.4E-04 6.427E-08± 6.132E-0.9

Table 4.12: Parameters for the reconstruction of the energydeposited behind the accordion at
two η points and three impact points.
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4.3.4 Resolution and Linearity

The computed sampling and constant terms of the energy resolution and the maximum
deviation from linearity are shown in figure (4.54) and (4.55), for two points inη. The
values for all theη points are listed in table (4.13). In the last column the maximun
shift from linearity is reported, when the 5 GeV electrons are not considered. The
energy resolution is only marginally affected by the presence of the magnetic field B.
On the contrary, the deviation from linearity are more severe, reaching up to 1.5% at
largeη and low energy electrons (5GeV). This is due to the combined effect of the
magnetic field and the significant amount of material in frontof the calorimeter.

It is possible to note that the constant termc of the resolution is different from
zero. This is due to the fact that in the analysis of the data with the magnetic field is
not possible to apply the corrections for the impact point: the reconstruction code used
does not allow to know the impact point of the electrons on thecalorimeter. In the case
without magnetic field this problem can be solved simply assuming that the simulated
η andφ position at the origin of Atlas coordinate correspond, neglecting the multiple
scattering, to the impact point of the electrons on the calorimeter. In the B field case
this is not possible, because, as seen before, the difference between the simulatedφ and
the one reconstructed on the calorimeter can be very large, up to 4 middle cell unit.
Attempt to apply the correction for the impact point extracted for the case without B
field gives poor results, due to the effect of the magnetic field on all the showering
process.

ηcell b(%) c(%) Linearity (%) Linearity E > 5 GeV (%)

0.3 9.9 0.274 0.2 0.1
0.6 10.8 0.242 0.3 0.1
0.7 12.2 0.220 0.5 0.2

1.0 13.4 0.275 0.5 0.3
1.1 15.7 0.247 0.6 0.3
1.2 16.8 0.240 1.5 0.4

Table 4.13: Resolution and Linearity, for the full cell illumination, withoutη andφ modula-
tions, with magnetic field on. The linearity in the last column is obtained rejecting the event at

E = 5GeV
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Figure 4.54: Energy resolution with the magnetic field turned on, for twoη points, without the
corrections for the impact point.
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Figure 4.55: Linearity with the magnetic field turned on, fortwo η values, without the correc-
tions for the impact point.
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Chapter 5

CSC data set analysis

The CSC (Computing System Commissioning) data are available from central produc-
tion, make use of the newest “as built” detector geometry which takes into account the
“as installed” geometry of the various detectors.

The available energies for photons and electrons are : 10, 25, 50, 75, 100, 200 and
500 GeV. For each energy 50K events are simulated, covering uniformly both the full
η (| η |≤ 2.5) andφ (0 < φ ≤ 2π) range.

Some differences with the Milan data set must be taken into account: in the old
simulation the energies deposited into the different layers of the calorimeter come
directly from the Monte Carlo simulation of the shower: no simulation of the signal
and read out chain was included, and the energy deposited by the shower in the active
layers of the detector was assumed as the detector reply. In the present data the full
digitization is implemented: for each event the full signalgeneration is simulated,
starting from the ionization signal into the gap of LAr to theconversion in deposited
energy into the materials, reproducing the full readout chain, as explained in section
(1.3.4).

Therefore, in the CSC analysis we start from the energy into the detector already
approximately calibrated at the EM scale, and not from the energy deposited by the
electromagnetic shower in the active layers of the calorimeter as before; as an example,
the correction for the cluster energy reconstruction becomes in the CSC data analysis
a “modulation” to the sampling fraction already applied into the digitization process,
and has value very different from the one obtained from the previous data, which was,
on contrary, the real sampling fraction of the calorimeter.

The CSC simulation does not include electronic noise and pileup.
Furthermore, in the CSC analysis the official reconstruction code is used, including

the clusterization algorithm, that provides informationssuch as the energy measured
into the active layer of the detector, the position of the shower, etc. Using the infor-
mations coming from the standard code we run the selfmade code for the Calibration
Hits analysis, that provides all the informations relativeto the energy deposition into
the inactive and dead materials needed to compute the calibration coefficients.

All the analysis that will be shown refer to a 3×7 cluster size, chosen as a refer-
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ence, except where differently indicated. Also a code for the identification of the EM
particles and for the track matching is included into the reconstruction.

The identification cuts that will be used in the Atlas experiment are applied, replac-
ing the cut on the bremsstrahlung energy applied in the previous analysis. We make
use of :

• calorimeter cuts : to clean the sample from the events that have a too degraded
shower profile

• track matching : to discriminate between electrons and photons

These identification cuts at higherη points (EndCap regions) and lower energies
(10-25GeV) reject up to half of the events, making difficult,to extract the calibration
coefficients. For this reason both electrons an photons of 10GeV are not included in
our analysis.

We will use the convention decided for the official reconstruction code to discrim-
inate between electrons and photons: each event that have anelectromagnetic cluster
in the EM calorimeter with an associated track in the tracking system is an electron,
otherwise if there is the EM cluster but not an associated track the event is selected as
a photon.

The results shown in the next sections for the photons must betaken as prelimi-
nary, because the available statistic does not allow to treat converted and unconverted
photons separately: this introduce a bias in the extaction of the calibration coefficients,
particularly for the ones for the reconstruction of the energy deposited in front of the
calorimeter, which is very different in the two cases.

As said before the CSC data cover uniformly all theη range of the EM calorimeter:
some region of the calorimeter, not simulated in the previous analysis, need dedicated
studies. These region are:

1. η=0 : crack between the two half barrel. It needs dedicated calibration.

2. | η |=0.8 : transition between A and B electrodes in the barrel calorimeter. The
variation of the thickness of absorber lead is reflected in a variation of the sam-
pling fraction, partially compensated with the calibration coefficients applied in
the digitization process at cell level. It needs special algorithm to extract cluster
corrections.

3. 1.425≤| η |≤1.55 : crack between barrel and endcap region of the calorimeter.
It needs dedicated calibration.

4. 1.8<| η |≤2.5 : endcap region without the PreSampler. It needs different cali-
bration scheme for the energy deposited in front of the calorimeter.

For the moment points number 1 and 3 are not considered, because they need a dedi-
cated calibration strategy and a larger statistic.
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A set of calibration coefficients must be provided for each cell of the calorimeter:
to reach the statistic needed to compute them, the events of five cells are added. In the
region without any transitions or cracks the parameters aregiven for the central cell
of the 5 cells window, and the windows is moved in one cell step. In the transition
regions windows of different size are adopted.

In the CSC data the events are simulated also in the EndCap regions (| η |> 1.55),
not studied in the previous analysis due to the limited computing resources available
for the simulations. In these regions the calorimeter geometry is very different from
the one in the barrel, as explained in section (2.2.1), and this requires some dedicated
tuning of the coefficients extraction procedure.

The group of the University of Madrid, that have large background knowledge on
the EndCap detector, was therefore involved in the calibration of this portion of the
detector. The results shown in sections (5.1), (5.2) and (5.3) for the EndCap region
must be taken as preliminary, and are obtained with coefficients extracted in Milan
before the Madrid group get involved. The results shown in (5.4) are obtained with the
coefficients included in the official package included in Athena, and are computed in
Milan for the barrel region and in Madrid for the EndCap region.

5.1 Electron energy reconstruction

5.1.1 Energy reconstruction in the Accordion

The parametrization of the energy deposited in the accordion cluster as a function of
the longitudinal barycenter, introduced in the previous chapter, is adopted over the full
η range, as shown in figure (5.1), where 4η points are shown as an example.

We use the same parametrization with a second degree polynomial over the allη
range. The value of the correction is different from the one obtained with the Milan
simulations because with the CSC data we start from the energies already calibrated to
the EM scale, as explained before.

It is evident a different behavior between the top plots, relative to the barrel region,
and the bottom plot, relative to the endcaps region. In the endcap region two differ-
ent effects are added: the variation of the LAr gap, which implies an increase of the
sampling fraction, and the variation of the electrical field, that imply a variation on the
charge collection. The change of the sampling fraction is inpart compensated by the
variation of the voltage applied between electrodes and absorbers, as shown in section
(2.2.1). How the superimposition of these effects act on thetotal accordion correction
is not a priori easy to understand, taking into account that the magnitude of this effect
is around 1%.

The fraction of energy deposited out of the cluster is parametrized as a function
of the longitudinal barycenter of the shower. For each longitudinal barycenter interval
a Gaussian fit is made on the distribution of the fraction of energy out of the cluster
and the achieved mean value of the Gaussian is fitted with a first degree polynomial,
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Figure 5.1: Accordion cluster correction, for 4 differentη points with a 3×7 cluster size. The
red dashed line is the adopted parametrization.

as a function of the longitudinal barycenter, as shown in figure (5.2) for 4η points.
Some deviations from linearity are visible, but proved to have negligible effect on the
method performance.

It is important to note explicitly that all the cluster corrections are cluster size
dependent, and need to be extracted for all the possible cluster sizes. The figures
shown here are relative to a cluster size of∆η×∆φ = 3×7, used as a reference, but
similar parametrizations are obtained for the others cluster sizes.
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Figure 5.2: Accordion cluster correction factor, for a 3×7 cluster size, for 4η points. The red
dashed line is the adopted parametrization.
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5.1.2 Calculation of the energy deposited in front of the Accordion

For the study of the energy deposited in front of the accordion, the calorimeter must be
divided into three regions: the barrel, the endcap with the PreSampler and the endcap
without the PreSampler. In the first two regions the usual parametrization of the energy
deposited in front of the calorimeter, as a function of the energy deposited into the
PreSampler, is adopted. In the third region the absence of the PreSampler requires a
different approach, and a parametrization as a function of the longitudinal barycenter
has been adopted. In the next the three different cases will be discussed in more details.

Barrel Region (0≤| η |<1.425)

For the barrel region the usual parametrization of the energy deposited in the material
up to the calorimeter as a function of the energy deposited into the PreSampler is
adopted. As an example, in figure (5.3) the energy distribution for 100 GeV electrons
at η=0.3 andη=1.2 are shown. As before, the range of the fit is determined excluding
the bins that contain less than 0.5% of the total statistic.

The parameters of the first degree polynomial, labelled offset and slope, are energy
dependent and are parametrized as a function of the total energy deposited into the
accordion, as shown in the figure (5.4) and as explained in theprevious chapter.

A parametrization with a second degree polynomial has been adopted for the offset,
rather than the one with the square root term shown in equation (4.5) .

Endcap with the PreSampler (1.55≤| η |<1.8)

In the region of the endcap with the PreSampler (1.55≤|η |≤1.8) the same parametriza-
tion used in the case of the barrel region is adopted. The figures (5.5) and (5.6) show
the energy deposited in front of the calorimeter as a function of the energy deposited
into the PreSampler and the parametrization of the achievedparameters (offset and
slope) as a function of the mean energy deposited into the accordion.

It is important to note that the behavior of the extracted parameters, shown in figure
(5.6) as a function of the mean energy into the accordion is different from the one
shown at lowerη, in the barrel region, figure (5.4). This is due to the fact that in
this endcap region up to 5÷6 radiation lengths of material are present in front of the
calorimeter, twice the material present in the barrel region: this makes very likely for
the electrons to loose a large fraction of the original energy (up to 40% for lower energy
electrons) in front of the calorimeter. There are no events with energy deposited in the
PreSampler smaller than several GeV, as visible in figure (5.5). In these conditions
the fitted offset is a mathematical extrapolation without physical meaning. It is also
possible to see the strong correlation between offset and slope, due to the same reason.
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Figure 5.3: Energy deposited in front of the calorimeter from 100 GeV electrons, as a function
of the energy deposited into the PreSampler, at twoη points.

Endcap without the PreSampler (1.8≤| η |<2.5)

The region for 1.8≤| η |<2.5 requires a different calibration approach, due to the ab-
sence of the PreSampler. The best results are achieved parametrizing the energy de-
posited in the materials up to the calorimeter strips as a function of the longitudinal
barycenter of the shower. In figure (5.7) the scatter plot forthe energy deposited
in front of the calorimeter as a function of the longitudinalbarycenter (left) and the
adopted parametrization with a second degree polynomial (right) are shown. The pa-
rameters are energy dependent and are parametrized as a function of the mean energy
deposited in the accordion, with a second degree polynomial, as shown in figure (5.8).

A parametrization of the energy deposited in front of the calorimeter as a function
of the energy deposited in the strips has also been tested, but worse results are obtained.
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Figure 5.4: Energy dependence of the parameters for the front energy reconstruction, at 2η
points. Top plots refer to the offset, while bottom refer to the slope.
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Figure 5.5: Energy deposited in front of the calorimeter from 100 GeV electrons, as a function
of the energy deposited in the PreSampler atη=1.65.
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Figure 5.6: Energy dependence of the parameters for the front energy reconstruction, at
η=1.65. Top plot refers to the offset, while the bottom refersto the slope.
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Figure 5.7: Energy deposited in front of the calorimeter strips by 100 GeV electrons, as a
function of the longitudinal barycenter, atη=2.0.
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Figure 5.8: Energy dependence of the parameters for the front energy reconstruction, atη=2.0.
Top plot refer to the offset, while the bottom refer to the slope.
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Dependence of the energy deposited in front of calorimeter from the
PreSampler cluster size

The parametrization of the energy deposited in front of the calorimeter as a function of
the energy deposited in the PreSampler is in principle cluster size dependent, because
in the PreShower the energy is clusterized as in the others samples of the calorimeter.
Due to the granularity of the PreSampler (∆η×∆φ = 0.025×0.1) in φ only 2 cells are
added for clusters 3×5 and 5×5, and 2 or 3 cells are added for cluster 3×7, depending
on the impact point of the particle inside the calorimeter.

In figure (5.9) the distribution of the energy deposited intothe PreSampler are
shown for three different cluster sizes (3x5, 3x7, 5x5) and two energies, in theη bin
0.2≤| η |≤0.5.
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Figure 5.9: Energy deposited into the PreSampler for three cluster sizes and two energy values,
for 0.2≤| η |≤0.5.

We also made some test introducing into the simulations the effect of the electronic
noise, which may be important when the energy deposited is small, as in the PreSam-
pler for 25 GeV electrons. In figure (5.10) is possible to see the effect of the electronic
noise for the three cluster sizes, for electrons of 25 GeV: the effect on the RMS of the
distribution is around 1%.

To understand the effect of the PreSampler cluster size on the performances of
the calibration method, in term of energy resolution, some tests have been done. The
calibration coefficients for the front energy reconstruction for the three cluster sizes,
both with and without noise, have been computed and used for reconstructing the
energy deposited by the electrons in front of the calorimeter. The energy deposited in
and behind the accordion is reconstructed using a 3×7 cluster size, but similar results
are achieved with others cluster sizes. In table (5.1) the achieved energy resolution
( σ

E (%)) is shown. The effect of the cluster size is visible at lower energies, where
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Figure 5.10: Effect of the electronic noise on the energy deposition into the PreSampler. All
plots refer to electrons with E = 25 GeV, for various cluster size. The top statistical box is for

the no noise condition, the bottom refer to the noise condition

the effect on the energy resolution is of the order of 5-10%, and can be neglected for
energy greather than 100 GeV. The cluster size that give better result both with and
without noise is the 3×7. It is also possible to see that the use of larger cluster size in
η gives, in the case with noise, a worse performance than the smaller one: the shower
is very narrow inη in the PreSampler, most of the energy is deposited in the central
cells of the cluster and adding the external cells will only increase the added noise,
worsening the global performance.

We propose to provide the calibration coefficients only for one fixed cluster size,
that must be used for the reconstruction of the energy deposited in front of the calorime-
ter, independently from the cluster size adopted in the accordion. The cluster size that
gives best results and is adopted is the 3×7.
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Eparticle(MeV) Resolution σ
E(%)

Without Noise With Noise
3×5 3×7 5×5 3×5 3×7 5×5

25000 0.019 0.017 0.018 0.023 0.021 0.024
50000 0.014 0.012 0.013 0.016 0.015 0.019
75000 0.011 0.010 0.011 0.012 0.011 0.012
100000 0.010 0.009 0.009 0.011 0.010 0.011
200000 0.009 0.009 0.009 0.009 0.009 0.009
500000 0.006 0.006 0.006 0.006 0.006 0.006

Table 5.1: Effect of PreSampler cluster size on energy resolution (σ
E ).

5.1.3 Calculation of the energy deposited behind the Accordion

The energy deposited behind the accordion is parametrized over all theη range as a
function of the longitudinal barycenter, as shown in previous chapter.

In figure (5.11) the fraction (%) of energy deposited behind the accordion as a
function of the longitudinal barycenter, energy averaged are shown for 4η points. The
red dashed line is the adopted parametrization.

The parametrization of equation (4.8) is valid also for the higher electron energy
simulated in the CSC central production (500 GeV), which were not simulated before.
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Figure 5.11: Energy deposited behind the calorimeter, as a function of the longitudinal barycen-
ter, at 4η points. The red dashed line shows the adopted parametrization
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5.1.4 Resolution and linearity

In figure (5.12) the energy resolution achieved for 100 GeV electrons, over all theη
range of the calorimeter, is shown. In black the resolution (σ/E) when all the energies
are reconstructed with the proposed method ; in green the resolution achieved when
only the energy deposited in the accordion is reconstructed, and all the others energies
are taken from the Monte Carlo simulations. Finally, in red and in blue, the resolution
achieved when only the energy deposited in front and behind the calorimeter are re-
constructed. The region with 1.4< η <1.55 is not calibrated since it is the transition
region (crack) between barrel and endcap and need a dedicated calibration strategy
which is out of the aim of this thesis.
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Figure 5.12: Resolution (σ/E) for 100 GeV electrons. The total resolution is shown in black,
the contribution to total resolution of the front, accordion and leakage energy reconstruction

are shown respectively in red, green and blue.

The contribution to the total resolution due to the reconstruction of the energy de-
posited into the accordion varies from the 1% in the barrel region to 1.5% in the endcap
region. The contribution to the total resolution of the energy deposited in front of the
calorimeter increases withη in the barrel, and reaches a maximum (3%) in the endcap
region with the PreSampler. This behavior reflects the amount of material upstream
the calorimeter, shown in figure (5.13) in radiation lengths. It is important to note that
in the region of the endcap with the PreSampler the amount of material upstream the
calorimeter reaches a maximum of about 6 radiation lengths.This value is due to the
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presence of the services for the Inner Detector, installed into the gap between barrel
and endcap in the region at 1.55< η ≤1.7. In this region the contribution to the total
resolution from the front energy reconstruction is dominant.
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Figure 5.13: Material upstream the calorimeter in radiation lengths as a function ofη. The
red line refers to the geometry adopted for the CSC simulation, the black to one old version of

Athena code, and the blue to the CSC with the “distorted” geometry.

In figure (5.14) the energy deposition of 100 GeV electrons inthe different layers
of the detector is shown, as a function ofη. In green the energy deposited into the
accordion, in black the energy deposited in the material up to the calorimeter strips
and in red the energy deposited up to the PreSampler. Note that 100 GeV electrons
can loose up to 30% of their energy in the material upstream the calorimeter, and this
fraction may rise up to 50% for lower energy (25 GeV) electrons.

In figure (5.15) the resolution (σ/E) for all the available electron energies is shown.
The effect of the upstream material on the resolution is visible for all the energies, even
if the lower energies are the most affected.

Figure (5.16) shows the sampling termb and the constant termc of the energy
resolution on all theη range. The value of the sampling termb rises smoothly on all
the barrel region, going from∼10% to∼24% near the crack. In the region of the
endcap with the PreSampler, theb term rises up to∼30%. In the region without the
PreSampler theb term decreases to∼20%, reflecting the decreasing of the upstream
material.

The costant termc is different from zero because we don’t use any correction
for the impact point inside the cell. These corrections are already implemented into
Athena, but was not possible to use them with the calibrationhits analysis code at
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Figure 5.14: Energy deposited by 100 GeV electrons into the different detector compartments.

the time of these studies. A selfmade implementation of thiscorrections is out of
the aim of this thesis, and a dedicated study would also be impossible due to the low
statistics available. The constant termc is very sensitive to each disuniformity of the
calorimeter, as it is possible to see in the transition region atη=0.8.

The achieved linearity is shown in figure (5.17), for different energies. The linear-
ity is better than 0.7% at allη. Some fluctuations on the maximun deviation from the
linearity are visible at lower energy values and are imputable to the low statistic, less
than 500 events for each cell, due to the high rejection from the calorimeter cuts.
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Figure 5.15: Electrons energy resolution (σ/E), for various energies .
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resolution.
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Figure 5.18: Accordion cluster correction factor for photons, 4η points. A cluster size of 3×7
is shown in this figures.

5.2 Photon energy reconstruction

5.2.1 Energy reconstruction in the Accordion

The correction for the energy deposited inside the accordion cluster is parametrized
as a function of the longitudinal barycenter of the shower, as for the electrons, and
is shown in figure (5.18) at fourη points. The red dashed line is the results of the
parametrization.

The energy deposited outside the cluster is parametrized asa function of the longi-
tudinal barycenter as for electrons, as shown in figure (5.19).
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Figure 5.19: Fraction of energy deposited by photons out of the cluster, for a 3×7 cluster size,
for 4 η points. The red dashed line is the adopted parametrization.
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5.2.2 Calculation of the energy deposited in front of the Accordion

For the reconstruction of the energy deposited in front of the calorimeter by photons
the same calibration scheme adopted for electrons is used. We treat as a photon a par-
ticle that gives an EM cluster in the electromagnetic calorimeter without an associated
track in the tracking system. A photon that converts in the firsts layers of the tracker
(early conversion) and has an associated reconstructed track is therefore classified and
calibrated as an electron. All the photons that don’t have anassociated reconstructed
track in the tracking system are analyzed together, independently from the fact that
they convert or not. The performances of the calibration method could be improved
in the future providing dedicated sets of calibration coefficients for the converted pho-
tons as a function of the conversion radius, but the available statistic does not allow
this kind of studies.

As in the case of electrons the calorimeter is subdivided into three region, that will
be discussed in the next.

Barrel Region (0≤| η |<1.425)

In the barrel region the usual parametrization of the energydeposited in front of the
calorimeter as a function of the energy deposited into the active layer of the PreSampler
is adopted. In figure (5.20) the energy deposited by 100 GeV photons in front of the
calorimeter as a function of the energy deposited in the PreSampler is shown, at two
η points. A large fraction of events deposits in the PreShowera very small energy,
differently from the electron case. This is due to the unconverted or lately converted
photons which deposit a negligible amount of energy in the material in front of the
calorimeter.

Figure (5.21) shows the energy dependence of the offset and slope, at twoη points.

Endcap with the PreSampler (1.55≤| η |<1.8)

In the region of the endcap with the PreSampler the parametrization as a function
of the energy in the PreSampler is adopted, as in the barrel region. Two different
populations are present: one population is constituted by the unconverted or lately
converted photons, that loose very small energy in front of the calorimeter, and the
other by the converted photons, that loose up to 25% of their energy in front of the
calorimeter. The reduced available statistic forces us to treat this two different families
as one, and the extracted parameters loose the physical meaning because they represent
only a mean behaviours. This effect is clearly visible in this region due to the large
amount of material present in front of the calorimeter, up to∼6X0, which magnifies
the different behaviour of the two families. Because of its strong correlation with the
offset parameter, also the fitted slope shows “unphysical” behavior.

The usual energy parametrization of the computed parameters (offset and slope) is
shown in figure (5.23), forη=1.65.
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Figure 5.20: Energy deposited in front of the calorimeter bya 100 GeV photons, as a function
of the energy deposited in the PreSampler.
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Figure 5.21: Energy dependence of offset and slope, at twoη points.
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Figure 5.22: Energy deposited in front of the calorimeter by100 GeV photons, as a function
of the energy deposited into the PreSampler atη=1.65.
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Figure 5.23: Energy dependence of the offset and slope parameters, atη=1.65.

Endcap without the PreSampler (1.8≤| η |<2.5)

In the region of the endcap without the PreSampler (η ≥1.8) the second degree poly-
nomial parametrization of the energy deposited in front of the calorimeter as a function
of the longitudinal barycenter is adopted, as shown in figure(5.24) atη=2.0 and 100
GeV photons. In figure (5.25) the energy parametrization of the three coefficients of
the second degree polynomial is shown.
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Figure 5.24: Energy deposited in front of the calorimeter by100 GeV photons, as a function
of the longitudinal barycenter atη=2.0.
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Figure 5.25: Energy dependence of the offset and slope parameters, atη=2.0.
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Figure 5.26: Energy deposited behind the calorimeter as a function of the longitudinal barycen-
ter, for 4η points and energy averaged.

5.2.3 Calculation of the energy deposited behind the Accordion

The energy deposited behind accordion is parametrized as a function of the longitudi-
nal barycenter of the shower, and is shown in figure (5.26) forfour η points.
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Figure 5.27: Photon resolution (σ/E) for 100 GeV photons. The total resolution is shown in
black, the contribution to total resolution of the front, accordion and leakage energy recon-

struction are shown respectively in red, green and blue.

5.2.4 Resolution and linearity

The achieved energy resolution for 100 GeV photons is shown in figure (5.27). In black
the resolution (σ/E) when all the energy is reconstructed with the proposed method is
shown; in green the resolution achieved when only the energydeposited in the ac-
cordion is reconstructed, and all the others energies are taken from the Monte Carlo
simulation, is shown. Finally, in red and in blue the resolution achieved when only the
energy deposited in front and behind the calorimeter is reconstructed is shown. In the
case of photons the dominant contribution to the total resolution, over all theη range,
comes from the accordion energy reconstruction.

In figure (5.28) the energy resolution for all the different energies is shown. Figure
(5.29) shows the sampling termb and the constant termc of the energy resolution,
fitted with the usualσE(%) =

b(%)√
E(GeV)

⊕c(%). The sampling termb of the resolution

goes from∼9% of the central barrel region to the∼20% near the crack region between
barrel and endcap. In the endcap it is aroud∼25% in the region with the PreSampler
and∼15% in the region without. The constant termc is different from zero since we
don’t apply any correction for the impact point, for the samereasons explained for
electrons.

In figure (5.30) the linearity for photons of all the available energies is shown.
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Figure 5.28: Photon energy resolution (σ/E), for various energies .
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Figure 5.29: Sampling b (upper plot) and constant c (lower plot) term of photon energy reso-
lution.
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Figure 5.30: Photon Linearity for various energies .

The linearity is within 0.5% almost on all the detector, somefluctuations are visible
for lower energies and at higherη points, due to the already mentioned statistical
problems.
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5.3 Electron-photon comparison

In these section we will investigate the differences between the behavior of photons and
electrons [32], in order to understand if some calibration coefficients can be common
to both particle types.

5.3.1 Calibration coefficients

In figure (5.31(a)) the accordion cluster correction factorfor electrons and photons
and the adopted parametrization, atη=0.3, are shown. The behavior of electrons and
photons inside the accordion and in the cluster is very similar, and we propose to use
a single set of calibration coefficients for both samples.

In figure (5.31(b)) the correction for the energy deposited outside the cluster is
shown atη=0.3 : e− andγ have also similar behavior. This happen only in the barrel
region, as visible in figure (5.33), where the extracted coefficients for the out of cluster
correction are shown for all the calorimeter cells. We use therefore two different sets
of coefficients for electrons and photons.

In figures (5.31(c)) and (5.31(d)) the energy dependence of the front parameters
and the longitudinal leakage parameters are shown, both fore− andγ, which are ex-
pected to be very different.

The cluster size and particle type dependencies of the calibration coefficients are
summarized in table (5.2).

Coefficient Cluster Cluster Common Different
Type Dependent Independent e−/γ e−/γ

Front
√ √

Accordion
√ √

Out of Cluster
√ √

Leakage
√ √

Table 5.2: Cluster size and particle type dependencies of the calibration coefficients

To reconstruct the energy deposited in front of calorimeter, 6 or 9 (| η |≤1.8 or
| η |>1.8) parameters are needed. To reconstruct the energy deposited in the accordion
cluster 3 parameters are needed, and others 2 parameters areneeded for the energy
deposited out of the cluster. Only two parameters are neededto reconstruct the energy
deposited behind the accordion.

For reconstruct the total energy of a particle 13 or 16 (| η |≤1.8 or | η |>1.8)
parameters are needed. Taking into account the cluster and particle type dependencies
of the calibration coefficients 37 or 43 (| η |≤1.8 or| η |>1.8) parameters are needed
to calibrate electrons and photons with 3 cluster sizes, as summarized in table (5.3).
For comparison, the calibration methods based on the longitudinal weigths needs 4
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Figure 5.31: Comparison between the correction for electrons (black) and photons (red), at
η=0.3

parameters for each particle type and each cluster size, fora total of 4× 2 × 3 = 24
parameters, from 13 to 19 parameters less than the calibration hits methods.

5.3.2 η dependence of parameters

As said before, a set of calibration parameters must be provided for each cell of the
calorimeter: the parameters achieved with the described method will be shown and
discussed in this section. In black the electron parameterswill be shown, while in red
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Coefficient N e−/γ CL Total
| η |≤1.8 | η |>1.8 | η |≤1.8 | η |>1.8

Front 6 9 ×2 ×1 12 18
Accordion 3 ×1 ×3 9
Out of Cluster 2 ×2 ×3 12
Leakage 2 ×2 ×1 4

Total Energy 13 16 37 43

Table 5.3: Number of calibration coefficients

the photon ones.
Figure (5.32) shows the 3 parameters for reconstructing theenergy deposited into

the accordion cluster, starting from the energy deposited into the active layer of the
accordion. They vary smoothly all over theη range, including the EndCap region, re-
flecting the uniformity of the response of the calorimeter. Electrons and photons show
similar behavior and we will use one set of calibration parameters. The transition be-
tween the two regions of the barrel calorimeter with different thickness of the absorber
gives the disuniformity atη=0.8.

 η 
0 0.5 1 1.5 2 2.5

0.9

0.95

1

1.05

1.1

1.15

1.2

1.25

1.3

Accordion Parameters 0

 η 
0 0.5 1 1.5 2 2.5-0.04

-0.035

-0.03

-0.025

-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

Accordion Parameters 1

 η 
0 0.5 1 1.5 2 2.5

0

0.0005

0.001

0.0015

0.002

0.0025

Accordion Parameters 2

Figure 5.32: Cluster accordion correction parameters, forelectrons (black) and photons (red) .

In figure (5.33) the parameters for the reconstruction of theenergy deposited out-
side the cluster are shown. The sharp transition atη=0.8 is due to the variation of the
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lead absorber thickness that influences the lateral development of the shower and con-
sequently the energy sharing between the reconstructed cluster and the cells outside
the cluster.
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Figure 5.33: Out of Cluster Parameters, for electrons (black) and photons (red)

Figure (5.34) shows the parameters for the correction for the longitudinal leakage.
They decrease in the barrel region, accordingly to the variation of the total thickness
of the calorimeter, and stay small in the endcap region, where the total thickness of
the calorimeter (up to 40X0) makes the correction for the energy deposited behind the
accordion negligible.

Figures (5.35) and (5.36) show respectively the parametersfor the reconstruction of
the front offset and slope parameters in the region of calorimeter with the PreSampler
0≤| η |<1.8. It is possible to see that the parameters vary smoothly in the barrel region,
but more sharply in the endcap region, reflecting the sharp variation of the material
upstream calorimeter.

In figures (5.37), (5.38) and (5.39) the coefficients for reconstructing the first, sec-
ond and third degree parameter for the shower depth parametrization of the energy de-
posited in front of the calorimeter in the region without thePreSampler, 1.8≤| η |<2.5,
are shown. The limited statistics (up to 60% of events are rejected by the calorimeter
cuts) is responsible for the seen fluctuations. More statistic is needed to achieve better
parameters.
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Figure 5.34: Longitudinal leakage parameters, for electrons (black) and photons (red)
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Figure 5.35: Coefficients for the front offset energy parametrization, 0<| η |<1.8, for electrons
(black) and photons (red)
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Figure 5.36: Coefficients for the front slope energy parametrization , 0<| η |<1.8, for electrons
(black) and photons (red)
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Figure 5.37: Parameters for the offset coefficient energy parametrization, 1.8<| η |<2.5, for
electrons (black) and photons (red)
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Figure 5.38: Parameters for the first degree coefficient energy parametrization, 1.8<| η |<2.5,
for electrons (black) and photons (red)
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Figure 5.39: Parameters for the second degree coefficient energy parametrization, 1.8<|
η |<2.5, for electrons (black) and photons (red)
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5.4 Athena package

The proposed method has been included into Athena: it has been implemented as a
CaloClusterCorrectionand all the calibration coefficients, computed as explainedin
the previous sections, are in the python file namedCaloSwCalibHitsCalibrationv1.py,
containing six different sets of coefficients:

1. CaloSwCalHitsAccordionv1 XX : corrections for the energy deposited into the
accordion in the cluster

2. CaloSWCalHitsOutOfConev1 eleXX : corrections for the energy deposited into
the accordion out of the reconstructed cluster

3. CaloSWCalHitsLongLeakagev1 ele : corrections for the energy deposited be-
hind the accordion

4. CaloSWCalHitsEfrontoffset v1 ele : corrections for the energy deposited in
front of the calorimeter, offset coefficients

5. CaloSWCalHitsEfrontslopev1 ele : corrections for the energy deposited in
front of the calorimeter, slope coefficients

6. CaloSWCalHitsEfrontP2 v1 ele : corrections for the energy deposited in front
of the calorimeter, second degree polynomial parameters for the shower depth
parametrization, only forη >1.8.

The “XX” in the name of correction stays for the cluster size,while the suffix
“ele” stays for electron and will be replaced with “pho” in the photon calibration file.
Accordingly with table (5.2), all the corrections with the only exception of number
1 are particle type dependent, and the first two correction are the only cluster size
dependent.

5.4.1 Results with the full Athena Reconstruction

We reconstruct all the available samples of electrons and photons running the offi-
cial Athena reconstruction code, and using both calibration methods, to compare the
performances.

The Calibration Hits parameters for the barrel region are computed from the Milan
group, while the coefficients for the endcap are provided by the Madrid group: all
the parameters (computed as explained in the previous sections), and consequently the
method performances, must be taken as preliminary.

In the present Athena implementation of the code for Calibration Hit analysis we
can only make use of the calorimeter cuts to clean the sample,because the identifi-
cation cuts based on the tracker informations are not yet available. For this reason a
more severe set of calorimeter cuts were applied to the samples giving rise to some
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statistical problems that force us to give the results, bothresolution and linearity, only
for groups of 4 cells, and not cell by cell as in the previous analysis.

In the next plots the result achieved using the calibration method based on longitu-
dinal weights are shown in black, while the ones with the Calibration Hit based method
are shown in red.

The reconstructed energy distributions achieved for 100 GeV electrons running
the full Athena reconstruction code are shown, as an example, in figures (5.40) and
(5.41), forη bins of∆η =0.1. The energy profiles shapes are very similar using both
calibration methods, and the fitted mean values show maximumdifferences in the
order of 3÷4 per mille over all theη range. Similar results are achieved for the others
available energies.

The sampling termb and the constant termc of the energy resolution, fitted with
the usualσ(E)

E (%) =
b(%)√
E(GeV)

+c(%), are shown in figure (5.42). The two calibration

methods provide similar results, both for the sampling and constant term. The sam-
pling termb rise from the 10% in the barrel region to the 30% in the endcap region, as
already discussed in the previous sections.

The linearity achieved with the two calibration methods is shown in figure (5.43),
for all the various energies: is possible to see that the two methods give comparable
results for energies lower than 100 GeV, while at higher energies the Calibration Hits
based method gives a better reconstruction of the energy up to 1%.
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Figure 5.40: Reconstructed energy distributions for 100 GeV electrons, forη bins of∆η =0.1.
In black are shown the results with longitudinal weight calibration, while in red the Calibration

Hits results are shown.
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Figure 5.41: Reconstructed energy distributions for 100 GeV electrons, forη bins of∆η =0.1.
In black are shown the results with longitudinal weight calibration, while in red the Calibration

Hits results are shown
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Figure 5.42: Resolution sampling termb and constant termc. In black are shown the results
with longitudinal weight calibration, while in red the Calibration Hits results are shown
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Figure 5.43: Linearity for various energies. In black are shown the results with longitudinal
weight calibration, while in red the Calibration Hits results are shown
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5.5 Sensitivity to the amount of material in front of the
calorimeter

To test the sensitivity of the proposed calibration method to possible underestimation
of the amount of material in front of the calorimeter some studies have been done.

The amount of material in front of the calorimeter is a crucial parameter to well
determine the e/γ energy. To mimic the effect of a possible underestimation ofthe front
material we are using sets of coefficients for the front energy reconstruction extracted
for cells with different amount of upstream material.

We select the region with 0.9<| η |<1.2, in which a smooth variation of the ma-
terial in front on calorimeter is present. We start reconstruction the energy atη=1.2
with all the coefficients calculated for this cell, achieving the better energy resolution
and linearity possible, shown in the first line of table (5.4). At η=1.2 about 4.5 X0 of
material is present in front of the calorimeter. Then we reconstruct the energy atη=1.2
using all the parameters for this cell, except for the ones for the reconstruction of the
energy deposited in front of calorimeter, that are taken from cells with less material
upstream calorimeter, like the ones with cell center atη=1.175, 1.075, 1.0 and 0.9. In
this way we can test the effect of an underestimation of the material in front of the
calorimeter on the performances of the calibration method.

In table (5.4) the results are shown for two electron energies, 25 GeV and 100 GeV.
The largest variation of the amount of material in front of the calorimeter, about 0.5X0
that correspond to a percentual variation of 12.5% in the region with 0.9<| η |<1.2,
implies a worsening of the energy resolution (σ

E ) of ∼5.3% at 25GeV and of∼2% at
100 GeV. The linearity vary almost of 1% at both energies.

The proposed method gives good results in term of energy resolution and linearity
also with an underestimation of the material in front of the calorimeter up to∼10%,
large amount probably not realistic in the Atlas experiment.

Front Parη X(X0) ∆X(%) σ
E ∆( σ

E )(%) L(%) σ
E ∆( σ

E )(%) L(%)
E=25GeV E=100GeV

1.200 4.50 - 3.39 - 0.1 1.90 - 0.1

1.175 4.40 2.5 3.43 1.18 0.2 1.91 0.50 0.2
1.075 4.35 3.75 3.45 1.47 0.3 1.92 1.05 0.2
1.000 4.15 8.75 3.54 4.40 0.4 1.93 1.57 0.4
0.900 4.00 12.5 3.57 5.30 0.9 1.94 2.10 0.5

Table 5.4: Sensitivity to the material in front of calorimeter. Energy resolution and linearity
for 25 and 100 GeV electrons atη=1.2. The first line shows the results with all the calibration
coefficients extracted for the cell atη=1.2, while the other lines show the results for energy re-
construction atη=1.2 achieved using all the parameters for this cell except the front parameters,

that come from cells at theη points shown in the first column.



Conclusions and Perspective

The Atlas LAr electromagnetic calorimeter is designed to provide a precise measure-
ment of electrons and photons energies, in order to meet the requirements coming from
the LHC physics program. This request of precision makes important to understand
the behavior of the detector in all its aspect. Of fundamental importance to achieve
the best possible performances is the calibration of the EM calorimeter, and this is the
topic of this thesis.

With detailed Monte Carlo simulations of single electrons and photons in the Atlas
detector, we find a method to calibrate the electromagnetic calorimeter, based only on
the informations that come from it. All the informations needed to develop a calibra-
tion method come from the simulations made with the technique of theCalibration
Hits, that allows to know the energy deposited in all the materials inside the detector
volume, and not only in the active layer of each subdetector as possible in the standard
simulations, as explained in chapter (3). This technique required a big effort for the de-
velopment of all the algorithms, because at the time of the firsts rounds of simulations
the standard reconstruction code could not work on the calibration hits informations.

The simulations can be grouped into four rounds, with different conditions to dis-
entangle different effects and allow to study in detail the showering process inside the
calorimeter.

First step was to study a possible calibration scheme, and westart in the simplest
possible condition: electrons hitting the center of a middle compartment cell, with-
out the magnetic field in the inner detector region. Detailedstudy on this simulations
allows us to find a possible calibration procedure, as discussed in great detail in the sec-
tion (4.1). In this simple condition the performances of theelectromagnetic calorimeter
barrel have been tested, giving good results in term of energy resolution and linearity,
with a sampling term varying inη from the 10% to the 15% and the linearity within
0.5%.

Second step was to introduce the effect of the impact point ofthe particles inside
the cell on the reconstructed energy. This was done simulating electrons with the
impact point on the calorimeter spread uniformly over the full middle compartment
cell, without the magnetic field in the inner detector. Studies on the reconstruction of
the barycenter of the shower and its comparison with the simulatedη andφ positions
have been done, as discussed in section (4.2). Two modulations on the reconstructed
energy, due to theη andφ positions of the impact point inside the cell, are studied and

145



146

two correction were included in the method. The performances of the method in term
of energy resolution and linearity are slightly affected bythe impact point modulations:
the resolution goes from 10% to 17% in the barrel region, witha linearity better than
0.5%.

The third step in our analysis was to introduce the magnetic field in the inner detec-
tor region. This is the normal condition in the Atlas experiment and need to be studied
in great detail. The effect of the magnetic field on the showerdevelopment is to deflect
the particles of the shower in theφ direction, and this effect can be very large for low
energy electrons, that can be deflected up to 4 middle cell width. The largest effect of
the magnetic field is on the electrons that emit hard bremsstrahlung photons: in this
case the presence of two different clusters in the calorimeter is evident and introduce
large errors in the evaluation of the energy deposited outside the cluster. This problem
is solved with a new method for the reconstruction of the energy deposited outside the
cluster and it is discussed, together with other details forthe events selection, in sec-
tion (4.3). The method performances are a little worse: resolution from 10% to 17%
and linearity within 0.5%, excluding the 5 GeV electrons.

The first three steps of analysis are done on private data setsthat have been sim-
ulated with big effort on the Milan computing facility. Withthe aim of including the
proposed calibration procedure in the Athena framework, wefocused on the analysis
of the data available from the central production, the CSC (Computing System Com-
missioning) data set, that become available in 2007 and contains all the informations
from the calibration hits that are required for the proposedcalibration method. This
CSC data sets are simulated with the newest detector geometry and are digitized to
simulate in the best way the real data that will be given by thedetector in the actual
operative condition of Atlas. Different energies have beensimulated, both for elec-
trons and photons, covering uniformly the fullη range of the calorimeter, including
also the two endcap regions not simulated before for the limited computing resources
available.

The method proposed shows good results both for electrons and photons, and over
all the η range of the calorimeter, as discussed in chapter (5), wherethe difference
between the two particle type and the difference in the replyof the various region of
calorimeter are discussed.

Finally the proposed calibration method is implemented in the Athena framework,
and can be used as an alternative to the standard calibrationmethod based on the longi-
tudinal weights. The performances of the preliminary implementation of the proposed
calibration method are shown in chapter (5), in comparison with the performances of
the other calibration method.

The method proved also to be not very sensitive to an underestimation of the ma-
terial in front of the calorimeter: a 10% of variation of the upstream material, change
the resolution for 100 GeV electrons of 2% and the linearity of 0.5%.

Some questions are still open and need more investigations,possible only with
larger statistic:
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• study of a calibration strategy for photons converting at different radius

• define a calibration method in the crack region

• study new parametrization to improve the performances of the method in the
region of the endcap without the PreSampler

• study low energy (10 GeV) particles

The proposed method gives, in its first implementation into Athena, results compa-
rable with the ones provided from the other calibration method based on longitudinal
weights. The parameter extraction, and consequently the method performances, can be
improved, provided that larger statistic will be available. The Cern comunity of liquid
argon detector have largely approved this new calibration method, that is recognized
as a valid alternative to the standard calibration method.
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