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Chapter 1
LHC and Atlas

In this chapter the main features of the Large Hadron Call{delC) [1] and some
details of the Atlas (A Toroidal Lhc ApparatuS) [2] experimiavill be briefly intro-
duced. The relevant accelerator parameters and the physigeam allowed by the
machine potential will be reviewed, trying to give an ovewiof the main aspects of
the experimental working conditions at the LHC.

1.1 Introductionto LHC

1.1.1 Machine parameters and physics program

The Large Hadron Collider (LHC).[1] is a proton-proton andatag-ion collider with
a center-of-mass energy, when operating in the pp mode, d&¥4

The first beam-beam collision are planned in November 200@vaenergy in a
test run. First collisions at high energy are expected nd&

The Large Hadron Collider is being built in the circular tehpreviously devoted
to LEP, 27 km long. The tunnelis buried around 50 to 175 m. ugrdend. It straddles
the Swiss and French borders on the outskirts of Geneva.

The magnetic field needed to keep the beam circulating in thehine is pro-
vided by 1232 superconducting dipoles providing a 8.4 Tesdgnetic field. Bunches
of protons, separated by 25 ns and with an RMS length of 75 mtarsect at four
points, as shown in figuré (1.1), where experiments are dlaé¢las and CMS are
general-purpose experiments designed for both searcheweo physics signatures
and precision measurements. LHCb is a B physics and CP iinldedicated detec-
tor while ALICE is an heavy ion experiment which will studyetbehavior of nuclear
matter at very high energies and densities.

The LHC project will allow an ambitious physics program [3he main topics are
briefly summarized in the following list:

» Search for a Standard Model Higgs . If an Higgs boson will lzealered, its
mass, width and couplings could be measured.

1



Search for Supersymmetry , Extra Dimensions and otheassgof physics be-
yond the Standard Model up to massesf 5 TeV

Precision measurements of the SM observables such as thedvibp quark
masses and couplings.

B physics and CP violation in the B hadron systems.

Study of phase transitions from hadronic matter to a plasidaconfined quarks
and gluons.

1.1.2 Experimental environment

The high center-of-mass energy and luminosity impose th H@ experiments to deal
with complex working conditions: the review presented ia tbllowing sections will
be focused on general purpose detectors.

Two operational phases are foreseen for the LHC: a first “lewihosity” phase,
in the first year, with a luminosity. ~ 10%3cm2s1; the “high luminosity phaser, ~
10**cm2s~1, will be reached later. The machine will also be able to are¢é heavy
ions allowing for example Pb-Pb collisions at 1150 TeV in temter of mass and
luminosity up to 18’cm~2s~1 . The nominalppluminosity and center of mass energy

Poimnt 5

sssss

Point 8

=== Existing Structures
s L HC Project Structures

Figure 1.1: Visual of the LHC sites for the experiments



Chapter 1. LHC and Atlas 3

will allow to search for new particle with masses up6 TeV. In one year of running
at high luminosity LHC will provide an integrated luminosif:

L= Ldt~100fb~t (1.1)
10’s

The total inelastippcross-section at a center of mass energy of 14 T@%’,_l,s: 80mh.
So the event rate R expected at high luminosity is

R= 0l x £ =80mbx 10*cm s ~ 10°%s7* (1.2)
The physics events that will occur at LHC could be classifetb#dow:

* hard collisions: they are due to short range interactions in which head-tia co
sions take place between two partons of the incoming protornthese interac-
tions the momentum transfer can be large, allowing the prtoli of final states
with high pr particles and the creation of new massive particles. At tH€ the
high pt events are dominated by QCD jet production from quarks andr
fragmentation in the final state which has a large cross@®cRare events with
new particle production have a cross section which is ugsme orders of
magnitude smaller than the jet production and thereforedmad final state can
not be used to detect rare events such as SM higgs boson dethgse condi-
tions only decays into leptons and photons can be used eteaiiforanching
ratio are much smaller than decays into quarks

* soft collisions: they are due to long-distance collisions between the tworm
ing protons. The final state particles from soft collisioasd large longitudinal
momentum and a small transverse momentum witpy >~ 500 MeV. These
events are also calledinimum bias even&nd represent by far the majority of
the ppcollision.

1.1.3 LHC experimental challenges

The LHC detectors have to face severe constrains , mostifthlated to the machine
bunch crossing frequency , luminosity , and to the physide®pp collisions.

The LHC protons are grouped in bunches«ol0', colliding every 25 ns at each
interacting point. At the interaction rate for the high lumosity phase, on average
25 minimum biasevents (soft interaction) will occur every bunch crossinbthese
interactions will produce around 700 charged particleqadetector pseudorapidity
region| n |<2.5. For each higlpr event ,~25 additional soft events will be produced
and overlap to the interesting onalé-up).

To face with the severe condition imposed by the LHC macheeietectors have
stringent requirement, like the one listed below :



Response time: a fast detector response is required to minimize the gle-u
The response time is different for the various subdeteaans represents the
best compromise between technological limits and detdetdures.

Granularity : To reduce the impact of the pile-up, detectors with highhgtar-
ity are required: this imply a large number of read-out chesmith a challeng-
ing acquisition, calibration and monitoring system.

Radiation tolerance: the radiation flux coming from thpp collision, depends
on the subdetector position with respect to the intactioimtpdn the forward
region, for example, the integrated flux of particle over years of operation
in the high luminosity conditions will amounts up 10! neutrons/cm? and
~ 10’ Gy. Due to this huge particle flux all subdetector componshtaild pass
severe radiation hardness criteria.

Hermeticity : at hadron colliders the energy of interacting quarks anags
is not known and therefore the missing energy in the finakstahnot be deter-
mined. On the other hand the initial total transverse moomans negligible and
the missing transverse momentum can be measured with aptabteaccuracy
provided that the calorimeter system has full coverage enahimuthal angle
and in theln| < 5 region.

Mass and momentum resolution : excellent mass and momentum resolution
is needed for particles decaying into photons, electromsranons. Leptons
should be identified and measured overrarange from a few GeV up to a few
TeV.

Particle identification capabilities : particle identification is a crucial point
at the LHC. Several stringent requirements on the identiinaof electrons,
photons, b-jets , taus, etc. must be satisfied.

Trigger : the trigger is another critical issue in the LHC experinsefithe inter-
action rate of 18 ev/s must be reduced to 100 recorded ev/s due to the storage
system limits. Therefore an efficient and selective triggareeded to provide
the required 10rejection factor.

1.2 The Atlas Detector

The Large Hadron Collider opens a new frontier in particlggbs due to its higher
collision energy and luminosity compared to the existingederators. The guiding
principle in optimizing the Atlas experiment has been mazing the discovery poten-
tial for new physics such as Higgs bosons and supersymnpeiriicles, while keeping
the capability of high-accuracy measurements of knownatbjeuch as heavy quarks
and gauge bosons.
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Figure 1.2: Global view of Atlas detector, with a simulategmts

The Atlas [2], shown in figurd{1l.2) design is typical of a kuggale multi-purpose
detector. An inner detector in a 2 T solenoidal magnetic fieldsed to select and
measure charged particles momentum as well as to deteatdsgovertexes. The
calorimeter system consists of an electromagnetic cakigmfor energy and posi-
tion reconstruction of electrons and photons followed,ha tadial direction by an
hadronic calorimeter which, joined to the electromagne&iorimeter, gives a mea-
sure of hadrons and jets energy and position. The calormetevide also a miss-
ing transverse momentum measure and contribute to thecigaidientification. The
calorimetric system is surrounded by a muon spectrometahwtientifies muons and
measures their momentum (together with the inner detecarir-core toroid system
provides the required bending magnetic field. In the follogwsections a brief review
of the Atlas subdetectors and systems is reported.

1.2.1 Nomenclature

The beam direction defines the z-axis, and the x-y plane ipltree transverse to the
beam direction. The positive x-axis is defined as pointingifthe interaction point to
the center of the LHC ring, and the positive y-axis is poigtipwards. The azimuthal
anglegis measured around the beam axis, and the polar &igléhe angle from the



beam axis. The pseudorapidity is defined as:

n= —Iog(tang) (1.3)

The transverse momentupt and the transverse energy, as well as the missing
transverse energfE"'s® and other transverse variables, are defined in the xy plane
unless stated otherwise. .

1.2.2 Magnet System
The Atlas superconducting magnet systé&jncin be seen in Figute.3

Figure 1.3: Overview of the magnetic system

It is an arrangement of a central solenoid (CS) providingriagnetic field for
the Inner Detector, not visible in figurE_(1.3), surroundgdabsystem of three large
air-core toroids generating the magnetic field for the muysecgometer. The overall
dimensions of the central toroid are 26 m in length and 20 miaméter. The two
end-cap toroids (ECT) are inserted in the barrel toroid (Bfgach end and line up
with the CS. They have a length of 5 m, an outer diameter of &@0and an inner bore
of 1.65 m. The CS extends over a length of 5.3 m and has a bord af.2

The CS provides a central field of 2 T with a peak magnetic fi€¢ld.6 T at the
superconductor itself. The position of the CS in front of Eié calorimeter demands a
careful minimization of the material in order to achieve tiesired calorimeter perfor-
mance. As a consequence, the CS and the LAr calorimeter shar@ommon vacuum
vessel, and also the CS coil is designed to be as thin as pogsibout sacrificing the
operational safety and reliability.
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Each of the three toroids consists of eight coils assemiaddhity and symmet-
rically around the beam axis. The coils of the central tornie housed in individual
cryostats taking up the forces between the coils.

The magnets are indirectly cooled by forced flow of helium.&tK through tubes
welded on the casing of the windings.

1.2.3 Inner Detector
The layout of the Inner Detector (ID)I[4] is shown in Figure4)L

Figure 1.4: Overview of the Inner Detector

It combines high-resolution detectors at the inner radihwbntinuous tracking el-
ements at the outer radii, all contained in the central smtewhich provides a nominal
magnetic field of 2 T. The momentum and vertex resolutionireguents from physics
call for high-precision measurements to be made with firsxglarity detectors, given
the very large track density expected at the LHC.

Semiconductor tracking detectors, using silicon micip(tCT) and pixel tech-
nologies offer these features. The highest granularitgisesved around the vertex re-
gion using semi-conductor pixel detectors. The total nunab@recision layers must
be limited because of the material they introduce, and tscatitheir high cost. Typ-
ically, three pixel layers and eight strip layers (four spaoints) are crossed by each
track. A large number of tracking points (typically 36 peadk) is provided by the
straw tube tracker (TRT) , which provides continuous tréakewing with much less
material per point and a lower cost. The straw hits at theragatius contribute signif-
icantly to the momentum measurement, since the lower poecper point compared
to the silicon is compensated by the large number of measmtrand the higher
average radius.

The outer radius of the ID cavity is 115 cm, fixed by the inneneinsion of the
cryostat containing the LAr EM calorimeter, and the totaldéh is 7 m, limited by the



System Position AreaResolutiono(um) Channels |n | cov-
(mP) (10°) erage

Pixels 1 removable barrel0.2 Rp=12,z=66 16 <25
layer (B-layer)
2 barrel layers 14 ®=12,z=66 81 <1.7
5end-cap disksoneach0.7 Rp=12,R=77 43 1.7-2.5
side

Silicon 4 barrel layers 344 8=16,z=580 3.2 <14

strips
9 end-cap wheels on26.7 Rp=16,R=580 3.0 1.4-25
each side

TRT  Axial barrel straws 170 (per straw) 0.1 <0.7
Radial end-cap straws 170 (per straw) 0.32 0.7-2.5

36 straws per track

Table 1.1: Parameters of the Inner Detector. The resolsitquoted are typical values (the
actual resolution in each detector depends on the impatd)ang

position of the end-cap calorimeters. Mechanically, thectidsists of three units: a
barrel part extending over 80 cm, and two identical end-capering the rest of the
cylindrical cavity. The precision tracking elements arateaned within a radius of 56
cm, followed by the continuous tracking, and finally the gahsupport and service
region at the outermost radius.

In the barrel region, the high-precision detector layeesaranged on concentric
cylinders around the beam axis, while the end-cap deteatersiounted on disks per-
pendicular to the beam axis. The barrel TRT straws are @htalthe beam direction.
All the end-cap tracking elements are located in planesgretigular to the beam axis.

The basic layout parameters and the expected measurensehitiens are sum-
marized in table[(I]1). The layout provides full trackingveage ovel n |<2.5,
including impact parameter measurements and vertexingdavy-flavors and tag-
ging. The secondary vertex measurement performance isieatidy the innermost
layer of pixels, at a radius of about 4 cm, as close as is padth the beam pipe. The
lifetime of such a detector will be limited by radiation dageaand may need replace-
ment after a few years. In the next sections more details oh sabdetector will be
given.

Pixel detector

The pixel detector 5] is designed to provide a very highagtarity, high-precision
set of measurements as close to the interaction point asbpmsd he system pro-
vides three precision measurements over the full acceptaard mostly determines
the impact parameter resolution and the ability of the Iietiector to find short-lived
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particles such as B hadrons anbkptons.

The system contains a total of 140 million detector elemesdsh 50um in the
Ro direction and 30Qum in z. The system consists of three barrels at average radii
of ~4 cm, 10 cm, and 13 cm, and five disks on each side, betweenafatlii and
20 cm, which complete the angular coverage. The system igriesto be highly
modular, containing approximately 1500 barrel modules @@ disk modules, and
uses only one type of support structure in the barrel and yped in the disks. The
pixel modules are designed to be identical in the barrel &eddisks. Each module
is 62.4 mm long and 21.4 mm wide, with 61440 pixel elementd & by 16 chips,
each serving an array of 24 by 160 pixels. The modules ardapfd on the support
structure in order to give hermetic coverage. The thickmdéssach layer is expected
to be about 1.7% of a radiation length at normal incidence.

Semiconductor tracker

The SCT system is designed to provide eight precision measemts per track in
the intermediate radial range, contributing to the measerd of momentum, impact
parameter and vertex position, as well as providing gootépatecognition by the use
of high granularity.

The barrel SCT uses eight layers of silicon microstrip dietesto provide precision
points in the B and z coordinates. Each silicon detector is 6:86:0cn? with 768
readout strips of 8Qim pitch. Each module consists of four singlesided p-onioasil
detectors. On each side of the module, two detectors arehwimeed together to form
12.8 cm long strips. Two such detector pairs are then glugedther back-to-back at
a 40purad angle, separated by a heat transport plate, and theoglest is mounted
above the detectors on a hybrid. The readout chain condistdront-end amplifier
and discriminator, followed by a binary pipeline which &sthe hits above threshold
until the level-1 trigger decision.

The end-cap modules are very similar in construction buttagered strips, with
one set aligned radially. To obtain optimmplcoverage across all end-cap wheels, end-
cap modules consist of strips of eithed2 cm length (at the outer radii) or 6-7 cm
length (at the innermost radius). The detector containsidf silicon detectors, with
6.2 million readout channels. The spatial resolution igihGn Rpand 58Qum in z, per
module containing one and one stereo measurement. Tracks can be distinguished
if separated by more thaa200pum.

The barrel modules are mounted on carbon-fiber cylindershvtarry the cooling
system; the four complete barrels at radii of 30.0, 37.374hd 52.0 cm are then
linked together. The endcap modules are mounted in up te thrgs onto nine wheels,
which are interconnected by a space-frame. The radial rahgach disk is adapted
to limit the coverage ton |< 2.5 by equipping each one with the minimum number
of rings and by using the appropriate set of modules.
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Transition radiation tracker

The TRT is based on the use of straw detectors, which can tepatrdhe very high
rates expected at the LHC by virtue of their small diametet #re isolation of the
sense wires within individual gas volumes. Electron idasdtion capability is added
by employing xenon gas to detect transition-radiation phstcreated in a radiator
between the straws. This technique is intrinsically radrahard, and allows a large
number of measurements, typically 36, to be made on everl abmodest cost.

Each straw is 4 mm in diameter and equipped with au80diameter gold-plated
W-Re wire, giving a fast response and good mechanical arudriel® properties for
a maximum straw length of 144 cm in the barrel. The barrel @mistabout 50 000
straws, each divided in two at the center, in order to redbeeotcupancy, and read
out at each end. The end-caps contain 320000 radial stramvsthe readout at the
outer radius. The total number of electronic channels i920

Each channel provides a drift-time measurement, givingaéigesolution of 170
pm per straw.

1.2.4 Calorimeters

A schematic view of the Atlas calorimeters is presented guke [1.5)

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr EM end-cap (EMEC)

LAr forward calorimeter (FCAL)

Figure 1.5: Overview of the calorimetric system

The calorimetry consists of an electromagnetic (EM) cabetier covering the
pseudorapidity regionn |< 3.2, a hadronic barrel calorimeter coverihg |< 1.7,
hadronic end-cap calorimeters covering £ |< 3.2, and forward calorimeters cov-
ering 3.1<|n < 4.9.
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The EM calorimeter is a lead/liquid-argon (LAr) detectotiaccordion geometry
. Over the pseudorapidity rande) |< 1.8, it is preceded by a presampler detector,
installed immediately behind the cryostat cold wall, anddis correct for the energy
lost in the material (ID, cryostats, coil) upstream of thiodaneter.

The hadronic barrel calorimeter is a cylinder divided irftcee sections: the central
barrel and two identical extended barrels. It is based omgbag technique with
plastic scintillator plates (tiles) embedded in an ironabesr .

At larger pseudorapidities, where higher radiation resise is needed, the intrin-
sically radiation-hard LAr technology is used for all thdarameters : the hadronic
end-cap calorimeter, a copper LAr detector with parallekg geometry, and the for-
ward calorimeter, a dense LAr calorimeter with rod-shapledteodes in a tungsten
matrix.

The barrel EM calorimeter is contained in a barrel cryostdtich surrounds the
Inner Detector cavity. The solenoid which supplies the 2 Gneic field to the Inner
Detector is integrated into the vacuum of the barrel crytostal is placed in front
of the EM calorimeter. Two end-cap cryostats house the apdedM and hadronic
calorimeters, as well as the integrated forward calorimetée barrel and extended
barrel tile calorimeters support the LAr cryostats and alstoas the main solenoid flux
return.

The pseudorapidity coverage, granularity and longitudsegmentation of the At-
las calorimeters are summarized in Talplel(1.2).

Electromagnetic calorimeter

The electromagnetic calorimeteid [6] are the main topicthid thesis and will be
discussed in details in the next chapter.

Hadronic calorimeters

The Atlas hadronic calorimeters cover the range < 4.9 using different techniques
best suited for the widely varying requirements and radiagnvironment over the
largen-range. Over the range) |< 1.7, the iron scintillating-tile technique is used for
the barrel and extended barrel tile calorimeters and faigdrinstrumenting the gap
between them with the intermediate tile calorimeter (IT3)is gap provides space for
cables and services from the innermost detectors.

Over the range 1.5| n |< 4.9, LAr calorimeters were chosen: the hadronic
end-cap calorimeter (HEC) extends|tg |< 3.2, while the range 3.X|n |< 4.9 s
covered by the highdensity forward calorimeter (FCAL). Btdte HEC and the FCAL
are integrated in the same cryostat as that housing the EM &psl

An important parameter in the design of the hadronic caletenis its thickness:
it has to provide good containment for hadronic showers a&addice punch-through
into the muon system to a minimum. The total thickness is idraation lengthsX)
atn =0, including about 1.3 from the outer support, which has been shown both by
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EM CALORIMETER Barrel End-cap

Coverage In|< 1.475 1.37%|n |< 3.2

Longitudinal segmentation 3 samplings 3 samplings 4.5(< 2.5
2 samplings 1.37%|n|< 15

25<|n|<3.2

Granularity An x Ag)

Sampling 1 0.00% 0.1 0.025x 0.025 1.37%<|n|< 1.5
0.05x 0.025 15<|n|< 138
0.025x 0.1 1.8<|n|< 2.0
0.003x 0.1 2.0<|n|< 2.5
0.004x 0.1 25<|n|<3.2

Sampling 2 0.006¢ 0.1 0.1x 0.1 1.375<|n < 2.5
0.025x 0.025 25<|n|<3.2

Sampling 3 0.1x 0.1 0.05x 0.025 1.5<|n|<25

PRESAMPLER Barrel End-cap

Coverage In|<1.52 1.5<|n|< 1.8

Longitudinal segmentation 1 sampling 1 sampling

Granularity An x Ag) 0.025x 0.1 0.025x 0.1

HADRONIC TILE Barrel Extended barrel

Coverage In|< 1.0 0.8<|n|<1.7

Longitudinal segmentation 3 samplings 3 samplings

Granularity An x Ag) Samplings 1 and 0.1x 0.1 0.2x 0.1

2
Sampling 3 0.1x 0.1 0.2x 0.1

HADRONIC LAr End-cap

Coverage 1.5<|n|<3.2

Longitudinal segmentation 4 samplings

Granularity &n x Ag) 0.1x0.1 15<|n|< 25
0.2x 0.2 25<|n|<3.2

FORWARD CALORIMETER Forward

Coverage 3.1<|n|<4.9

Longitudinal segmentation 3 samplings

Granularity An x Ag) ~0.2x0.2

Table 1.2: Pseudorapidity coverage, granularity and longial segmentation of the Atlas
calorimeters.

measurements and simulation to be sufficient to reduce thetpthrough well below
the irreducible level of prompt or decay muons. Close to\1df active calorimeter
are adequate to provide good resolution for high energy jeagether with the large
n-coverage, this will also guarantee a gdﬂﬂissmeasurement, which is important for
many physics signatures and in particular for SUSY parselarches.
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Tile calorimeter

The large hadronic barrel calorimeter is a sampling caletenusing iron as the ab-
sorber and scintillating tiles as the active matenal [7heTiles are placed radially
and staggered in depth. The structure is periodic along 2 tilés are 3 mm thick
and the total thickness of the iron plates in one period is . mMiwo sides of the
scintillating tiles are read out by wavelength shifting (8)Lfibres into two separate
photomultipliers (PMTSs).

The tile calorimeter is composed of one barrel and two e>adrizhrrels. Radially
the tile calorimeter extends from an inner radius of 2.28 mrt@uter radius of 4.25 m.
It is longitudinally segmented in three layers, approxiehat..4, 4.0 and 1.8 interac-
tion lengths thick at) = 0. The resulting granularity i8n x Ag=0.1x0.1 (0.2<0.1in
the last layer), as shown in Table{[1.2). The total numbehahoels is about 10000.
The calorimeter is placed behind the EM calorimeter 1.2A) and the solenoid coil.
The total thickness at the outer edge of the tile-instrumgmégion is 9.2 atn=0.
The thickness of the calorimeter in the gap is improved by Ti& which has the same
segmentation as the rest of the tile calorimeter. It is casedoof two radial sections
attached on the face of the extended barrel. The outer se8tlacm thick, starts at the
outer radius and covers 45 cm in radius. It is followed by tireer section which is 9
cm thick and extends over 45 cm to lower radii. The ITC is edezhfurther inwards
by a scintillator sheet, covering the inner part of the edezhbarrel and extending to
the region between the LAr barrel and end-cap cryostats db¥ex| n |< 1.6. This
scintillator samples the energy lost in the cryostat watld dead material. It is seg-
mented in three sections &h ~ 0.2. The signals produced by the scintillating tiles
and collected by the WLS fibres are fast. The PMTs have low damlent and are also
fast. The shaper transforms the current pulse from the PNt arunipolar pulse of
FWHM of 50 ns.

Liquid-argon hadronic end-cap calorimeters

Each HEC consists of two independent wheels, of outer r&l@@ m. The upstream
wheel is built out of 25 mm copper plates, while the cheapkeioone, farther from
the interaction point, uses 50 mm plates. In both wheels8thanm gap between
consecutive copper plates is equipped with three pardbetredes, splitting the gap
into four drift spaces of about 1.8 mm. The readout electisdiee central one, which
is a three layer printed circuit, as in the EM calorimetereTWwo layer printed circuits
on either side serve only as high-voltage carriers.

Primarily in order to limit the capacitance seen by a singeamplifier, and thus to
allow for a fast response, only two gaps are ganged togetliee @ad level. Miniature
coaxial cables running between the sectors carry signalse@reamplifier boards
located at the wheel periphery. Output signals from (tyiy¢dour preamplifiers are
summed together on the same board. A buffer stage driveaitipeitosignal up to the
cold-to-warm feedthroughs.
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Liquid-argon forward calorimeter

The FCAL is a patrticularly challenging detector owing to tigh level of radiation
it has to cope with. In Atlas, the forward calorimeter is o&ted into the end-cap
cryostat, with a front face at about 4.7 m from the interacfmint. The integrated
FCAL provides clear benefits in terms of uniformity of theaa@hetric coverage as
well as reduced radiation background levels in the muontspeeter.

The FCAL consists of three sections: the first one is made ppen while the
other two are made out of tungsten. In each section the oaéber consists of a metal
matrix with regularly spaced longitudinal channels filleithwconcentric rods and
tubes. The rods are at positive high voltage while the tubésnaatrix are grounded.
The LAr in the gap between is the sensitive medium. This gégnmadlows for an
excellent control of the gaps which are as small as 250 mmeiffitst section.

1.2.5 Muon Spectrometer

The layout of the muon spectrometgr [8] is visible in Figlkej.

Cathode strip

Resistive plate chambers

chambers

Thin gap
chambers

Monitored drift tube
chambers

Figure 1.6: Overview of the muon spectrometer

It is based on the magnetic deflection of muon tracks in theelauperconducting
air-core toroid magnets, instrumented with separateérggd high-precision tracking
chambers. Over the rangg |< 1.0, magnetic bending is provided by the large barrel



Chapter 1. LHC and Atlas 15

toroid. For 1.4<| n |< 2.7, muon tracks are bent by two smaller end-cap magnets
inserted into both ends of the barrel toroid. Over &0y |< 1.4, usually referred to as
the transition region, magnetic deflection is provided bymbination of barrel and
end-cap fields. This magnet configuration provides a fieltighaostly orthogonal to

the muon trajectories, while minimizing the degradatiomesfolution due to multiple
scattering.

Over most of then-range, a precision measurement of the track coordinates in
the principal bending direction of the magnetic field is pdad by Monitored Drift
Tubes (MDTs). At large pseudorapidities and close to theradtion point, Cathode
Strip Chambers (CSCs) with higher granularity are used énitimermost plane over
2 <| n|< 2.7, to withstand the demanding rate and background comgiti Optical
alignment systems have been designed to meet the strirgppritements on the me-
chanical accuracy and the survey of the precision chambers.

The precision measurement of the muon tracks is made in th@dgection, in a
direction parallel to the bending direction of the magnégtxd.

Muon chamber layout

The overall layout of the muon chambers in the Atlas detastsinown in Figure[{116),
which indicates the different regions in which the four cliemtechnologies described
above are employed.

The chambers are arranged such that particles from theactien point traverse
three stations of chambers. The positions of these stadi@nsptimized for essentially
full coverage and momentum resolution. In the barrel, pkesiare measured near the
inner and outer field boundaries, and inside the field volumetder to determine the
momentum from the sagitta of the trajectory. In the end-&gpons, for| n |> 1.4,
the magnet cryostats do not allow the positioning of chaslmside the field volume.
Instead, the chambers are arranged to determine the momevith the best possible
resolution from a point-angle measurement (this is alsa#se in the barrel region in
the vicinity of the coils).

The barrel chambers form three cylinders concentric withlibam axis, at radii
of about 5, 7.5, and 10 m. They cover the pseudorapidity range: 1. The end-cap
chambers cover the range<| n |< 2.7 and are arranged in four disks at distances of
7, 10, 14, and 21-23 m from the interaction point, concentitt the beam axis. The
trigger function in the barrel is provided by three statiaisRPCs. They are located
on both sides of the middle MDT station, and directly insigie duter MDT station. In
the end-caps, the trigger is provided by three stations a3 (6cated near the middle
MDT station.

Monitored drift-tube chambers (MDT)

The basic detection elements of the MDT chambers are alumitubes of 30 mm di-
ameter and 400m wall thickness, with a 50m diameter central WRe wire. The tubes
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are operated with a non-flammable mixture of 93% Ar and 7% CCRbkar absolute
pressure and have a total volume of 808, The single-wire resolution is 8am.
The tubes are produced by extrusion from a hard aluminiuoyaénd are available
commercially. The tube lengths vary from 70 cm to 630 cm. Tpriowe the resolution
of a chamber beyond the single-wire limit and to achieve adegredundancy for pat-
tern recognition, the MDT chambers are constructed from @datayers of drift tubes
for the inner station and 23 monolayers for the middle aneiostiations. The tubes
are arranged in multilayer pairs of three or four monolaysgspectively, on opposite
sides of a rigid support structure. The support structuspader frames) provide for
accurate positioning of the drift tubes with respect to eattter, and for mechanical
integrity under effects of temperature and gravity. Thees need to be constructed
to a moderate mechanical accuracy of 0.5 mm only; accuragi@ang of the drift
tubes is provided by the assembly procedure. Once a chambestalled in its final
location in the spectrometer, mechanical deformationsvasaitored by an in-plane
optical system; hence the name monitored drift-tube chasnB@ach drift tube is read
out at one end by a low-impedance current sensitive preéierpivith a threshold five
times above the noise level. The preamplifier is followed ldifeerential amplifier,
a shaping amplifier and a discriminator. The output of thepstgaamplifier is also
connected to a simple ADC, to correct the drift-time measaet for time-slewing
using the charge integrated signal.

Cathode strip chambers (CSC)

The CSCs are multiwire proportional chambers with cathddp seeadout and with a
symmetric cell in which the anode-cathode spacing is equ#ie anode wire pitch.
The precision coordinate is obtained by measuring the ehardquced on the seg-
mented cathode by the avalanche formed on the anode wired §padial resolution is
achieved by segmentation of the readout cathode and byeh@egpolation between
neighboring strips. Position resolutions of better tharpOhave been measured in
several prototypes. A measurement of the transverse cwiglis obtained from or-
thogonal strips, i.e. oriented parallel to the anode windsch form the second cathode
of the chamber. The CSCs are arrangedx#2ayers. The baseline CSC gas is a non-
flammable mixture of 30% Ar, 50% CO2 and 20% CF4, with a totduree of 1.1
me. The front-end section of the strip readout electronicssigia of a charge-sensitive
preamplifier that drives a pulse-shaping amplifier. Thisoifofved by analogue stor-
age of the peak cathode pulse height during the level-1drigdency. After a level-1
trigger, the analogue data are multiplexed into a 10-bit ADC

Resistive plate chambers (RPC)

The RPC is a gaseous detector providing a typical spacegswution of 1 cmx 1
ns with digital readout. The basic RPC unit is a narrow gasfgaped by two par-
allel resistive bakelite plates, separated by insulatparers. The primary ionization
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electrons are multiplied into avalanches by a high, unifetectric field of typically
4.5 kv/Imm. The gas mixture is based on tetrafluoroethane gE2with some small
admixture of SF6, a non-flammable and environmentally sastigat allows for a rel-
atively low operating voltage. The signal is read out viaamfive coupling by metal
strips on both sides of the detector. A trigger chamber iserfaoim two rectangu-
lar detector layers, each one read out by two orthogonaésef pick-up strips: the
n strips are parallel to the MDT wires and provide the bendireywof the trigger
detector; thep strips, orthogonal to the MDT wires, provide the secondrdotate
measurement which is also required for the offline pattecogeition. The readout
strips are arranged with a pitch varying from 30.0 to 39.5 nmach chamber is made
from two detector layers and four readout strip panels. €lesments are rigidly held
together by two support panels which provide the requiredirarical stiffness of the
chambers. To preserve the excellent intrinsic time regwiudf the RPCs, the readout
strips are optimized for good transmission properties aederminated at both ends
to avoid signal reflections. The front-end electronics aeda on a three-stage voltage
amplifier followed by a variable threshold comparator. Tlaeg mounted on printed
circuit boards attached to the edges of the readout panels.

Thin gap chambers (TGC)

The TGCs are similar in design to multiwire proportional otieers, with the differ-
ence that the anode wire pitch is larger than the cathoddeadistance. Signals from
the anode wires, arranged parallel to the MDT wires, providetrigger information
together with readout strips arranged orthogonal to thesvirThese readout strips
are also used to measure the second coordinate. The gasems<highly flammable
and requires adequate safety precautions. The main dioresiharacteristics of the
chambers are a cathode-cathode distance (gas gap) of 2.8 mine, pitch of 1.8 mm,
and a wire diameter of 50m. The operating high voltage foreseen is 3.1 kV. The
electric field configuration and the small wire distance ptevfor a short drift time
and thus a good time resolution. The TGCs are constructedubldts and in triplets
of chambers. The inner station consists of one doublet aonlysused to measure the
second coordinate. The seven chamber layers in the middlerstre arranged in one
triplet and two doublets which provide the trigger and theosel coordinate measure-
ments. On the backside of the cathode plates facing thergalatee of the chamber,
etched copper strips provide the readout of the azimutr@idioate; no readout strips
are foreseen for the central layer of a triplet.

Alignment

The requirements on the momentum resolution of the speetiemeall for an accu-

racy of the relative positioning of chambers traversed byummtrack that matches
the intrinsic resolution and the mechanical tolerancesefrecision chambers. Over
the large global dimensions of the spectrometer, howetsrnot possible to stabilize
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the dimensions and positions of the chambers at then8Gevel. Therefore, chamber
deformations and positions are constantly monitored bynsied optical alignment
systems and displacements up~tol cm can readily be corrected for in the offline
analysis. All alignment systems are based on optically teang deviations from
straight lines. For reasons of cost, optical monitoringi@ barrel is foreseen only for
the large sectors of chambers. Chambers in the small set®m@ligned with parti-
cle tracks, exploiting the overlap with chambers in the éasgctors. Alignment with
tracks will also serve to cross-calibrate the optical synfghe large sectors. The very
high accuracy of 3@um is required only for the positioning of chambers within a{pr
jective tower. The accuracy required for the relative poring of different towers to
obtain adequate mass resolutions for multimuon final stat@esthe millimeter range.
This accuracy is easily achieved by the initial positionamgl survey of chambers at
installation time. The relative alignment of muon specteben, calorimeters and Inner
Detector will rely on high-momentum muon trajectories.

1.2.6 Trigger and Data acquisition

The Atlas trigger and data-acquisition (DAQ) system is dasethree levels of online
event selectior [9]. Each trigger level refines the decsimade at the previous level
and, where necessary, applies additional selection ieriteBtarting from an initial
bunch-crossing rate of 40 MHz (interaction rate~ef0° Hz at a luminosity of 18*
cm2s1), the rate of selected events must be reduced 160 Hz for permanent
storage. While this requires an overall rejection factod6f againstminimum-bias
events, excellent efficiency must be retained for the rave pieysics processes, such
as Higgs boson decays, which will be searched for in Atlaguiel [1.T) shows a
simplified functional view of the Trigger/DAQ system.

The level-1 (LVL1) trigger makes an initial selection basedreduced-granularity
information from a subset of detectors [10]. Trigger infatnon is provided for a num-
ber of sets ofpr thresholds (generally 68 sets of thresholds per objec)tydest of
the physics requirements of Atlas can be met by using, at\hd krigger level, fairly
simple selection criteria of a rather inclusive nature. ldoer, the trigger implemen-
tation is flexible and it can be programmed to select eventgusore complicated
signatures. The maximum rate at which the Atlas front-eredesyis can accept LVL1
triggers is limited to 75 kHz (upgradable to 100 kHz). It ispantant to keep the
LVL1 latency (time taken to form and distribute the LVL1 tger decision) to a min-
imum. During this time, information for all detector chamgeas to be conserved in
“pipeline” memories. The LVL1 latency, measured from thediof the proton-proton
collision until the trigger decision is available to theriteend electronics, is required
to be less than 2.5 ms. Events selected by LVL1 are read auttine front-end elec-
tronics systems of the detectors into readout drivers (RCIDsl then into readout
buffers (ROBS).

All the detector data for the bunch crossing selected by Wiglltrigger are held
in the ROBs, either until the event is rejected by the lev@l\A_2) trigger (in which
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Figure 1.7: Functional view of the Trigger/DAQ system

case the data are discarded), or, in case the event is add®pt&/L2, until the data
have been successfully transferred by the DAQ system tagtoaissociated with the
Event Filter (which makes the third level of event selecfiofhe process of moving
data from the ROBs to the Event Filter (EF) is called evenidog.

The LVL2 trigger makes use of “region-of-interest” (Rol)fanmation provided
by the LVL1 trigger. This includes information on the positi (n and @) and pr
of candidate objects (highr muons, electrons/g, hadromsjets), and energy sums
(missingEr vector and scaldEr value). The Rol data are sent by LVL1 to LVL2, for
all events selected by the LVL1 trigger, using a dedicated gath. The LVL2 trigger
has access to all of the event data, if necessary with theretision and granularity.

It is expected that LVL2 will reduce the rate tal kHz. In contrast to the 75 kHz
(upgradable to 100 kHz) limit for LVL1 that comes from the wgsof the detector
front-end electronics, this is not a hard number. The latesfache LVL2 trigger is
variable from event to event and is expected to be in the radgems.

The last stage of the online selection (LVL3) is performedHhs/EF. It will employ
offline algorithms and methods, adapted to the online enuirent, and use the most
up to date calibration and alignment information and the me¢ig field map. The EF
will make the final selection of physics events which will betten to mass storage for
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subsequent full offline analysis. The output rate from LVh®usld then be reduced by
an order of magnitude, giving100 Hz, corresponding to an output data rate-@D0
MB/s if the full event data are to be recorded. It is envisathed the first task of the
EF will be to confirm the results of the LVL2 decision and supsntly use the results
of the LVL2 to seed its own analysis. The rejection power ef#F comes from:

* using refined algorithms and, where necessary, tightethresholds compared
to those used in the LVL2;

» the availability of all data relevant to the specific eventalculations and selec-
tion criteria;

* the use of complex algorithms and criteria which, due tacpssing time limits,
cannot be performed at LVL2, an example being vertex and tfi#iing using
bremsstrahlung recovery for electrons.

1.3 Simulation

The challenging experimental conditions at the LHC and ety and complexity
of the different Atlas subdetectors made it absolutely sgag/ to provide accurate
detectors simulation and reconstruction programs in aimeraluate in detail the de-
tector behavior and physics performance. Many tools haee kdeveloped in the past
both on the simulation and reconstruction side : a GEANT &baketector simulation
interface and a fortran reconstruction program, called BOU®N were fully working.
Few years ago a completely new object oriented/C++ framlewalled Athena, has
been created aiming to integrate all the required toolsyiates and databasési[11].

Input for simulation comes from event generators after digarfiltering stage.
Data objects representing Monte Carlo truth informati@mmfrthe generators are read
by simulation and processed. Hits produced by the simulatan be directly pro-
cessed by the digitization algorithm and transformed indvata Objects (RDOS).
Alternatively they can be sent first to the pile-up algoritlamd then passed to the
digitization stage.

RDOs produced by the simulation data-flow pipeline are usextity by the re-
construction processing pipeline. Thus the simulationracdnstruction pipelines are
coupled together by the RDOs which act as the output from ithelation pipeline
and the input to the reconstruction pipeline.

1.3.1 Generators

Event generators are indispensable as tools for the modadfithe complex physics
processes that lead to the production of hundreds of paestigbr event at LHC ener-
gies. Generators are used to set detector requirementsntalate analysis strategies,
or to calculate acceptance corrections. They also illtsstracertainties in the physics
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modelling. Generators model the physics of hard processiéis) and final state ra-
diation, multiple interactions and beam remnants, hadaiin and decays, and how
these pieces come together. The individual generatoraiareom inside Athena. A
container of these is placed into the transient event stodemuStoreGate and can be
made persistent. The eventis presented for downstreanywsseblation, for example
by G4Atlas simulation (using Geant4) .

The current list of supported Generators includes Herwighig, Isajet, Hijing,
AcerMC, CompHep, AlpGen, Tauola, Photos, Phojet and Ra@Generator. Some
utility classes to enable filtering of events and facilitagéendling of Monte Carlo Truth
are also provided.

1.3.2 Atlas Geant4 Simulation (G4Atlas)

The Geant4[1Z, 13] toolkit provides both a framework andribeessary functionality
for running detector simulation in particle physics andesthpplications. Provided
functionalities include optimized solutions for geometigscription and navigation
through the geometry, the propagation of particles throdefectors, the description
of materials, the modelling of physics processes (e.g. & leffgrt has been invested
in recent years into the development and improvement ofdrachphysics models),

visualization, and many more. A basic concept is that of BgaDetectors, which

allow for the definition of active detector elements, pamocorresponding actions
within them, and write out hits (which may carry informatibke position, energy

deposit, identifier of the active element, etc.).

Development activities to make use of Geant4 functionalitizin the Atlas-specific
setup and software environment started in 2000, takingantmunt Atlas-specific re-
quirements. These provide tailored packages for handl@apgetry, kinematics, ma-
terials, physics, fields, sensitive detectors, run-spe@Bues and visualization, etc.
These activities culminated in 2003 with the Geant4 sinabeing embedded in
Athena. This migration to Athena was also done for the detesitnulation packages
which had been developed in detail in the standalone envieorh.

1.3.3 Pile-up

G4Atlas produces hits as output, which are a record of thHemaactions of particles
in the detector. At higher machine luminosities, howeveultiple interactions can
occur at each beam crossing (typically one signal event mitttiple minimum-bias
background events), and in addition other backgrounds ¢axgern background) need
to be taken into account.

The Athena-based pile-up application manages multiplatisfreams. Random
permutations of events are selected from a circular buffenimimum-bias events.
Since the various sub-detectors have different data iatiegr times, they require
individual cache retention policies. By using a two-dimenal detector and time-
dependent event caching policy, memory utilization hastmgnificantly reduced.
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Pile-up is an excellent mechanism to stress test the acthwee Small problems which
would normally pass unnoticed, may get enormously magnairetbecome visible far
sooner. Itis also an excellent tool to expose memory leakthey might become mag-
nified by several orders of magnitude (depending on the losiip).

1.3.4 Digitization

The hits produced either directly by G4Atlas, or from the gieg of pile-up events,
need to be translated into the output actually produced byAtthas detectors. The
propagation of charges (as in the tracking detectors antdAnealorimeter) or light
(as in the case of TileCal) into the active media has to beidered as well as the
response of the readout electronics. Unlike the previagfsssin the simulation chain,
this is a very detector-specific task, and the expertise opleebuilding and testing
each of the sub-detectors is essential. The final outputeodidjitization step are Raw
Data Objects (RDOs) that should resemble the real deteatar d

Digitization operates locally at the level of each sub-d&te(e.g. a pixel module
or a calorimeter cell) and the same code can be used in thextaftthe full Atlas
simulation, or a test beam or any other test. It is of key ingouee that digitization is
tuned by comparing the RDO output to real data in system tegisoduce a realistic
tuning of the detector response.
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Electromagnetic liguid Argon
calorimeter

2.1 Introduction and physics requirements

Calorimeters(|5]([14] will play a crucial role at the LHC: imntrast to other detectors,
such as magnetic spectrometers, their intrinsic resalutigproves with energy, which
makes them very suitable detectors at high-energy machimearticular, at the LHC,
calorimeters will be the leading detectors in many measergsifor the reconstruction
of physics channels of prime interest.

The main tasks of the calorimetefs [15] L6} 17] at hadrorice# are: accurate
measurement of the energy and position of electrons anadphpineasurement of the
energy and direction of jets, and of the missing transversmentum of the event;
particle identification, for instance separation of elens and photons from hadrons
and jets, and of hadronic decays from jets; event selection at the triggeslle

Although EM calorimeters will be involved in a variety of neaements at the
LHC, the performance specifications come from a few “benakinehannels: the
search for a Higgs boson through the decays-Hy and H— 4e, and the search for
heavy vector boson$\(’, Z') with masses up to 5-6 TeV through the dec#y/s— ev
andZ' — efe .

The physics program and the difficult experimental envirentrset stringent re-
guirements on detector specifications, as reported in thaimg list:

» Hermeticity: in principle the largest possible acceptance is needethserve
rare physics processes such as the already mentldredy and theH — 4l de-
cays. In the pseudorapidity coordinaténa< 2.5 limitis set by the survivability
of the inner detector to radiation. Full @ < 2t coverage up t@ = 2.5 with
the best possible granularity is required for precisiortas/photons physics.

 Electron reconstruction capability: electron energy and position reconstruc-
tion capability from few GeV up to few TeV is required. Suchdeioperation
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range depends on the complexity of the physics program: aerl bound is
set by the electrons produced in the semileptonic decaysqoidoks while the
upper TeV limit is due to the electrons from heavy bosons gieca

Energy resolution and linearity: excellent energy resolution is needed in order
to achieve ayy and 4 electrons reconstructed invariant mass resolution bf

% in the 114-180 GeV mass range. From detailed physics siionla has
been found that a sampling term on the energy resolutionealetrel of 10 %
VE or less and a constant term smaller than 1 % are required. ety of
response better than 0.5 % up to 300 GeV is also needed tosamstimal mass
resolution.

Energy scale precisionthe measurement of the Higgs boson mass will be dom-
inated by the systematic errors coming from the backgrourstraction and
from the knowledge of the energy scale: an overall precisior 200 MeV on

the Higgs mass measurement can be achieved provided thelettisomagnetic
energy scale is known te 0.1 %.

Position resolutiort in order to limit the contribution of the angular term to the
width of the reconstructegy invariant mass, the photons directi6rshould be
measured with a resolution of 50 mra#. A good position resolution is also
required for the non-pointing photons coming from the decéw long lived
neutralino in the GMSB framework.

Particle identification: an excellent electron/jet, photon/jet and tau/jet separa
tion is mandatory for the ATLAS electromagnetic calorimrateorder to mini-
mize the impact of the reducible backgroundkn— yy channel. Isolated high
pr € coming from jet fragmentation are a dangerous source ofdgrackd and

a very fine granularity is needed to distinguish between e dverlapping
photons from the® decay and a single isolated photon. Detailed simulation of
theH — yy demonstrates thatydjet separation of~ 3000 with a 80 % photon
efficiency and a rejection factor of~ 3 with a 90 % photon efficiency are
required.

Speed of response and noisethe electronic and pileup noise minimization
requires an high performance and fast dedicated elecsoiccareful design
of the complete read out chain is mandatory and advancealsggocessing
techniques should be adopted.

Granularity and longitudinal segmentation: the optimum granularity of the
detector comes from the best possible compromise betwegsigshrequire-
ments, electronic and pileup noise minimization, partidentification and posi-
tion resolution. A granularity not coarser thAn xA@= 0.025 x Q025 has been
found to be the optimum over the rapidity region used for @ea physics. A
longitudinal segmentation in more layers is needed fol@aridentification and
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position measurements. Ther® separation requires a dedicated section with a
finer granularity.

» Radiation and lifetime: the calorimeter design should also take into account
the radiation resistance of its components. In ten yeargefation a neutron
fluence up to 1% n/cn? and radiation doses up to 200 kGy is expected to be
absorbed by the em calorimeter.

In order to satisfy as much as possible all the listed requargs and taking into
account mechanical, technological and financial conggairiead - liquid Argon sam-
pling calorimeter (18] 119, 20] with an accordion geometrysvedosen . The liquid
Argon, used as a ionizing medium, is intrinsically radiatiolerant and the particu-
lar geometry allows a full coverage in tipoordinate without cracks and dead zones.
Fast and low noise electronic readout has been designe@ph$scated signal recon-
struction techniques have been developed in order to maeithie effect of electronic
noise and pileup. A cell by cell electronic calibration ®rathas also been developed.

2.2 Calorimeter Layout

2.2.1 Structure and geometry

The electromagnetic calorimeter is divided into three gart

* Barrel: cover thejn| < 1.475 region. The barrel calorimeter is housed in a 6.8
m long cryostat with an outer radius of 2.25 m and an innertga@adius of
1.15 m. Itis composed of two identical half-barrels, sefetdy a 6 mm gap at
z=0. Each half barrel consists of 1024 lead-stainlesd-stewerters, alternated
with copper-polyimide multilayer read out electrodes emspa full azimuthal
coverage (figlZl1). The LAr gap is kept constant by varyirghibnding angles
as a function of the radius.

» Endcaps cover the 1375< |n| < 3.2 region, are placed at the two extreme of
the barrel calorimeter. In the two identical endcaps thedles plates and the
electrodes are mounted in a radial arrangement, as in figlife}2, and the ac-
cordion waves increases developing in the z coordinateg&ometrical reasons
the liquid Argon gap increases with the radius and, in ordgrartially compen-
sate this effect, the bending angle increases with the saataordingly. Due to
feasibility reasons it was impossible to bend the absorledsthe electrods in
such a way to guarantee a constant LAr gap over the full psapdbty range.
For this reason each endcap calorimeter is divided in twaiabarheels and the
LAr gap varies as a function of r in each wheel, as in fiqure&))2( the outer
wheels are made of 768 absorbers and read out electrodeseddatover the
region 1375< |n| < 2.5 while the inner wheels are made of 256 absorbers and
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Figure 2.1: Perspective view of one half barrel calorimgf&fi{a))and one endcap wheel
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electrodes covering the2< |n| < 3.2 range. ThgiA to GeV conversion factor
is kept constant by applying a radius dependent high volefween absorbers

and electrodes (fig. 2.2{b)).
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Figure 2.2: Width of the LAr gap in the end-cap calorimeteadsnction of the radiu§(2.2{a))
and compensating high voltages in the endcap calorime@fasction ofn (2.2(b)).
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Figure 2.3: Section of the EM calorimeter

Due to the complexity of the calorimeter geometry, showngdniie [Z.B) there are
three regions ( cracks ) where the detector response isdisgjkaith respect to the rest
of the acceptance:

* n =0 : between the two half barrels a gap of 6 mm of inactive tigirgon is
present.

* N ~ 1.45: the transition region between barrel and endcap id tsseoute ser-
vices and cables of the inner detector. In order to parti@bover the energy
lost in the passive materials, a scintillator slab will baqad between the barrel
and endcap cryostats covering thé & |n| < 1.6.

* n =2.5:in the transition between outer and inner wheel of tiadcap a small 3
mm projective gap is present. The performance in also deggday additional
dead material in front which is due to the intermediate sujpyag.

The read out electrodes are flexible three layers copper tokgprinted circuit
boards. The two copper outer layers are connected to thevoigdge while the inner
layer is connected to the read-out channel and collectsappditive coupling, the
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current induced by electrons drifting in the LAr gap. In figyg.4) the detailed view
of a slice of the barrel calorimeter, where it is possiblede the accordion geometry
in more detail, and a liquid Argon gap section are given. &tye read-out cells in
and longitudinal segmentation are obtained by properlyietcthe read out electrodes,
as shown in figure[{215). In the coordinate the desired granularity is obtained by
grouping together a proper number of electrodes. Signats filifferent longitudinal
compartments are read out at the front and back face of tot@tes.

outer copper layer
inner copper layer
kapton

outer copper layer

stainless steel

glue
lead

Figure 2.4: Detailed view of a barrel liquid Argon gap seatio

The absorber electrodes, which are at ground potential reade of one lead
sheet sandwiched between two 0.2 mm thick stainless-degebgdor high mechanical
strength. In the barrel calorimeter the lead thickness3svim in the regiom < 0.8
and 1.1 mm fon > 0.8 : the thinner lead fon| > 0.8 increases the sampling fraction.
This compensate for energy resolution degradation duedalétrease of sampling
frequency with increasing rapidity.

2.2.2 Longitudinal segmentation and granularity

Over the region devoted to precision physigy & 2.5) the calorimeter is segmented
in three longitudinal samplings and a separate presamglplaced in front of the
calorimeter in then| < 1.8 region. The number of samplings and the granularity of the
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Figure 2.5: Longitudinal and segmentation of one barrel signal electrode

samplings are summarized in tadle{2.1). A schematic viethetarrel calorimeter
segmentation and granularity can be seen in figuré (2.6). Idigatudinal sampling
are :

» Presampler: the presampler consists of an active liquid argon layer.bfahd
0.5 cm thickness in the barrel and in the endcap respectivighyno absorbers.
It can be used to correct for the energy lost by electrons dmatgms in the
material in front of the calorimeter.

e Sampling 1 - strips: the first sampling is made of narrow strips with a fine
granularity. It is used for thg/T® separation and it provides a preciggosi-
tion measurement. In order to limit the number of channedscills are wider
in azimuth with respect to the middle and back layer. In thécaps the bins
become narrower when going to larggr the granularity of the first sampling
slightly worsen while increasing eta due to the fact thatéahnical reason the
strips width can’t be made less than 5 mm.

» Sampling 2 - middle : the second sampling collects most of thg €hower
energy. Including the sampling 1 the total calorimeterkhess up to the end
of the middle sampling is- 22 Xg for n = 0 varying with the rapidity. The
second calorimeter sampling is transversally segmentedsouared towers of
(An xA@) ~ (0.025 x 0.025) which corresponds to-a4x4 cn? square fom =
0.
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e Sampling 3 - back The third compartment has the samperanularity than
the middle layer and a twice coarser granularity in theoordinate. The total
thickness varies from 2 to 1%y. The back sampling is used to sample high
energy showers and contributesytd jet and electron/jet separation. For the
endcap inner wheelrf| > 2.5) the calorimeter is segmented in two longitudinal
samplings only with a coarser granularity.

Barrel Endcap
eta range 0-1.475 1.375-1.8 1.8-2.0 20-25 25-3.2

Presampler 0.025x0.1 0.025x0.1

Samplingl 0.003x 0.1 0.003x0.1 0.004 x0.1 0.006 x0.1 0.11xO.
Sampling2 0.025x0.025 0.025x0.025 0.025x0.025 0.0252%.00.1x0.1
Sampling3 0.05x0.025 0.05x0.025 0.05x0.025 0.05x0.025

Table 2.1: Granularity in&nxAg) of the EM calorimeter for different samplings as a function
of the eta rage.
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Figure 2.6: Sketch of the accordion structure and barreigeaity

A plot of the total thickness of the calorimeters is showngufe [2.¥). Of crucial
importance for have the better as possible calorimeteropadnce is to reduce to
minimum the material upstream calorimeter. In figurel(2t#) amount of material in
front of calorimeter is shown.



Chapter 2.

Electromagnetic liquid Argon calorimeter

=40

X

320

10

= Material up to the end of active

| Total active depth

BARREL

Barrel-Endcap crack

MatFer'fai up to the end of active Endcap
arre : 1

\_..'fjf"-tf—:-j-: A

B

ENDCAP

cables + passive liquid

in fmmaé?%arézsampler Scintillator
| Material i WF'arr? %?} gf M?}‘?Hal
N ?rom {Jf Ac c,ordlon sﬁ %E‘QIECE.‘S ,ﬂ-.,u\_,m |.;-”
......................... e : it
O 2 3
Pseudorapidity

Figure 2.7: Total thickness (ing¥X as a function of} of the electromagnetic calorimeter

= B
>

Figure 2.8: Total thickness (ing¥ of the EM material upstream calorimeter as a function of

BARREL

active accordion

____________ *%:H"“""’ﬂ =

gz

o prc-%ect'r\re -
e kendecap transition

ENDCAP

T active accordion
P . Presampler

.U'Scm 1 tc-r

rm cryo cone+fla nge

L Warm wall :" 113 16 =1, 1\} uﬂ R e, Warm wall
e It B i e
o 1 2 3
Pseudorapidity



32

2.3 Signal read out

Signals from the detector are processed by various stadgeebd®eing read out by the

DAQ system|[[2l]. The logical flow and the basic elements ofsysgem are shown

in figure [Z.9). The first part of the electronic system is tedainside the cryostat (

cold electronics ) and it is responsible for signal collecti The second part is placed
directly on the calorimeter, outside the cryostat ( fronhe @lectronics ) and provide
amplification, shaping and digitization of the physics silgn The remaining part is

located far from the detector, in the counting room, andqrenk signal processing,
system control and monitoring.
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Figure 2.9: Block diagram of the electromagnetic caloreneead out electronics.
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Figure 2.10: Detector signal shape (triangle) and aftepisiga(curve with dots). The dots on
the shaped signals correspond to successive bunch-aossin

2.3.1 Signal generation and cold electronics

Electrons and positive ions produced by an incoming parstiowering in the elec-
tromagnetic calorimeter drift along the electric field arehgrate a triangular current
signal on the electrod&[22]: the signal peak is proporlitméhe energy deposited in
the calorimeter and the signal duration depends on theretedtift time and the gap
length, as shown in figuré (Z110). In the barrel calorimeteagerage gap thickness
of 2.1 mm and the nominal 2 kV potential lead to a typical sighaation of 400 ns
and a~ 2.8 A induced currents is measured per deposited GeV. In theagnadere
the gap thickness varies with the radius, a radius-depéimigim voltage is applied in
order to obtain a flat- 2.5pA/GeV response: more details can be found in tabld (2.2).

Pseudorapidity  Lead thickness Gap thickneggy GeV

Barrel In| <0.8 1.5 mm 2.1 mm 2.74
0.8< |n| < 1.475 1.1 mm 2.1 mm 3.08

Endcap 1.375|n| <25 1.7 mm 2.8-0.9 mm 2.48
2.5<|n| <32 2.2 mm 3.1-1.8 mm 2.06

Table 2.2: Relevant electromagnetic calorimeter parammetea function of the pseudorapidity
range.

The signals from the calorimeter are collected at the detdrint and back faces
by summing boards and mother boards and routed to the freh¢kestronics through
cold-to-warm feedtroughts [23]
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Figure 2.11: Optimization of the shaping time for high and laminosity.

2.3.2 Front end electronics

The signals coming from the warm flange of the feedthrouglsant to the preampli-
fier [24].via transmission lines. The preamplifiers are pthon front end board5[25],
located outside the cryostat in the front-end crates. Tlagadteristic impedance of
the readout lines is optimized on the cell capacitancesdardo reduce the electronic
noise contributions : 2% characteristic impedance cables are used for middle and
back sampling cells while 5Q cables for the first layer and the presampler. The warm
preamplifier, called OT , has been designed in order to maeimipedance of the line
over the full required frequency range. The amplified sigaahaped by a multi-gain
CR-RC bipolar filter [26] . The shaper internal constant has beesseh in order

to minimize sum of the electronic and pileup noise at highihosity as showed in
figure [Z.11): the resulting shaped signal has a typicaltitee of ~ 45 ns. In order

to cover the full dynamic operational range the shaper plesvihree different outputs
with relative gains of typically 1, 10, 100.

The shaped signal is sampled every 25 ns at the 40 MHz LHC barugsing
frequency, as shown in figure{2]10). Only the first 5 sampfab@signal are taken
into account and they are stored in analog memories usingBwg Capacitor Arrays
(SCA) during the first-level trigger latency. If a physicseav pass the LVL1 trigger,
the corresponding signal samples are extracted from S@#jzd and read out to the
data acquisition system.



Chapter 2. Electromagnetic liquid Argon calorimeter 35

2.3.3 Electronic calibration

A cell by cell electronic calibration systern [27,128] has ekeveloped for the elec-
tromagnetic calorimeter. The idea is to generate a caidraignal as much as pos-
sible similar to the expected physics signal in order toexrfor channel to channel
electronic gain variations. An exponential voltage pulsapplied across an injector
resistorRinj placed on the motherboard, generating on the electrodezmmential
current signal with a decay time of 400 ns. The signal is acquired through the read
out chain and a channel by channel ADCé factor is then calculated. The ac-
curacy on electronics chain calibration contributes todbestant term of the energy
resolution : the goal is to keep the this contribution to kss 0.3 %.

2.3.4 ROD system and optimal filtering

The samples of a physics signal which passed the LVL1 triggeerouted to the Read
Out Board (ROD) by digital optical link, dimensioned for a LY trigger rate of 75
KHz maximum. The ROD are located far from the detector, inttigger cavern, and
are responsible for the signal processing: the purpose éxtract the best possible
information from the five digitized samples and a procedwasedl on the digital op-
timal filtering [29,[21] concept has been adopted. It has lagnonstrated that for a
given signal and noise sources with known frequency spéadsr@ossible to derive an
analytical expression for the filter which gives the beshalgo noise ratio ( optimal
filter ). The transfer functioma of the optimal filter at timedis reported in equation

Z3):

KaG* (@)
Ha= ————~.e 1% 2.1
A=) (2.1)
whereKp is a normalization factoiGG* is the complex conjugate of the frequency
spectrum of a known input signal g(t), §(is the total noise power spectrum. A
method based on digital filtering and multiple sampling heesrbproposed : it consists
in a digital reshaping which allow to recover the best pdssperformance of the
system in a wide range of operating conditions. The effethefmethod is shown in
figure (Z1I2) as a function of the machine luminosity.
Assuming that the normalized signal shape after the stgpeis known, a sample
of the signal can be written in the following way:

S =Ag(ti —1) (2.2)

whereA andt are the unknown amplitude and the phase of the signal wiffects
to the clock. A andt can be derived by properly combining the available sampling
as a discrete convolution between the vector of signal sesnghd a set of optimal
weights:
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Figure 2.12: Total noise as a function of the luminosity f@haping constant of 15 ns. The
dots and dashed lines show the performance without and héttoptimal filtering. The full
lines shows the level of noise achievable with the optimatlivare shaper constant for each

luminosity.
A= wg(ti—T1) (2.3)
At = Zvig(ti —1) (2.4)

The optimal filtering coefficienta; andv; can be calculated in the time domain by
minimizing the variance oA andAt. In the frequency domain the effect of this tech-
nique is equivalent to pass the signal through a digitalnogtiilter since the discrete
convolution in equation[{213) becomes a simple inner prothetween the Fourier
transform of the samples and an optimal matched transfetifum

After optimal filtering other corrections for the electrorgain variation from the
calibration system are applied in the ROD leading to a sigeak value irpA units.
Finally apA to GeV conversion is performed in order to provide to the RArigger
the best estimation of the deposited energy in a given caé&igr cell.
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Introduction to the calibration method

3.1 Calibration Hits Simulation

The simulation program for the Atlas experiment is preseoflerational in a full OO
(Object Oriented) environment. This important physicsligagion has been success-
fully integrated in the Atlas common analysis frameworkhéwa [11].

The GEANTA4 [12[ 1B] Simulation for the Atlas detector is altmoplemented di-
rectly into Athena; it replaces the GEANT3 based simulgtiehich played the major
role in Atlas during the past 10 years. The new simulation wgdemented with the
same accuracy and level of detail as the previous one, if mogéand follows all of
the developments in the most recent construction phaseafdtector.

Physics events are simulated by means of one of the eventagersecurrently
available in the Atlas software suite. The event is than finedito take the actual ex-
perimental conditions (e.g. vertex displacement) andgestare propagated through
the detector. In the standard simulation the energy degmbsit the detector active
elements is saved into persistent objects (hits), togethterall events informations
which might be needed at the analysis stage (secondarxyseeondary tracks). The
Calibration Hits simulation technique allows to save into persistent objatto the
energy deposited in the detector inactive and dead matekialbde allows to know
where and in which material the energy is deposited: thamadito study in great detail
the shower development inside the detector and understanahlysical processes that
are at the base of the detector reply.

Data objects representing Monte Carlo truth informatiamfrthe generators was
read by simulation and processed. Hits produced by the aiiounl can be directly
processed by the digitization algorithm and transforméalRaw Data Objects (RDO).
Alternatively they can be sent to the pileup algorithm anentipassed either to the
digitization for RDO production or to the third level triggehain for the final Event
Filter selections, see for more details sectionl(1.3).

37
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3.2 Simulation Rounds

To disentangle different effects, four rounds of simulatawe been used:

1. monochromatic electrons hitting the center of a middimgartment cell. No B
field. These are the simplest possible conditions, seeose@il).

2. monochromatic electrons spread uniformly over the n@dimpartment cell.
No B field. These simulations are used to study the effectednted by the
accordion granularity, see sectign{4.2).

3. monochromatic electrons spread uniformly over the na@dmimpartment cell.
B field on. These simulations reproduce the real operativeitons of Atlas,
see sectior{413).

4. monochromatic electrons and photons spread unifornay the fulln coverage
of the calorimeter, included the endcap region. B field onl dhgitization and
improved geometry, see chaptgr (5).

The simulation of the first three points in the previous liastbeen done with
GEANT 4 and Athena 10.0.1. Since the standard reconstru@igorithm wasn't
available at that time for the Calibration Hit simulatiomsself made reconstruction
code, including a clusterization algorithm, was develop&ctluster of the required
dimension, typically 3«5 or 3x 7, is built around the most energetic cell.

The events of the first three rounds are simulated from thasAtenter. Few sam-
ples of events simulated with a vertex spread show that thtexepread influences
only the modulation inside a cell and not the others thernte®feconstruction algo-
rithm. All these simulations require a big computing effaver 3.1M events simu-
lated, and has been done on the Milan computing facility.

The fourth point in the simulation list has been studied it CSC (Computing
System Commissioning) data, available from central prédaocand produced with
Athena 11.0.5. They use the newest detector geometry, thbuiit” geometry, that
takes into account the known deformations of the detectbe Jarticles are spread
over the fulln range of the calorimeter, including the endcap, subdividéal 100
cells; the statistic in each cell is around 500 events fon@dthe 7 simulated energies.

3.3 Material and energy classification

In the simulation the materials inside the Atlas detectercassified into three differ-
ent classes, and hits in different materials are classifietifierent containers:

* active: all the active layers of each subdetector. For @taniAr between the
absorbers in the Accordion
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* inactive: all the inactive layers of each subdetector. &@mple the absorbers
in the Accordion

» dead: for example the cryostat, the solenoid, the eletsoertc..

To reconstruct the electron energy from the energy depbsite the LAr an algo-
rithm has been developed which makes use of the quantsiesiIbelow:

* E¢ont : total energy deposited in front of the PreSampler, ineigdhe cryostat
and the solenoid

* Eps: energy deposited into the PreSampler, dividedativeandinactive
* Epsstr: energy deposited in the dead material between PreSamyulestaps

* Egy : energy deposited in the first sample (strips) of the EM cadeter, divided
in activeandinactive

* Emig : energy deposited in the second sample (middle) of the Elgricaéter,
divided inactiveandinactive

* Epack : energy deposited in the third sample (back) of the EM caleter, di-
vided inactiveandinactive

* Epehacc: total energy deposited behind the EM calorimeter

3.4 Calibration method based on Longitudinal Weights

The existing calibration methof [30,131] uses four longitiadl weights to reconstruct
the energy deposited by the electromagnetic shower intdetector , as in equation

G).

Erecoz)\(Off—l—WoEo—i—E]_—i—Ez—l—WgEg) (3.1)

where : Eg,E1,E> andE3 are the energies deposited into the active layer of the Pre-
Sampler and of the 3 compartments of the calorimeter, whitef f, wo andws are 4
parameters to be determined.

Thewp parameter is supposed to be correcting for the energy deplasifront of
calorimeter. Theof f parameter is an offset motivated by Test-Beam analysisand i
found to optimize simultaneously electron energy lingaaitd resolution. The weight
ws for the third sampling is supposed to be correcting for thgltudinal leakage.

The 4 weights are obtained by fitting electrons of known epé#rigough minimiza-
tion of the function in equatio{3.2).

Nevent i i 2
< S(Ere(:o B Etrue)

X=3

2
| OEmB

(3.2)
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where: Ereco is the reconstructed energy as in equatfonl (Ed)e is the true electron
energy andg g is a parametrization of the calorimeter resolution.

Due to the minimization process that is at the base of the hgigxtraction, the
parameters are not clearly correlated with the physicatess of the shower. As an ex-
ample, the quantitk(of f +wpEg) cannot be interpreted as the real energy deposited
by the shower in front of the calorimeter, because the wsight extracted only min-
imizing the energy resolution and linearity, without thepiosition of any “physical”
constrain.

The big strength of this method is its simplicity and the ipeledence of the
weigths from the electron energy.

3.5 Calibration method based on Calibration Hits

The proposed method, based on Calibration Hits, makes usefuf parametriza-
tion of the energy deposited by the electromagnetic shomterthe various detector
compartment. The particle energy is computed fer1.8, with the formula:

Efront

A

Ereco = a(EfeoN)+b(Efcon) - Egls WA

1
+ . ES YA (14 frea(X,N))- (F(N, 3.3
Sl (igs. )+ ( Iefl(( n))- (F( .<p>) (3.3)
N _ Epehacc ImpactPointMod

~~
Eacc

where:
* Eecols the reconstructed energy of the particle

« a(EZSS, n) andb(EES,n) are parameters to be determined as a function of the
energy deposited into the accordion and

. Eg's LA" is the energy deposited in the active layer of the PreSaripltre cluster

* Sace(X,n) is the accordion sampling fraction in the cluster multigliey the
correction for the energy deposited out of the cluster. Tdgsor is parametrized
as a function ok, the longitudinal barycenter of the shower, apd

« EX YA is the energy deposited into the cluster in iHe(i=0,3) layer of the
accordion

* fleak(X,Nn) is the correction for the longitudinal leakage. It is partnized as a
function ofn andX, the longitudinal barycenter of the shower.

* F(n, o) is the energy correction depending from the impact poinhefgarticle
inside a cell ( called in the nekinpact Point Modulations
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In the equation[{3]13) we make use of the varia¥)ealled shower depth or longi-
tudinal barycenter of the shower, and defined as:

L 3B

S 34

whereEi'-Ar are the energies deposited in the active medium of the Prei8aand
in the three calorimeter compartments (strip, middle arekpandX; is the depth, ex-
pressed in radiation length, of the longitudinal centeraffecompartment, computed
starting from the interaction point (center of Atlas in tisisnulations). It is impor-
tant to note thak; change im due to the geometry of the calorimeter and needs to
be recalculated for eaaf position. Figure[(3]1) shows the longitudinal centgiof
each calorimeter compartment (PreSampler, strips, miaiddeback) as a function of
n, computed in the barrel region with an approximated formalad in the EndCap
region with a dedicated simulation.

—— PreSampler
—— Strips

Middle
— Back

w
1

30

25

20

Compartment Center (XO)

15

10

OO

Figure 3.1: Compartments center

The reconstructed energy can be easily factorized in thaete p

Ereco = Efront + Eacc+ Ebehacc (3.5)

whereE¢ont, Eace, Enehaccare the real energies deposited by the shower in front of the
calorimeter, in the accordion and behind it, and are defirsad aquation[{313).

In the region of the calorimeter without the PreSampfer-(.8) the first two terms
in the equation[(3]3), the ones for the determinatiorEqf:, are substituted by a
parametrization as a function of the shower depth, as intexqu@&.6):

Efot = a(E&S n) +b(E&S, n) - X+ c(EZS,n) - X2 (3.6)
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wherea(EZ5,n), b(E&s,N) and c(Eiss,n) are parameters to be determined as a
function ofn andEES,

This method is more complex than the calibration method dasethe longitu-
dinal weights, but have the strength of being strongly ezlab the physical process
inside the detector. In addition it could provides the epelgposited into each detec-
tor compartment, and not only the total deposited energynhbyshower, that may be

usefull in several physical analysis.



Chapter 4

Milan data set analysis

4.1 Electrons hitting the cell center

To study, understand and explain the proposed calibratiethod we start with the
simplest condition: electrons hitting the center of a aellthe middle compartment;
11 n points (spanning from=0.1 ton=1.2 with 0.1 steps) and 11 energies (5, 10, 15,
20, 30, 40, 50, 60, 80, 100, 200 GeV) have been simulated.

All the simulations have been done on the Milan computingifgcwith Athena
10.0.1. Both reconstruction and calibration codes aresale including the clustering
algorithm, because at the time of these simulations theialffieconstruction code
could not process the Calibration Hits data files. Also thygtidiation was not included
since not yet available for Calibration Hits simulationsgdhe energy deposited into
the active layers of the detector are taken as the detegily re

All the analysis shown in the next paragraphs are relativ&<b cluster size, ex-
cept where differently specified.

4.1.1 Energy distribution inside the subdetectors

To understand the proposed calibration method is impottakhow how the energy
of the shower is shared between the different compartméntealetector.

Figures [411) and{4l2) show the distributions of the enelgposited by electrons
of 20 GeV and 100 GeV inside the four layers of the EM calorgnetor various
n points. The distributions show the total deposited enengy active and inactive
material inside each compartment of the calorimeter. Ivident that the largest part
of the shower energy, up to 80%, is deposited into the midolepartment, while the
others compartments receive a smaller fraction of the shewergy: 15-25% in the
strip, 1% into the PreShower and only the 0.5% into the backpaotment.

In figure [433) the distributions of the energy deposited ey ¢lectron showers
outside the calorimeter are shown: into the material upstrthe PreSampleE¢ont),
into the dead material between PreSampler and stpsi) and behind the accordion

43



44

(Epehacq- It is possible to see that only a small fraction of the EMwéoenergy is
deposited behind the calorimeter, but a relevant portipripul 0%, is deposited in the
material in front of calorimeter.

The dependence of the various distributionsrpare complicated and are due to
the superimposition of 2 different effects:

 the compartments length changes)iras shown in figurd (21 6)

* the material in front of calorimeter changesrinas shown in figure§{2.7) and

39)

The first point influences directly the energy sharing betwene different compart-
ments, while the second point influences the shower devedapthat reflects again
on the energy sharing.

4.1.2 Energy reconstruction in the Accordion

We start to reconstruct the energy deposited by the showbeiaccordion. We use a
single correction to go from the energy deposited in thevaanaterial in the cluster
to the total energy in the accordion, including the cor@tfior the energy deposited
outside the cluster. This correction is a function of theveéiodepth, defined i (3.4).
In figure [4.4) the cluster sampling fraction defined in equa{d.1) is shown at 4

n values and 11 energies.
ECI LAr

S = Ace 4.1
BT + B D
where: E/K'C#Ar is the energy deposited in the active medium (LAr) into theoac
dion clusterES AbSis the energy deposited in the absorbers into the accordiister.
For comparison the figur€{(4.5) shows, for the sapm®ints and energies, the total
accordion sampling fraction, defined as in equationl (4.2).

ELAI’

Exce + Eace

where: ERAT andEARS are the energy deposited in the active and inactive medium
in the total accordion.

The total accordion sampling fractid®,; shows the same behavior as the cluster
sampling fractionS;, but its value is about 1% lower. This is interpreted as due to
the fact that into an electron shower the fraction of very &wvergy photons and elec-
trons increases with the radial distance from the showetreehese particles, that
are taken into account only in tHgy, are more easily absorbed into the absorbers,
lowering the sampling fraction.

The cluster sampling fraction is energy dependent, as st figure [4.6), but
this energy dependence becomes marginal once it is platadusnction of the shower

depth.
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Figure 4.1: Energy deposited in the PreSampler and Strilusiweeter compartments by 20
GeV and 100 GeV electrons, at variogpoints.

The fraction of energy deposited outside the cluster, asel@fin equatior{4]13), is
shown in figure[(417).

outcl LAr outcl Abs
E + Epce

outcl _ “=Acc
E <%) o EXI LAr 4+ EXI Abs (4'3)
cc cc

where:EQUIC! LAT andEQUicl AbSare the energies deposited outside the accordion cluster
into the active and inactive materi&g LA" andES APS are the energies deposited into
the accordion cluster in the active and inactive material.

Also for this quantity the energy dependence becomes nklglignce expressed as
a function of the shower depth. A residual energy dependsndgsible at largen and

for very low electron energy (5GeV), but proved to be uninfiuen the performances
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Figure 4.2: Energy deposited in Middle and Back calorimetampartments by 20 GeV and

100 GeV electrons, at variougpoints.

of the method: an energy dependent parametrization hastesieal to give results, in
term of energy resolution and linearity, comparable to the obtained with an energy
averaged parametrization.

To calibrate the accordion two different approaches arsiptes

1.

use a single correction to go from the energy depositetienctuster into the
LAr to the total energy deposited into the accordion. Thisection is shown in
figure (4.8), where different colour refer to different egyewalues of the incident
particles, and it is defined as in equatibnl4.4):

B EkAI’ + EAbS

A
CtOt - Ecd LAY ce (44)

Acc
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Figure 4.3: Energy deposited by 20 GeV and 100 GeV electmofr®mt of calorimeter, in the
dead material between PreSampler and Strips, and behirattioedion, at varioug points.
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Figure 4.4: Cluster Sampling Fraction as a function of theasdr depthX at variousn points
and energies.

The red dashed line is the adopted parametrization obtdnoed the energy
averaged fit.

2. use a correction to go from the energy deposited in theerlirs the LAr to the
total energy deposited into the accordion cluster. Thigemion is shown in
figure (4.9), as a function of the shower depth, and it is therise of the cluster
sampling fractionS;;. Once reconstructed the total energy deposited into the
accordion cluster it is necessary to apply a correctiontiied into account the
energy deposited outside the cluster, as shown in figurk. (4.7

Both methods have been tested and give comparable restgdtsnrof energy res-
olution and linearity. In the attempt of reducing the numdiecalibration coefficients
to the minimum, the first method is used with the events sitedlat cell center.
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Figure 4.5: Total Accordion Sampling Fraction as a functibthe shower deptiX, at various
n points and energies.

The residual energy dependence of the Total Accordion Coore factor is ne-
glected and an averaged over electron energies correstiogeid, as shown in figure
#.10), where the second degree polynomial parametrizéialso shown. The range
of the fit is determined excluding the bins containing lesst@.5% of the total statis-
tic. The evident variation in the values of the total accondirom the top plot to the
bottom is due to the absorbers thickness variation=41.8, that imply a variation in
the sampling fraction.
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Figure 4.10: Total Accordion Correction factor as a funetad Shower DepttX, energy aver-
aged, for various) points, with superimposed the used parametrization.
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4.1.3 Calculation of the energy deposited in front of the Aaardion

The energy deposited in the materials in front of the caletan(Inner Detector, cryo-
stat, colil...) is parametrized as a function of the energyodéed in the active layer of
the PreShower and depends strongly on the energy of theemiogdlectrons, as shown
in figures [4.111) and{4.12), §t=0.3. The adopted parametrization with a first degree
polynomial is shown by the red dashed line: higher degregrmohials have been
tested without any improvement in the performances of ththate Note explicitly
that here the energy deposited upstream the calorimeteidies the energy deposited
into the active and inactive layers of the PreSampler, asd thle energy lost in the
dead material between the PreSampler and the first layeeadbordion (strips).

The parametrization with the first degree polynomial is addmn all then range
as shown in figurd{4.13), where the energy lost in front ofddlerimeter by 100 GeV
electrons is shown at variouspoints.

The parameters of the first degree polynomial (labetifsketandslopg are shown
in figure (4.14) as a function of the mean energy depositextie accordion at four
values. The dashed line represents the used parametnization equation$(4.5) and

E.9).

front front front
a(n) =Py "+ Py Efero+ Py EREC (4.5)
b(n) _ I:)(1;ront_1_ p{ront|OgEtAc‘,%C+ p;ront /Et%%c (4.6)

A not negligible amount of energy is deposited upstreamroakter even when
no energy is measured in the PreShower (offset). This amoargases with electrons
energy and is much higher than the energy lost by ionizati@interpret it as due to
the absorption of very low energy photons and electronsgnitas the early shower.

A different calibration approach for the energy lost in frah the calorimeter has
been tested: it's based on the splitting of the energy lo$tont of the PreSampler
from the energy deposited in the dead material between Rel8a and strips. In
figure {(4.15(3)) the energy deposited by 100 GeV electrorhérhaterial in front
of the active layer of the PreSampler as a function of the ggnarto active layer
of PreSampler is shown, far=0.3. Figure [(4.15(b)) shows the energy deposited in
the dead material between PreSampler and the strips as #ofuot the geometrical
mean of the energy deposited into the active layer of thedng®er and strip. Both
energy distributions are parametrized with a first degrelgrmmial, also shown in
the figures. This parametrization may results useful toebethderstand the energy
deposition in the various layers of the detector, but gihessame performances of the
method discussed before, with the addition of two more gnéependent parameters:
this parametrization will not be adopted into the next stgdind is here discussed only
for completeness.
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Figure 4.11: Energy deposited in front of the calorimeteadanction of energy in the Pre-
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PreShowem=0.3, for various electron energies
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4.1.4 Calculation of the energy deposited behind the Accordn

The energy deposited by the electron shower behind the shimbling of the accor-
dion calorimeter is given as a fraction (%) of the energy d&g&pd into the accordion,
as defined in the equation(#.7) .

Ebehacc
fleak(W) = g1 & 4.7
) e e a0
As shown in figure[[4.16) for varioug values, this fraction, when parametrized as
a function of the longitudinal barycenter of the shower,asly energy independent.

The energy averaged leakage is parametrized as in the eq{4i8):

fleak(%) = PEaX + prake” (4.8)

The results of the fit on the energy averaged leakage are sindigure (4.17), for
the sama) points. Note that the fraction of the energy deposited kithe accordion
varies withn, consistently with the increase of the total thickness ghaton length
of the calorimeter. For lowen points up to 2% of the energy of the EM shower is
deposited behind accordion, while at highethis fraction is only some per mille.
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Figure 4.16: Longitudinal leakage, expressed as a fra¢t@nof the energy deposited in the

accordion, as a function of shower depthat variousn points and energies. The red dashed
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4.1.5 Resolution and Linearity

In figure [4I8) are shown, as an example, the reconstructedyg profiles for the
various electron energies g£0.3 . With a gaussian fit in the intervgt 20, +20] the
mean values and the standard deviations are obtained. Asthguenergy resolution

(@) is parametrized as in equatidn{4.9):

o(E)

o b(%)
£ =

E(MeV)

where:b is the sampling term anclis the constant term of the calorimeter.

The resolution sampling and constant term are shown in fi@@iiEd), at fourn
points. The black points show the result when all the ensrgie computed with the
described method. Results when only the energy in the aiceorsl computed while
all the others energies are taken from the Monte Carlo sitioms are shown with the
green points. The red and the blue points refer respectieetlie case in which the
only computed energies are the ones deposited in front amddbéhe calorimeter.

Values of the sampling and constant term of the resolutioa fasction ofn are
summarized in tabld{4.1) together with the maximum devrafrom linearity. Note
that the constant term of the energy resolution is zero aj albints, as expected for
the simulations at the cell center. The sampling term irewedrom 8.7% at low
values to 15% at highey. This is related to the increase of the energy deposited in
front of the calorimeter and to the difficulty to compute itotfd also that while for
n <0.8 the dominant contribution to the energy resolution cefnem the accordion,
for n >0.8 the dominant contribution comes from the energy deedsit front of it,
as shown in figurd{4.20), where the color scheme is the saopedlin figure[(4.119)
and explained in the text.

The ratio of the fitted mean values and the true electron esefi@belled linearity)

@ (%) (4.9)

Neel b(%) c(%) Linearity (%)

0.1 8.7 0 0.1
0.2 8.9 0 0.1
0.3 9.5 0 0.1
0.4 9.6 0 0.1
0.5 9.9 0 0.1
06 10.1 0 0.2
0.7 113 0 0.2
09 118 0 0.3
1.0 129 0 0.4
1.1 138 0 0.4
12 149 0 0.5

Table 4.1: Sampling and constant term of resolution and maxi deviation from linearity
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is shown in figure[{4.21). The meaning of the different cofoare the same that for
figure [4.20) and is explained in the text. The maximum alisalalue of the deviation
from the linearity is listed in tabld(4.1).
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Figure 4.18: Total reconstructed energyna®.3, for electrons simulated at cell center. All the
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Figure 4.21: Linearity for electrons simulated at the celhter, at various points.
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4.2 Electrons spread over a middle cell

In this section we will discuss the results obtained withgheposed calibration method
when applied to electrons hitting uniformly the middle cartment cell. First we look
at the parametrization and at the results obtained simglyam the proposed method
to the new sample, than we will introduce and discuss theectians that depend on
the impact position of the electrons inside the cell.

We simulate 30K electrons for each of the energies 5, 10, @@risl 100 GeV.
The cells with center of the middle compartment at 0.3126185, 0.7125, 1.0125,
1.1125, 1.2125 have been uniformly covered by the simulaliscirons.

4.2.1 Energy reconstruction in the Accordion

To compute the energy deposited into the accordion we ussatine parametrization
as a function of the longitudinal barycenter of the showga&xed in the subsection
@I2). The total correction factor is shown in figure (.85 two n points.

\ Total accordion correction vs shower depth, all energies htot_acc_corr_ave \Tota\ accordion correction vs shower depth, all energies IOI_HCC_COH_HVG
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Figure 4.22: Total Accordion Correction factor as a funetad shower deptiX, averaged over
the electron energies, for twppoints. The red dashed line is the adopted parametrization

The achieved parameters for the total accordion calibmai®@ summarized in ta-
ble (4.2), together with the parameters achieved in the sppwénts with the electrons
simulated at the cell center : differences on the order-of® % between the parame-
ters in the two conditions are visible. This is interpretsdiae to the different lateral
containment of the shower when the electrons are not sieailat in the same posi-
tion.
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n Impact Point Po p1 p2

0.3 CenterCell 6.3720.023 -0.07G+ 0.004 0.0019+ 0.0002
0.3 Full Cell 6.314+ 0.025 -0.057-0.004 0.0013t0.0003
1.2 CenterCell 6.853%0.036 -0.261 0.006 0.009% 0.0003
1.2 Full Cell 7.2570.053 -0.315+0.006 0.0103t0.0003

Table 4.2: Total accordion correction parameters for fymoints and two impact points.

Offset Parameters

n Impact Point Po pP1 p2

0.3  Center Cell 200.8 6.7 2.653+-0.162  11.55+ 2.27

0.3 Full Cell 227.14+-5.7 5.744+0.272 -13.7%2.75

1.2 CenterCell 657.#27.1 2.535-0.724  144.4-9.7

1.2 Full Cell 841+ 18 6.542+ 1.012 56.15+10.16
Slope Parameters

n Impact Point Po p1 p2

0.3 CenterCell 13.860.24 2.11+0.14 -0.215+0.043

0.3 Full Cell 15.86+ 0.08 0.20+0.01  -0.090f 0.041

1.2 CenterCell 10.450.23 3.07+0.12 -0.332:0.032

1.2 Full Cell 14.01+0.06 0.32-0.01  -0.280+ 0.030

Table 4.3: Front energy reconstruction parameters (oéfadtslope) for twa) points and two
impact points.

4.2.2 Calculation of the energy deposited in front of Accorgbn

The energy deposited by the electron shower in the materfabnt of the calorimeter
is parametrized as explained in subsection (#.1.3).

In figures [4.2B) and{4.24) the energy deposited in frontefdalorimeter as a
function of the energy in the PreShower is shown, at typoints and for various
energies. The red dashed line is, as usual, the adopted giaization. Deviations
from linearity are visible at higheay points and for very low energies. Higher degree
polynomial parametrizations have been tested, withoutigpyovements in the per-
formances of the method. A first degree parametrizationesl dsr eachn point and
energy.

The offset and slope parameters obtained from the fits atrized, accord-
ingly to equations[{415) and(4.6), as a function of the masrgy deposited in the
accordion, as shown in figurie(4125). Talile14.3) list thaeadd parameters, together
with the ones extracted for the electrons simulated at eglter. The parameters ex-
tracted in the two impact point conditions are very diffdrethis is not imputable to
some physical effect, but is interpreted as due to the bigreifice in the number of
available energies and statistics in the two cases.
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Figure 4.23: Energy deposited in front of the calorimeteadsanction of the energy in the
PreSampler a§=0.3, for various energies. The red dashed line is the adq@eametrization.



Chapter 4. Milan data set analysis

71

[ Ein front of calo vs E ps active | e = [ Eiin front of calo vs E ps active | A
Mean 7157 Mean 1254
Mean Mean
N £ Rus ! ne S$B000F RS ! i
g 45001~ i e g F Undeow =3
~ C Energy = 5000 MeV D}/evﬂnw 3150 V7000 | . Energy = 10000 MeV' Ozverﬂnw 3893
2 C X*/ndf 961.8/18 _O r Xvu/ﬂd! 484.1/20
84000; . ;Sﬂh %613 sg S r ) ;on 1025 sg
H| E pl 1377 0.08 H‘EOOOT pl 68 01
Sas00F- S F -
w'3000F /5000F- et } 1
25001 4000 P J( +
g g =
2000 30001~ e
1500 . E e
S0 s 000F
1000~ E o~
F 10005
S00F | | | | | | | | | | E | | | | | |
20 40 60 80 100 120 140 160 180 200 0 50 100 150 200 250 300 350
E_cl_ps_lar (MeV) E_cl_ps_lar (MeV)
(a) E=5GeV (b) E=10GeV
[ Eiin front of calo vs E ps active | T [ Eiin front of calo vs E ps active | Ty
Mean 1946 Mean 329.1
— Mean y a — Mean y 7938
> L RMS 741 > r RMS 127
%2000 — E:d:s'ynnw ::ﬁ S E EMuS i o
< r Energy = 20000 MeV' Overflow 0 38000 F Energy = 50000 MeV oCeﬁiufvw 9511
o - )é‘l;vdl 2105/13 o r ¥/ ndf Bléfa.zzelllég
° I | ¥ = | e
o000l : i I it
el g40001-
/8000 ;++++++ﬂﬁ w2000~
. P J( 10000
60001 e F ,»
[ - 8000F e
4000~ il 6000~ ~
L el E A
+ o 4000 .~
2000~ _—
i 2000~
07\ I P R I | S N I B Y PR PN SRR P P
0 100 200 300 400 500 0 100 200 300 400 500 600 700 800 900 1000

E_cl_ps_lar (MeV)

(c) E=20GeV

| Ein front of calo vs E ps active | R
Mean 474.1
S0000F o
() E RMSy 3979
5000 E Energy = 100000 MeV &"ZZ'Q“WW g
9 C X*/ndf 60.32/17
F0000F ) ' it o1
o E pl 03 0.0
350001
130000 -
= o
25000F o
E et
20000 o -
g o }
15000~ -
10000F- -
5000 _—
T T T N SRR T
% 200 400 600 800 1000 1200 1400 1600 1800 2000

E_cl_ps_lar (MeV)

E_cl_ps_lar (MeV)

(d) E=50GeV

(e) E=100GeV
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red dashed line is the adopted parametrization

n Impact Point pieak pieak
0.3 Center Cell 0.0163 0.0001 1.16E-06: 1.09E-08
0.3 Full Cell 0.0165+ 0.0001 1.08E-06: 8.91E-09

1.2 CenterCell 0.0058 9.1E-04 6.254E-0& 5.642E-0.9
1.2 Full Cell 0.0059+ 8.7E-04 6.531E-08& 6.513E-0.9

Table 4.4: Parameters for the reconstruction of the eneeggppsited behind the accordion at
two n points and for two impact points.

4.2.3 Calculation of the energy deposited behind the Accoradn

The energy deposited behind the accordion, expressed axteoir (%) of the en-
ergy deposited into the accordion, is parametrized as aibmof the longitudinal
barycenter, as discussed in subsection (#.1.4). FiguZ&Y4hows the fraction of en-
ergy deposited behind the accordion as a function of thetiodigial barycenter of the
shower, energy averaged. The red dashed line is the adoptathetrization, as in
equation[(4B). The parameters for the reconstruction ®fttergy deposited behind
the accordion are summarized in taldle{4.4), together wi¢hpgarameters extracted
for the electrons simulated at the cell center. It is possiblsee that the parameters
extracted in the two cases are compatible, as expectedi$ardhrection that must not
be influenced by the effects at the level of the calorimets.c&he little differences
(1+2%) in the parameters are interpreted as due to the differertbe statistics of the
two samples.
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Figure 4.28: Linearity before impact point modulationstved n points.

4.2.4 Resolution and Linearity

Results for the energy resolution and the linearity are shagpectively in figures
#.Z1) and[[4.28), and are summarized in tablel (4.5). Thepbagtermb and the
linearity are similar to those obtained with the electronsidated at cell center, while
the constant term is about @-P.3% due to the disuniformity of calorimeter response.
The dependence from the impact point of the electrons irthieleell is not yet taken
into account, and will be discussed in the next section.
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Neell b(%) c(%) Linearity (%)

0.3 9.8 0.280 0.1
06 10.6 0.242 0.2
0.7 121 0.220 0.3
1.0 141 0.275 0.3
1.1 155 0.247 0.4
1.2 176 0.213 0.5

Table 4.5: Sampling and constant term of resolution and maxi deviation from linearity,
before impact point modulations

4.2.5 Computation of the impact point

First of all we would like to reconstruct thgandg barycenter of the electron shower,
defined as in equatiof{4l10).

ZidUSterEiXi

clusterg.
i E

Bary = (4.10)
where:E; is the energy deposited into the middle layer of calorimeténeith cell of
the clustery; is either then and@ value at the center of the middle compartment of
theith cell of the cluster.

Figure [4.2D) shows the correlation between the simulgtedsition and the re-
constructed) barycenter, in the middle compartmentjat0.3 and for all the energies.
The effect that is clearly evident in the middle compartmsntsually calledS-shape
and will be discussed later in this section.

Figure [4.3D) shows the same correlation for ¢h@ordinate of the barycenter, in
the middle compartment of the accordion.

In figure [431) the difference between the simulagepositions and the recon-
structedp barycenter, ah=0.3, shows the presence of an offset value. No significant
offset is present in the analogonglistribution, at all the testeq points. This offset
is related to the relative positions of the absorber andirlde folding into the cells.
The center of the cells ip coordinates in the simulation is referred to the strips com-
partment, and is different from the center of the cells inrthiddle compartment, that
is used for compute the reconstructed barycenter. Thergigooint of the middle cells
on the electrodes, with respect to the first fold of the etatds, change in, due to
the variation of strips cells length i, and thep offset change accordingly. Values of
the @ offset are summarized in table{#.6).

Ncell 0.3 0.6 0.7 1.0 1.1 1.2
¢t 0.1890 0.1869 0.1792 0.2652 0.2751 0.2897

Table 4.6:¢°T st expressed in cell unit.
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position and reconstructeglbarycenter in the

middle compartment, aj=0.3 , for electrons
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The correlation between the reconstructed barycenterfandiinulated) position
as a function of the position inside the cell is shown in fig@e2). Low energy
showers are larger that high energy ones, giving a more uminergy sharing into
the cells of the cluster, reducing the effect of the impacdhipof the particles on the
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Figure 4.32: Difference between the simulatpgosition and the reconstructedbarycenter
in the middle compartment, normalized owidth of the cell, as a function of the impact
position inside the cell (in cell unit), for various eleatrenergies.

barycenter reconstruction. For this reason the barycerftire lower energy showers
are better reconstructed than the higher energy ones, \idrahces in the order of
0.1 cell unit. This energy dependence proved to be negégibterm of the method
performances, and an energy averaged S-shape modulatisedsn the next studies.
The energy averaged correction for S-shape is shown in fi@uB), for twon
values, where also the adopted parametrization, defineguat®n [4.11), is shown.

Nbary — Ntrue

= poarctar{ piNoary) + P2Nbary + P3 (4.11)

Ar]cell
Neell Po p1 p2 p3
0.3 0.310+0.002 -8.49+-0.06 0.803+0.006 -0.0044+ 0.0001
0.6 0.306+ 0.003 -8.604+0.10 0.793+0.007 -0.010A- 0.0002
1.0 0.294+0.004 -8.19-0.09 0.750+ 0.010 -0.0204+ 0.0002
1.1 0.277£0.004 -7.93+0.11 0.688+ 0.012 -0.025%4 0.0002
1.2 0.297+0.005 -6.91+0.11 0.724+-0.014 -0.0306+ 0.0002

Table 4.7: S-Shape correction parameters for varipualues

The S-shape effect is interpreted as due to the shower liggefile and to the
energy sharing between different cells. When the impaattpeia symmetric one
(center of the cell or boundary between two cells) the enshgyying between the cells
is symmetric and is possible to reconstruct the barycenitérgood precision. On the
other side, when the impact point is in an asymmetric pasi@vyerywhere in between
the center and the boundary of the cell) the energy sharingpi® asymmetric than
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Figure 4.33: Difference between the simulatpgosition and the reconstructedbarycenter

in the middle compartment, normalized to thewvidth of a middle cell, as a function of the

impact position inside the cell (in cell unit). The figureoshthe energy averaged correction
in two n points; the red dashed line is the adopted parametrization.

in the previous case and a bias into the reconstruction dbangcenter is introduced.
Error in the barycenter reconstruction up to 20% of a celltvidre visible in figure
@.32).

In this work we use only the barycenter reconstructed inéaniddle compartment,
both inn andg, and only then S-Shape correction for middle compartment are used
and the achieved parameters are shown, for vanippsints, in table[(4]7), with the
same meaning as in equatidn (4.1¢)S-shape proved to be negligible in term of the
method performances.

4.2.6 Dependence of the reconstructed energy from the impigooint
inside a cell

The energy deposited into the accordion cluster dependstie impact point of the
electrons inside the cell.

In figure [4.3%) the ratio between the reconstructed eleareergy and the nominal
energy is shown as a function of thempact point of the electron inside the cell, in
cell unit, atn=0.3 andp=0.3. The visible effect is due to the lateral shower profild a
its incomplete containment inside the reconstructed etudthe ratio in parametrized
with a second degree polynomial, as in equation{4.12).

EFECO

E. Po + P1Ncell + p2r]§ell (4.12)
true

As an example the computed coefficientsrje0.3 are listed in tablé{4.8). The en-
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ergy dependence of the computed parameters is negligibdermof the performances
of the method and we will use a parametrization averagedtbeeglectrons energies.
In figure [4.36) the energy averaged ratio is shown for twmints.

In figure [4.35) the ratio between the reconstructed eleareergy and the nominal
energy is shown as a function of tipgmpact point of the electrons inside the cell, in
cell unit, atn=0.3 andp=0.3. The clearly seen four-fold symmetry reflects the afssior
periodicity in@inside a cell. For lower energy electrons the effect is lesdent, due
to the larger section of the shower that smooth the calognresponse. Conversely, at
high energy a second order modulation is visible betweencovisecutive maximum
of the larger modulation: this is due to the presence of thd @t electrodes inside
each LAr gap. The ratio is parametrized as in equation [4.48) the computed
parameters are listed, for various energies, in tdblé (4.9)

EFECO

= Po+ P1 - SiN(8Mer + P2) (4.13)

Etrue
As in the case of the dependence frgmmpact point, an energy averaged correc-
tion is used. As an example, in figufe{4.37) the energy aeetagrrection is shown
for two n points.
Both the corrections for the and@impact point energy modulations are relatively
raw. A detailed study of them is outside the aim of this theBetter ones are available

Energy(GeV) Po P1 P2
5GeV 1.001+ 1E-03 -1.17E-03+ 0.99E-03 -35.6E-03 4.01E-03
10GeV 1.001: 1E-03 -0.79E-03t 0.69E-03 -29.5E-03- 2.72E-03
20GeV 1.001+ 1E-03 -1.20E-03F 0.49E-03 -28.6E-03 1.94E-03
50GeV 1.001: 1E-03 -0.45E-03t 0.34E-03 -27.8E-03 1.31E-03
100GeV 1.002+ 2E-03 -0.35E-03+ 0.31E-03 -26.3E-03 1.10E-03
Averaged  1.002- 2E-03 -0.62E-03t 0.31E-03 -30.5E-03 1.21E-03

Table 4.8:n modulation parameters for various energy values. Lastlisiehe computed

coefficients after averaging on the electron energies.

Energy (GeV) Po P1 P2
5GeV 0.9976+ 0.3E-03 -1.196E-03 0.418E-03 3.324- 0.348
10GeV 0.9968+ 0.2E-03 -1.218E-03 0.281E-03  1.16% 0.233
20GeV 0.9993- 0.1E-03  -2.887E-03 0.2E-03  0.807: 0.0705
50GeV 0.9976+ 0.3E-03  -0.45E-03 0.34E-03  3.324- 0.348
100GeV 0.999+ 0.01E-03 0.357E-03 0.132E-03  3.691 0.132
Averaged 0.9992- 0.1E-03 -2.489E-03 0.121E-03 0.58% 0.0496

Table 4.9: @ modulation parameters for various energy values. Lastlisighe computed
coefficients after averaging on the electron energies.
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Figure 4.34: Ratio of the reconstructed and the simulatedggras a function of thg impact
point inside the cell. Different energies are shown, frofhtieright, from top to bottom the 5,
10, 20, 50 and 100 GeV electrons are shown.
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pact point inside the cell, averaged over all energies. Haedashed lines are the adopted
parametrization.

in the Athena code, but at the time of these studies it wasaggible to use them with
the Calibration Hits Data. It is important to note that thand @ modulations mean
values are normalized to unity: this is very important beeathe cell modulations
don’t have to change the mean value of the reconstructett@heenergy distribution.
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4.2.7 Resolution and Linearity after impact point correction
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Figure 4.38: Energy resolution aftgrand@ modulation corrections, for twq points.
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Figure 4.39: Linearity aften and@ modulation corrections, for twn points

The energy resolution and linearity after the correctiantifi@ impact point energy
modulations are shown in figurds(41.38) ahd (#.39), whererjywoints are shown as
an example.

The sampling term, the constant term of the calorimeter hechtaximum devi-
ation from linearity are shown in tablgZ(4]110). Note that Hzenpling ternmb of the
energy resolution and the linearity are unaffected by theutations corrections but,
as expected, the constant teavs now consistent with zero, because we correct for
the energy disuniformity inside the cell.
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Neell b(%) c(%) Linearity (%)

0.3 9.8 0 0.1
0.6 106 0 0.2
0.7 120 0 0.3
1.0 141 0 0.3
11 154 0 0.4
12 174 0 0.5

Table 4.10: Resolution and Linearity after the correctiftordhen andg energy modulations,
for variousn points.

4.3 Electrons spread over a middle cell with magnetic
field on

Third step in our analysis is to study the effect of the maigrigtld generated by
the solenoid on the calorimeter calibration. We simulatk 8@ctrons at each of the
energies 5, 10, 20, 50 and 100GeV. The cells with center oifrtigelle compartment
atn=0.3125, 0.6125, 0.7125, 1.0125, 1.1125, 1.2125 have h@tormly covered by
the simulated electrons.

It will be shown that the presence of magnetic field introduesy relevant effects,
particularly for low (5-10 GeV) energy electrons, that wencammarize:

* electrons are bent in thgdirection

» photons emitted by bremsstrahlung may hit the calorimatesome distance
from the electrons

In figure [4.40) the energy deposited in the calorimeter keyghower generated
by a 5 GeV electron generated @t0.3 andg=0.3 is shown. Two different clusters
are visible: one due to the electron and one due to the 1.6X1pBeton radiated at
a radius of 51.0 mm from the vertex. The use of a fixed dimeneloster algorithm
built around the most energetic cellx8 as the one used in this study, underestimates
the electron energy by, at least, one third.

Figure [4.41(3)) shows the correlation between the siradl@tposition and the
reconstructed barycenter. The different lines are due to the 5 differeet&bn ener-
gies taken into account, from left to right, 100, 50, 20, 16 &rGeV. Figure[(4.41(b))
shows the difference between the simulapgubsition and reconstructeglbarycenter.
Note that for 5 GeV electrons the mean deflection is aroundsl li.e. about 4 middle
cells. The tails of the distribution are due to the eventsiclv the electron radiates a
considerable fraction of energy.

The handling of the electron energy reconstruction whenad bremsstrahlung
occurs is outside the aim of this study: in the following wgoe events in which a
photon of energy greather than 40% of the initial electroergy is radiated. This cut
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Figure 4.40: Effect of B field. In figure are shown the cellenested by an electromagnetic

shower generated by one electron of 5GeV simulatep-t3 andp=0.3. The electron emits a

bremsstrahlung photon of 1.621 GeV in the inner detectdngivise to two different clusters,
as clearly visible.
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will be substituted with a more efficient rejection critenethe official reconstruction
code of Atlas, but it was the only appliable cut in Calibratidits analysis at the time
of these studies.
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Figure 4.41: The simulategiposition as a function of the reconstructgtarycenter is shown
in figure (a), while in figure (b) the difference between siatatig position and reconstructed
¢ barycenter is shown for 5 energies.

4.3.1 Energy reconstruction into the Accordion

In figure (£.42) the total accordion correction factor (tlaetbr needed to compute
the total energy deposited into the accordion starting ftbmenergy measured in
the cluster) at twa) points is shown. The correction factor is now strongly egerg
dependent, differently from what obtained without magnééld and shown in figure
#.38). While, as shown in figuré_(4143), the sampling frattio the cluster is still
energy independent, the correction for the energy depbsit¢ of the cluster, shown
in figure [4.44), is strongly energy dependent.

Low energy electrons deposit up to 50% of their energy ouhefdluster. This is
due to the photons radiated by the electrons and hittingdtwimeter more than three
cells away from the electron impact point, strongly incregghe energy deposited
outside the cluster.

Figure [4.45) shows the distribution of the energy lost ddihe cluster for 5 energy
values.

The energies deposited out of the reconstructed clusteraiaous shower depth
intervals (all electrons energy are added) are shown in diddrd®). The profiles
corresponding to low values of the shower depth are more lptgaliby low energy
electrons (5 and 10 GeV), and, as expected, show longer tails
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Figure 4.42: Total accordion correction factor with B fieflor, two n points.
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Figure 4.43: Cluster sampling fraction at twgoints, with B field.

For each electron energy and in each shower depth intereapdlak present in
the out of cluster energy profile is fitted with a gaussian mrdingel—2.50, +1.50].
Figure [£4V) shows the achieved gaussian mean value asctiofurof the shower
depth for the various electron energies and tyaoints. The gaussian mean is energy
independent and the dependence of the energy depositddeoths reconstructed
cluster from the shower depth is similar to the one computedmthe magnetic field
B is off. This procedure is equivalent to consider only thexceions which radiate only
little energy in the tracker system.

Finally, the fitted out of the cluster energy, averaged orekdttron energies, is
parametrized with a first degree polynomial as a functiomeflongitudinal barycenter
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Figure 4.44: Energy out of cluster, expressed as a fractionof the energy inside the cluster,
for two n points, with B field.

and used as correction factor. The achieved correctionrfaeshown in figure[{4.48).
A non linear behavior is visible at high values; however a higher degree polynomial
parametrization does not sensibly improve the performantéhe method, in term of
energy resolution and linearity. A linear parametrizati®nsed in the following.

The correction factor for reconstruct the energy depositsitie the cluster is pa-
rametrized as a function of the longitudinal barycentehveitsecond degree polyno-
mial, averaged on all energies, as shown in figlure {4.49).

The total energy deposited into the accordion is reconsdustarting from the
energy measured in the cluster appling the accordion elasteection, figure[(4.49),
and than the correction for the energy lost outside the etuSgure [£.4B).



Chapter 4. Milan data set analysis 89

houtcl houtcl
1600 3000
10f- C
E 250~
Lo C
C 2000
100 F
s 00~
800~ C
E 1000}~
wf L
o 500
wE [
0:' 'l P FEEEe s an ri 4 5 ks n:. Il Il | I
5 10 15 20 5 0 B 4N 4 b K 2 14 1 18 2
Energy out of Cluster (%) Energy out of Cluster (%)
houtcl houtcl
3500:_ 45005—
E a00f-
W00 E
o 3500~
500~ E
o 3000F-
- s00F-
1500~ 200
E 1500~
100 E
F 1000~
500;_ 500~
N T I A N oFx Loew o1,
2 2 14 1 18 2 10 1 14
Energy out of Cluster (%) Energy out of Cluster (%)
houtcl
5000~
]
3000
anf
100f
oL 1 PRI IR B
0 2 8 10 12 14

Energy out of Cluster (%)
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deposited inside the cluster. The energies 5, 10, 20, 50GE0are shown, from left to right,
from top to bottom
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4.3.2 Calculation of the energy deposited in front of the Acardion

Also in the operative condition with the magnetic field tudran, the parametrization
of the energy lost in front of the calorimeter as a functiothef energy measured into
the PreSampler is adopted.

Figures [4.50) and{4.51) show the energy deposited in fbtite calorimeter as
a function of the energy deposited into the active layer efRneSampler, for various
energies and twq points.

The coefficients extracted from the linear parametrizatom parametrized as a
function of the mean energy deposited into the accordionsa@dhown, as an exam-
ple, in figure [45PR) and are summarized in talple (4.11) togretvith the parameters
achieved in the others impact point conditions. The pararador the reconstruction
of the energy deposited in front of the calorimeter are gilpmfluenced by the mag-
netic field, that introduce a different energy behavior ez$ppo the one studied without
the magnetic field.

Offset Parameters

n Impact Point Po pP1 p2

0.3 Center Cell 200.& 6.7 2.653+0.162  11.55+2.27
0.3 Full Cell 227.1+ 5.7 5.744+0.272 -13.75% 2.75
0.3 FullCell +Bfield 268.5+2.7 3.881+ 0.221 0.022+ 0.002
1.2 Center Cell 657.#27.1 2.535 0.724 144.4+ 9.7
1.2 Full Cell 841+ 18 6.542+ 1.012 56.15+10.16
1.2 FullCell +Bfield 1682+ 8.48 8.2214+0.951 -0.03@- 0.011

Slope Parameters

n Impact Point Po pP1 p2
0.3 Center Cell 13.86:0.24 2.11+0.14 -0.215t 0.043
0.3 Full Cell 15.86+ 0.08 0.20+ 0.01  -0.090+ 0.041
0.3 FullCell+Bfield 12.8140.09 0.40+0.01 -0.462t 0.061
1.2 Center Cell 10.450.23 3.07+0.12 -0.332+ 0.032
1.2 Full Cell 14.01+ 0.06 0.32+0.01 -0.280+ 0.030
1.2 FullCell +Bfield 8.84-0.07 0.86+0.01 -1.234+ 0.063

Table 4.11: Front energy reconstruction parameters (o#ad slope) for twa) points and

three impact points.
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4.3.3 Calculation of the energy deposited behind the Accordn

The correction for the reconstruction of the energy depasity the showers behind
the accordion is parametrized as in the case without magfelt. In figure [4.5B) the

ratio of the energy deposited behind and inside the accoy@weraged over all ener-
gies, is shown as a function of the longitudinal barycentdre extracted parameters
are summarized in table(4]12), together with the paramseiehieved in the others im-
pact point conditions: the effect of the magnetic field ongheameters is negligible,
and they are compatible inside the errors.

n Impact Point piak pieak

0.3 Center Cell 0.0163 0.0001 1.16E-06: 1.09E-08
0.3 Full Cell 0.0165+ 0.0001 1.08E-06: 8.91E-09
0.3 FullCell + B Field 0.0164+ 0.0001 1.02E-06: 1.01E-08
1.2 Center Cell 0.0058 9.1E-04 6.254E-0& 5.642E-0.9
1.2 Full Cell 0.0059+ 8.7E-04 6.531E-0& 6.513E-0.9

1.2 FullCell + B Field 0.0059% 7.4E-04 6.427E-0& 6.132E-0.9

Table 4.12: Parameters for the reconstruction of the engegysited behind the accordion at
two n points and three impact points.
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4.3.4 Resolution and Linearity

The computed sampling and constant terms of the energyutesobnd the maximum
deviation from linearity are shown in figure(4154) ahd (9,56r two points inn. The
values for all then points are listed in tabld{4.113). In the last column the nmaxi
shift from linearity is reported, when the 5 GeV electrons aot considered. The
energy resolution is only marginally affected by the preseof the magnetic field B.
On the contrary, the deviation from linearity are more seyeeaching up to 1.5% at
largen and low energy electrons (5GeV). This is due to the combirfftteof the
magnetic field and the significant amount of material in froithe calorimeter.

It is possible to note that the constant tecrof the resolution is different from
zero. This is due to the fact that in the analysis of the dath thie magnetic field is
not possible to apply the corrections for the impact poiné rieconstruction code used
does not allow to know the impact point of the electrons orcdlerimeter. In the case
without magnetic field this problem can be solved simply agag that the simulated
n and@ position at the origin of Atlas coordinate correspond, retihg the multiple
scattering, to the impact point of the electrons on the galeter. In the B field case
this is not possible, because, as seen before, the difiettaveen the simulateghnd
the one reconstructed on the calorimeter can be very lagéo 4 middle cell unit.
Attempt to apply the correction for the impact point exteatfor the case without B
field gives poor results, due to the effect of the magneticl fa all the showering
process.

Neell (%) ¢(%) Linearity (%) Linearity E > 5 GeV (%)

0.3 99 0.274 0.2 0.1
0.6 10.8 0.242 0.3 0.1
0.7 122 0.220 0.5 0.2
1.0 134 0.275 0.5 0.3
1.1 157 0.247 0.6 0.3
1.2 16.8 0.240 15 0.4

Table 4.13: Resolution and Linearity, for the full cell ithination, withoutn and ¢ modula-
tions, with magnetic field on. The linearity in the last coluis obtained rejecting the event at
E =5GeV
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Chapter 5

CSC data set analysis

The CSC (Computing System Commissioning) data are avaifadain central produc-
tion, make use of the newest “as built” detector geometrychitdkes into account the
“as installed” geometry of the various detectors.

The available energies for photons and electrons are : 1G6®%5, 100, 200 and
500 GeV. For each energy 50K events are simulated, covenrigrmly both the full
n(n|<25)andy (0 < @< 2m) range.

Some differences with the Milan data set must be taken intowd: in the old
simulation the energies deposited into the different layarthe calorimeter come
directly from the Monte Carlo simulation of the shower: nmalation of the signal
and read out chain was included, and the energy depositdtelshbwer in the active
layers of the detector was assumed as the detector repljelpresent data the full
digitization is implemented: for each event the full sigganeration is simulated,
starting from the ionization signal into the gap of LAr to tbenversion in deposited
energy into the materials, reproducing the full readoutrthas explained in section
(33).

Therefore, in the CSC analysis we start from the energy imeodetector already
approximately calibrated at the EM scale, and not from therggndeposited by the
electromagnetic shower in the active layers of the calaiemes before; as an example,
the correction for the cluster energy reconstruction bee®im the CSC data analysis
a “modulation” to the sampling fraction already appliedbitihe digitization process,
and has value very different from the one obtained from tlesipus data, which was,
on contrary, the real sampling fraction of the calorimeter.

The CSC simulation does not include electronic noise aredpil

Furthermore, in the CSC analysis the official reconstructiode is used, including
the clusterization algorithm, that provides informatiaush as the energy measured
into the active layer of the detector, the position of thevetp etc. Using the infor-
mations coming from the standard code we run the selfmade fmydhe Calibration
Hits analysis, that provides all the informations relativehe energy deposition into
the inactive and dead materials needed to compute the atatibrcoefficients.

All the analysis that will be shown refer to ax3 cluster size, chosen as a refer-
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ence, except where differently indicated. Also a code ferittentification of the EM
particles and for the track matching is included into theorestruction.

The identification cuts that will be used in the Atlas expeitnare applied, replac-
ing the cut on the bremsstrahlung energy applied in the pusvanalysis. We make
use of :

« calorimeter cuts : to clean the sample from the events that la too degraded
shower profile

« track matching : to discriminate between electrons andqis

These identification cuts at highgrpoints (EndCap regions) and lower energies
(10-25GeV) reject up to half of the events, making diffictdt extract the calibration
coefficients. For this reason both electrons an photons @d¥ are not included in
our analysis.

We will use the convention decided for the official reconstian code to discrim-
inate between electrons and photons: each event that haale@romagnetic cluster
in the EM calorimeter with an associated track in the traglsgstem is an electron,
otherwise if there is the EM cluster but not an associatezktilae event is selected as
a photon.

The results shown in the next sections for the photons musilen as prelimi-
nary, because the available statistic does not allow to t@averted and unconverted
photons separately: this introduce a bias in the extactitimeocalibration coefficients,
particularly for the ones for the reconstruction of the gyedeposited in front of the
calorimeter, which is very different in the two cases.

As said before the CSC data cover uniformly all theange of the EM calorimeter:
some region of the calorimeter, not simulated in the prevanalysis, need dedicated
studies. These region are:

1. n=0: crack between the two half barrel. It needs dedicatatredion.

2. | n |=0.8 : transition between A and B electrodes in the barredraaketer. The
variation of the thickness of absorber lead is reflected iaréation of the sam-
pling fraction, partially compensated with the calibraticoefficients applied in
the digitization process at cell level. It needs speciaballgm to extract cluster
corrections.

3. 1.425| n |<1.55 : crack between barrel and endcap region of the calteime
It needs dedicated calibration.

4. 1.8 n |<2.5: endcap region without the PreSampler. It needs difterali-
bration scheme for the energy deposited in front of the caleter.

For the moment points number 1 and 3 are not considered, set¢heay need a dedi-
cated calibration strategy and a larger statistic.
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A set of calibration coefficients must be provided for eachafethe calorimeter:
to reach the statistic needed to compute them, the eventgeaidlls are added. In the
region without any transitions or cracks the parametergyasen for the central cell
of the 5 cells window, and the windows is moved in one cell stepthe transition
regions windows of different size are adopted.

In the CSC data the events are simulated also in the EndCapmeefn |> 1.55),
not studied in the previous analysis due to the limited caimguesources available
for the simulations. In these regions the calorimeter gegoms very different from
the one in the barrel, as explained in section (2.2.1), aisdréiguires some dedicated
tuning of the coefficients extraction procedure.

The group of the University of Madrid, that have large backgrd knowledge on
the EndCap detector, was therefore involved in the caitmadf this portion of the
detector. The results shown in sections](5.0).1(5.2) a) for the EndCap region
must be taken as preliminary, and are obtained with coeffisiextracted in Milan
before the Madrid group get involved. The results showiid)(&re obtained with the
coefficients included in the official package included in éth, and are computed in
Milan for the barrel region and in Madrid for the EndCap regio

5.1 Electron energy reconstruction

5.1.1 Energy reconstruction in the Accordion

The parametrization of the energy deposited in the accordiaster as a function of
the longitudinal barycenter, introduced in the previouapter, is adopted over the full
n range, as shown in figureZ(%.1), wherq 4oints are shown as an example.

We use the same parametrization with a second degree poighowver the alln
range. The value of the correction is different from the ob&amed with the Milan
simulations because with the CSC data we start from the mseatyeady calibrated to
the EM scale, as explained before.

It is evident a different behavior between the top plotsatreé to the barrel region,
and the bottom plot, relative to the endcaps region. In tldeam region two differ-
ent effects are added: the variation of the LAr gap, whichliegpan increase of the
sampling fraction, and the variation of the electrical fieteht imply a variation on the
charge collection. The change of the sampling fraction igart compensated by the
variation of the voltage applied between electrodes andrabss, as shown in section
Z2Z1). How the superimposition of these effects act ortdled accordion correction
is not a priori easy to understand, taking into account thatnbagnitude of this effect
is around 1%.

The fraction of energy deposited out of the cluster is patdamezl as a function
of the longitudinal barycenter of the shower. For each lardjnhal barycenter interval
a Gaussian fit is made on the distribution of the fraction afrgy out of the cluster
and the achieved mean value of the Gaussian is fitted withtad&gree polynomial,
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Figure 5.1: Accordion cluster correction, for 4 differanpoints with a 3«7 cluster size. The
red dashed line is the adopted parametrization.

as a function of the longitudinal barycenter, as shown inrég.2) for 4n points.
Some deviations from linearity are visible, but proved toéaegligible effect on the
method performance.

It is important to note explicitly that all the cluster cact®ns are cluster size
dependent, and need to be extracted for all the possibléeclagzes. The figures
shown here are relative to a cluster sizeAnfx Ap = 3x7, used as a reference, but
similar parametrizations are obtained for the others elusizes.
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5.1.2 Calculation of the energy deposited in front of the Acardion

For the study of the energy deposited in front of the accordioe calorimeter must be
divided into three regions: the barrel, the endcap with tteSBmpler and the endcap
without the PreSampler. In the first two regions the usuamatrization of the energy
deposited in front of the calorimeter, as a function of thergg deposited into the
PreSampler, is adopted. In the third region the absenceedPtbSampler requires a
different approach, and a parametrization as a functioh@iangitudinal barycenter
has been adopted. In the next the three different casesandlidzussed in more detalils.

Barrel Region (0<| n |<1.425)

For the barrel region the usual parametrization of the gndegposited in the material
up to the calorimeter as a function of the energy depositéal imle PreSampler is
adopted. As an example, in figufe_(5.3) the energy distidioutdr 100 GeV electrons
atn=0.3 andn=1.2 are shown. As before, the range of the fit is determinetuding
the bins that contain less than 0.5% of the total statistic.

The parameters of the first degree polynomial, labelleceotind slope, are energy
dependent and are parametrized as a function of the totadeneposited into the
accordion, as shown in the figufe(5.4) and as explained iprngous chapter.

A parametrization with a second degree polynomial has béeptad for the offset,
rather than the one with the square root term shown in equédid) .

Endcap with the PreSampler (1.55| n |<1.8)

In the region of the endcap with the PreSampler (¥.5%|<1.8) the same parametriza-
tion used in the case of the barrel region is adopted. ThediyiEh) and(516) show
the energy deposited in front of the calorimeter as a funatibthe energy deposited
into the PreSampler and the parametrization of the achipeesdmeters (offset and
slope) as a function of the mean energy deposited into tha@ion.

It is important to note that the behavior of the extracte@peaters, shown in figure
(&8) as a function of the mean energy into the accordionffsrént from the one
shown at lowem, in the barrel region, figurd_(3.4). This is due to the factt tima
this endcap region up to:5% radiation lengths of material are present in front of the
calorimeter, twice the material present in the barrel ragihis makes very likely for
the electrons to loose a large fraction of the original epéug to 40% for lower energy
electrons) in front of the calorimeter. There are no everntls energy deposited in the
PreSampler smaller than several GeV, as visible in figurd)(5n these conditions
the fitted offset is a mathematical extrapolation withouygbal meaning. It is also
possible to see the strong correlation between offset ameéstue to the same reason.
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Figure 5.3: Energy deposited in front of the calorimetenfrbO0 GeV electrons, as a function
of the energy deposited into the PreSampler, atqvpoints.

Endcap without the PreSampler (1.8| n |<2.5)

The region for 1.8 n |<2.5 requires a different calibration approach, due to the ab
sence of the PreSampler. The best results are achieved gtainy the energy de-
posited in the materials up to the calorimeter strips as atfon of the longitudinal
barycenter of the shower. In figure{b.7) the scatter plottf@r energy deposited
in front of the calorimeter as a function of the longituditarycenter (left) and the
adopted parametrization with a second degree polynomgditjrare shown. The pa-
rameters are energy dependent and are parametrized agiafiusfche mean energy
deposited in the accordion, with a second degree polynoasahown in figurd (51 8).

A parametrization of the energy deposited in front of thedaleter as a function
of the energy deposited in the strips has also been testedpse results are obtained.
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Dependence of the energy deposited in front of calorimeterém the
PreSampler cluster size

The parametrization of the energy deposited in front of gler@meter as a function of
the energy deposited in the PreSampler is in principle ehuskze dependent, because
in the PreShower the energy is clusterized as in the othenplea of the calorimeter.
Due to the granularity of the PreSamplan(x Ag@= 0.025x 0.1) in@only 2 cells are
added for clusters:85 and 5<5, and 2 or 3 cells are added for clusterd depending
on the impact point of the particle inside the calorimeter.

In figure [5.9) the distribution of the energy deposited ittie PreSampler are
shown for three different cluster sizes (3x5, 3x7, 5x5) amd €nergies, in thg bin
0.2<|n |<0.5.
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Figure 5.9: Energy deposited into the PreSampler for thitestar sizes and two energy values,
for 0.2<|n |<0.5.

We also made some test introducing into the simulationsfteetef the electronic
noise, which may be important when the energy deposited &l sas in the PreSam-
pler for 25 GeV electrons. In figur€(5110) is possible to $wedffect of the electronic
noise for the three cluster sizes, for electrons of 25 Ge&'dtfiect on the RMS of the
distribution is around 1%.

To understand the effect of the PreSampler cluster size erpénformances of
the calibration method, in term of energy resolution, soests have been done. The
calibration coefficients for the front energy reconstraotfor the three cluster sizes,
both with and without noise, have been computed and usedetmmnstructing the
energy deposited by the electrons in front of the calorimétke energy deposited in
and behind the accordion is reconstructed using @ 8luster size, but similar results
are achieved with others cluster sizes. In tablel(5.1) thgesed energy resolution
(8(%)) is shown. The effect of the cluster size is visible atéowenergies, where
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Figure 5.10: Effect of the electronic noise on the energyodéjon into the PreSampler. All
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the effect on the energy resolution is of the order of 5-1086l ean be neglected for
energy greather than 100 GeV. The cluster size that givetbetsult both with and
without noise is the 37. It is also possible to see that the use of larger clusterigiz
n gives, in the case with noise, a worse performance than tlalesnone: the shower
is very narrow inn in the PreSampler, most of the energy is deposited in thealent
cells of the cluster and adding the external cells will omgrease the added noise,
worsening the global performance.

We propose to provide the calibration coefficients only foedixed cluster size,
that must be used for the reconstruction of the energy degzbisi front of the calorime-
ter, independently from the cluster size adopted in theraioo. The cluster size that
gives best results and is adopted is ther3
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Eparticle (MeV) Resolution £ (%)
Without Noise With Noise
3x5 3x7 bx5 3x5 3x7 5x5
25000 0.019 0.017 0.018 0.023 0.021 0.024
50000 0.014 0.012 0.013 0.016 0.015 0.019
75000 0.011 0.010 0.011 0.012 0.011 o0.012

100000 0.010 0.009 0.009 0.011 0.010 0.011
200000 0.009 0.009 0.009 0.009 0.009 0.009
500000 0.006 0.006 0.006 0.006 0.006 0.006

Table 5.1: Effect of PreSampler cluster size on energy utisol (2).

5.1.3 Calculation of the energy deposited behind the Accordn

The energy deposited behind the accordion is parametrizvedadl then range as a
function of the longitudinal barycenter, as shown in pregichapter.

In figure (5.11) the fraction (%) of energy deposited behind accordion as a
function of the longitudinal barycenter, energy averagedsiown for 4 points. The
red dashed line is the adopted parametrization.

The parametrization of equation (#.8) is valid also for tlighkr electron energy
simulated in the CSC central production (500 GeV), whichensst simulated before.
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5.1.4 Resolution and linearity

In figure [(BI2) the energy resolution achieved for 100 GeAtebns, over all the
range of the calorimeter, is shown. In black the resolutmi} when all the energies
are reconstructed with the proposed method ; in green thodutesn achieved when
only the energy deposited in the accordion is reconstryeted all the others energies
are taken from the Monte Carlo simulations. Finally, in red & blue, the resolution
achieved when only the energy deposited in front and betnadctalorimeter are re-
constructed. The region with 1<4n <1.55 is not calibrated since it is the transition
region (crack) between barrel and endcap and need a dedlicalibration strategy
which is out of the aim of this thesis.
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Figure 5.12: Resolutiono(E) for 100 GeV electrons. The total resolution is shown iackl
the contribution to total resolution of the front, accomliand leakage energy reconstruction
are shown respectively in red, green and blue.

The contribution to the total resolution due to the recangton of the energy de-
posited into the accordion varies from the 1% in the bargimeto 1.5% in the endcap
region. The contribution to the total resolution of the gyedeposited in front of the
calorimeter increases withpin the barrel, and reaches a maximum (3%) in the endcap
region with the PreSampler. This behavior reflects the amotimaterial upstream
the calorimeter, shown in figureZ{5]13) in radiation lengtlhss important to note that
in the region of the endcap with the PreSampler the amountadénal upstream the
calorimeter reaches a maximum of about 6 radiation lengthss value is due to the
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presence of the services for the Inner Detector, instaléal the gap between barrel
and endcap in the region at 1.5%) <1.7. In this region the contribution to the total
resolution from the front energy reconstruction is dominan
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Figure 5.13: Material upstream the calorimeter in radiafiengths as a function of. The
red line refers to the geometry adopted for the CSC simulatlze black to one old version of
Athena code, and the blue to the CSC with the “distorted” getoyn

In figure (5.14) the energy deposition of 100 GeV electronthéndifferent layers
of the detector is shown, as a functionmf In green the energy deposited into the
accordion, in black the energy deposited in the materialoughé calorimeter strips
and in red the energy deposited up to the PreSampler. Notd @i®aGeV electrons
can loose up to 30% of their energy in the material upstreac#horimeter, and this
fraction may rise up to 50% for lower energy (25 GeV) electon

In figure (5I5) the resolutioro(E) for all the available electron energies is shown.
The effect of the upstream material on the resolution ilesior all the energies, even
if the lower energies are the most affected.

Figure [E16) shows the sampling tefmand the constant term of the energy
resolution on all they range. The value of the sampling tebmises smoothly on all
the barrel region, going from-10% to ~24% near the crack. In the region of the
endcap with the PreSampler, theéerm rises up to~30%. In the region without the
PreSampler thé term decreases t©20%, reflecting the decreasing of the upstream
material.

The costant ternt is different from zero because we don’t use any correction
for the impact point inside the cell. These corrections dready implemented into
Athena, but was not possible to use them with the calibratits analysis code at
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Figure 5.14: Energy deposited by 100 GeV electrons into iffiereint detector compartments.

the time of these studies. A selfmade implementation of ¢bisections is out of
the aim of this thesis, and a dedicated study would also bessiple due to the low
statistics available. The constant tecis very sensitive to each disuniformity of the
calorimeter, as it is possible to see in the transition negit=0.8.

The achieved linearity is shown in figufe (5. 17), for difierenergies. The linear-
ity is better than 0.7% at alf. Some fluctuations on the maximun deviation from the
linearity are visible at lower energy values and are implatad the low statistic, less
than 500 events for each cell, due to the high rejection fioencalorimeter cuts.
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Figure 5.18: Accordion cluster correction factor for phwdp4n points. A cluster size of 87
is shown in this figures.

5.2 Photon energy reconstruction

5.2.1 Energy reconstruction in the Accordion

The correction for the energy deposited inside the accardlaster is parametrized
as a function of the longitudinal barycenter of the showsrfa the electrons, and
is shown in figure[[5.18) at foun points. The red dashed line is the results of the
parametrization.

The energy deposited outside the cluster is parametrizadwasction of the longi-
tudinal barycenter as for electrons, as shown in figure )5.19
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5.2.2 Calculation of the energy deposited in front of the Acardion

For the reconstruction of the energy deposited in front ef¢hlorimeter by photons
the same calibration scheme adopted for electrons is usedtéat as a photon a par-
ticle that gives an EM cluster in the electromagnetic cabetier without an associated
track in the tracking system. A photon that converts in theditayers of the tracker
(early conversion) and has an associated reconstructddisréherefore classified and
calibrated as an electron. All the photons that don’t havassociated reconstructed
track in the tracking system are analyzed together, indegathy from the fact that
they convert or not. The performances of the calibrationhmétcould be improved
in the future providing dedicated sets of calibration caegfits for the converted pho-
tons as a function of the conversion radius, but the availatdtistic does not allow
this kind of studies.

As in the case of electrons the calorimeter is subdividenltimee region, that will
be discussed in the next.

Barrel Region (0<| n |<1.425)

In the barrel region the usual parametrization of the enelgposited in front of the
calorimeter as a function of the energy deposited into thiealayer of the PreSampler
is adopted. In figurd{5.20) the energy deposited by 100 Gedfqpis in front of the
calorimeter as a function of the energy deposited in the &rgfter is shown, at two
n points. A large fraction of events deposits in the PreShaaveery small energy,
differently from the electron case. This is due to the uneotad or lately converted
photons which deposit a negligible amount of energy in théema in front of the
calorimeter.

Figure [5.21) shows the energy dependence of the offsetlapé, st twan points.

Endcap with the PreSampler (1.55| n |<1.8)

In the region of the endcap with the PreSampler the paramag¢ivn as a function
of the energy in the PreSampler is adopted, as in the bam@nme Two different
populations are present: one population is constitutedhbyunconverted or lately
converted photons, that loose very small energy in fronthef ¢alorimeter, and the
other by the converted photons, that loose up to 25% of thegrgy in front of the
calorimeter. The reduced available statistic forces ueetat this two different families
as one, and the extracted parameters loose the physicaingd@tause they represent
only a mean behaviours. This effect is clearly visible irstregion due to the large
amount of material present in front of the calorimeter, up-8Xg, which magnifies
the different behaviour of the two families. Because of itersg correlation with the
offset parameter, also the fitted slope shows “unphysicatigvior.

The usual energy parametrization of the computed param@ifiset and slope) is
shown in figure[(5.23), fon=1.65.
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Endcap without the PreSampler (1.8| n |<2.5)

In the region of the endcap without the PreSampiek(L.8) the second degree poly-
nomial parametrization of the energy deposited in fronhef¢alorimeter as a function
of the longitudinal barycenter is adopted, as shown in figGr24) atn=2.0 and 100
GeV photons. In figurd{5.25) the energy parametrizatiorhefthree coefficients of
the second degree polynomial is shown.
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Figure 5.26: Energy deposited behind the calorimeter ancifun of the longitudinal barycen-
ter, for 4n points and energy averaged.

5.2.3 Calculation of the energy deposited behind the Accordn

The energy deposited behind accordion is parametrized @scidn of the longitudi-
nal barycenter of the shower, and is shown in figlire {5.26jdor n points.
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Figure 5.27: Photon resolutiow/E) for 100 GeV photons. The total resolution is shown in
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5.2.4 Resolution and linearity

The achieved energy resolution for 100 GeV photons is shaviigure [5.21). In black
the resolution@/E) when all the energy is reconstructed with the proposethatkis
shown; in green the resolution achieved when only the endeposited in the ac-
cordion is reconstructed, and all the others energies &mnthom the Monte Carlo
simulation, is shown. Finally, in red and in blue the resolutchieved when only the
energy deposited in front and behind the calorimeter isnsttacted is shown. In the
case of photons the dominant contribution to the total tégm, over all then range,
comes from the accordion energy reconstruction.

In figure [(5.28) the energy resolution for all the differeneegies is shown. Figure
E.29) shows the sampling tertnand the constant term of the energy resolution,

fitted with the usuag (%) = \/% @ c(%). The sampling ternb of the resolution

goes from~9% of the central barrel region to thé20% near the crack region between
barrel and endcap. In the endcap it is areu2b% in the region with the PreSampler
and~15% in the region without. The constant teots different from zero since we
don’t apply any correction for the impact point, for the sareasons explained for
electrons.

In figure [5.30) the linearity for photons of all the availat#nergies is shown.
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The linearity is within 0.5% almost on all the detector, softoetuations are visible
for lower energies and at higher points, due to the already mentioned statistical
problems.
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5.3 Electron-photon comparison

In these section we will investigate the differences betvibe behavior of photons and
electrons([32], in order to understand if some calibratioaficients can be common
to both patrticle types.

5.3.1 Calibration coefficients

In figure [5.31(d)) the accordion cluster correction fadturelectrons and photons
and the adopted parametrizationnat0.3, are shown. The behavior of electrons and
photons inside the accordion and in the cluster is very simélnd we propose to use
a single set of calibration coefficients for both samples.

In figure [5.31(H0)) the correction for the energy depositetsime the cluster is
shown ain=0.3 : e andy have also similar behavior. This happen only in the barrel
region, as visible in figurd (5.83), where the extracted ficiehts for the out of cluster
correction are shown for all the calorimeter cells. We uszdfore two different sets
of coefficients for electrons and photons.

In figures [5.31(¢)) and (5.31{d)) the energy dependencéefront parameters
and the longitudinal leakage parameters are shown, botefandy, which are ex-
pected to be very different.

The cluster size and patrticle type dependencies of theratibin coefficients are
summarized in tablé(3.2).

Coefficient Cluster Cluster Common Different
Type Dependent Independent ely ely
Front v v
Accordion V V

Out of Cluster Vv Vv
Leakage Vv vV

Table 5.2: Cluster size and patrticle type dependencieseaddhibration coefficients

To reconstruct the energy deposited in front of calorimeeor 9 ( n |<1.8 or
| n |>1.8) parameters are needed. To reconstruct the energyitipiosthe accordion
cluster 3 parameters are needed, and others 2 parameterseated for the energy
deposited out of the cluster. Only two parameters are nedetonstruct the energy
deposited behind the accordion.

For reconstruct the total energy of a particle 13 or 1§ (<1.8 or| n [>1.8)
parameters are needed. Taking into account the clusteraatidle type dependencies
of the calibration coefficients 37 or 48r{ |<1.8 or| n |>1.8) parameters are needed
to calibrate electrons and photons with 3 cluster sizesuasrarized in table[ {5l 3).
For comparison, the calibration methods based on the lodigial weigths needs 4
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Figure 5.31: Comparison between the correction for elestriblack) and photons (red), at

n=0.3

parameters for each particle type and each cluster size, foral of 4x 2 x 3 = 24
parameters, from 13 to 19 parameters less than the catibraiis methods.

5.3.2 n dependence of parameters

As said before, a set of calibration parameters must be geovior each cell of the
calorimeter: the parameters achieved with the describethadewill be shown and
discussed in this section. In black the electron parametiirbe shown, while in red
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Coefficient N ely CL Total
In|<1.8 [n[>1.8 [n|<18 [n[>18

Front 6 9 x2 x1 12 18

Accordion 3 x1 %3 9

Out of Cluster 2 x2 %3 12

Leakage 2 x2 x1 4

Total Energy 13 16 37 43

Table 5.3: Number of calibration coefficients

the photon ones.

Figure [53P) shows the 3 parameters for reconstructingiieggy deposited into
the accordion cluster, starting from the energy deposital the active layer of the

accordion. They vary smoothly all over thherange, including the EndCap region, re-

flecting the uniformity of the response of the calorimetdedions and photons show
similar behavior and we will use one set of calibration pagters. The transition be-
tween the two regions of the barrel calorimeter with diffarhickness of the absorber

gives the disuniformity a=0.8.

Figure 5.32: Cluster accordion correction parameterselectrons (black) and photons (red) .

In figure (5.3B) the parameters for the reconstruction ofghergy deposited out-
side the cluster are shown. The sharp transition=1.8 is due to the variation of the
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lead absorber thickness that influences the lateral denetapof the shower and con-
sequently the energy sharing between the reconstructstecland the cells outside
the cluster.
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Figure 5.33: Out of Cluster Parameters, for electrons @laad photons (red)

Figure [5.34) shows the parameters for the correction fetahgitudinal leakage.
They decrease in the barrel region, accordingly to the tianaof the total thickness
of the calorimeter, and stay small in the endcap region, &iee total thickness of
the calorimeter (up to 40y makes the correction for the energy deposited behind the
accordion negligible.

Figures[[5.3b) and{5.86) show respectively the paraméietise reconstruction of
the front offset and slope parameters in the region of calerer with the PreSampler
0<|n |<1.8. Itis possible to see that the parameters vary smoathheibarrel region,
but more sharply in the endcap region, reflecting the shanatian of the material
upstream calorimeter.

In figures [5.317),[(5.38) an@{5.139) the coefficients for restaucting the first, sec-
ond and third degree parameter for the shower depth paraatein of the energy de-
posited in front of the calorimeter in the region without BPreSampler, 18| n |<2.5,
are shown. The limited statistics (up to 60% of events amctef by the calorimeter
cuts) is responsible for the seen fluctuations. More staisheeded to achieve better
parameters.
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Figure 5.34: Longitudinal leakage parameters, for elestdlack) and photons (red)
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Figure 5.35: Coefficients for the front offset energy partimation, 0<| n |<1.8, for electrons
(black) and photons (red)
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Figure 5.36: Coefficients for the front slope energy paraizegion , 0<| n |<1.8, for electrons
(black) and photons (red)
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Figure 5.37: Parameters for the offset coefficient energgrpatrization, 1.&| n |<2.5, for
electrons (black) and photons (red)
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Front Slope Parameters 0§

Figure 5.38: Parameters for the first degree coefficientggnearametrization, 18| n |<2.5,
for electrons (black) and photons (red)
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Figure 5.39: Parameters for the second degree coefficiesrggrparametrization, 18
n |<2.5, for electrons (black) and photons (red)
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5.4 Athena package

The proposed method has been included into Athena: it has ioggemented as a
CaloClusterCorrectiorand all the calibration coefficients, computed as explained
the previous sections, are in the python file naf@atbSwCalibHitsCalibrations/1.py,
containing six different sets of coefficients:

1. CaloSwCalHitsAccordianwl_XX : corrections for the energy deposited into the
accordion in the cluster

2. CaloSWCalHitsOutOfConel _eleXX : corrections for the energy deposited into
the accordion out of the reconstructed cluster

3. CaloSWCalHitsLongLeakagél ele : corrections for the energy deposited be-
hind the accordion

4. CaloSWCalHitsEfronbffsetvl_ ele : corrections for the energy deposited in
front of the calorimeter, offset coefficients

5. CaloSWCalHitsEfronslopevl_ele : corrections for the energy deposited in
front of the calorimeter, slope coefficients

6. CaloSWCalHitsEfronP2v1 ele : corrections for the energy deposited in front
of the calorimeter, second degree polynomial parameterhéoshower depth
parametrization, only fon >1.8.

The “XX” in the name of correction stays for the cluster sizdjile the suffix
“ele” stays for electron and will be replaced with “pho” iretiphoton calibration file.
Accordingly with table [ER), all the corrections with thalp exception of number
1 are particle type dependent, and the first two correctientlae only cluster size
dependent.

5.4.1 Results with the full Athena Reconstruction

We reconstruct all the available samples of electrons amdopis running the offi-
cial Athena reconstruction code, and using both calibratieethods, to compare the
performances.

The Calibration Hits parameters for the barrel region armagoted from the Milan
group, while the coefficients for the endcap are providedh®y Madrid group: all
the parameters (computed as explained in the previoumssgtand consequently the
method performances, must be taken as preliminary.

In the present Athena implementation of the code for CaiibneHit analysis we
can only make use of the calorimeter cuts to clean the sarbptguse the identifi-
cation cuts based on the tracker informations are not yaladka. For this reason a
more severe set of calorimeter cuts were applied to the ssmgiving rise to some
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statistical problems that force us to give the results, lbesiolution and linearity, only
for groups of 4 cells, and not cell by cell as in the previoualgsis.

In the next plots the result achieved using the calibratiethod based on longitu-
dinal weights are shown in black, while the ones with thel@ation Hit based method
are shown in red.

The reconstructed energy distributions achieved for 10¥ @kectrons running
the full Athena reconstruction code are shown, as an examplgures [5.4D) and
&.41), forn bins of An =0.1. The energy profiles shapes are very similar using both
calibration methods, and the fitted mean values show maxirmiffierences in the
order of 3-4 per mille over all the) range. Similar results are achieved for the others
available energies.

The sampling ternio and the constant termof the energy resolution, fitted with

the usual‘@(%) = \/% +¢(%), are shown in figurd{5.42). The two calibration

methods provide similar results, both for the sampling amlséant term. The sam-
pling termb rise from the 10% in the barrel region to the 30% in the endegjon, as
already discussed in the previous sections.

The linearity achieved with the two calibration methodshiewn in figure [5.4B),
for all the various energies: is possible to see that the twthods give comparable
results for energies lower than 100 GeV, while at higher giesrthe Calibration Hits
based method gives a better reconstruction of the energy Lot
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Figure 5.40: Reconstructed energy distributions for 10¥ @kectrons, fom bins ofAn =0.1.
In black are shown the results with longitudinal weightlsediion, while in red the Calibration
Hits results are shown.
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Figure 5.41: Reconstructed energy distributions for 10¥ @kectrons, fom bins ofAn =0.1.
In black are shown the results with longitudinal weightlsgdiion, while in red the Calibration
Hits results are shown
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5.5 Sensitivity to the amount of material in front of the
calorimeter

To test the sensitivity of the proposed calibration methwgddssible underestimation
of the amount of material in front of the calorimeter somedgts have been done.

The amount of material in front of the calorimeter is a cruparameter to well
determine the g/energy. To mimic the effect of a possible underestimatiahefront
material we are using sets of coefficients for the front epeegonstruction extracted
for cells with different amount of upstream material.

We select the region with 0<9 n |<1.2, in which a smooth variation of the ma-
terial in front on calorimeter is present. We start recamstion the energy aj=1.2
with all the coefficients calculated for this cell, achiayitihe better energy resolution
and linearity possible, shown in the first line of tafle 15.A) n=1.2 about 4.5 X of
material is present in front of the calorimeter. Then we rextnuct the energy aj=1.2
using all the parameters for this cell, except for the onesife reconstruction of the
energy deposited in front of calorimeter, that are takemficells with less material
upstream calorimeter, like the ones with cell centeq=t.175, 1.075, 1.0 and 0.9. In
this way we can test the effect of an underestimation of theen@h in front of the
calorimeter on the performances of the calibration method.

In table [5.4) the results are shown for two electron ensrdb GeV and 100 GeV.
The largest variation of the amount of material in front of ttalorimeter, about 0.5X
that correspond to a percentual variation of 12.5% in thérewith 0.9<| n |<1.2,
implies a worsening of the energy resolutidh) (©f ~5.3% at 25GeV and 0£2% at
100 GeV. The linearity vary almost of 1% at both energies.

The proposed method gives good results in term of energyutso and linearity
also with an underestimation of the material in front of tladocimeter up to~10%,
large amount probably not realistic in the Atlas experiment

FrontPam X(Xo) AX(%)| 2 AR)(%) L®) | 2 AR)(%) L%)
E=25GeV E=100GeV
1.200 4.50 - | 339 - 0.1 | 1.90 - 0.1
1.175 440 25 (343 118 0.2]1.91 0.0 0.2
1.075 435 375|345 147 03192 1.05 0.2
1.000 415 875|354 440 0.4|193 157 0.4
0.900 400 125|357 530 0.9]1.94 210 0.5

Table 5.4: Sensitivity to the material in front of caloriraet Energy resolution and linearity

for 25 and 100 GeV electrons gt1.2. The first line shows the results with all the calibratio

coefficients extracted for the cell gt1.2, while the other lines show the results for energy re-

construction aj=1.2 achieved using all the parameters for this cell exdeptront parameters,
that come from cells at thg points shown in the first column.



Conclusions and Perspective

The Atlas LAr electromagnetic calorimeter is designed tovpie a precise measure-
ment of electrons and photons energies, in order to meeétherements coming from
the LHC physics program. This request of precision makesmapt to understand
the behavior of the detector in all its aspect. Of fundamantportance to achieve
the best possible performances is the calibration of the Bldrigcneter, and this is the
topic of this thesis.

With detailed Monte Carlo simulations of single electrond @hotons in the Atlas
detector, we find a method to calibrate the electromagnataricneter, based only on
the informations that come from it. All the informations dee to develop a calibra-
tion method come from the simulations made with the techamiguthe Calibration
Hits, that allows to know the energy deposited in all the mateiiadide the detector
volume, and not only in the active layer of each subdeted@assible in the standard
simulations, as explained in chapter (3). This techniqgeired a big effort for the de-
velopment of all the algorithms, because at the time of tisésfrounds of simulations
the standard reconstruction code could not work on the icidn hits informations.

The simulations can be grouped into four rounds, with déiférconditions to dis-
entangle different effects and allow to study in detail thevgering process inside the
calorimeter.

First step was to study a possible calibration scheme, anstavein the simplest
possible condition: electrons hitting the center of a meddbmpartment cell, with-
out the magnetic field in the inner detector region. Detadiedtly on this simulations
allows us to find a possible calibration procedure, as dssdis great detail in the sec-
tion (41). In this simple condition the performances ofélectromagnetic calorimeter
barrel have been tested, giving good results in term of gn@sgplution and linearity,
with a sampling term varying in from the 10% to the 15% and the linearity within
0.5%.

Second step was to introduce the effect of the impact poittte@particles inside
the cell on the reconstructed energy. This was done sinmglalectrons with the
impact point on the calorimeter spread uniformly over thi isiddle compartment
cell, without the magnetic field in the inner detector. Sésdon the reconstruction of
the barycenter of the shower and its comparison with the Isitadn andg positions
have been done, as discussed in secfion (4.2). Two mocdwsatio the reconstructed
energy, due to thg andg positions of the impact point inside the cell, are studied an
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two correction were included in the method. The performarafeéhe method in term
of energy resolution and linearity are slightly affectedbg impact point modulations:
the resolution goes from 10% to 17% in the barrel region, &itmearity better than
0.5%.

The third step in our analysis was to introduce the magnetid in the inner detec-
tor region. This is the normal condition in the Atlas expezmhand need to be studied
in great detail. The effect of the magnetic field on the shaveselopment is to deflect
the particles of the shower in thgdirection, and this effect can be very large for low
energy electrons, that can be deflected up to 4 middle cethwithe largest effect of
the magnetic field is on the electrons that emit hard bremislstng photons: in this
case the presence of two different clusters in the caloemstevident and introduce
large errors in the evaluation of the energy deposited detiie cluster. This problem
is solved with a new method for the reconstruction of the gnéeeposited outside the
cluster and it is discussed, together with other detailgHerevents selection, in sec-
tion (4.3). The method performances are a little worse: ltggm from 10% to 17%
and linearity within 0.5%, excluding the 5 GeV electrons.

The first three steps of analysis are done on private datalssgthave been sim-
ulated with big effort on the Milan computing facility. Witime aim of including the
proposed calibration procedure in the Athena frameworkfagesed on the analysis
of the data available from the central production, the CS@nf@guting System Com-
missioning) data set, that become available in 2007 andcasmall the informations
from the calibration hits that are required for the proposatibration method. This
CSC data sets are simulated with the newest detector geparadrare digitized to
simulate in the best way the real data that will be given bydékctor in the actual
operative condition of Atlas. Different energies have beenulated, both for elec-
trons and photons, covering uniformly the fgllrange of the calorimeter, including
also the two endcap regions not simulated before for theduntomputing resources
available.

The method proposed shows good results both for electrahplastons, and over
all then range of the calorimeter, as discussed in chajifer (5), wiherelifference
between the two particle type and the difference in the replhe various region of
calorimeter are discussed.

Finally the proposed calibration method is implementedhenAthena framework,
and can be used as an alternative to the standard calibra@thod based on the longi-
tudinal weights. The performances of the preliminary imnpdmtation of the proposed
calibration method are shown in chaptér (5), in comparisidh the performances of
the other calibration method.

The method proved also to be not very sensitive to an underason of the ma-
terial in front of the calorimeter: a 10% of variation of thpaiream material, change
the resolution for 100 GeV electrons of 2% and the linearft9.6%.

Some questions are still open and need more investigatpossible only with
larger statistic:



Chapter 5. CSC data set analysis 147

study of a calibration strategy for photons convertingiiecent radius

define a calibration method in the crack region

 study new parametrization to improve the performancesefrhethod in the
region of the endcap without the PreSampler

* study low energy (10 GeV) patrticles

The proposed method gives, in its first implementation intieefRa, results compa-
rable with the ones provided from the other calibration mdtbased on longitudinal
weights. The parameter extraction, and consequently thleadg@erformances, can be
improved, provided that larger statistic will be availablde Cern comunity of liquid
argon detector have largely approved this new calibratiethird, that is recognized
as a valid alternative to the standard calibration method.
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