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Abstract

A search for the resonant production of top quark pairs in proton-proton collisions at

a center-of-mass energy of 8 TeV is presented. The Large Hadron Collider delivered

14 inverse femtobarns of collision data which were collected by the ATLAS detector.

The lepton plus jets final state is used, and the top pair invariant mass spectrum

is probed for local excesses above the Standard Model background prediction. No

evidence for resonant top pair production is found. 95% credibility limits are set

on the cross section times branching ratio of two signal benchmarks. A narrow

leptophobic topcolor Z ′ boson decaying to top quark pairs and the Kaluza-Klein

excitation of the gluon in a Randall-Sundrum model are excluded for masses below

1.8 and 2.0 TeV, respectively. The expected sensitivity to new physics at ATLAS

with proton-proton collisions delivered by a High Luminosity Large Hadron Collider

is also presented. The feasibility of analyses studying vector boson scattering, exotic

resonances, and an extended Higgs sector with up to 3000 inverse femtobarns of

integrated luminosity is investigated based on the fast simulation of proton-proton

collisions at a center-of-mass energy of 14 TeV.
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1

Introduction

The Standard Model has been immensely successful at describing experimental re-

sults in particle physics. The recent discovery of the Higgs boson was the latest

observation to confirm what it had predicted well in advance.

However, the Standard Model is known to be an incomplete description of nature.

Colliders such as the Tevatron and the Large Hadron Collider have been assembled

to test the Standard Model at high energy scales in search of discrepancies between

its predictions and experimental observation. Although no significant deviations

between the two have yet been exposed in the realm of particle physics, dark matter,

gravity, and the hierarchy problem all hint that there is a more fundamental theory

waiting to be uncovered.

The top quark is peculiar among the fermions in that its mass is on the order of

the weak energy scale. This not only makes it an interesting subject of study in and

of itself, it suggests that it may have a larger role to play than it has been given in

the Standard Model. In this thesis a search for the resonant production of top quark

pairs beyond the Standard Model in proton-proton collisions is presented. Collision

data were collected from the Large Hadron Collider with the ATLAS detector, and
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the subsequent analysis and interpretation of these data are presented herein.

The document is organized as follows. Chapter 2 introduces the Standard Model

(SM) as well as extensions to the Standard Model that are tested in this thesis.

The physics of proton collisions and the production of top quark pairs at the Large

Hadron Collider (LHC) are also discussed. Chapter 3 describes the two primary

components of the experimental setup: the LHC and the ATLAS detector. The

ATLAS subdetectors are discussed in detail. Monte Carlo (MC) techniques are

employed to simulate LHC proton collisions and the interactions of the resulting

particles with the experimental apparatus. This is described in Chapter 4. The

reconstruction of particles traversing ATLAS is discussed in Chapter 5. The focus of

this thesis is Chapter 6, in which a search for resonant top pair production beyond

the Standard Model (BSM) is presented: the analysis strategy, estimation of the

background processes, uncertainties in the measurement, and final results. Chapter 7

describes techniques developed for the reconstruction of energetic top quarks. Finally,

Chapter 8 details studies of the expected ATLAS sensitivity to BSM physics under

the High Luminosity LHC upgrade scenario.
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2

Theoretical Background

This chapter gives a brief introduction to the Standard Model, models beyond the

Standard Model relevant to this thesis, and the physics of proton collisions.

2.1 The Standard Model

The Standard Model (SM) of particle physics is the most widely accepted theory for

predicting the interactions of elementary particles. It describes all known fundamen-

tal particles and the strong and electroweak forces.

2.1.1 Particles and interactions

Particles in the SM are split into two categories: fermions with half-integer spin and

bosons with integer spin. The fermions are further divided into those that have color

and interact via the strong force (quarks), and those that do not (leptons). There are

three generations of both quarks and leptons which are generally grouped in order

of increasing mass. This is shown in Table 2.1. Quarks have non-integer charge and

are grouped into “up-type” (u, c, t, with charge +2/3) and “down-type” (d, s, b,

with charge −1/3) varieties. Leptons are grouped by their charges: electrons (e),

3



Table 2.1: The Standard Model fermions.

Quarks
u+2/3 c+2/3 t+2/3

d−1/3 s−1/3 b−1/3

Leptons
e− µ− τ−

νe νµ ντ

muons (µ), and tau leptons (τ) carry negative charge, and there is a corresponding

chargeless neutrino (ν`) for each charged lepton. Antiparticles have identical masses

but opposite charges. The fermion type is sometimes referred to as its flavor.

There are four vector bosons in the Standard Model which mediate interactions

between particles. Gluons (g) interact with quarks and other gluons through the

strong force described by quantum chromodynamics (QCD); they are massless. Pho-

tons (γ) and the massive weak bosons (W±, Z) mediate the electroweak interaction,

a unification of the electromagnetic and weak theories by Glashow, Salam, and Wein-

berg [1, 2, 3]. The W and Z bosons interact with all fermion flavors and each other.

Photons are massless and only couple the charged fermions and the W boson.

The Higgs boson, which was the last predicted SM particle that had not been

confirmed, was recently observed by experiments using collision data from the Large

Hadron Collider (LHC) [4, 5]. In the SM, interactions with the Higgs field are

responsible for the masses of quarks, charged leptons, and the W and Z bosons.

2.1.2 Quantum chromodynamics

Quantum chromodynamics describes the interactions of particles with a color quan-

tum number: the quarks and gluons. Its dynamics are determined by the SU(3)

gauge symmetry group. Quarks and gluons have never been observed as free par-

ticles; rather, they hadronize into mesons and baryons on the timescale 1/ΛQCD,

where ΛQCD ∼ 200 MeV is the QCD scale. All mesons and baryons (or, collectively,

hadrons) are color singlet.
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The strength of QCD interactions is dictated by the strong coupling, αS, which

runs with the square of the momentum transfer, Q2, between interacting particles.

For interactions with a low momentum transfer αS is large, and QCD predictions are

difficult to calculate due to the non-perturbative nature of the interaction. At high

momentum transfer, however, αS is sufficiently small for the computation of rigorous

perturbative predictions. The coupling αS diverges in perturbation theory at ΛQCD.

2.1.3 Electroweak interactions

The Standard Model electroweak theory is governed by the SU(2)L×U(1) symme-

try groups that characterize the interactions of the electroweak vector bosons with

quarks and leptons. The generators of these groups are the weak isospin, T , and

the hypercharge, Y = 2(Q − T3), where Q is the electric charge and T3 is the third

component of the weak isospin operator. g1 and g2 are the couplings corresponding

to the U(1) and SU(2)L symmetry groups.

The physical gauge boson fields can be written in terms of the pure SU(2)L and

U(1) bosons, W i
µ and Bµ:

Aµ = Bµ cos θW +W 3
µ sin θW (2.1)

W+
µ =

1√
2

(W 1
µ − iW 2

µ) (2.2)

W−
µ =

1√
2

(W 1
µ + iW 2

µ) (2.3)

Zµ = −Bµ sin θW +W 3
µ cos θW (2.4)

where Aµ is the photon field, W±
µ are the W boson fields, Zµ is the Z boson field, and

θW = arctan(g1/g2) = arccos(mW/mZ) is the weak mixing angle. Since the SU(2)L

symmetry only applies to left-handed fermions, right-handed fermions do not interact

with the W bosons and only interact with the Z boson through the original U(1) Bµ
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boson.

The Higgs mechanism describes the process of electroweak symmetry breaking

(EWSB), by which the W and Z bosons acquire mass. As a direct result, the Higgs

boson emerges as an excitation above its vacuum expectation value, v. A summary

of the fermion Yukawa couplings, yf , to the Higgs is shown in Figure 2.1 [6]. Fermion

masses are defined in terms of the Yukawa couplings as

mf =
v√
2
yf . (2.5)

Figure 2.1: Yukawa couplings of the quarks and charged leptons to the Higgs
boson, yf = mf/(v/

√
2). Note the range of the scales covered. The top quark is the

only fermion with a Yukawa coupling on the order of the weak scale, v/
√

2 [6].
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2.2 Models with tt̄ resonances

Although the Standard Model has been very successful at predicting and describing

recent experimental results in particle physics, it does not explain all known physi-

cal phenomena. The gravitational force is yet to be successfully integrated into the

framework of quantum field theory (QFT), and dark matter, dark energy, the asym-

metry between matter and antimatter, and the discrepancy between the electroweak

(∼ 1 TeV) and Planck (∼ 1016 TeV) scales (the hierarchy problem) all pose questions

that the Standard Model cannot answer at present.

Numerous models which tackle one or more of these issues have been developed,

and a subset of these predict significant deviations from the Standard Model at

the TeV scale. Colliders such as the Tevatron and the LHC and their associated

detectors aim to carefully probe the predictions of new models by producing very

energetic particle interactions. Two such models that are used as benchmarks in the

tt̄ resonances search presented in Chapter 6 are introduced in the following sections.

2.2.1 Massive Z ′ boson through topcolor assisted technicolor

The top quark’s large mass suggests that it may play a role in the mechanism for elec-

troweak symmetry breaking. Topcolor assisted technicolor models generate EWSB

through the formation of a condensate of top quarks [7, 8, 9].

In these models, there are two SU(3) gauge symmetry groups, one which couples

preferentially, for example, to the first- and second-generation quarks (SU(3)1), and

one preferentially to the third (SU(3)2). These symmetries are broken to yield the

SU(3)QCD gauge symmetry of the strong interaction: SU(3)1×SU(3)2 →SU(3)QCD.

However, this formulation predicts degenerate masses of the top and bottom

quarks at approximately 600 GeV [10]. Various corrective methods have been im-

plemented to break the mass degeneracy and reduce the top mass to its observed
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value. The salient feature of each of them is the introduction of, and subsequent

breaking of, additional U(1) gauge symmetry groups. These new symmetry groups,

U(1)1 and U(1)2, also couple preferentially to the first two generations and the third

generation, respectively, and are broken to yield the U(1) gauge symmetry of the

Standard Model: U(1)1×U(1)2 →U(1)Y . This gives rise to a new massive vector

boson that, in order to break the degeneracy of the top and bottom quarks with the

appropriate mass hierarchy, results in an attractive force for tt̄ condensates and a

repulsive one for bb̄ condensates. Due to its similarities with the SM Z boson—it is

a neutral, massive vector boson—it is referred to as a Z ′ boson.

There is some freedom in the model: the pairing of generations in the symme-

try groups is arbitrary. The combination with the most enhanced production cross

sections at a proton collider makes the first and third generations couple strongly to

the first SU(3)1×U(1)1, while the second generation of quarks to the second set of

symmetry groups. This is named Model IV in Ref. [11].

The width of the new Z ′ boson is also a free parameter in the model. Figure 2.2

shows the cross section times branching ratio of the topcolor Z ′ boson decaying to

tt̄ pairs for
√
s = 8 TeV proton-proton collisions.

2.2.2 Kaluza-Klein gluon excitation in Randall-Sundrum models

In the Standard Model, particle fields are confined to the conventional four dimen-

sions of space-time. However, the possibility of small, compact additional spatial

dimensions has not been ruled out by current experiments. The momentum of a

particle propagating in an extra dimension will manifest itself as apparent additional

mass, and the mass spectrum will be discrete if the dimension is compact. These

discrete modes are called Kaluza-Klein excitations [12, 13].

Randall-Sundrum (RS) models address the hierarchy problem through the intro-

duction of warped extra dimensions [14]. The extra dimension, or “bulk,” connects
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Figure 2.2: Cross sections times branching ratios of the topcolor Z ′ → tt̄ in
√
s =

8 TeV proton-proton collisions for various masses and widths of the new boson [10].

the usual TeV scale space-time, the infrared (IR) “brane,” with the observed spec-

trum of particle masses to a Planck scale UV brane, on which the gravitational and

electroweak scales are unified. The metric in this space is defined as

ds2 = e−2k|y|ηµνdx
µdxν − dy2, (2.6)

where k is the curvature of the warped extra dimension, and y is the coordinate in

the extra dimension. y = 0 is defined as the location of the UV brane, and the IR

brane is at y = r.

Due to the exponential dependence of the metric on y, masses on the TeV scale

brane, m, are related to the more fundamental masses on the Planck scale brane,

m0, by

m = e−krπm0. (2.7)

Standard model particles are mostly localized close to the UV brane to account for
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their small masses; the top quark is accordingly farthest from y = 0.

The first indication that such an extra dimension exists will likely be through

observation of the Kaluza-Klein excitation of Standard Model fields in the bulk. At

the LHC, the production of high-energy gluons makes the bulk excitation of the gluon

(gKK) have a relatively higher cross section than other excitations. Since the gluon

excitation is localized near the IR brane, the wave function overlap between the gKK

and the top quark is much higher than its overlap with other particles. Therefore,

the dominant decay mode of the Kaluza-Klein gluon in this particular model is to tt̄

pairs, provided the mass of the first excitation is at least twice mtop.

Figure 2.3 shows the total production cross section of Kaluza-Klein gluons and

their branching ratios for this model as a function of the apparent mass of the

excitation.
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Figure 2.3: The production cross section (left) and branching ratios (right) of
Randall-Sundrum Kaluza-Klein gluon excitations in LHC proton-proton collisions
as a function of the gKK mass [15].

2.3 The physics of proton collisions

Protons are composite particles, made up of constituent quarks and gluons which, at

sufficient momentum transfer, individually undergo interactions with other particles.

10



In proton collisions these interactions are described chiefly by quantum chromody-

namics.

2.3.1 Low-Q2 QCD at the LHC

Although the LHC was designed to probe physics at center-of-mass energies well

above ∼ 10 GeV, most proton collisions at the LHC involve momentum exchange

that is below this scale. When low-energy collisions take place simultaneously with

the high-energy collisions, their effect on the reconstruction of the high-energy colli-

sion must be taken into account. These simultaneous collisions are known as pile-up

events, and their cross sections and kinematics are calculated using models imple-

mented with Monte Carlo techniques [16].

2.3.2 Hard scatter events

At high momentum transfer, the collision of two protons can be treated as a direct

interaction between their constituent quarks and gluons (partons). To model this

correctly, the internal structure of the proton must be understood.

This is chiefly accomplished through the deep inelastic scattering (DIS) of a lepton

and a proton. In DIS experiments, a lepton interacts directly with a parton inside the

proton; the interaction cross section and scattered lepton kinematics as a function

of the momentum transferred are sensitive to the proton’s structure. The data from

ep experiments (e.g. ZEUS and H1 at HERA [17]), µp experiments (BCDMS [18],

E665 [19]), and νp experiments (CHORUS [20], NuTeV [21]), are used to derive

parton distribution functions (PDFs). PDFs describe the probability of a parton of

a certain flavor to carry the fractional momentum, x, of the proton at a momentum

transfer Q2.

Results from fixed target experiments, lepton-proton colliders, and hadron col-

liders (primarily for high-Q2) are combined and fit to obtain an accurate repre-
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sentation of the proton structure over a range of x and Q2. Figure 2.4 shows the

MSTW2008NNLO PDFs [22] at two exemplary energy scales.

Figure 2.4: Distributions of x times the parton distributions f(x) and their as-
sociated uncertainties using the MSTW2008NNLO parameterization at a scale of
10 GeV2 (left) and 10,000 GeV2 (right) [23].

2.3.3 Top quark pair production and decays

High-Q2 collisions at the LHC produce a variety of final state particles at different

rates. Figure 2.5 summarizes the cross sections of a selection of the SM processes as

a function of the center-of-mass energy of the collision.

At leading order there are two primary production processes for tt̄ pairs: quark-

antiquark annihilation and the fusion of two gluons. Gluon-gluon fusion accounts

for about 80% of the tt̄ production cross section at the LHC. The diagrams corre-

sponding to these processes are shown in Figure 2.6. The total tt̄ cross section with
√
s = 8 TeV proton-proton collisions is 238.1+23.3

−25.2 pb at next-to-next-to leading order

according to HATHOR [25].
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Figure 2.5: Production cross sections of selected SM processes in proton collisions
as a function of the proton-proton center-of-mass energy [24]. Processes whose pro-
duction is dominated by QCD interactions are colored red or blue. Electroweak
processes are green and magenta.

The mass of the top quark as measured by the Tevatron experiments is 173.20±

0.87 GeV [26], and its lifetime is on the order of 10−24 s. Since its lifetime is smaller

than the QCD timescale, 1/ΛQCD, the top quark does not hadronize, but immediately

decays to a W boson and a b quark with a branching fraction of greater than 99.9%.

Because of this, the top quark decay mode is almost entirely dependent on the decay

of its W boson daughter.

W bosons decay approximately 10% of the time to each charged lepton and its

corresponding neutrino. The other 70% of W decays result in a quark and antiquark

of different flavors. Given the W boson decay modes, about 44% of tt̄ pairs result

in the production of exactly one lepton. Figure 2.7 illustrates the tt̄ decay modes

pictorially.

13



Figure 2.6: The dominant production modes of tt̄ pairs at the LHC [27]. The
left-most diagram illustrates quark-antiquark annihilation to produce tt̄ pairs. The
other three plots, from left to right, show s-, t-, and u-channel tt̄ production from
the fusion of two gluons.

tt̄ events are therefore characterized by the production of two high-pT b quarks

and two W bosons. The analysis presented in Chapter 6 reconstructs tt̄ pairs in

the single lepton channel, in which one W boson decays to a charged lepton and a

neutrino and the other to two quarks.

Since the initial state particles in proton collisions are quarks and gluons, leptons

and neutrinos are only created through electroweak processes at the LHC. The

dominant non-tt̄ background process which mimics tt̄ events in the single lepton

channel is W+jets production, wherein the W boson decays leptonically. Although

the W+jets→ `ν+jets cross section is larger than that of tt̄ at the LHC, additionally

searching for a final state consistent with 4 quarks, two of them being high-pT b

quarks, reduces the W+jets background significantly.
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3

The Large Hadron Collider and the ATLAS
Detector

3.1 The Large Hadron Collider

The Large Hadron Collider accelerates two beams of protons to 4 TeV each, produc-

ing collisions at a center-of-mass energy of 8 TeV. Its single-beam energy is expected

to reach 6.5 TeV in 2015 operations. The LHC is located at the European Council

for Nuclear Research (CERN) campus, near Geneva, Switzerland, and its beamline

ring is 27 km in circumference and buried between 50 and 175 m under parts of both

Switzerland and France.

Protons are initially accelerated linearly by the Linac 2, then are ramped up

in energy by the Proton Synchrotron Booster, the Proton Synchrotron, and the

Super Proton Synchrotron, and finally are deposited into the main LHC beam pipes.

Superconducting dipole and quadrupole magnets respectively bend and focus the

beams. Protons move in bunches around the ring, and each bunch is about 30 cm

long; almost 3000 bunches can travel around the ring at a given time.

The two beams circulate counter to each other and are crossed at four interaction
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points where collisions occur. In 2012 data taking, an average of approximately 20

proton-proton interactions took place for each pair of bunches that crossed at these

locations. Four primary detectors are arrayed around the ring at the interaction

points. Two of these, ATLAS and the Compact Muon Solenoid (CMS), are general-

purpose detectors capable of probing a wide variety of physics processes. The data

presented in this thesis were collected with the ATLAS detector, which is discussed

in detail below.

3.2 The ATLAS Detector

The ATLAS (A Toroidal LHC ApparatuS) detector measures properties of final

state particles created by the LHC’s proton-proton collisions [28]. A schematic of

the detector is shown in Figure 3.1. The ATLAS coordinate system, its three major

sub-detectors (the inner detector, calorimeters, and muon system), and the trigger

system are described in this chapter.

Figure 3.1: Schematic of the ATLAS detector

17



3.2.1 Coordinate system

ATLAS uses a right-handed coordinate system with the origin defined by the location

of the nominal interaction point. The z-axis is aligned with the beam, the positive

x-axis points from the interaction point to the center of the LHC ring, and the

positive y-direction is defined upwards. The azimuthal angle, φ, is measured from

the positive x-axis around the beam, with the positive y-axis at φ = π/2; the radial

distance is given by R =
√
x2 + y2. The polar angle, θ, is measured from the positive

z-axis with the x-y plane at θ = π/2. The rapidity, ξ = ln
√

(E + pz)/(E − pz), is

a convenient angular coordinate because differences in ξ are Lorentz invariant under

boosts along the beam axis. For massless particles, this reduces to the pseudorapidity,

η = − ln tan(θ/2) = ln
√

(|p|+ pz)/(|p| − pz). The angular distance measure ∆R =√
∆η2 + ∆φ2 is similarly invariant.

The detector is split into three regions: one central barrel region (|η| < 1.5)

and two forward (|η| > 1.5) end-cap regions. Transverse quantities, e.g. the trans-

verse momentum pT and transverse energy ET , incorporate only vector components

projected onto the x-y plane unless stated otherwise.

3.2.2 Inner detector

The ATLAS inner detector (ID) tracks charged particles as they leave the interac-

tion vertex. It is made up of three subsystems: the Pixel Detector (pixels), the

Semiconductor Tracker (SCT), and the Transition Radiation Tracker (TRT). Fig-

ures 3.2 and 3.3 show schematics of the inner detector barrel and end-cap regions,

respectively.

The entire inner detector is surrounded by a large solenoid magnet which induces a

nearly-constant 2 Tesla magnetic field in the z direction. The transverse momentum

of a charged particle traversing the inner detector is directly proportional to the
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Figure 3.2: Schematic of the ATLAS inner detector barrel region with a central
track traversing the inner detector subsystems

radius of curvature of its track.

3.2.2.1 The pixel detector and silicon tracker

The pixel subsystem is closest to the beam pipe and is composed of three layers

of silicon, each pixel measuring approximately 50 µm × 400 µm in the R-φ and z

directions, respectively. There are more than 80 million readout channels, one for

each pixel. In the central region of the detector, the pixels form concentric cylinders

around the beam pipe; they are arranged in disks perpendicular to the beam in

the end-cap regions. Due to its granularity, very precise position measurements are

possible, with an intrinsic resolution of 10 µm in the φ direction and 115 µm in the z

(R) direction in the barrel (end-cap). The first pixel layer is about 50 mm from the
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Figure 3.3: Schematic illustrating the ATLAS inner detector end-cap region with
forward (η = 1.4 and η = 2.2) tracks traversing the inner detector subsystems

center of the beam pipe. Its proximity to the interaction point is especially useful for

differentiating tracks which originate at the primary interaction from decays-in-flight.

The SCT surrounds the pixel detector and is comprised of about 6 million chan-

nels read out from strips of silicon. There are four double-layers of strips, allowing for

a possible eight crossings by each track. The closest of these layers is approximately

300 mm from the beam. The intrinsic resolution of each strip detector is 17 µm in

φ and 580 µm in z (R) in the barrel (end-cap).

3.2.2.2 Transition radiation tracker

The TRT is the largest inner detector subsystem, filling the space between 0.5 m

and 1.0 m from the beam out to |η| = 2.0. It is made of long 4 mm-diameter straws

filled with a mixture of Xe (70%), CO2 (27%), and O2 (3%) gas. The TRT is divided

into four sections: two in the barrel region separated by the z = 0 plane and one

in each end-cap. Straws are oriented parallel to the beam in the barrel and arrayed

radially outward in the end-caps. Beyond this course segmentation in z, only R-φ

information is available for each hit in the TRT; the intrinsic R-φ resolution per

straw is 130 µm.
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As a charged particle moves through a TRT straw it ionizes the enclosed gas.

The resulting free electrons drift to the central anode wire, further ionizing the gas

as they do so. Drifting ions induce a current on it which is subsequently read out.

Thin layers of polypropylene foam fill the space between TRT straws to produce

transition radiation, causing photons to be emitted as charged particles cross the

boundary between materials with different indices of refraction. The amount of

radiation emitted at the material interfaces grows with the γ-factor of the charged

particle.

3.2.3 Calorimeters

The ATLAS detector has two calorimeter subsystems: the electromagnetic (EM)

calorimeter and the hadronic calorimeters (HCAL). Their coverage reaches to |η| =

4.9, and their design is complementary to that of the inner detector for the purpose

of precision electron, photon, jet, and Emiss
T measurements. It is important that elec-

tromagnetic and hadronic showers are fully-contained by the respective calorimeter

for accurate particle reconstruction and to prevent punch-through into the muon

system. The calorimeters are a total of 11 interaction lengths (λ) thick at η = 0,

which allows them to adequately perform in both respects.

3.2.3.1 Electromagnetic Calorimeter

The EM calorimeter is sectioned into one barrel (|η| < 1.475) and two end-cap

(1.375 < |η| < 3.2) regions. It is made up of alternating absorbing (lead) and active

(liquid argon) layers arranged in an accordion pattern as shown in Figure 3.5. This

layout provides uniform resolution in φ while avoiding cracks in coverage due to

electronics and other services. In total, the EM calorimeter is approximately 22

radiation lengths (X0) thick in the barrel and more than 24 X0 in the end-caps.

There are three active layers for 0 < |η| < 2.5 (the precision measurement region)
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Figure 3.4: Schematic of the ATLAS calorimeters

and two at higher eta, 2.5 < |η| < 3.2. Corrections for electron and photon energy

losses in the inner detector are made using a liquid argon presampling layer out to

|η| = 1.8.

In order to achieve good angular resolution, the closest layer to the inner detector

is finely granulated, particularly in η (∆η×∆φ = 0.0031× 0.01 for |η| < 1.40). It is

approximately 4 X0 thick. The primary sampling layer surrounds the first layer and,

at 16 X0 thick, absorbs most of the energy from the electromagnetic shower. It is less

finely segmented in η than the first, but more so in φ (∆η ×∆φ = 0.025× 0.025 for

|η| < 1.40). The third layer is more coarsely segmented (∆η ×∆φ = 0.050× 0.025),

but provides further containment and longitudinal shower shape information.

The design energy resolution of the EM calorimeter for electrons and photons in
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Figure 3.5: Schematic of the electromagnetic calorimeter accordion structure

both the barrel and end-caps is given by

σE
E

=
10%√
E/GeV

⊕ 0.7%. (3.1)

3.2.3.2 Hadronic calorimeters

There are three ATLAS hadronic calorimeters: the tile calorimeter, the hadronic

end-cap calorimeter, and the forward calorimeter (FCal).

The tile calorimeter is made of steel as the absorber and scintillating tiles as the

active medium. It is situated just outside the electromagnetic calorimeter from a
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radius of 2.28 m to 4.25 m, or 7.4λ. It has coverage out to |η| = 1.7 and is divided

into a central barrel (|η| < 1.0) and two forward extended barrels (0.8 < |η| < 1.7).

Each barrel contains 64 ∆φ ≈ 0.1 wedges of steel and scintillator. The wedges are

divided into three longitudinal layers of thickness 1.5, 4.1, and 1.8 λ (1.5, 2.6, and

3.3 λ) in the central (extended) barrel(s).

The hadronic end-cap calorimeter is a sampling calorimeter made of copper and

liquid argon and covers the eta range 1.5 < |η| < 3.2. It is divided into two wheels

(one front and one rear) in each end-cap, each wheel consisting of two longitudinal

sections, and each section segmented into 32 wedge-shaped modules. Readout cells

vary in size depending on the η range: ∆η×∆φ = 0.1×0.1 for |η| < 2.5 and 0.2×0.2

otherwise.

The FCal provides coverage over the eta range 3.1 < |η| < 4.9 and is segmented

into three distinct layers: one with copper as the absorber and two with tungsten;

liquid argon is the sampling material in each. The copper/argon layer is located clos-

est to the interaction point and is optimized for detecting electromagnetic showers.

The second and third tungsten layers primarily measure hadronic activity.

3.2.4 Muon system

The outermost sub-detector of ATLAS is the muon system, which detects and mea-

sures charged particles that leave the calorimeter systems out to an |η| of 2.7. Pre-

cision tracking chambers and fast trigger chambers respectively fulfill its primary

purposes: to accurately measure and trigger on high-momentum muons.

Muon trajectories are bent by large superconducting toroid magnets located out-

side the hadronic calorimeter. Central (|η| < 1.4) and forward (1.6 < |η| < 2.7)

muons are chiefly deflected by barrel and end-cap toroid magnets, respectively; tran-

sition region (1.4 < |η| < 1.6) muons are deflected by fields from both sets of magnets.

This geometry produces a magnetic field that is generally perpendicular to the muon
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tracks, which is ideal for momentum measurements.

Three layers of precision tracking chambers measure muon trajectories across the

covered η range. In the barrel region, monitored drift tube (MDT) chambers filled

with Ar and CO2 gas are arranged in concentric cylinders surrounding the beam.

Each chamber is composed of between three and eight layers of drift tubes with an

approximate spatial resolution of 35 µm per chamber. In the end-caps, the tracking

chambers are laid out in disks perpendicular to the beam. MDTs make up all three

layers out to |η| = 2.0. Due to the higher particle flux in the forward region, cathode-

strip chambers (CSCs), which have significantly better time resolution than MDTs,

make up the first tracking layer for |η| > 2.0.

Complementary to the precision tracking chambers, fast trigger chambers provide

track information within tens of nanoseconds of a particle traversal. The central

(|η| < 1.05) muon trigger system employs three layers of resisitive plate chambers

(RPCs) arranged in concentric cylinders, each with the possibility of recording two

hits per track, while forward (1.05 > |η| > 2.40) muons pass through up to seven

layers of thin gap chambers (TGCs). In addition to providing quick readout for

trigger purposes, track information from RPCs and TGCs is combined with that

from the precision tracking chambers to improve muon momentum measurements.

The total momentum resolution in the muon spectrometer is approximately 10%

for 1 TeV muons, but accurate momentum and charge measurements are possible

over a wide range of muon energies, from 3 GeV to 3 TeV.

3.2.5 Trigger systems

The purpose of the ATLAS trigger system is to quickly identify potentially interesting

collision events delivered by the LHC. The trigger is broken down into three pro-

gressively stricter selection levels, Level-1 (L1), Level-2 (L2), and event filter (EF).

The L2 and EF triggers are known collectively as the high-level triggers (HLT).
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Figure 3.6: Schematic of the ATLAS muon systems

The L1 trigger identifies events with high-pT muons, electrons, photons, jets,

and τ -leptons in addition to high Emiss
T in order to reduce the event rate from that

delivered by the LHC (40 MHz) to about 75 kHz, taking less than 2.5 µs per decision.

It uses a subset of the available detectors to define these objects: the muon trigger

chambers and coarse-grained calorimeter information. At L1, calorimeter energy

deposits are summed over towers, which incorporate all longitudinal cells in a given

∆η ×∆φ = 0.1 × 0.1 region, but electromagnetic and hadronic towers are reported

separately. Regions of interest (RoIs) in η-φ space around objects passing certain

criteria (e.g. an energy threshold) are also designated by the L1 trigger and passed

to the HLT.

The high-level triggers filter events based on all detector data, including track-

ing information, contained in the RoIs defined by the L1 trigger. Since the HLT
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operates at a lower event rate, particle, jet, and Emiss
T definitions are refined using

the additional detector information available, and tighter requirements (e.g. higher

thresholds) are imposed on the objects in question. For example, complete calorime-

ter granularity is available at HLT, so jet and Emiss
T definitions are improved from L1.

A basic tracking algorithm is run on inner detector hit data at L2, while at EF it is

feasible to leverage the full offline tracking machinery outlined in Section 5.1. Com-

bined, the L2 and EF triggers reduce the event rate from 75 kHz to approximately

200 Hz, and about 1 MB per selected event is stored to disk.
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4

Simulation of Proton Collisions

In order to accurately test models and measure physical observables, a method for

predicting the outcome of proton collisions in the detector is needed. At ATLAS,

a comprehensive framework that simulates events from the initial proton collision

through detector readout was developed for this purpose [29]. Monte Carlo (MC)

techniques are used to simulate a wide range of physical processes: from the kinemat-

ics of the interaction at the primary vertex to the detector element response during

a particle traversal and the resulting readout of the associated electronics.

The simulation process is divided into three stages: event generation and im-

mediate decays, particle interactions with detector elements, and digitization of the

energy deposited in active regions of the detector. The output of the simulation is

equivalent to that read out during data taking, so both collision data and theory

predictions are processed by identical trigger and offline reconstruction algorithms.

4.1 Event generation

The event generation phase is comprised of the initial proton-proton interaction and

prompt particle decays, parton showering, and hadronization; the resulting stable
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particles are passed to the detector simulation framework. Any particle with cτ >

10 mm is considered stable by the shower and hadronization generators and will be

passed to the detector simulation. Those with cτ < 10 mm are decayed beforehand

and their interactions with material and the magnetic field are ignored.

A variety of Monte Carlo based generators exist, but they are grouped into three

broad categories here: event generators, parton shower generators, and specialized

generators. Event generators simulate the hard scatter of a collision and produce an

output of particles which are not required to be stable. Parton showering generators

approximate the progression of the QCD shower in the event. Specialized generators

target specific classes of decays or radiation to improve the predictions of event and

parton showering generators.

4.1.1 Event generators

Event generators calculate the contribution of diagrams to a physics process to some

fixed order in αS. Common event generators used in ATLAS analyses include Alp-

gen [30], MC@NLO [31], Powheg [32], and MadGraph [33].

Alpgen specializes in final states with a given number of well-separated jets by

calculating the fixed-order QCD matrix element. It is a so-called leading order (LO)

generator, meaning that it can only calculate tree-level diagrams up to a certain

order in αS. This is still useful for topologies with a high number of well-separated

energetic jets since the matrix element is expected to yield better results than the

shower approximation implemented in Pythia [34] or Herwig [35], discussed in

Section 4.1.2. However, the time required to compute the matrix element for a

process scales with the factorial of the outgoing particle multiplicity, which becomes

untenable for very high numbers of particles.

MadGraph similarly generates events by determining the set of Feynman dia-

grams that result in a given final state and calculating the matrix element for each.

29



It is particularly convenient for generating an inclusive sample of events based on the

desired final state signature. For instance, by requesting processes that result in a

lepton, neutrino, and at least two additional jets, one will obtain from MadGraph

a representative mixture of tt̄, W+jets, and diboson events, as well as any additional

processes with that final state signature. Until the recent release of MadGraph

aMC@NLO, MadGraph was also a tree-level generator and was only used as such

in the analyses discussed in this thesis.

Limiting calculations to tree-level diagrams results in inadequate predictions for

certain physics processes. Next-to-leading order (NLO) generators address this issue

by including the contributions of loop diagrams and diagrams out to an order of n+1

for a process at order n in αS. This improves the accuracy of the calculation and

reduces the dependence on factorization and renormalization scales, but divergences

can arise in the momentum integration of loops. These must be dealt with by the

generator through cancellation with other divergences at the same order of αS in

order to yield useful results.

MC@NLO is widely used in ATLAS for the generation of W , Z, single top,

and tt̄ events. It includes one loop corrections to the LO calculation, which, for in-

stance, leads to a more accurate top quark pT spectrum than those of LO generators.

Powheg is also often used for a number of processes, including tt̄ production, as an

alternative to MC@NLO.

4.1.2 Parton showering

Parton shower generators approximate the progression of QCD interactions to all or-

ders in αS in addition to the fixed order calculations of event generators. Pythia and

Herwig are both commonly used shower generators at ATLAS. To approximate the

QCD shower, hard partons are allowed to radiate softer partons down to some mini-

mum energy scale. Emission is governed by the Sudakov form factor, which describes
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the probability that no particles are radiated above a certain energy threshold [36].

Below this threshold non-perturbative effects become important. This process is

successively applied again to the incoming partons and to the emitted partons until

no further energetic radiation is produced above the threshold.

Since parton shower generators describe the evolution of a shower to all orders

of αS, it is important to ensure that the shower generator avoid double counting the

calculations included by the event generator. For example, a hard gluon emitted

in the shower evolution is equivalent to gluon final state radiation produced by the

fixed order generator. In order to avoid this calculation overlap, matching schemes

have been developed to make event and parton shower generators compatible.

It is important that for a given process the calculations are performed to an

appropriate order of αS by the fixed order and parton shower generators. Fixed

order generators do an excellent job of describing final state partons that are ener-

getic and well-separated, while parton shower generators excel at collinear and soft

interactions.

4.1.3 Hadronization and specialized generators

The transition from final state partons at the end of parton showering to the stable

hadrons which interact with the detector is not determined by an exact theory.

However, phenomenological models have been somewhat successful at describing this

conversion. The Lund string model [37] and various extensions to it are implemented

in Pythia. Herwig uses the cluster model [38] for its hadronization step.

The decay of τ leptons and final state photon emission are simulated by dedicated

generators, Tauola and Photos respectively, during the hadronization stage. Par-

ton shower generators are directed to consider τ leptons as stable and not to simulate

electromagnetic radiation to avoid double counting, and their output is subsequently

passed through Tauola and Photos.
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4.2 Detector simulation

The Geant4 (GEometry ANd Tracking) [39, 40] toolkit is used to simulate energy

deposits in the detector from particles produced in event generation. A complete de-

scription of the detector, including active detector elements, electronics, and support

structure, was built using the GeoModel library [41]. This is comprised of more than

300,000 individual physical volumes which are loaded into Geant. The ATLAS ge-

ometry is updated on a regular basis as misalignment and dead channel information

is revised. Various geometries and detector conditions for individual runs are stored

in a large database and are used to assess the effect of changes to the detector ge-

ometry on physical measurements. A detector layout which is purposefully distorted

is also available to estimate the impact of subdetector distortions on jet and Emiss
T

reconstruction. The primary vertex position is smeared according to the size and

shape of the luminous region of the beam in ATLAS before particles traverse the

detector.

Particles produced during event generation are propagated through the detec-

tor using Geant4 libraries. Interactions with the detector and decays-in-flight are

simulated for particles with |η| < 6.0; particles with |η| > 6.0 are not simulated to

save computing time and disk space. As a particle traverses the detector, energy

deposit information is stored in a “hit” file. This file contains all input necessary for

the digitization stage as well as information about the original particles from event

generation, including their flavors and four-momenta.

Fast simulation, which uses parameterized detector responses for the slowest parts

of the full Geant simulation, is also available. This greatly reduces the computa-

tion time required to propagate particles at the cost of slightly less accurate event

simulation. For example, the time required to simulate tt̄ events using atlfast-ii,

the most commonly used fast simulation framework, is a factor of 20 smaller than
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that used by the full Geant simulation.

4.3 Digitization

The digitization stage converts energy deposits from the hit file into “digits.” When

the current or voltage in a readout channel surpasses the required threshold, a digit

is created. Digits can take several forms, for instance the time over threshold or the

shape of the readout signal.

Each subdetector has its own digitization software that digitizes its hit infor-

mation, taking into account particulars like electronic noise, and the digitization

algorithms used are tuned to reproduce performance observed during commission-

ing. Run-specific information, such as noise rates and dead channels, is read from a

database and reproduced in the simulation. In order to simulate the effect of pile-up,

hit files from simulated minimum bias, cavern background, and beam halo events are

overlaid.
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5

Event and Particle Reconstruction

The data from each collision is organized into a set of reconstructed physics ob-

jects corresponding to observable particles and collections of particles. Electrons,

muons, jets, and missing transverse energy are all examples of objects which are

reconstructed in each event. A variety of algorithms are used to assemble them out

of their respective detector signals—tracking hits, calorimeter deposits, etc.

Since data from real collisions and simulation contain equivalent information

and are stored in the same format, both are analyzed using identical reconstruction

algorithms. However, the reconstruction and identification of physics objects is not

guaranteed to be perfectly modeled by simulation. Where possible, corrections are

derived to take into account observed discrepancies between the data and the MC

simulation. If this is not possible, then an appropriate uncertainty on the simulation

must be taken into account when comparing it to data.

5.1 Inner detector tracks

Inner detector tracks are crucial for electron and muon reconstruction, as well as

for determining the coordinates of the primary interaction and which objects origi-
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nated from it. The ATLAS tracking algorithm [42] is composed of two consecutive

sequences: inside-out reconstruction and outside-in tracking.

5.1.1 Inside-out sequence

The inside-out sequence begins with a collection of hits registered in the pixels and

SCT. Track candidates, each a set of inner detector hits compatible with a single

particle trajectory, are seeded using only these hits from the silicon detectors. Once

seeded, detector elements that are likely to contain additional hits consistent with

this track are assembled into a so-called “road.” Additional hits along the road are

subsequently added to the track, with the track parameters updated as each hit is

incorporated.

After all seeded tracks have been extended through the inner detector, ambiguities

must be resolved. Each track is ranked by a scoring system that takes into account

the fit quality and favors longer tracks over shorter segments. Tracks with more

precise hit measurements (e.g. from the central pixels) are given relatively higher

scores than those with coarser hits. Hits that are associated with more than one

track are given to whichever has a higher score, and the score of each affected track

is subsequently updated.

Once all hits have been assigned to only one track candidate, tracks which fall

below a quality threshold are discarded. TRT hits are added to those that remain,

but the original silicon track is used for associating TRT hits; its parameters are

not updated as TRT hits are incorporated. After track extension into the TRT is

complete, the track parameters are re-fit using all associated hits.

5.1.2 Outside-in sequence

The outside-in tracking sequence aims to reconstruct tracks that were not seeded by

the inside-out sequence. This can occur for a number of reasons. Hadron decays-
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in-flight which take place outside of the pixels are unlikely to be seeded. Similarly,

electrons from photon conversions may not leave any hits in the silicon detectors and

will not be seeded. In such cases, seeding tracks from the TRT is the most viable

strategy.

TRT tracks are extended inwards towards the primary interaction vertex, and

silicon hits along the associated track roads are added, again in sequence. Since

the TRT hits only contain Rφ (zφ) information in the barrel (end-caps), the track

finding is less efficient, especially for low-pT tracks.

5.1.3 Reconstruction of primary vertices

An iterative vertex finding algorithm is used to identify primary vertices [43]. The

z-position at the beamline of each reconstructed track in an event is used as a vertex

seed. Each track is tested against each seeded vertex using a χ2 fit; if the track is more

than 7σ discrepant with a vertex, then it is used to seed a new vertex. This procedure

is applied iteratively until all tracks are associated to a vertex. A minimum of two

tracks are necessary to define a vertex, but collisions involving interesting physical

processes generally produce more. The vertex with the highest scalar pT sum of its

constituent tracks is called the “hard scatter” vertex, and any physics objects with

tracks are generally required to originate from it.

Figure 5.1 illustrates the spatial distribution of primary vertices reconstructed in

minimum bias data. Figure 5.2 shows the average number of reconstructed primary

vertices as a function of the average number of interactions per bunch crossing, 〈µ〉.

5.2 Calorimeter clusters

Similar to how tracks are essentially organized collections of inner detector hits,

calorimeter clusters are constructed from energy deposits in cells in the electromag-

netic and hadronic calorimeters [45]. A single particle interacting with the ATLAS
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Figure 5.1: The spatial distribution of primary vertices with at least five associated
tracks in minimum bias data in a particular run [44].

calorimetry systems generally deposits energy into more than one cell in both the

longitudinal and lateral directions, so algorithms have been devised to collect them

into clusters for the purposes of calibration and particle identification.

Two classes of clustering algorithms are used in ATLAS: sliding-window and

topological.

5.2.1 Sliding-window clustering

The sliding-window clustering algorithm is used in electron reconstruction and is

composed of three phases: tower building, seed finding, and cluster filling.

The calorimeter is first split into Nη ×Nφ = 200× 256 “towers” of equal size in

η − φ space: ∆η × ∆φ = 0.025 × 0.025. Each tower’s energy deposits are summed

longitudinally to determine its total energy. These tower edges do not correspond to

calorimeter cell boundaries, so the energy of a cell overlapping more than one tower

is split proportionally by the fraction of the cell’s area covered by each tower.

To seed the clusters, a window of size Nwindow
η × Nwindow

φ = 5 × 5 (in units of

towers) is moved over the towers built in the tower building phase. If the sum of the

transverse energy in the towers of the window exceeds 3 GeV, it is considered a cluster

seed. The location of the cluster seed in η − φ space is determined by the energy-
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Figure 5.2: The average number of reconstructed primary vertices with at least
three associated tracks as a function of the average number of interactions per bunch
crossing, µ, in minimum bias data with the full 2011 ATLAS dataset.

weighted center of all cells within a smaller window of size Npos
η ×N

pos
φ = 3× 3. The

smaller window size makes this calculation less susceptible to noise. If seed clusters

are reconstructed within two towers of each other in either the η or φ directions, the

one with the lesser ET is discarded.

During cluster filling, the seeded clusters are constructed again using a 3×7 (5×5)

tower window in the barrel (end-cap). The final cluster energy is then calculated

based on the summed energy of the constituent towers, the estimated energy which

does not fall within the final cluster window, and the estimated energy deposited in

the inner detector. In MC simulations, an electron with ET ≈ 15 GeV has a cluster

reconstruction efficiency above 99%, and the efficiency rises with ET .
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5.2.2 Topological clustering

Topological clusters (topoclusters) are formed by grouping neighboring cells with

large energies compared to the expect noise threshold. Unlike sliding-window clus-

ters, topological cluster may include a variable number of cells.

First, a list of seeds is built out of all cells with a signal-to-expected-noise (S/N)

ratio above some threshold, tseed. The expected noise is determined by the quadrature

sum of the expected electronic noise and the expected average contribution from pile-

up. The seeds are then ordered by their S/N , highest first, and any neighboring cell

with a S/N above tneighbor which is not also a seed is added to the original to form

a proto-cluster, and the procedure continues. If a neighbor cell with S/N above

tneighbor is adjacent to more than one proto-cluster, the proto-clusters are merged.

Once all valid neighbor cells have been incorporated into proto-clusters, a cut of

ET > Ethresh
T is applied to form the list of final proto-clusters. The same procedure

is then repeated, but the seed cells are defined as those with E > 500 MeV, and only

cells constituent in proto-clusters from the first round of clustering are included. The

proto-clusters which are formed from this second iteration are the topological clusters.

The second round of clustering helps to prevent clusters which could incorporate very

large portions of the calorimeter systems.

In the EM calorimeter, tseed = 6, tneighbor = 3, and Ethresh
T = 5 GeV. In the

hadronic calorimeter they are 4, 2, and 0 GeV, respectively.

5.3 Electrons

The loosest definition of an electron in the ATLAS detector is a sliding-window

EM cluster with at least one inner detector track matched to it [46]. Electrons are

reconstructed in the precision measurement region of the electromagnetic calorimeter,

|η| < 2.47.
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5.3.1 Electron track matching

In order to match an electron, a region of interest (ROI) with a cone size of ∆R = 0.3

is defined around each EM cluster which passes a set of loose shower-shape cuts. If

a track seed with pT > 1 GeV and at least three silicon hits but which fails to

accrue seven inner detector hits during track reconstruction falls within this ROI, it

is constructed again using an altered tracking algorithm that allows for up to 30%

energy loss through bremsstrahlung at each track-material interface. Any successfully

rebuilt track is added to the list of viable tracks for matching purposes.

In order to be considered loosely matched to an EM cluster, tracks must fulfill

one of two sets of criteria:

• (a) If the track has at least four silicon hits, it is extrapolated to the middle

layer of the EM calorimeter. It must be within ∆φ < 0.2 of the EM cluster on

the side that the track is bending toward or within 0.05 on the opposite side;

it must also be within ∆η < 0.05. The outermost hit of tracks with fewer than

four silicon hits must satisfy the ∆φ requirement, but not the ∆η one due to

the lack of η information in the TRT.

• (b) After rescaling the track momentum to the measured cluster energy, the

track is within ∆φ < 0.1 of the EM cluster on the side it is bending toward or

within 0.05 on the opposite side; it must also be within ∆η < 0.05.

The second criterion is designed to recover low-pT tracks that undergo significant

energy loss due to bremsstrahlung before reaching the EM calorimeter.

Once a track is matched to an EM cluster, the constituent hits are fed into a

specialized Gaussian Sum Filter (GSF) [47], which recomputes the track parameters

by taking into account bremsstrahlung effects. TRT-only tracks, which are not re-

parameterized, and the less than 0.01% of tracks that fail the GSF fit maintain their
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original track parameters. If more than one track is matched to an EM cluster,

the best-match track is chosen using a score based on the ∆R distance between the

cluster and track and the number of pixel hits in the track, with smaller distances

and more pixel hits preferred.

5.3.2 Electron identification

Although an electron identification menu based on multivariate likelihood techniques

has recently been developed at ATLAS, the analyses discussed in this thesis use a

cut-based electron identification selection. After successfully matching a track to

a cluster, several identification working points are defined in the cut-based menu

with varying levels of background rejection and electron efficiency. The primary

backgrounds to prompt electrons in ATLAS are hadronic jets, electrons from photon

conversions, Dalitz decays, and semileptonic heavy flavor decays. The loose++,

medium++, and tight++ working points, listed here in increasing electron purity, are

the most commonly used.

The loose++ cuts include requirements on the fraction of the EM cluster ET

which leaks into the hadronic calorimeter, the shape of the electromagnetic shower,

track quality requirements, and the ∆η distance between the track and the EM

cluster. medium++ electrons are a subset of the electrons which pass the loose++ re-

quirements, with tighter cuts on the number of hits in the silicon trackers and shower

shape variables. tight++ electrons are similarly a subset of medium++ electrons with

additional rejection of photon conversions, a maximum ∆φ distance between the

track and EM cluster, and an E/p requirement. In general these cuts are pT and η

dependent to provide consistent electron efficiency and background rejection power

throughout the detector. The medium++ and tight++ definitions are designed to

respectively reject 5,000 and 50,000 light jets for every one accepted.

Figure 5.3 shows the electron identification efficiency for several working points
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as a function of the electron η and pT .

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

 E
ffi

ci
en

cy

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

-1 L dt = 20.3 fb∫
 = 8 TeV s

ATLAS Preliminary

 > 7 GeVTE
Loose
Multilepton
Medium
Tight

Data: full, MC: open

 > 7 GeVTE
Loose
Multilepton
Medium
Tight

η
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

D
at

a/
M

C

0.85

0.9

0.95

1

10 20 30 40 50 60 70 80 90 100

 E
ffi

ci
en

cy

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

-1 L dt = 20.3 fb∫
 = 8 TeV s

ATLAS Preliminary

| < 2.47η|
Loose
Multilepton
Medium
Tight

Data: full, MC: open

| < 2.47η|
Loose
Multilepton
Medium
Tight

 [GeV]TE

10 20 30 40 50 60 70 80 90 100
D

at
a/

M
C

0.95

1

Figure 5.3: Identification efficiencies of various electron definitions for electrons
from Z → ee decays in

√
s = 8 TeV data and MC as a function of the electron η

(left) and ET (right). “Loose,” “Medium,” and “Tight” definitions correspond to
loose++, medium++, and tight++, respectively. The bottom panel of each figure
shows the ratio of the efficiency measured in data and that measured in MC.

Additional cuts, known as isolation cuts, are often imposed on electrons after

identification requirements. Isolation cuts remove electrons with significant nearby

hadronic activity. This improves the purity of the selected electron candidates by

rejecting those from light jets and heavy flavor decays. Electron isolation will be

discussed in detail in Chapter 7.

5.3.3 Electron corrections

In order to take into account any discrepancies in electron reconstruction between the

simulation and data, two corrections are applied to electrons. First, any difference

in the actual and simulated reconstruction and identification efficiencies is corrected
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for by applying a weight to simulation events called a “scale factor.” The derivation

of these weights will also be discussed in detail in Chapter 7. Second, Z → ee events

are selected in Monte Carlo and data, and any difference in the position and width

of the Z boson peak is corrected in data to match that in MC.

5.4 Muons

Muons at ATLAS are reconstructed using information from the muon spectrometer

(MS) and inner detector (ID) with reconstruction coverage for muons with |η| < 2.7.

There are several muon identification schemes available. Three are used in this thesis:

stand-alone (SA), combined (CB), and segmented-tagged (ST) [48].

Stand-alone muons are reconstructed solely from MS hit information. Track

segments are constructed in the precision chambers of the MS and confirmed, where

possible, by the trigger chambers. Track segments which are consistent with the

path of a muon moving through the toroid magnetic field are linked into a combined

MS track. Segments which traverse precision chambers but leave no hit are strongly

disfavored in the combination since the active regions of the drift tubes are nearly

100% efficient. MS tracks are extrapolated back to the interaction point, taking

into account energy losses in the calorimeters, to obtain the original muon four-

momentum.

Combined muons are seeded by stand-alone muon tracks, but are combined with

independently reconstructed inner detector tracks. During back extrapolation and

combination, ID tracks with higher numbers of hits and lower χ2 are preferred.

The hits of the combined ID-MS track are re-fit using the full information of both

subdetectors to determine the four-momentum of the CB muon.

Segment-tagged muons are seeded by inner detector tracks. MS track segments

are each tested for compatibility with nearby ID tracks. In the case of a successful

match, the combined ID + track segment hits are re-fit to form the combined ST
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muon track and four-momentum.

Analyses may use any of these three algorithms to identify muons, but overlapping

muons reconstructed using different algorithms are removed, with combined muons

taking priority over ST muons. Muons with |η| > 2.5 have no ID tracks, so the SA

muon reconstruction algorithm is used only in this region of the detector. Additional

background rejection is achieved by imposing requirements on the number of silicon

and TRT hits on CB and ST muon tracks and the number of matched track segments

reconstructed in the MS. Muon isolation will be discussed in Chapter 6.

Figure 5.4 shows the muon reconstruction efficiency as a function of the muon η

and pT .
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Figure 5.4: Reconstruction efficiencies for CB+ST muons from Z → µµ decays
in
√
s = 8 TeV data and MC as a function of muon η (left) and pT (right). The

bottom panel of each figure shows the ratio of the efficiency measured in data and
that measured in MC.

Muons, like electrons, have corrections applied in the simulation to account for

any mismodeling. Z → µµ events are selected in data and simulation, and any

difference in the position and width of the Z boson mass peak is corrected for in

the simulation. Scale factors are derived to account for any discrepancy in the muon

reconstruction efficiency.
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5.5 Jets

Jets in the ATLAS detector represent a collection of nearby high-pT particles. Groups

of neighboring particles often originate from the resulting parton shower of a high-pT

quark or gluon, and in many analyses the jet four-momenta in an event are used as

proxies for the four-momenta of the original partons. Only jets reconstructed from

calorimeter clusters are discussed here, although they can be built from any set of

four-momenta in an event, e.g. tracks.

5.5.1 Jet calibration and clustering

Topological clusters, introduced in Section 5.2.2, are used as inputs to jet cluster-

ing algorithms. Before jet building, clusters are calibrated using the local cluster

weighting (LCW) calibration scheme [49]. Individual clusters are calibrated using

the energy density of the constituent cells, the fraction of energy deposited in each

calorimeter layer, the cluster isolation, and its depth in the calorimeter. The cali-

bration weights are derived from MC simulations of charged and neutral pions based

on the detector responses they induce.

Once all clusters in the event have been calibrated, they are grouped into jets

using the anti-kt algorithm [50]. In this document, a “jet” or “small-R” jet refers to an

anti-kt jet clustered with an R parameter of 0.4; “fat” or “large-R” jets are clustered

with an R parameter of 1.0. A further calibration, derived from the response of jets

built from final state truth electrons, photons, and hadrons, is applied to jets after

clustering has finished. This is called the jet energy scale (JES) calibration.

5.5.2 Jet quality requirements

There are several sources of backgrounds to jets produced in ATLAS: interactions

between the beam and the gas within the beam pipe, beam interactions with other

structures external to ATLAS, cosmic ray muons, and calorimeter noise [51]. Sup-
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pression of these backgrounds is achieved through timing cuts and assessing both

the fraction of the jet energy deposited in the EM calorimeter (fEM) and the ratio

of the pT sum of associated charged tracks to the pT of the jet (pchargedT /pjetT ). The

efficiency of these quality requirements, measured in collision data, is approximately

99%.

5.5.3 Jet vertex fraction

The jet vertex fraction (JVF) of a jet estimates how much transverse momentum from

a jet originates at the hard scatter vertex, which is defined as the primary vertex

with the highest scalar pT sum and at least five tracks. It is used to suppress the

background of jets originating from pile-up vertices. In order to calculate the JVF of

a jet, tracks are associated to it through a procedure known as ghost association [52].

In this technique, tracks are treated as extremely low-energy, e.g. 1 eV, clusters

in the calorimeter and fed into the jet algorithm. This does not effect the event jet

reconstruction because the track-clusters are so soft. After running the jet algorithm,

the tracks will have each been clustered into a calorimeter jet. The track constituents

of the calorimeter jets are their associated tracks.

The JVF of a jet measures the fractional pT of its tracks which originate at

the hard scatter vertex. It is defined as the scalar pT sum of all associated tracks

originating at the hard scatter vertex divided by the scalar pT sum of all associated

tracks,

JVF =
( ∑

HS tracks

ptrack
T

)/( ∑
tracks

ptrack
T

)
, (5.1)

where the sums are over associated tracks, and HS tracks are those from the hard

scatter vertex. The JVF of each jet is between 0 and 1 unless there are no tracks

associated with a jet; in that case, the JVF is set to −1.
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5.5.4 Jet grooming

Large-R jets undergo “trimming” [53] before any selection is imposed. Similar to

the jet vertex fraction for small-R jets, trimming greatly reduces the contribution

of particles originating from pile-up vertices. Since fat jets cover a larger area in

the calorimeter than small-R jets, they are especially susceptible to this type of

contamination.

The trimming procedure leverages the fact that particles from pile-up vertices are

often softer than those from the hard scatter vertex. First, the jet constituents are

reclustered using the kt algorithm [54] with anR parameterRsub. Any kt subjet i with

a pT fraction piT/p
jet
T < fcut is removed, where fcut is a predetermined constant of the

algorithm. Figure 5.5 illustrates this procedure in a schematic, and Figure 5.6 shows

the effect of trimming on the leading jet mass in boosted hadronic top candidates.

The default trimming parameters used at ATLAS and in the analysis presented in

Chapter 6 are fcut = 0.05 and Rsub = 0.3.

Figure 5.5: A schematic of the trimming procedure applied to large-R jets at
ATLAS, showing the removal of soft clusters originating from primary vertices other
than the hard scatter vertex [55].
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Figure 5.6: The large-R jet mass of hadronic top jet candidates before (left) and
after (right) the trimming procedure has been applied. Note the emergence of a peak
at the top quark mass after trimming [55].

5.6 Missing transverse energy

The momentum transverse to the beam line of a parton participating in the hard

scatter of an LHC collision is negligible compared to the momentum transfer of the

interaction. As a result, the total transverse momentum of the system is also very

small. The missing transverse energy (Emiss
T ) is defined as the negative vector sum of

all particle momenta in the plane transverse to the beam [56] and is used to estimate

the total transverse momentum of all particles produced in the collision that interact

weakly with the ATLAS detector, e.g. neutrinos.

It consists of two components: the calorimeter and muon terms. The muon term

is determined by the total transverse momentum of all muons in the event. The

calorimeter term is calculated from all energy deposited by jets, photons, electrons,

and τ leptons. Each of these objects, if appropriately identified, is calibrated to its

final energy scale to improve the Emiss
T resolution. An additional soft calorimeter

term adds any topological clusters, LCW calibrated, that are not associated with

an object already included in the calculation. Calorimeter clusters which are not

associated to a jet but are within ∆R < 0.3 of a muon are not included in the Emiss
T

calculation.
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The resulting terms, Emiss
x(y),muon and Emiss

x(y),calo are added component-wise:

Emiss
x(y) = Emiss

x(y),muon + Emiss
x(y),calo (5.2)

Figure 5.7 shows the Emiss
T distribution of µµ events in data and MC at

√
s = 8 TeV.
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6

A Search for High-Mass tt̄ Resonances

Searches for high-mass tt̄ resonances were first performed at collider experiments at

the Tevatron [57, 58], and several searches have been undertaken at ATLAS since

the beginning of Run 1 data taking [59, 60].

This search employs a similar strategy to that of the most recent ATLAS search

for tt̄ resonances in the lepton plus jets channel at
√
s = 7 TeV [61].

6.1 Strategy

tt̄ events are divided into four categories by the flavor of the selected lepton and the

reconstruction of the hadronic top decay. First, events are separated into the electron

and muon channels based on the type of lepton selected in the event. (“Lepton” in

this chapter denotes an electron or muon, since τ leptons either decay to a neutrino

and hadrons or two neutrinos and a lighter charged lepton.) Second, the events are

divided by the reconstruction of the hadronic top quark decay into the boosted and

resolved channels.

The boosted selection aims to identify events in which the hadronically decaying
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top quark’s decay products are contained in one large-R (R = 1.0) jet. This becomes

more likely as the hadronic top pT grows at higher mtt̄. Figure 6.1 illustrates this

effect.

Figure 6.1: The probability that three partons from a hadronic top decay are
contained in a cone of radius ∆R = 0.8 as a function of the invariant mass of the tt̄
system [62].

Events passing the resolved selection must contain several small-R jets consistent

with a lower-pT hadronic top quark decay in which the decay products are not fully

merged into a ∆R = 1.0 cone.

Since only events with one selected lepton are reconstructed, there is naturally no

overlap in events passing selection in the electron and muon channels, but in order

to maintain orthogonality between the boosted and resolved selections, only events

failing the boosted selection criteria are categorized as resolved tt̄ candidates.

Once event selection is complete, the invariant mass of the tt̄ system is recon-

structed.
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Predictions for background processes are estimated through either Monte Carlo

or data-derived methods, depending on the process. The Standard Model tt̄ back-

ground prediction is derived with MC. After tt̄ production, W+jets is the second

largest background. Its shape is taken from the Monte Carlo prediction, but its nor-

malization is calculated from the data. The background due to non-prompt leptons

(the multijet background) is estimated entirely from data. All other background

predictions are derived using MC methods.

The tt̄ invariant mass (mtt̄) spectrum in the data is tested for local excesses

given the Standard Model background predictions. In the absence of any significant

deviation from the Standard Model, limits are set on the production cross section

× branching ratio (σ × BR) of BSM particles decaying to tt̄ pairs. The benchmark

scenarios are the topcolor Z ′ boson and the RS gKK introduced in Sections 2.2.1

and 2.2.2. The width of the topcolor Z ′ boson is set to 1.2% of its mass; a width

of 15.3% of the mass is chosen for the RS gKK . Monte Carlo simulations are used

to generate BSM signal events. The σ × BR limits are subsequently converted into

disallowed values of the new particle mass given a set of benchmark scenarios.

6.2 Data sample

Proton-proton collisions at
√
s = 8 TeV delivered by the LHC in 2012 are analyzed.

The data are separated into temporal periods, labeled alphabetically, and this anal-

ysis utilizes data from periods A-G in which all detector subsystems were operating

normally. This corresponds to a total integrated luminosity of
∫
L dt = 14.3 fb−1.

6.3 Monte Carlo samples

In this analysis, Monte Carlo methods are used to predict the σ × BR, efficiency

of selection cuts, and mtt̄ shape of both the signal benchmarks and various SM

backgrounds. The Monte Carlo predictions are normalized to the total integrated
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luminosity in the data sample, 14.3 fb−1. Particle properties are taken from the

Particle Data Group 2010 values [23], except for the top quark mass, which is set to

172.5 GeV. Pile-up events are simulated with Pythia8 [63].

6.3.1 tt̄ production

Standard Model tt̄ production is modeled with MC@NLO and Herwig. MC@NLO [31]

version 4.06 with the CT10 [64] parton distribution functions is used to generate

events at NLO. Parton showering and hadronization are performed by Herwig [35].

The tt̄ cross section is calculated to be 238.1+23.3
−25.2 pb at approximate next-to-next-

to leading order (NNLO) using HATHOR [25] with the MSTW2008NNLO PDF

sets [22]. The calculation is confirmed using another approximate NNLO calculation

implemented in Top++ 1.0 [65].

Powheg [32] is used as an alternative to MC@NLO to assess the effect of dif-

ferent NLO generator predictions on the analysis result. Powheg is also interfaced

with both Herwig and Pythia to estimate the influence of different parton shower

generators. Predictions from AcerMC [66] interfaced to Pythia are used for sys-

tematic uncertainty calculations.

6.3.2 W+jets production

SM W+jets production is simulated using Alpgen [30] interfaced to Pythia. The

sample is exclusively split according to how many partons with pT > 15 GeV are

produced in addition to the W boson, from zero up to four (W + 0 partons to

W + 4 partons). The production of more than four additional partons is inclusively

generated in one sample (W + 5 or more partons). Dedicated MC samples have

been produced for W production in association with heavy quarks and additional

partons (from W + c + 0 partons to W + c + 4 or more partons). W + c+partons,

W + cc̄+partons, and W + bb̄+partons samples are used. The W+jets normalization
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is derived from data as presented in Section 6.7.1.

6.3.3 Other backgrounds modeled with Monte Carlo

The additional backgrounds whose predictions are derived from Monte Carlo are

single top, Z+jets, and diboson production. Single top events are simulated using

two generators. AcerMC interfaced with Pythia is used to model t-channel single

top production. The s-channel and W associated t-channel single top production are

generated with Powheg interfaced to Pythia.

Z+jets samples are generated similarly to W+jets, introduced in Section 6.3.2.

Samples split by the number of additional partons produced are simulated using

Alpgen interfaced to Pythia. Dedicated samples for Z bosons produced with

heavy quarks are also used. The Standard Model diboson background is predicted

using Herwig. Its contribution to the total background is very small, less than 1%

in the signal region.

6.3.4 Signal

The topcolor Z ′ boson signal benchmarks are simulated with Pythia8. Events

for a selection of Z ′ masses between 0.5 and 3.0 TeV were generated using the

MSTW2008LO PDF set. The width of the resonance was set to 1.2% of the pole

mass.

KK gluon samples were produced with MadGraph [33], and the parton show-

ering was performed with Pythia8. The MSTW2008LO PDF set was again used,

and a resonance width of 15.3% of the pole mass was chosen.
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6.4 Object selection

6.4.1 Jets

An introduction to jets at ATLAS is presented in Section 5.5. Two jet collections

are used in this analysis, anti-kt with R = 0.4 (a “small-R jet” or simply a “jet”)

and R = 1.0 (a “large-R jet” or “fat jet”). LCW calibrated topological clusters are

input to the clustering algorithms.

All small-R jets considered in this analysis are required to have pT > 25 GeV,

be central: |η| < 2.5, and have more than 50% of their total track pT come from

the hard scatter: |JVF| > 0.5. The JVF cut is about 90% efficient for jets from

the hard scatter vertex with pT = 25 GeV and 98% efficient at 100 GeV. Jets

with no associated tracks (and therefore a JVF of −1) automatically pass the JVF

requirement.

Large-R jets are only used in the boosted channel of this analysis. Fat jets undergo

trimming, as introduced in Section 5.5.4, before any selection is imposed. Once the

trimming procedure is complete, large-R jets are required to have pT > 300 GeV, be

central: |η| < 2.0, have a first kt splitting scale
√
d12 > 40 GeV, and have jet mass

mjet > 100 GeV.

The mass of a jet is given by

mjet =

√(∑
j

Ej

)2

−
(∑

j

pj

)2

(6.1)

where the sum is over all jet constituents. The first kt splitting scale of a jet,
√
d12,

is calculated by reclustering the jet constituents using the kt algorithm [54] and

undoing the last step in the cluster sequence. This yields two subjets, for which
√
d12 = min(p1

T , p
2
T )×∆R12, where ∆R12 is the ∆R distance between the two subjets.

The
√
d12 and mjet cuts are motivated by optimizing the rejection of jets from
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W+jets and the efficiency of hadronic top decays which are fully-enclosed by the

large-R jet [55].

6.4.2 Electrons

The reconstruction of electrons at ATLAS is introduced in Section 5.3. The trans-

verse energy of an electron is defined using the energy of the EM cluster and the

pseudorapidity of the track, ET = Ecl/ cosh ηtrack. This produces the most accu-

rate ET measurements since the angular resolution of the inner detector is better

than the calorimeter’s, but the calorimeter has superior energy resolution, especially

at high electron transverse momenta. The ET of an electron must be greater than

25 GeV. The EM cluster associated with an electron is required to be within the

precision measurement region of the EM calorimeter, |η| < 2.47, excepting the tran-

sition region, 1.37 < |η| < 1.52. Electrons are also required to pass the tight++

identification cuts and to be mini-isolated. Lepton mini-isolation will be discussed in

detail in Chapter 7, but it is briefly defined here as the scalar sum of the transverse

momenta of all tracks within a ∆R cone of radius (10 GeV/p`T ) excluding the track

of the lepton:

I`mini =
∑
tracks

ptrackT with ∆R(`, track) < 10 GeV/p`T . (6.2)

The sum is over all tracks with pT > 1 GeV. Electrons must have Iemini/p
e
T < 0.05.

6.4.3 Muons

An introduction to muon reconstruction at ATLAS can be found in Section 5.4.

Muons in this analysis are required to be combined, have |η| < 2.5, and have a

transverse momentum pT > 25 GeV. The longitudinal impact parameter relative to

the primary vertex, |z0|, must be smaller than 2 mm; this reduces the number of

accepted muons originating from heavy flavor decays. Muons are further required to
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pass a set of inner detector track criteria: there must be at least one pixel hit and four

SCT hits. If a muon passes through a dead sensor silicon sensor, these requirements

are reduced by one. The muon should also have a successful track extension into the

TRT as long as it is within the pseudorapidity range covered by the TRT.

Muons must pass the same isolation requirement as electrons, Iµmini/p
µ
T < 0.05.

In order to reduce the non-prompt muon background from heavy quark decays, they

are also required to be separated by at least ∆R(µ, jet) > 0.1 from the nearest

small-R jet which passes the jet pT and JVF cuts.

6.4.4 Object overlap removal

Since both electrons and jets are reconstructed from calorimeter deposits, it is pos-

sible that an accepted electron and an accepted jet will be built from the energy

deposits from the same particle. To avoid this energy double counting, either the

electron or jet must be removed when they overlap. If the closest jet to an accepted

electron is within a ∆R distance of 0.2, the jet and electron are considered to be the

same object, namely the electron, and the jet is removed from the event. Afterward,

if the electron is still within a ∆R distance of 0.4 to the closest selected jet (not

counting the one possibly removed in the previous step), the electron is considered

a constituent of the jet and is removed to avoid energy double-counting.

Improvements to this overlap procedure developed by the author are discussed in

depth in Section 7.3.

6.4.5 Missing transverse momentum

The missing transverse energy in this analysis is used to estimate the transverse

momentum of the neutrino in the lepton plus jets final state. The calorimeter en-

ergy associated with any electron passing the tight++ definition is calibrated as an

electron and taken into account. Jets with pT > 20 GeV are included next after
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being calibrated to the LC+JES energy scale. Next, the contributions of soft jets

with 10 GeV < pT < 20 GeV and muons are added. Muons reconstructed in the full

range of the muon systems are included in the Emiss
T calculation, not only those with

|η| < 2.5. Finally, the missing transverse energy from any cell not associated with a

high-pT object is taken into account.

In summary, the missing transverse energy of the event is given by

Emiss
x,y = Eelectrons

x,y + Ejets
x,y + Esoft jets

x,y + Emuons
x,y + Eother cells

x,y . (6.3)

6.5 Event selection

The event selection is split into three parts: the common selection, the boosted selec-

tion, and the resolved selection. The common selection is shared between both the

boosted and resolved channels and includes event quality cuts, trigger requirements,

and cuts involving the leptonic W decay products. If an event passes the common

selection, the boosted selection is applied. Events which pass the boosted selection

criteria are considered tt̄ candidate events and are used in the final mtt̄ spectrum.

Those which fail the boosted selection criteria are subsequently passed through the

resolved selection cuts. They are used in the final mtt̄ spectrum if they fulfill all the

resolved selection requirements.

6.5.1 Common event selection

The common event selection is applied to all events in the following order.

6.5.1.1 Good runs list and 〈µ〉 reweighting

Data events must come from LHC collisions for which the ATLAS detector subsys-

tems were operating normally. A list of sections of runs, aptly named the “good

runs list,” that are deemed suitable for physics analysis is compiled with the input
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of subdetector experts, and events which are a part of unsuitable run sections are

discarded.

No selection is applied to MC events at this stage, but a correction is applied

to account for discrepancies in the distribution of the number of pile-up events in

the data and simulation. Data runs are split into smaller periods called luminosity

blocks, and the average number of interactions per bunch crossing, 〈µ〉, is measured

over them. Generated events are reweighted at this stage in order to bring the

simulated 〈µ〉 distribution in line with the actual 〈µ〉 distribution in data.

6.5.1.2 Calorimeter quality

Events with corrupted data from the tile calorimeter or with excessive noise in the

liquid argon calorimeter are removed next.

6.5.1.3 Trigger

Events are then required to fire one of four triggers. Electrons must fire either a

trigger with a nominal pT cut of 24 GeV or a high-pT trigger with a pT cut of

60 GeV. Both triggers require electrons to pass identification requirements similar

to the medium++ selection. The 24 GeV trigger has additional cuts on the hadronic

activity near the electron to reduce the trigger rate. Muons must fire a 24 GeV

or 36 GeV trigger, but the lower-pT trigger rejects muons with a large amount of

calorimeter activity nearby.

6.5.1.4 Hard scatter vertex quality

The primary vertex with the highest scalar sum of constituent track pT s is considered

the hard scatter vertex. It is required to have 5 or more associated tracks with

ptrack
T > 400 MeV.
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6.5.1.5 Leptons

Events with exactly one selected muon and zero selected electrons are muon channel

candidate events, and those with exactly one electron and zero muons are electron

channel candidate events. Events with zero or more than one selected lepton are

discarded.

6.5.1.6 Trigger match

The selected lepton is required to match the lepton that fired the trigger. A maximum

∆R of 0.15 is allowed to separate the object that fired the trigger and the selected

lepton. They must also be the same flavor.

6.5.1.7 Jet quality

If any jet in the event is determined to have come from interactions between the

beam and the gas within the beam pipe, beam interactions with other structures

external to ATLAS, cosmic ray muons, or calorimeter noise, the event is discarded.

6.5.1.8 Missing transverse energy and transverse mass

The decay of the W boson results in Emiss
T in tt̄ events that is generally larger than

that of the non-prompt backgrounds. The multijet background is significantly re-

duced by cuts on the event Emiss
T and transverse mass, mT . The transverse mass is

defined as

mT =
√

2p`TE
miss
T (1− cos ∆φ), (6.4)

where ∆φ is the azimuthal separation between the lepton and the missing transverse

energy direction.

In the muon channel, a cut of Emiss
T > 20 GeV and Emiss

T +mT > 60 GeV is applied.

The Emiss
T + mT cut was derived based on the triangular shape of the non-prompt

multijet background in Emiss
T −mT space in the muon channel.

60



The electron channel is more susceptible to non-prompt backgrounds from light

quark jets, so a stronger Emiss
T cut is made to reject these backgrounds: Emiss

T >

30 GeV and mT > 30 GeV.

6.5.2 Boosted event selection

Events passing all common cuts are tested for compatibility with boosted tt̄ event re-

construction. The boosted selection aims to identify events in which the hadronically

decaying top quark’s decay products are contained in one large-R jet.

6.5.2.1 Small-R jet from leptonically decaying top quark

First, the jet resulting from the leptonic top decay t→ b`ν is identified. An accepted

small-R jet must be reconstructed within ∆R(`, jet) < 1.5 of the selected lepton.

The highest-pT small-R jet that satisfies this requirement is assumed to represent

the b quark from the leptonically decaying top quark. It is henceforth referred to as

the leptonic top b jet.

6.5.2.2 Hadronic top quark jet

The boosted selection requires a high-pT large-R jet with substructure that indicates

it contains a hadronic top quark decay. In addition to the pT , η, mjet, and
√
d12

requirements imposed on all large-R jets, the hadronic top quark candidate must be

separated from the leptonic top b jet by ∆R > 1.5. This ensures that no calorimeter

cells are shared by the two jets. The large-R jet candidate must also be an azimuthal

distance ∆φ > 2.3 from the selected lepton. If more than one fat jet fulfills these

criteria, the one with the highest-pT is assumed to be the hadronic top quark jet.

6.5.2.3 b-tagged jet

Finally, at least one selected small-R jet in the event must be b-tagged using the

MV1 algorithm at the 80% efficiency operating point [67]. The MV1 algorithm uses
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both tracking and calorimeter information for a jet to determine the likelihood that

it originated from a b-quark. For instance, due to the relatively long lifetime of

B hadrons, a secondary vertex is often reconstructible from the tracks of its decay

products. b-tagging algorithms take advantage of this in order to discriminate light-

flavor jets from b jets. Only 5% of jets not originating from b quarks pass this

requirement [68]. The b-tagged jet need not be the leptonic top b jet.

6.5.3 Resolved selection

Events passing the common selection cuts but failing the boosted selection are tested

for consistency with a lower-pT hadronic top decay than that assumed in the boosted

scenario.

6.5.3.1 Small-R jets

The small-R jets requirement is split into two cuts, one of which must be passed.

If there are four selected small-R jets in the event, the event is selected. Each jet

corresponds to one quark in the tt̄→ bb̄ qq̄ `ν event topology. If there are only three

selected small-R jets in the event, one of them must have a mass mjet > 60 GeV. This

enhances the efficiency of events with a hadronic top decay that is not completely

contained in large-R jet but with a high-pT W boson whose decay products have

merged into one small-R jet.

6.5.3.2 b-tagged jet

The resolved event selection has an identical b-tagged jet requirement to the boosted

selection. At least one selected small-R jet in the event must be b-tagged using the

MV1 tagger at the 80% efficiency working point.
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6.5.4 Selection efficiency

Figure 6.2 shows the efficiency of the boosted and combined selections in each lepton

flavor channel. The efficiency depends strongly on the top quark transverse momenta,

which are correlated with the invariant mass of the tt̄ system. Most accepted events

with mtt̄ < 1 TeV fall into the resolved category. This is largely because the hadronic

top quark decay products are not fully contained in the large-R jet required by the

boosted selection. However, the majority of accepted events with mtt̄ > 1.5 TeV fall

into the boosted category.

The muon channel is more efficient at high mtt̄ because muons are reconstructed

closer to jets (∆R > 0.1) than electrons (∆R > 0.4). This is inefficient for highly

boosted leptonically decaying tops because the lepton and b-quark are not well-

separated. See Chapter 7 for more details. At low mtt̄ the efficiency difference

between lepton channels is due to higher muon reconstruction efficiency and looser

Emiss
T and mT cuts.

6.6 Event reconstruction

The invariant mass of the tt̄ system is calculated differently in the boosted and

resolved channels. If there are more than four accepted small-R jets in a resolved

event, it must be determined which four were most likely to come from the hadronic

top decay (3 jets) and the leptonic top decay (1 jet). In the boosted channel there is

no ambiguity: the highest-pT small-R jet close to the lepton and the chosen large-R

jet are used. In both channels the neutrino pz must be estimated.

6.6.1 Neutrino pz

The longitudinal momentum of the neutrino, pz, is not measurable by the ATLAS

detector. It is calculated by requiring the invariant mass of the lepton-neutrino

system to be the pole mass of the W boson, MW [69]. This treatment yields the
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quadratic equation

p±z,ν =
µpz,`
pT,`

±

√
µ2p2

z,`

p4
T,`

−
E2
` p

2
T,ν − µ2

p2
T,`

, (6.5)

where µ = M2
W + pT,`pT,ν cos ∆φ`ν . About 70% of selected events have at least one

real solution to this equation. If more than one solution exists, that with the smaller

|pz| is used in the boosted channel. Figure 6.3 shows the difference between the

reconstructed and true neutrino pz in tt̄ events when choosing the larger and smaller

|pz| value.

In the resolved channel, both pz solutions are considered; see Section 6.6.2 for
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details.

If M2
W < 2pT,`pT,ν(1 − cos ∆φ`ν) there will be no real solutions, and in this case

the x and y components of the Emiss
T are adjusted minimally until a real solution is

found.
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Figure 6.3: The difference between the computed and true neutrino pz in tt̄ events
with mtt̄ < 1 TeV (left) and mtt̄ > 1 TeV (right). The choice of the smaller |pz|
solution has a better resolution in both cases.

6.6.2 Resolved event reconstruction

If only three jets (one with mjet > 60 GeV) are selected in an event passing the

resolved selection, the four-momenta of those three jets are included in the mtt̄ cal-

culation. Likewise, if only four jets (none with mjet > 60 GeV) are selected, all of

their four-momenta are used.

In all other cases, a χ2 algorithm is used to determine which jets in the event most

probably originated from the tt̄ pair. Different permutations of jets are considered,

and the permutation with the smallest χ2 is used to reconstruct the invariant mass

of the tt̄ system. If two neutrino pz solutions were found, they are both tested with

all jet permutations.
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The χ2 for a set of three jets (j1, j2, j3) and the b jet candidate (b) is defined as

χ2 =

[
mj1j2 −mW

σW

]2

+

[
mbj1j2 −mj1j2 −mthad−W

σthad−W

]2

+

[
mj3`ν −mtlep

σtlep

]2

+

[
(pT,bj1j2 − pT,j3`ν)− (pT,thad − pT,tlep)

σpT,diff

]2

.

(6.6)

Here the expected masses of the hadronic W (mW ), the hadronic top quark minus

the hadronic W mass (mthad−W ), and the leptonic top quark (mtlep) are derived from

MC when the jets are chosen by matching them to the original quarks from the top

quark decays. The expected difference in pT between the hadronic and leptonic top

quarks (pT,thad − pT,tlep) and the standard deviations (σ) are derived using the same

MC matching criteria. Their derived values are shown in Table 6.1.

The first term of the χ2 imposes the W mass constraint on two of the jets. The

second term similarly imposes the top mass constraint on three of the jets, but the

mass of the two jets from the hadronic W decay is subtracted in order to remove the

correlation between terms. The third term is the mass constraint of the leptonically

decaying top. The final term constrains the event to not have a large pT difference

between the two reconstructed top quarks, as is expected for Standard Model tt̄

production and tt̄ resonances.

If one of the selected jets has mjet > 60 GeV, the χ2 algorithm is altered to take

this into account:

χ2 =

[
mJj1 −mthad

σthad

]2

+

[
mj2`ν −mtlep

σtlep

]2

+

[
(pT,Jj1 − pTj2`ν)− (pT,thad − pT,tlep)

σpT,diff

]2

,

(6.7)

where J is the high-mass jet. The additional parameters are again derived from
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Monte Carlo and are shown in Table 6.1.

Table 6.1: Monte Carlo-derived parameters for the resolved χ2 event reconstruction
algorithm

Parameter Value
mW 83.3 GeV
σW 10.8 GeV
mthad−W 91.1 GeV
σthad−W 14.2 GeV
mtlep 168.2 GeV
σtlep 20.6 GeV
pT,thad − pT,tlep -8.7 GeV
σpT,diff 55.0 GeV
mthad 173.5 GeV
σthad 16.3 GeV

Once the jets and, if need be, the neutrino pz solution have been chosen, the

invariant mass of the tt̄ system is constructed as the four-vector sum of all chosen

jets, the neutrino, and the lepton.

Figure 6.4 illustrates the mass spectrum and the performance of the mtt̄ recon-

struction for various signal benchmarks with resolved events. The reconstructed mtt̄

as a function of the true mtt̄ in resolved events is found in Figure 6.5.
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Figure 6.4: mtt̄ reconstruction performance in resolved events. The reconstructed
tt̄ invariant mass spectrum for a range of Z ′ masses (left) and the difference between
the true and reconstructed Z ′ mass (right) are shown.
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6.6.3 Boosted event reconstruction

The objects which are used in the mtt̄ reconstruction in the boosted channel are

determined during event selection. The invariant mass of the tt̄ system is defined as

the mass of the summed neutrino, lepton, hadronic top jet, and leptonic top b jet

four momenta.

Figure 6.6 shows the mass spectrum and the performance of the mtt̄ reconstruc-

tion for various signal benchmarks in boosted events.

6.7 Data-driven background estimation

Not all SM backgrounds to possible exotic tt̄ resonances are accurately modeled with

Monte Carlo methods. Estimates for the W+jets background and backgrounds with

non-prompt leptons are derived partially or fully from the LHC collision data.
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Figure 6.6: mtt̄ reconstruction performance in boosted events. The reconstructed
tt̄ invariant mass spectrum for a range of Z ′ masses (left) and the difference between
the true and reconstructed Z ′ mass (right) are shown.

6.7.1 W+jets background

Alpgen has been shown to model W+jets production accurately for leptons and jets

with modest transverse momenta (20−75 GeV) [70], but the purpose of this analysis

is to probe new physics above 1 TeV. It is not assumed that Monte Carlo correctly

predicts the mixture of events with different extra parton multiplicities, nor is it

assumed that Alpgen produces the correct mixture of W+light- and heavy-flavor

jets.

The W+jets MC predictions are corrected using scale factors (SFs) derived from

data. Two different corrections are applied.

First, a correction is derived for the relative fractions of W + c, W + cc̄, W + bb̄,

and W+light flavor jets predicted by the MC. A W+jets-enriched control region is

defined by applying the common selection from Section 6.5.1, then requiring at least

two small-R jets. The data from this control region are binned by their number of b-

tagged jets (0, 1, or 2 or more) and the charge of the lepton, yielding a total of six bins.

The W+jets samples are split into three components: W+light quarks, W + c, and

W +cc̄ or bb̄. The normalization of each W+jets component is then floated to obtain

the best fit to the data in the six bins. The ratio between the fitted normalization
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and the original normalization is the scale factor for a particular W+jets component

and is applied to all MC W+jets events. An uncertainty on this method is assessed

by floating the W+jets components together in three different ways: W+light and

W+heavy, (W + cc̄ or bb̄) and (W+light or c); W+c and (W + cc̄ or bb̄ or light).

The scale factors are redetermined for each grouping, and the difference from the

nominal SF is taken as an uncertainty.

In the resolved channel, the overall W+jets normalization is obtained by measur-

ing the ratio between W+ and W− events, which is understood to better precision

than the inclusive W±+jets cross section [71]. The major backgrounds in this control

region (tt̄ and multi-jet) are charge-symmetric. The total number of W+jets events

in data, NW+ +NW− , is given by

NW+ +NW− =

(
rMC + 1

rMC − 1

)
(D+ −D−), (6.8)

where rMC is the ratio of the number of W+ to the number of W− events in the

MC prediction and D± is the number of data events with a lepton of charge ±1.

The predicted contribution of charge-asymmetric events from smaller backgrounds

(single top and diboson) is accounted for by subtracting their yields from the data

counts. This calculation is performed for events passing the common selection with

exactly three jets (for events with one jet having mjet > 60 GeV) and those with four

or more (for all other events). The uncertainty on the overall normalization is taken

from statistical uncertainties and the object reconstruction uncertainties outlined in

Section 6.9.2.

The W+jets overall normalization estimation in the boosted channel uses the

same procedure as the resolved case, but instead of requiring 3 or more small-R jets,

events with a large-R jet with pT > 300 GeV are used.
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6.7.2 Multijet background

Since the production rates of QCD processes are very large, a small amount of MC

mismodeling in the misidentification of leptons from QCD sources will result in a large

uncertainty on the prediction. The background from non-prompt lepton sources is

therefore estimated from the collision data using the so-called matrix method.

First, the lepton identification cuts are loosened. A loose electron in this case

must pass the medium++ requirements and need not be isolated, while a loose muon

must pass all identification cuts except the isolation requirement. The efficiency ε

is defined as the probability that a loose lepton from a prompt source, e.g. a W

or Z boson decay, passes the full lepton requirements of the analysis. The false-

identification rate f is similarly defined: it is the probability that a loose lepton from

a non-prompt source passes the full lepton requirements. ε and f are parameterized

in terms of the lepton pT and the ∆R distance to the nearest jet, which they were

found to depend on strongly.

In order to measure f , a control region enriched with QCD events is defined for

each channel to obtain a pure sample of non-prompt leptons. In the boosted channel,

control region events must have no large-R jets with pT > 150 GeV, and the Emiss
T

and mT signal region cuts are inverted. In the resolved channel, only the Emiss
T and

mT cuts are inverted. Once a sample of data events has been selected using these

criteria, the contamination due to leptons from prompt sources is subtracted using

Monte Carlo predictions. The false-identification rate is then derived by dividing

the number of leptons passing the full analysis criteria by those passing the loose

definition in bins of pT and the ∆R distance to the nearest jet.

ε is measured using Monte Carlo samples. Events passing all selection cuts except

the lepton requirement are first preselected. The number of events with a lepton

passing the loose definition is the denominator of the efficiency, and the number
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with a lepton passing the full lepton selection is the numerator. Like the false-

identification rate, ε is derived in the pT and ∆R(`, jet) bins.

Once ε and f have been calculated, the resolved and boosted event selections are

applied in the data, but events are only required to have a loose lepton. The number

of loose leptons in this sample, NL, is given by

NL = Np +Nnp, (6.9)

where Np and Nnp are the number of prompt and non-prompt leptons, respectively.

After imposing the full lepton selection, the number of “tight” leptons, NT , is given

by

NT = εNp + fNnp. (6.10)

Combining these two equations, the number of non-prompt leptons passing the

full selection, fNnp, is

fNnp =
(ε− 1)f

ε− f
NT +

εf

ε− f
NA, (6.11)

where NA is the number of leptons that pass the loose definition but fail the full

selection, NL −NT .

The final prediction of the non-prompt contribution to the total yield is deter-

mined by weighting each data event with a loose lepton by the appropriate factor–

(ε−1)f/(ε−f) if the lepton is tight and (εf)/(ε−f) if it is not tight. The uncertainty

on this prediction is assessed by varying the loose lepton definition, the QCD control

region cuts, and the parameterization of ε and f .
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6.8 Data and background estimation comparisons

6.8.1 Event yield comparison

The detailed event yields in data and background predictions are presented by chan-

nel and lepton flavor in Table 6.2. 280,251 data events pass the resolved selection,

while 5122 pass the boosted selection. The overlap between the two channels is

4589 events. These overlapping events are reconstructed using the boosted event

reconstruction algorithm presented in Section 6.6.3.

The predicted background event yields in the resolved and boosted channels are

283000±39000 and 5600±1200, respectively. The uncertainties quoted here include

systematic uncertainties, discussed in Section 6.9. The dominant Standard Model

background is tt̄ production, which accounts for approximately 75% (85%) of ac-

cepted events in the resolved (boosted) channel. W+jets and single top production

are the next most significant backgrounds, making up about 15% and 5% (10% and

3%) of the total predicted background.

No significant excess or deficit is observed in the data when compared with the

Standard Model expectation.

6.8.2 Comparison of kinematic distributions

A comparison of data and the background predictions for important kinematic dis-

tributions is presented in this section. The pT of the leading (highest-pT ) selected

jet in each data event passing the resolved selection is compared to the background

prediction in Figure 6.7. The mass of the leptonically decaying top candidate, mt,lep,

in data and background is shown in Figure 6.8. Similar data and background com-

parisons for the hadronic top jet candidate mass and pT are made in Figures 6.9

and 6.10, respectively.

No significant deviation from the predictions is observed in the data.
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Table 6.2: The number of selected data events and SM background expectations after
the full resolved or boosted selections. The Poisson statistical uncertainty is shown
for data yields. The systematic uncertainties on the background yields, discussed
further in Section 6.9 are also shown.

Resolved selection
e µ Sum

tt̄ 94000 ± 15000 118000 ± 19000 211000 ± 33000
Single top 6800 ± 800 8400 ± 1100 15200 ± 1900
Multi-jet 3700 ± 1800 10000 ± 5000 14000 ± 6000
W+jets 16000 ± 4000 23000 ± 6000 39000 ± 10000
Z+jets 1800 ± 400 1800 ± 400 3600 ± 800
Di-bosons 230 ± 50 320 ± 60 550 ± 100
Total 121000 ± 17000 162000 ± 23000 283000 ± 39000
Data 119490 ± 346 160878 ± 401 280251 ± 529

Boosted selection
e µ Sum

tt̄ 2100 ± 500 2800 ± 600 4900 ± 1100
Single top 71 ± 15 105 ± 22 176 ± 34
Multi-jet 39 ± 19 32 ± 16 71 ± 25
W+jets 170 ± 60 310 ± 90 480 ± 140
Z+jets 18 ± 11 33 ± 8 52 ± 15
Di-bosons 2.0 ± 0.8 1.5 ± 1.4 3.5 ± 1.8
Total 2400 ± 500 3300 ± 700 5600 ± 1200
Data 2177 ± 47 2945 ± 54 5122 ± 72

6.9 Systematic uncertainties

The sources of systematic uncertainty affecting this analysis are discussed in this

section. They are broken up into two broad categories: uncertainties from the back-

ground and signal estimates and uncertainties due to object reconstruction and iden-

tification. The sources of uncertainty on the background and signal estimates include

Monte Carlo modeling, luminosity, cross section, and data-driven backgrounds. The

calibration and identification of electrons, muons, jets, and missing transverse energy

are sources of systematic uncertainties on object reconstruction.
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Figure 6.7: The leading jet pT distribution in data and background in the resolved
muon (left) and electron (right) channels. The shaded area indicates the total un-
certainty on the background prediction. The Poisson statistical uncertainty on the
data is also shown. The contribution of certain backgrounds may be too small to see
in the figure. The right-most bin includes the contribution from overflow events.

Uncertainties can affect both the overall normalization of the predicted mtt̄ spec-

trum as well as its shape, so although the uncertainty in the event yield due to a

systematic uncertainty may be small, its effect on the predicted mtt̄ distribution, and

therefore the σ × BR limit for a signal benchmark, may be substantial.

6.9.1 Uncertainties affecting the background estimate

6.9.1.1 Luminosity

The uncertainty on the luminosity in 2012 LHC
√
s = 8 TeV data taking is 3.6%.

This is applied as a constant shift to all background processes which are predicted

entirely from Monte Carlo. Backgrounds whose normalization (W+jets, multijet)

comes from the data are not affected by this uncertainty.

6.9.1.2 Parton distribution functions

The uncertainty due to choice of PDF is assessed for all signals and backgrounds

except the multijet background, which is fully derived from data. The procedure

outlined in the PDF4LHC recommendation [72] is used to evaluate it. The 68%

confidence limit uncertainties on the CT10, MSTW2008NLO, and NNPDF2.3 [73]
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Figure 6.8: The leptonically decaying top quark candidate mass, mt,lep, distribution
in data and background in the boosted muon (left) and electron (right) channels.
The shaded area indicates the total uncertainty on the background prediction. The
Poisson statistical uncertainty on the data is also shown. The contribution of certain
backgrounds may be too small to see in the figure. The right-most bin includes the
contribution from overflow events.

PDF predictions are applied to each background.

In practice, this is performed by reweighting each event based on the relative

probability of the hard scatter occurring according to a given PDF. Each PDF

family is composed of between 40 and 100 PDFs which cover the 68% confidence

interval. An uncertainty envelope prescribed by the PDF4LHC recommendation is

defined for each PDF family, and the maximum deviation up and down from the

nominal mtt̄ spectrum of all the envelopes is taken as the total PDF uncertainty.

Since the cross section uncertainty on background processes includes the uncer-

tainty due to the choice of PDF, each background sample is normalized to the original

number of events before cuts are applied.

6.9.1.3 Uncertainties on Standard Model tt̄ production

Several systematic uncertainties related to the dominant SM tt̄ background are as-

sessed.

The largest normalization uncertainty on the overall background prediction is

due to the uncertainty of the tt̄ production cross section. It is evaluated with
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Figure 6.9: The hadronically decaying top quark candidate mass, mt,had, distribu-
tion in data and background in the boosted muon (left) and electron (right) channels.
The shaded area indicates the total uncertainty on the background prediction. The
Poisson statistical uncertainty on the data is also shown. The contribution of certain
backgrounds may be too small to see in the figure. The right-most bin includes the
contribution from overflow events.

HATHOR [25] using the MSTW2008 90% confidence level NNLO PDF sets [22]. A

further cross section uncertainty derived by changing the top quark mass by ±1 GeV

is also included. Finally, the full uncertainty on the tt̄ production cross section is

calculated by adding both of these in quadrature with the normalization and factor-

ization scale uncertainties. The overall uncertainty is found to be consistent with

the Top++ [65] next-to-next-to-leading log calculation.

To assess the effect of the choice of NLO tt̄ generator, the difference in the mtt̄

spectrum when using MC@NLO and Powheg is considered an uncertainty on the

SM tt̄ background. Herwig is used for parton showering in both cases. A similar

comparison is made between Powheg samples showered with Pythia and Herwig,

and the difference is taken as an additional systematic uncertainty.

A shape uncertainty due to value of the top quark mass is evaluated through

the change in the mtt̄ shape with the top quark mass set to 170 and 175 GeV with

MC@NLO. The difference in the mtt̄ spectrum between these two masses is divided

by four to approximate a 1.25 GeV uncertainty on the top mass. To avoid double
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Figure 6.10: The hadronic top jet candidate pT distribution in data and back-
ground in the boosted muon (left) and electron (right) channels. The shaded area
indicates the total uncertainty on the background prediction. The Poisson statistical
uncertainty on the data is also shown. The contribution of certain backgrounds may
be too small to see in the figure. The right-most bin includes the contribution from
overflow events.

counting the effect of the top mass on the tt̄ production cross section, each variation

is normalized to the nominal cross section.

Finally, the uncertainty due to initial and final state radiation (ISR, FSR) is

evaluated by generating two tt̄ Monte Carlo samples with AcerMC and Pythia.

The two samples are produced by varying Pythia’s ISR and FSR parameters up

and down together. The variations are in accordance with a previous ATLAS mea-

surement of tt̄ production which vetoed central jet activity not directly descended

from the tt̄ decay products [74].

6.9.1.4 Uncertainties on W+jets production

Four uncertainties are evaluated exclusively for the W+jets process: the normaliza-

tion uncertainty, the uncertainty on the heavy flavor content of W+jets events, a

scale uncertainty, and an uncertainty due to the matching scheme implemented in

Alpgen.

The W+jets normalization uncertainty is the uncertainty on the data-derived

W+jets scale factors. In the muon channel these are 0.95± 0.15 (0.81± 0.13) for the
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resolved (boosted) selection. Scale factors of 0.89±0.16 (0.65±0.14) were computed

in the resolved (boosted) electron channel. The derivation of these scale factors is

explained in Section 6.7.1. The uncertainty on the data-derived mixture of W+light

and W+heavy flavor partons is also taken into account.

Two shape uncertainties are evaluated by varying Alpgen parameters in the

W+jets Monte Carlo samples. First, the functional form of the factorization and

renormalization scale in Alpgen is varied by changing its “iqopt3” parameter. Sec-

ond, the minimum pT of an outgoing parton is changed to 10 GeV from its nominal

value of 15 GeV. The samples generated using both of these variations are normalized

to the nominal number of W+jets events calculated in the scale factor evaluation

since the W+jets normalization is data-derived.

6.9.1.5 Uncertainties on other backgrounds

The other electroweak backgrounds are scaled by constant factors up and down

to evaluate the uncertainty on their normalizations. The variations are ±48% for

Z+jets, ±34% for dibosons, and ±7.7% for single top. These are the theoretical

uncertainties on their respective production cross sections plus a conservative 25%

uncertainty for each small-R jet not originating from a top quark or vector boson

decay, averaged over all events.

The uncertainty on the multijet background is described in Section 6.7.2

6.9.2 Uncertainties affecting reconstructed objects

6.9.2.1 Jets

Jet calibration and reconstruction are the source of several systematic uncertain-

ties. The jet energy scale uncertainty, the jet energy resolution uncertainty, and

the uncertainty in jet reconstruction and jet vertex fraction efficiencies all affect the

reconstruction of small-R jets. Large-R jets have uncertainties evaluated for their
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mass scale, energy scale, and
√
d12.

The jet energy scale uncertainty for small-R jets takes into account the un-

certainty in the LC+JES calibration due to the flavor composition of the jet, the

calorimeter response of different quark flavors, effects due to other close by jets, pile-

up, and the uncertainty in the energy scale of jets constraining b-quarks [51]. The

contributions to this uncertainty from its various parts are shown in Figure 6.11.
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Figure 6.11: The jet energy scale uncertainties for small-R jets in ATLAS [75].
Example uncertainty components and total envelope are shown for jets at η = 0
over a range of transverse momenta (left) and for jets with pT = 40 over a range of
pseudorapidities (right).

The jet energy resolution in ATLAS is computed by measuring the energy dif-

ference of back-to-back jets. After taking into account other calorimeter deposits

in the event, the resolution of the pair of jets is extracted by requiring that their

transverse momenta be balanced. The jet energy resolution uncertainty is evaluated

by smearing the energy of jets in the simulation by the uncertainty on the resolution

measurement. The jet energy resolution can only be made worse in the simulation,

so the effect of the smearing on the analysis is symmetrized.

The jet vertex fraction uncertainty is assessed using two methods. First, the

efficiency of selecting jets from the hard scatter vertex and mistag rate of selecting

jets from pile-up vertices are parameterized as a function of jet pT using Z+jets

events. The uncertainty on the fits is inflated as a conservative estimate of the
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systematic uncertainty. The selection of the Z+jets events is then varied to assess a

second source of uncertainty in the measurement, and the uncertainties from the fits

and the selection are combined in quadrature for the final systematic uncertainty.

The jet reconstruction efficiency uncertainty is assessed by randomly discarding

jets from events. The probability of rejecting a jet ranges from 2 to 7% and is

parameterized by the jet pseudorapidity. The effect of this uncertainty on the analysis

was found to be negligible.

Systematic uncertainties for large-R jet mass and
√
d12 are evaluated using the

in-situ comparison of calorimeter and track jets [76]. Track and calorimeter jets

within ∆R < 0.3 of each other are matched, and the ratio of a variable X between

a calorimeter jet and its corresponding track jet is defined as rXtrack jet. The double

ratio of the variable X between data and Monte Carlo is defined as RX
track jet =

rX,data
track jet/r

X,MC
track jet. Since the calorimeter and inner detector systematic uncertainties

are largely uncorrelated, any deviation of RX
track jet is attributed to mismodeling in

the simulation and is assessed as a systematic uncertainty accordingly. Figure 6.12

shows an example of the double ratio for large-R jet mass.

The jet energy scale uncertainty for the large-R jets uses the same methods as

those defined for small-R jets.

6.9.2.2 Leptons

The reconstruction and identification of both muons and electrons are a source of

uncertainty in this analysis. An uncertainty is assessed for their calibration using the

Z boson peak. Efficiency scale factors are applied to Monte Carlo events to correct for

the differences in efficiency observed in the data and Monte Carlo. The uncertainty

due to these corrections must be taken into account. Scale factors are derived for

trigger, identification, and isolation cuts on leptons. For a detailed description of the

derivation of lepton scale factors and their associated uncertainties, see Section 7.2.2.
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Figure 6.12: An example calorimeter to track jet ratio for in-situ jet mass uncer-
tainty evaluation.

6.9.2.3 Missing transverse momentum

All energy scale and resolution uncertainties for objects included in the Emiss
T recon-

struction of an event are propagated into the Emiss
T calculation—electrons, muons,

and jets. In addition, the energy of the soft jets and clusters not associated with any

identified object are varied based on parton shower tuning and detector modeling,

and these variations are propagated into the Emiss
T .

6.9.3 Summary of systematic uncertainties

The systematics are evaluated separately in the resolved and boosted channels. Ta-

bles 6.3 and 6.4 summarize the effect of various systematic variations on the nom-
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inal SM background event yields and the event yield of a topcolor Z ′ boson with

mZ′ = 1.5 TeV in the resolved and boosted channels, respectively.

Table 6.3: Summary of the effect of systematic variations on the SM background
yield and that of a Z ′ boson with mZ′ = 1.5 TeV in the resolved channel. The
variation is quoted as a percent variation from the nominal yield.

Systematic effect tot tt̄ stop Wjets multi Zjets dbsn Z ′

Luminosity 2.9 3.6 3.6 0.0 0.0 3.6 3.6 3.6
ISR/FSR 0.2 0.2 0.0 0.0 0.0 0.0 0.0 0.0
PDF 2.9 2.9 5.1 3.0 0.0 4.4 2.0 4.6
tt̄ norm 7.6 10.2 0.0 0.0 0.0 0.0 0.0 0.0
tt̄ generator 1.5 2.0 0.0 0.0 0.0 0.0 0.0 0.0
W+jets norm 2.1 0.0 0.0 15.4 0.0 0.0 0.0 0.0
W shape ptjmin10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
W shape iqopt3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
W+jets bb̄+ cc̄+ c vs. light 0.8 0.0 0.0 6.1 0.0 0.0 0.0 0.0
W+jets bb̄+25% 0.2 0.0 0.0 1.7 0.0 0.0 0.0 0.0
W+jets c+25% 1.1 0.0 0.0 7.7 0.0 0.0 0.0 0.0
Multi-jets norm, e+jets 0.6 0.0 0.0 0.0 13.0 0.0 0.0 0.0
Multi-jets norm, µ+jets 1.8 0.0 0.0 0.0 37.0 0.0 0.0 0.0
JES0 5.7 4.9 7.7 11.1 0.0 12.0 11.4 2.1
JES1 2.0 1.7 3.0 3.6 0.0 5.6 4.2 0.7
BoostedJES0 0.3 0.3 0.1 0.2 0.0 0.2 0.1 3.6
BoostedJES1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0
BoostedJES2 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.1
JER0 1.6 0.2 2.4 8.2 0.0 11.1 9.2 0.2
JER1 0.2 0.1 0.1 0.4 0.0 3.1 0.4 0.3
JER2 0.0 0.0 0.0 0.1 0.0 0.1 0.0 0.1
Parton shower 4.5 6.1 0.0 0.0 0.0 0.0 0.0 0.0
Jet vertex fraction 1.7 1.7 1.7 2.6 0.0 2.6 2.2 2.3
c-tag 1.4 0.3 0.4 7.6 0.0 5.6 8.8 0.3
Mistag 0.7 0.2 0.3 4.0 0.0 4.6 3.3 0.3
b-tag 4.3 4.9 5.7 2.4 0.0 3.1 1.9 1.8
Electron scale factor 1.0 1.1 1.1 1.0 0.0 1.2 1.0 1.1
Muon scale factor 1.5 1.5 1.5 1.6 0.0 1.4 1.6 1.5
EW Sudakov 2.2 2.9 0.0 0.0 0.0 0.0 0.0 0.0
topmass 1.8 2.4 0.0 0.0 0.0 0.0 0.0 0.0
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6.10 Results

The results of this analysis are assessed in two ways. First, the data are compared

to the Standard Model background, and the compatibility of the data with the

SM in the absence of any signal is evaluated. If no discrepancy is observed, upper

cross section limits for the two signal benchmarks are computed and translated into

excluded masses.

Figures 6.13 and 6.14 show the tt̄ invariant mass distributions for data and the

SM expectation in the resolved and boosted channels, respectively. Figure 6.15 shows

the mtt̄ spectrum summed over all selection channels.
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Figure 6.13: The mtt̄ distribution in data and background in the resolved muon
(left) and electron (right) channels. The shaded area indicates the total uncertainty
on the background prediction. The Poisson statistical uncertainty on the data is also
shown. The right-most bin includes the contribution from overflow events.

6.10.1 Compatibility with the null hypothesis

After the tt̄ invariant mass distribution has been constructed in the four selection

channels, the data and simulation mtt̄ spectra are compared. BumpHunter [77] is used

to perform this comparison systematically.

BumpHunter defines sliding windows of variable size (with a minimum width of 2

bins) and compares the data and predictions in each window. For each of the four
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Figure 6.14: The mtt̄ distribution in data and background in the boosted muon
(left) and electron (right) channels. The shaded area indicates the total uncertainty
on the background prediction. The Poisson statistical uncertainty on the data is also
shown. The right-most bin includes the contribution from overflow events.

channels, the Poisson probability of the most significant bump or dip is recorded. In

a particular window i, the Poisson probability is given by

P (di, bi) =

{
Γ(di, bi) =

∑∞
(n=di)

bni
n!
e−bi if di ≥ bi

1− Γ(di + 1, bi) if di < bi
(6.12)

where di and bi are the data and background counts in the window i. This equation

is valid when looking for an excess in the data; deficits are searched for by reversing

the inequalities. The smallest Poisson probability from all the windows is recorded

as Pmin
i , and the BumpHunter test statistic, t, is defined in terms of it:

t =

{
0 if di ≤ bi
− logPmin

i otherwise.
(6.13)

10,000 pseudoexperiments are generated, where pseudodata are produced by sam-

pling Poisson fluctuations of the background prediction. The p-value of the most

significant bump is calculated by comparing the test statistic from the data with the
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Figure 6.15: The mtt̄ distribution in data and background summed over all chan-
nels. The shaded area indicates the total uncertainty on the background prediction.
The Poisson statistical uncertainty on the data is also shown. Two mtt̄ spectrum
from signal benchmarks is added to the background prediction to show the effect on
the total invariant mass distribution. The right-most bin includes the contribution
from overflow events.

test statistics calculated from the pseudoexperiments.

p−value =

∫∞
tobs

f(t)∫∞
0
f(t)

(6.14)

Here tobs is the test statistic observed in the most interesting window and f(t) is the

distribution of test statistics found in the pseudodata. p-values close to one signify

agreement between the data and prediction.

BumpHunter combines the four selection channels in two ways: by simply summing

the mtt̄ spectra from each channel or by scanning all four simultaneously. If there is

overlap between the most significant excesses or deficits in more than one channel,

the test statistic is calculated with the combined probability of the excesses or deficits

in the overlapping channels.
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Table 6.5 summarize the most significant excesses and deficits in each channel,

with all channels summed, and with the channels scanned simultaneously (combined)

using only statistical uncertainties. Table 6.6 is equivalent, except that systematic

uncertainties are also taken into account.

6.10.2 Upper cross section times branching ratio limits for tt̄ resonances

With no significant excess in the data over the Standard model background predic-

tion, upper limits on the production cross section times branching fraction are set.

This is accomplished following the procedure laid out by the D0 Collaboration [78].

The likelihood Lν for a resonance mass ν with cross section σν is the product of the

Poisson probabilities of the data measurement given an expectation of the signal plus

background in each bin:

Lν(D|σν , aν , b) =
N∏
i=1

e−(aν,iσν+bi)(aν,iσν + bi)
Di

Γ(Di + 1)
, (6.15)

where the product is over all bins, i; Di and bi are the number of data events and

the total predicted background yield in bin i, respectively; and aν is the acceptance

times luminosity for the signal.

A Gaussian prior is used for systematic variations unless the relative variation

exceeds 20%; in that case a log-normal distribution is used to prevent negative back-

ground expectations. Systematic uncertainties are included in the cross section upper

limit calculation by randomly sampling each prior to produce a shifted background

prediction. The signal cross section prior is flat and zero for negative cross sections;

the 95% credibility level of the cross section is calculated by integrating the posterior

probability to 95%.

Upper cross section limits as a function of the topcolor Z ′ and RS KK gluon

masses are shown in Tables 6.7 and 6.8, respectively. Figure 6.8 illustrates these
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results.
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Figure 6.16: The observed and expected upper limits on the cross section times
branching ratio of a topcolor Z ′ boson (left) and RS KK gluon (right) decaying to
tt̄. The dashed and solid black lines are the expected and observed upper limits, and
the green and filled areas denote the 1 and 2σ uncertainty bands on the expected
limit.

6.11 Conclusions

A search for the resonant production of tt̄ pairs in proton-proton collisions at
√
s =

8 TeV was performed with the ATLAS detector with 14.3 fb−1 of integrated luminos-

ity. No significant deviations from the Standard Model predictions were observed in

the mtt̄ spectrum. In light of this, upper limits on the cross section times branching

ratio of two benchmark models, the topcolor Z ′ boson and the Randall-Sundrum

Kaluza-Klein gluon, were set at the 95% credibility level. The narrow topcolor Z ′ is

excluded in the mass range 0.5 TeV < mZ′ < 1.8 TeV, and the RS gKK is excluded

in the range 0.5 TeV < mgKK < 2.0 TeV at the 95% credibility level.
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Table 6.4: Summary of the effect of systematic variations on the SM background
yield and that of a topcolor Z ′ boson with mZ′ = 1.5 TeV in the boosted channel.
The variation is quoted as a percent variation from the nominal yield.

Systematic effect tot tt̄ stop Wjets multi Zjets dbsn Z ′

Luminosity 3.3 3.6 3.6 0.0 0.0 3.6 3.6 3.6
ISR/FSR 0.7 0.8 0.0 0.0 0.0 0.0 0.0 0.0
PDF 5.8 5.8 7.2 6.3 0.0 8.7 6.6 2.9
tt̄ norm 8.8 10.2 0.0 0.0 0.0 0.0 0.0 0.0
tt̄ generator 1.6 1.9 0.0 0.0 0.0 0.0 0.0 0.0
W+jets norm 1.0 0.0 0.0 12.2 0.0 0.0 0.0 0.0
W shape ptjmin10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
W shape iqopt3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
W+jets bb̄+ cc̄+ c vs. light 1.0 0.0 0.0 12.4 0.0 0.0 0.0 0.0
W+jets bb̄+25% 0.4 0.0 0.0 5.2 0.0 0.0 0.0 0.0
W+jets c+25% 0.6 0.0 0.0 7.1 0.0 0.0 0.0 0.0
Multi-jets norm, e+jets 0.3 0.0 0.0 0.0 27.5 0.0 0.0 0.0
Multi-jets norm, µ+jets 0.3 0.0 0.0 0.0 22.5 0.0 0.0 0.0
JES0 0.7 0.6 1.5 1.3 0.0 3.0 0.9 0.5
JES1 0.2 0.4 0.5 0.6 0.0 2.5 3.9 0.2
BoostedJES0 16.4 16.8 16.7 13.9 0.0 16.6 32.8 2.9
BoostedJES1 0.5 0.4 0.6 0.9 0.0 0.0 0.0 1.6
BoostedJES2 0.1 0.1 0.1 0.0 0.0 6.3 0.0 0.1
JER0 0.6 0.2 2.0 9.4 0.0 10.6 13.3 0.6
JER1 0.1 0.2 0.0 0.3 0.0 6.1 0.0 0.1
JER2 0.1 0.1 1.5 0.9 0.0 1.9 9.0 0.2
Parton shower 4.1 4.7 0.0 0.0 0.0 0.0 0.0 0.0
Jet vertex fraction 2.1 2.1 2.1 2.0 0.0 2.7 2.1 2.4
c-tag 0.7 0.2 0.1 6.3 0.0 0.4 10.4 0.9
Mistag 0.7 0.2 0.0 6.0 0.0 0.1 2.1 0.1
b-tag 3.4 3.4 2.8 4.3 0.0 0.8 0.7 5.9
Electron scale factor 1.0 1.0 1.0 0.8 0.0 0.8 1.4 1.0
Muon scale factor 1.6 1.6 1.6 1.7 0.0 1.7 1.2 1.6
EW Sudakov 4.4 5.1 0.0 0.0 0.0 0.0 0.0 0.0
topmass 1.3 1.5 0.0 0.0 0.0 0.0 0.0 0.0
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Table 6.5: The most significant deviations found in the tt̄ mass spectra. Only sta-
tistical uncertainties are considered.

Excesses
Channel p-value σ mass range
e-resolved 0.0002± 0.0000 3.5827 240 – 480
µ-resolved 0.0000± 0.0000 > 5 240 – 480
e-boosted 0.1657± 0.0012 0.9715 1160 – 1400
µ-boosted 0.0023± 0.0002 2.8352 400 – 720
all added 0.0000± 0.0000 > 5 240 – 480
combined 1.0000± 0.0000 No Excess 0 – 0

Deficits
Channel p-value σ mass range (GeV)
e-resolved 0.0000± 0.0000 > 5 800 – 1800
µ-resolved 0.0000± 0.0000 > 5 2000 – 3600
e-boosted 0.7772± 0.0013 No Deficit 640 – 920
µ-boosted 0.0012± 0.0001 3.0307 1600 – 2500
all added 0.0000± 0.0000 > 5 920 – 1160
combined 1.0000± 0.0000 No Deficit 0 – 0
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Table 6.6: The most significant deviations found in the tt̄ mass spectra. Systematic
and statistical uncertainties are considered.

Excesses
Channel p-value σ mass range (GeV)
e-resolved 0.0682± 0.0025 1.4893 240 – 400
µ-resolved 0.0154± 0.0012 2.1596 240 – 400
e-boosted 0.6715± 0.0047 No Excess 1800 – 2500
µ-boosted 0.8570± 0.0035 No Excess 400 – 560
all added 0.0266± 0.0016 1.9333 240 – 400
combined 1.0000± 0.0000 No Excess 0 – 0

Deficits
Channel p-value σ mass range (GeV)
e-resolved 0.7065± 0.0046 No Deficit 1600 – 2000
µ-resolved 0.9976± 0.0005 No Deficit 2000 – 3600
e-boosted 0.3868± 0.0049 0.2877 1400 – 1800
µ-boosted 0.8756± 0.0033 No Deficit 2000 – 3600
all added 0.7572± 0.0043 No Deficit 1600 – 2500
combined 1.0000± 0.0000 No Deficit 0 – 0

Table 6.7: Upper cross section times branching ratio limits at the 95% credibility
level for a topcolor Z ′ decaying to tt̄ using the combination of all channels. The
observed and expected limits as well as the ±1σ variation of the expected limit are
shown for each resonance mass. The second column gives the theoretical predictions.

Mass (TeV) σ× BR ×1.3 [pb] Obs. (pb) Exp. (pb) −1σ (pb) +1σ (pb)
0.50 23. 5.30 4.99 1.50 10.7
0.75 5.6 2.17 1.00 0.249 1.87
1.00 1.6 0.406 0.335 0.091 0.674
1.25 0.57 0.187 0.160 0.064 0.323
1.50 2.1×10−1 0.148 0.096 0.041 0.198
2.00 3.9×10−2 0.078 0.055 0.023 0.117
2.50 6.9×10−3 0.081 0.035 0.017 0.081
3.00 1.5×10−3 0.083 0.019 0.010 0.053

.
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Table 6.8: Upper cross section times branching ratio limits at the 95% credibility
level for an RS KK gluon decaying to tt̄ using the combination of all channels. The
observed and expected limits as well as the ±1σ variation of the expected limit are
shown for each resonance mass. The second column gives the theoretical predictions.

Mass (TeV) σ× BR [pb] Obs. (pb) Exp. (pb) −1σ (pb) +1σ (pb)
0.50 82. 9.62 6.73 2.15 14.1
0.60 45. 4.79 3.48 0.813 6.98
0.70 25. 3.48 1.84 0.436 3.90
0.80 15. 1.66 1.19 0.262 2.37
0.90 8.8 0.948 0.711 0.165 1.60
1.00 5.5 0.561 0.529 0.125 1.11
1.15 2.8 0.394 0.329 0.100 0.720
1.30 1.5 0.282 0.221 0.081 0.464
1.60 0.50 0.204 0.134 0.052 0.296
1.80 0.26 0.149 0.109 0.041 0.237
2.00 0.14 0.153 0.097 0.036 0.209
2.25 0.067 0.218 0.089 0.036 0.203
2.50 0.035 0.152 0.080 0.035 0.196

.
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7

Improved Reconstruction Methods for High-pT Top
Quark Decays with Electrons

The success of searches for high-mass exotic resonances decaying to tt̄ pairs is strongly

dependent on the reconstruction performance of high-pT top quarks. The ∆R sepa-

ration between the two-body decay products of a particle, a, is approximately given

by

∆Rdecay ≈
2ma

paT
. (7.1)

Figure 7.1 shows the ∆R distance between the W boson and b quark from the decay

of a top quark as a function of its pT , illustrating this dependence.

For high-pT top quark decays in which the W boson decays to a lepton and

neutrino, the b quark and lepton are often very close to each other in η − φ space.

Figure 7.2 illustrates the minimum ∆R(e, jet) separation in tt̄ decays as a function

of the invariant mass of the tt̄ system.

The proximity of these particles poses two significant complications for the suc-

cessful reconstruction of the lepton and b quark jet.
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Figure 7.1: The ∆R separation between the top quark’s decay products as a
function of its pT .

First, high-pT particles originating from the b quark’s parton shower interfere with

the lepton isolation requirement. In order to reduce backgrounds from light quark

jets, standard lepton isolation techniques construct a ring in η − φ space, usually of

radius R = 0.2 or 0.3, surrounding the lepton candidate. The transverse momenta

of all tracks or calorimeter deposits in the cone defined by that ring are summed,

and if the pT sum in the cone is greater than some threshold, the corresponding

lepton is not selected. Track- and calorimeter-based algorithms are called ptcone

and etcone isolation, respectively (etcone isolation with a cone size of 0.2 is often

denoted etcone20). Higher thresholds are more efficient but reject fewer non-prompt
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Figure 7.2: The ∆R(el, jet) separation for tt̄ decays as a function of the tt̄
invariant mass. Events were generated using Pythia 8.1. Jets were clustered from
stable electrons, photons, and hadrons at truth-level using FastJet [79].

leptons. Likewise, smaller cone sizes accept more of both prompt and non-prompt

leptons. The choice of the threshold value and cone size is therefore determined by

the efficiency and background rejection needs of a particular analysis. Most analyses

at ATLAS which study collisions producing tt̄ pairs use a combination of ptcone20

and etcone20 isolation, each at approximately 90% efficiency for prompt leptons.

For high-pT top quark decays, isolation algorithms with a fixed cone size be-

come inefficient due to the nearness of the lepton to b quark decay products. Mini-

isolation [80], which scales the isolation cone radius with 1/pleptonT , was introduced to

mitigate this effect. The commissioning, optimization, and performance of electron

mini-isolation at ATLAS are discussed in Section 7.2.

Second, since topological clusters in the EM calorimeter are passed to jet re-

construction algorithms, the energy deposited by electrons will be included in the
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four-momenta of jets in the event. This is often the desired result. In the semilep-

tonic decay of a B hadron, for instance, the electron carries some of the energy of the

initial b quark. If the jet is used to represent the four-momentum of the b quark, the

electron’s energy deposits ought to be included in the jet for an accurate represen-

tation. However, for analyses which use the four-momenta of both prompt electrons

and jets for event selection and reconstruction, this can lead to double counting of

the electron energy. Such is the case for tt̄ resonance searches, in which electron and

jet four-momenta are summed to calculate the invariant mass of the tt̄ system.

An electron-jet overlap removal procedure must be devised to cope with this issue.

The standard overlap removal implemented in most tt̄ analyses defines two distances

in η − φ space: R1 and R2 with R1 < R2. Electrons and jets reconstructed within

∆R(e, jet) < R1 of each other are considered to represent the same object, namely

the electron, and the jet is removed from the event; if more than one jet is within

this distance to the electron, only the closest jet is removed. If they are separated

by an intermediate distance, R1 < ∆R(e, jet) < R2, then the electron is considered

a jet constituent and is not selected. Electrons and jets separated by more than R2

are treated as distinct objects and do not undergo overlap removal. For analyses

targeting the tt̄ final state using anti-kt jets with R = 0.4, R1 and R2 are defined as

0.2 and 0.4, respectively.

However, this procedure becomes inefficient at high-pT for top quarks in the

electron decay mode because the electron and b quark are often within ∆R < 0.4 of

each other. Their calorimeter energy deposits are consequently included in one jet,

representing the sum of their four-momenta. During overlap removal, either the jet

or the electron is removed from the event. With one of the top quark decay products

discarded, it is not possible to correctly reconstruct the event, leading either to event

selection inefficiency or a mis-reconstructed tt̄ system.

A new electron jet overlap removal procedure was developed by the author specif-
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ically for the boosted top quark topology in the electron decay mode. Details of this

procedure are discussed in Section 7.3

The work presented in this chapter was performed entirely by the author unless

otherwise noted.

7.1 Tag-and-probe techniques

In order to study the performance of prompt electron reconstruction and identifica-

tion in collision event data, it is first necessary to obtain a pure sample of prompt

electrons. One method for achieving this is known as the “tag-and-probe” technique.

Events are first “tagged” as likely to contain prompt electrons. This is accom-

plished by identifying and selecting a set of objects, one of which is an electron,

that is expected to be produced through a well known physical process. This pro-

cess should have a relatively small background of non-prompt electrons after the

tag selection is imposed. Once the event has been tagged, the electrons in ques-

tion can be studied—or “probed”—with the knowledge that they are likely prompt.

Any remaining background contribution should be accounted for in the measurement

performed.

Applying the tag-and-probe technique to Z → `` events (Z tag-and-probe) is

the most common method for studying lepton reconstruction and identification [46].

It is introduced in Section 7.1.1. A novel approach, developed by the author, to

evaluating the systematic uncertainty of Z tag-and-probe results uses tt̄→ bb̄ eµνν

events to obtain a pure prompt electron sample (tt̄ tag-and-probe). It is presented

in Section 7.1.2.

7.1.1 Z tag-and-probe

Z → ee events are used to study electron identification and isolation efficiencies in

the studies presented in this chapter. To select a pure sample of prompt electrons
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Figure 7.3: Example of the purity of probes obtained using the Z tag-and-probe
technique for electrons in

√
s = 8 TeV data and MC. The dielectron mass of the

tag-probe system (left) and the probe pT (right) distributions are shown. The lower
panels show the event yield ratio between data and the MC prediction in each bin.
All labeled backgrounds are present in both plots, but their contribution is too small
to see on a linear scale. A log scale on the y-axis is used in the right-hand plot
in order to show the contribution of the non-prompt electrons from the W+jets
background. Here, the tag electron is required to pass tight++ identification and
be mini-isolated, the probe electron is an EM cluster matched to track with no
identification requirements, and their combined invariant mass must fall in the range
80 GeV < mee < 100 GeV.

from Z → ee events, a tag electron with stringent identification requirements is

selected. It is also required to fire the trigger. The invariant mass of the combined

four-momentum of the tag and probe electrons must be near the pole mass of the Z

boson, and they must be oppositely charged. These requirements alone yield a very

pure sample of prompt probe electrons which can be studied.

The dominant background after these selection criteria is W+jets production, in

which the prompt electron from the W boson is generally tagged, and the probe “elec-

trons” are either misidentified light jets or heavy flavor decay products. Figure 7.3

illustrates the purity of prompt electrons obtained through an example tag-and-probe

selection.
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7.1.2 tt̄ tag-and-probe

There is an important topological difference between Z → ee and tt̄ events. tt̄ events

generally produce at least two high-pT (i.e. pT > 25 GeV) jets from the b quarks of

the top decays, while the average number of high-pT jets in Z → ee events is less

than one. A distinct tag-and-probe technique was developed by the author in order

to assess the uncertainty on electron isolation efficiencies due to this difference in

topology. That study is presented in Section 7.2.

The tt̄→ bb̄ eµνν decay mode is used for two reasons: the presence of two leptons

greatly reduces contamination from QCD processes, and requiring one electron and

one muon does the same for Drell-Yan production of same-flavor leptons. Events

are tagged by requiring an isolated muon, which the event is triggered on, and two

b-tagged jets at the 80% efficiency working point. After these requirements, the

primary background comes from tt̄→ bb̄ qq µν events, with the electron candidates

originating from semileptonic b quark decays.

7.2 Electron mini-isolation

Due to the inefficiency of standard lepton isolation techniques for high-pT top quark

decays, mini-isolation [80] was introduced to the tt̄ resonances analysis. The mini-

isolation of a lepton is defined as

I`mini =
∑
tracks

ptrackT with ∆R(`, track) < 10 GeV/p`T , (7.2)

where the sum is over all tracks with pT > 1 GeV except that of the lepton. Since

the isolation cone size falls like 1/p`T , this isolation definition allows the lepton to be

accepted even if there is significant nearby hadronic activity, so long as it is energetic

enough. Although the ∆R(`, b) separation in top quark decays falls like 1/ptopT , the

lepton pT is used as a proxy for ptopT in this analysis.
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The best results were achieved when a threshold was imposed on the relative mini-

isolation of the lepton, I`mini/p
`
T . A comparison of isolation performance follows.

7.2.1 Mini-isolation performance

In order to gauge the performance of mini-isolation for the tt̄ resonances analysis, a

comparison is made between it and several other isolation algorithms. This is done

by scanning threshold cuts for each algorithm and measuring the signal efficiency

and the background fake rate at each threshold value.

For the signal efficiency calculation, all signal region selection cuts are applied

to the event except the electron isolation. The number of events passing all but

the electron isolation cut is the denominator of the efficiency measurement. The

numerator is the event yield after imposing the electron isolation cut.

The background fake rate is measured in a control region enriched with non-

prompt electrons. This is achieved by selecting events with exactly one electron,

no muons, and inverted missing transverse energy cut and transverse mass cuts of

mT < 30 GeV and Emiss
T < 30 GeV. Once again, the denominator of the fake rate

is the number of events passing all selection cuts except the electron isolation, and

the numerator is the number of events also fulfilling the electron isolation require-

ment. The contribution of events with prompt electrons (from W+jets, Z+jets, tt̄,

or diboson production) passing these selection criteria is removed by subtracting the

expected event yields given by Monte Carlo predictions.

Figures 7.4 and 7.5 compare the performance of various isolation definitions using

the efficiency and fake rate. Operating points closer to the upper left corner are

preferred since they yield a high signal efficiency at a given background fake rate.

The relative mini-isolation achieves a high signal efficiency of 98% or above across a

wide range of background fake rates. A cut of I`mini/p
`
T < 0.05, corresponding to a

99% efficiency for a 2 TeV Z ′ boson and 22% background fake rate, was chosen.
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Figure 7.4: The signal efficiency as a function of background fake rate for electrons
with various isolation definitions. A 2.0 TeV Z ′topcolor benchmark is used for the signal
efficiency calculation. Points closer to the upper left corner are preferred since they
yield a high signal efficiency at a given background fake rate. The etcone20 isolation
has a signal efficiency below 80% for all background fake rates shown. From personal
correspondence with Jiahang Zhong.

7.2.2 Data/MC scale factors

It is possible that mismodeling in the simulation causes the electron isolation cut

efficiency to be different in the MC prediction than that in the data. Each Monte

Carlo event in which an electron passes the isolation cut is given a weight, called a

scale factor (SF), that compensates for this effect. Electron efficiency scale factors

are derived on an electron-by-electron basis and are parameterized in terms of the

electron pT and η to account for any kinematic dependence of the mismodeling.

The nominal electron isolation efficiency is measured in data using the Z tag-

and-probe technique introduced in Section 7.1.1. Events are considered Z → ee

candidates if they fulfill the following criteria:

• there are exactly two oppositely charged electrons with pT > 25 GeV;

101



Figure 7.5: The signal efficiency as a function of background fake rate for electrons
with various isolation definitions. A 3.0 TeV Z ′topcolor benchmark is used for the signal
efficiency calculation. Points closer to the upper left corner are preferred since they
yield a high signal efficiency at a given background fake rate. The etcone20 isolation
has a signal efficiency below 80% for all background fake rates shown. The author
prepared inputs for this figure.

• one electron (the tag) must fire the trigger, pass tight++ ID requirements, and

have relative mini-isolation < 0.05;

• the second electron (the probe) must pass the tight++ ID requirements;

• the invariant mass of the dielectron system must be within 80 GeV < mee <

100 GeV.

The same selection is applied to Monte Carlo events.

The denominator of the efficiency measurement is the number of probes passing

the tight++ identification criteria. The numerator is the number which also fulfill

the relative mini-isolation requirement. Figure 7.6 shows the efficiency of the relative

mini-isolation cut in data and MC as a function of pT and η. Figure 7.7 shows the
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resulting scale factor.

No significant η dependence was found in the scale factors, so they are only

applied as a function of the electron pT .

7.2.3 Scale factor uncertainties

Three sources of systematic uncertainty are considered in the scale factor calculation:

variations due to the tag selection, the invariant mass window, and the difference in

topology between Z → ee and tt̄ events. To assess the effect of the tag selection on

the scale factors, the isolation of the tag electron is removed and the scale factors

rederived; the difference in the scale factors is taken as a systematic uncertainty. The

invariant mass window is also enlarged to 75 GeV < mee < 105 GeV, and the scale

factors recalculated. The scale factor uncertainty due to these variations are on the

order of 0.1%.

The difference in topology is a more challenging effect to assess. The tt̄ tag-

and-probe technique introduced in Section 7.1.2 is used to obtain a pure sample

of tt̄ → bb̄ eµνν events. The effect of the non-prompt background was deemed

to be negligible and is ignored in the scale factor derivation. Figure 7.8 shows the

electron probe pT spectrum for both the numerator and denominator of the efficiency

calculation as well as the purity of the electron sample.

The electron mini-isolation efficiency is derived in pT bins in both the data and

MC, and the resulting scale factor difference between this SF calculation and that

of the nominal scale factor from the Z tag-and-probe selection is taken as a sys-

tematic uncertainty. The derived scale factors and corresponding uncertainties are

summarized in Table 7.1. The scale factors found are consistent with unity when the

uncertainty due to the difference in event topology is taken into account.
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Figure 7.6: The efficiency of the relative mini-isolation requirement applied to
probe electrons in data (top) and MC (bottom) parameterized by the probe η and
pT .
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Figure 7.7: The derived data/MC scale factor of the relative mini-isolation cut
applied to probe electrons as a function of η and pT .

7.3 Improved electron-jet overlap removal

This section presents the electron-jet overlap removal procedure developed by the

author for the single lepton tt̄ resonances search. It is motivated by the difference

in efficiency in the single lepton tt̄ resonance search between the electron and muon

channels at high invariant mass shown in Figure 6.2. The improvement over the

standard overlap procedure used in tt̄ analyses is significant. For 2.25, 2.5, and

3.0 TeV Z ′topcolor resonances decaying to tt̄ pairs, the selection efficiency in the boosted

electron channel increases by 29, 33, and 51%, respectively.

The work discussed in this section was not included in the 14.3 fb−1 8 TeV tt̄

resonances result presented in Chapter 6. However, it is part of an improved analysis

of the full 2012 8 TeV dataset which is in the later stages of approval within the

ATLAS collaboration. A publication of the improved results is expected in the fall

of 2014.
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Figure 7.8: The probe pT spectrum in tt̄ tag-and-probe events before the mini-
isolation requirement (top) and after (bottom) in data and MC. Note that a log
scale is used for the y-axis in order to illustrate the contamination of the non-prompt
background (green).

7.3.1 Electron-jet overlap removal procedure

The improved electron-jet overlap removal procedure attempts to separate electrons

and b quark decay products that have been clustered into one jet. This is achieved by

first identifying the electron and subsequently subtracting its four-momentum from

the nearest jet (if any) that is within ∆R(e, jet) < 0.4. If the electron and jet both

originate from an electron, this subtraction will yield a subtracted jet with very little
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Table 7.1: Summary of the mini-isolation scale factors and corresponding uncertain-
ties derived for the tt̄ resonances search. Here, the Z uncertainty denotes the statis-
tical and systematic uncertainties from the Z tag-and-probe scale factor derivation
described in Section 7.2.3. The tt̄ uncertainty is the absolute value of the difference
between the scale factor derived using the tt̄ tag-and-probe selection and the nominal
scale factor.

pT range [GeV] scale factor Z uncertainty tt̄ uncertainty
25− 30 0.9932 0.0008 0.004
30− 35 0.9974 0.0005 0.009
35− 40 0.9992 0.0003 0.011
40− 45 0.9998 0.0002 0.012
45− 50 1.0011 0.0002 0.014
50− 75 1.0014 0.0003 0.018
75− 100 1.0023 0.0011 0.018
> 100 1.0039 0.0018 0.005

transverse momentum. A pT cut of 25 GeV is applied to the subtracted jet four-

momenta to deal with such cases. Similarly, if both the electron and jet originate

from hadronic decays, the two objects are likely to remain close to each other in η−φ

space. This is taken into account by requiring the electron and jet to be separated by

at least ∆R(e, jet) > 0.2 after the subtraction takes place. However, if the electron

and jet originate from distinct objects, each with high transverse momentum, the

jet’s subtracted four-momentum will be farther from the electron in η− φ space but

retain the momentum of, in the case of high-pT top decays, the b quark. In this case,

the electron and jet are likely to be separated by ∆R(e, jet) > 0.2 and pass the

25 GeV pT cut.

Explicitly, the procedure is as follows:

1. Select good electrons. They must satisfy the full electron selection implemented

in the analysis.

2. For each selected electron:

• if the electron is within ∆R < 0.4 of the nearest jet, mark the electron
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and nearest jet as needing to undergo overlap removal;

• the electron cluster η and φ should be used for the ∆R calculation.

3. Select good jets in the event.

• Apply pT > 25 GeV and JVF cuts.

• If this jet has been marked as needing to undergo overlap removal, the jet

pT and E cuts should be applied to the subtracted jet four-momentum.

• If a matched electron’s track was included in the jet’s JVF calculation, the

JVF cuts should be applied to the jet with the electron’s track excluded.

4. For each selected electron

• If ∆R < 0.2 between the electron track and a selected jet, remove the

electron from the event.

• If the jet was marked as needing to undergo overlap removal, the ∆R

separation between the electron and jet should be calculated using the

subtracted jet four-momentum.

Note that the final observable of the tt̄ resonances analysis, mtt̄, is always con-

structed using the fully calibrated jet (the b-jet candidate), never the subtracted jet

four-momentum. If a jet marked as needing overlap removal is the only possible

b-jet candidate on the leptonic side of the event, its subtracted four-momentum is

required to have pT > 25 GeV. Otherwise the jet will not be selected, and the event

will be discarded.

7.3.2 Reconstruction performance of jets undergoing the overlap procedure

The pT response of jets overlapping electrons is important; in some cases the jet in

question is the only b-jet candidate on the leptonic side of the event, and must there-

fore have a pT > 25 GeV with the overlapping electron four-momentum removed.
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In order to measure the effect of the overlap removal procedure on the jets in-

volved, the reconstructed jet is first matched to a corresponding particle jet. Particle

jets (or truth jets) are constructed by clustering long-lived particles in simulation us-

ing the usual anti-kt algorithm. The following scheme is used for the jet-truth jet

matching:

• the truth jet must have a pT > 15 GeV;

• the distance between them must be ∆R(jet, truth jet) < 0.2.

If these requirements are met, the jet and truth jet are considered to represent the

same object, and their properties are compared in the following plots.

Once reconstructed jets have been matched to jets at particle level, the overlap

removal procedure must be reproduced for truth electrons and jets. If a reconstructed

electron and reconstructed jet undergo the overlap removal procedure and if the

electron has a matched electron at truth level which is within ∆R < 0.4 of the

truth jet, then the truth electron and truth jet undergo the same procedure as their

reconstructed counterparts.

A comparison of pT response between jets affected and unaffected by the overlap

removal procedure jet is shown in Figure 7.9. In order to maximize statistics, an

unweighted mixture of tt̄ resonance Monte Carlo samples with several pole masses

and widths were used. No significant degradation in the transverse momentum recon-

struction performance is observed in jets undergoing the overlap procedure compared

to those which do not.

7.3.3 Electron identification scale factors

The standard scale factors derived for tight++ selection cuts are only valid for elec-

trons well-separated from jets (∆R(e, jet) > 0.4), but under the developed overlap

removal procedure, electrons and jets can be as near as ∆R(e, jet) = 0.2. The
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Figure 7.9: Comparison of the jet pT response (ptruthT − precoT )/ptruthT for jets unaf-
fected by the electron overlap removal (left) and those undergoing overlap removal
(right). The response after subtraction of the electron four-momentum is shown in
the right-hand figure. No significant degradation in the jet response after subtraction
is observed.

scale factors for the electron identification efficiency must be re-derived accordingly.

Here the numerator of the efficiency is the number of prompt electrons passing the

tight++ requirements, and the denominator is the number of EM clusters matched

to a track. The procedure outlined in this section for the scale factor derivation is

based on that found in the ATLAS electron efficiency measurement [46].

7.3.4 Z → ee selection

The following tag and probe requirements are applied to each Z → ee candidate

event, using the technique introduced in Section 7.1.1.

Tag selection Probe selection
tight++ identification EM cluster matched to track
fires the trigger |η| < 2.47 && (1.37 < |η| < 1.52)
|η| < 2.47 && (1.37 < |η| < 1.52) ET > 25 GeV
ET > 25 GeV
mini-isolation /pT < 0.05

110



The tag and probe are additionally required to be oppositely-charged and their

invariant mass must fall in the window 80 GeV < mee < 100 GeV.

7.3.5 Background estimation

It is non-trivial to measure the selection efficiency of prompt electrons in the data

sample due to a significant non-prompt electron background for probes near jets.

In order to describe the non-prompt background in the mee spectrum, data-driven

templates are derived for both the denominator and numerator of the efficiency mea-

surement. The template events are required to fail certain identification and isolation

cuts, described in Section 7.3.5.1. Even after requiring failed ID and isolation cuts,

there is some contamination of prompt electrons in the template. This contamination

is accounted for by subtracting prompt electron events (predicted by MC) which also

fail the ID and isolation cuts, yielding the corrected template. Once the background

contribution is determined, the efficiency of prompt electrons is given by

εtightdata =
N tight −Nnum

bkg

N loose −Ndenom
bkg

, (7.3)

where N loose is the number of electrons which pass the probe selection, and N tight is

the number of electrons which additionally fulfill the tight++ identification criteria.

Nnum
bkg and Ndenom

bkg are the non-prompt contributions to the numerator and denom-

inator of the efficiency calculation, respectively; their derivation is presented in the

following two sections.

7.3.5.1 The non-prompt denominator contribution

The denominator of the efficiency measurement is contaminated with significantly

more background than the numerator. In order to estimate the background contri-

bution, the template of non-prompt electrons is normalized to the high-mass tail of
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the mee spectrum, 120 GeV < mee < 250 GeV. This tail is far enough from the Z

boson mass peak that the Drell-Yan contribution of prompt electrons in it is small

compared to the background. Any Drell-Yan contamination in the tail is accounted

for by subtracting the number of tight++ electrons in the tail divided by the tight++

efficiency taken from Monte Carlo. This procedure is summarized by the following

equation:

Ndenom
bkg

∣∣∣
peak

= N template
∣∣∣
peak
× Ndenom −Nnum/εtightMC

N template

∣∣∣
tail
. (7.4)

The denominator mee distributions for two particular probe bins are shown in the

left hand plots of Figure 7.10.

7.3.5.2 The non-prompt numerator contribution

For the numerator, the same background template is used as for the denominator,

but it is normalized to the same-sign distribution in the high-mass tail of the mee

spectrum, which is expected to be relatively free of prompt electrons:

Nnum
bkg

∣∣∣
peak

= N template
∣∣∣
peak
× Nnum

SS

N template

∣∣∣
tail
. (7.5)

The numerator mee distributions for two particular probe bins are shown in the right

hand plots of Figure 7.10.

7.3.5.3 Reverse identification cuts for background templates

Two distinct sets of reverse identification cuts are considered in this study for the

derivation of background templates. For the nominal template, probe electrons are

required to fail the loose++ identification cuts and isolation requirement. A second

template is used to derive the uncertainty on the efficiency measurements due to

the background template choice: probe electrons must fail the same cuts as for the
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nominal template, but the tag and probe electrons are required to have the same

sign.

Figure 7.11 illustrates the same-sign background template in exemplary pT and

∆R(e, jet) bins and can be compared to the corresponding nominal background tem-

plate predictions in Figure 7.10.
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Figure 7.10: The data, background template, and MC mee spectra for the denom-
inator (left) and numerator (right) of the electron identification efficiency. The lower
panel of each figure shows the ratio between data and predicted yields in each bin.
The top row shows the spectra for the 35 GeV < pT < 40 GeV bin. The bottom row
shows the spectra for the 0.25 < ∆R(e, jet) < 0.30 bin. The background template
shown is derived from the opposite-sign events whose probes fail the loose++ and
isolation cuts. The nominal efficiency is calculated using this template. A log scale
is used for the y-axis of the right hand plots so that agreement in the tail of the
distribution is visible; note that the background template contribution is less than
0.05 events per bin for the upper right figure. The lower panel of each plot shows
the ratio of the data prediction to that of the background template + MC. Only
statistical uncertainties are shown.
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Figure 7.11: The data, background template, and MC mee spectra for the de-
nominator (left) and numerator (right). The lower panel of each figure shows the
ratio between data and predicted yields in each bin. The top row shows the spec-
tra for the 35 GeV < pT < 40 GeV bin. The bottom row shows the spectra for
the 0.25 < ∆R(e, jet) < 0.30 bin. The background template shown is derived from
same-sign events whose probes fail the loose++ and isolation cuts. The efficiency
calculated using this template is compared to that of the nominal template and the
difference is taken as a systematic uncertainty. A log scale is used for the y-axis of
the right hand plots so that agreement in the tail of the distribution is visible and to
demonstrate the contribution of the background template; note that the background
template contribution is less than 0.05 events per bin for the upper right figure.
The lower panel of each plot shows the ratio of the data prediction to that of the
background template + MC. Only statistical uncertainties are shown.

115



7.3.6 Uncertainties

The methods described above are altered in three ways in order to assess the scale

factors’ systematic uncertainty. The nominal definition of the Z-mass window is

80 GeV < mee < 100 GeV. This is widened to 75 GeV < mee < 105 GeV, and

any differences in efficiency are taken as a systematic uncertainty. The isolation

requirement on the tag electron is dropped, and any difference in efficiency is taken

as an uncertainty due to the tag identification. Finally, the efficiencies derived using

the two non-prompt background templates laid out in Section 7.3.5.3 are compared,

and any difference is considered a systematic uncertainty.

Figure 7.12 compares the statistical uncertainty to the combined statistical and

systematic uncertainty on the ID efficiency measured in data parameterized by

∆R(e, jet) and the nearest jet pT .
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Figure 7.12: Comparison between the statistical uncertainty (left) and combined
statistical and systematic uncertainty (right) on the ID efficiency measured in data
parameterized by ∆R(e, jet) and the nearest jet pT .
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7.3.7 Data vs prediction control plots

Figures 7.13-7.15 show the agreement between the data and the combined prediction

from the MC and nominal background template for relevant kinematic variables.

This is illustrated for both the denominator and numerator of the efficiency mea-

surement.
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Figure 7.13: The pT spectrum for electrons near jets (∆R < 0.6) in the denomi-
nator (left) and numerator (right). Only statistical uncertainties are shown.

7.3.8 Scale factor parameterization

For electrons reconstructed a distance ∆R > 0.6 from the nearest accepted jet (after

having subtracted the electron’s four-momentum from the jet’s under the conditions

in Section 7.3.1), the standard tight++ identification scale factors and relevant un-

certainties are used. For electrons within ∆R < 0.6 of a jet, the scale factors are

parameterized as a function of η, pT , ∆R(e, jet), and the pT of the nearest jet.

For electrons within ∆R < 0.4 of the nearest jet, the ID efficiency depends

strongly on the pT of the jet, while for electrons farther than ∆R > 0.4, this is not

the case. Figure 7.16 demonstrates this effect. Similarly, the ID efficiency depends

differently on the electron pT for electrons within ∆R < 0.4 of a jet and those without;
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Figure 7.14: The closest jet ∆R spectrum for electrons near jets in the denomi-
nator (left) and numerator (right). Only statistical uncertainties are shown.

this difference is illustrated in Figure 7.17. For electrons within ∆R < 0.4 of a jet

two scale factors are multiplied: one parameterized by the electron pT and one by the

pT of the nearest jet. For electrons with ∆R(e, jet) > 0.4 only one, parameterized

by the electron pT , is used. Finally, a scale factor parameterized by the electron η is

applied to all electrons with ∆R(e, jet) < 0.6.

7.3.9 Results

Figures 7.18-7.20 show the final ID efficiency scale factors and uncertainties in both

one- and two-dimensional parameterizations. As mentioned at the start of this sec-

tion, these scale factors are being used in the current iteration of the tt̄ resonances

search in the single lepton channel at ATLAS.
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Figure 7.15: The closest jet pT spectrum for electrons near jets (∆R < 0.6) in the
denominator (left) and numerator (right). Only statistical uncertainties are shown.
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Figure 7.16: The electron ID efficiency in data (left) and MC (right) parameterized
by the ∆R distance to the nearest jet and the pT of the nearest jet. The efficiency
depends strongly on the nearest jet’s pT for 0.2 < ∆R(e, jet) < 0.4. Statistical and
all systematic uncertainties outlined in Section 7.3.6 are included.
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Figure 7.17: The electron ID efficiency in (left) data and (right) MC parameter-
ized by the ∆R distance to the nearest jet and the electron pT . Statistical and all
systematic uncertainties outlined in Section 7.3.6 are included.
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Figure 7.18: The derived efficiencies in data and and MC for electrons near jets
(∆R < 0.6) parameterized by ∆R(e, jet) and electron pT (left) and jet pT (right).
The lower panels of each figure show the ratio between data and MC efficiencies
(the scale factor) in each bin. Statistical and all systematic uncertainties outlined in
Section 7.3.6 are included.
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Figure 7.20: The derived scale factors for electrons near jets (∆R < 0.6) pa-
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Statistical and all systematic uncertainties outlined in Section 7.3.6 are included.
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8

Beyond the Standard Model Physics at a High
Luminosity LHC with ATLAS

In addition to searching for exotic signatures with the LHC Run 1 data, it is also im-

portant to plan for future upgrades to both the ATLAS detector and the LHC itself.

Understanding the expected sensitivity to BSM processes under various upgrade sce-

narios is necessary for the prioritization of detector and collider development projects

and for planning the scope of the next generation of collider experiments.

This chapter discusses ATLAS’s predicted sensitivity to several BSM benchmarks

covering a range of physics topics under the High Luminosity LHC (HL-LHC) up-

grade scenario, in which up to a predicted 3000 fb−1 of integrated luminosity would

be delivered to the detector collaborations, with an instantaneous luminosity of up

to 5×1034 cm−2 s−1 [81]. This is a factor of ten increase over the currently projected

300 fb−1 delivered by 2021 [82]. Several anticipated upgrades to the ATLAS detector

itself, known collectively with the concurrent LHC upgrades as the Phase-II upgrade,

are also assumed in these studies.

The ATLAS sensitivity to new physics depends on jet, lepton, and missing en-
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ergy reconstruction in the high-pile-up regime, with an expected average of between

140 and 200 interactions per bunch crossing for the 3000 fb−1 scenario. Detailed

studies have been carried out using full simulations of the upgraded ATLAS detec-

tor [83], and the resulting reconstruction performance has been parameterized in

terms of particle pT and η, the number of interactions per crossing, and other rel-

evant kinematic event information. In the analyses presented in this chapter, the

parameterized reconstruction performance is applied to truth-level objects in order

to quickly simulate the detector response for a given particle or event.

The feasibility studies outlined below were included in whole or in part in the

ATLAS submission to the European Strategy Meeting [84], ATLAS Phase-II Letter

of Intent [85], the Snowmass effort [86], and the ATLAS submission to the 2013

European Committee for Future Accelerators.

The work presented in this chapter was performed entirely by the author unless

otherwise noted.

8.1 Software framework for ATLAS Phase-II upgrade physics feasi-
bility studies

A suitable software framework was necessary to perform the analyses discussed in

this chapter. The diversity of object and event selections required extreme flexibility

to complete the studies efficiently. The software was designed in modules in order

to accommodate the range of analyses carried out while keeping as much as possible

common across analyses for economical use of time and disk resources.

The analysis chain is broken down into four distinct stages: event generation and

parton showering (EG/PS), object selection, event selection, and plotting and limit

setting. By splitting the procedure into several subtasks, common backgrounds are

generated only once but passed through several different selection criteria required

by different analyses.
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The EG/PS stage is largely implemented through Pythia 8.1’s c++ inter-

face [63]. By default, the requested physics process is simulated and showered at

leading order by Pythia, but user-supplied simulated events from any MC genera-

tor can also be read in for showering provided the data is formatted according to the

Les Houches Accord [87]. Outgoing electrons, photons, and hadrons are clustered

into anti-kt jets immediately after showering is completed. The clustering algorithm

is implemented as part of the FastJet library [79].

The object selection phase takes event data from the EG/PS step and selects

photons, electrons, muons, and jets which pass the threshold and quality criteria

required for a particular analysis. Before selection can occur, the expected efficiency

and resolution of each object in the ATLAS detector is taken into account. Re-

construction efficiencies are simulated using random numbers thrown in the range

[0,1]; an object whose number falls above the appropriate efficiency is marked as not

reconstructed and discarded from the event before it may be selected. The trigger

efficiency of each object is treated similarly. The Emiss
T is calculated during this stage

and is defined as the negative vector sum of the transverse momenta of all selected

photons, electrons, muons and anti-kt jets with R = 0.4.

Once object selection has taken place, analysis-dependent kinematic cuts are

imposed on each event. The spectra used to compute the expected sensitivity to new

physics are built from those that pass these final requirements. Expected limits are

calculated using Bayesian methods similar to those outlined in Section 6.10.2 using

the Bayesian Analysis Toolkit [88].

8.2 Vector boson scattering beyond the Standard Model

A major design goal of the LHC and its associated detectors is to probe physics at

the TeV scale. One important reason for this is the predicted unchecked growth of

the vector boson scattering (VBS) cross section above 1 TeV in the absence of the
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Higgs boson. In VBS processes, electroweak bosons interact directly through SM

quartic couplings and t- and u-channel trilinear couplings. In vector boson fusion

(VBF) processes, they fuse through trilinear vertices to form intermediate bosons

which subsequently decay. In the Standard Model, diagrams involving the Higgs

damp the VBS cross section at high invariant mass, but it is crucial that this effect

be confirmed experimentally. Many models predict the production of other BSM

resonances at or above the TeV scale which similarly interfere with VBS processes.

Figure 8.1: Feynman diagrams of an example vector boson scattering or fusion pro-
cess (left) and an example non-VBS/F background diagram (right) with the same
initial and final states, us → WWdc [89]. Another important non-VBS/F back-
ground is t-channel gluon exchange between two quarks with two radiated W -bosons.
It has the same topology as the background illustrated in the right-hand diagram,
with the Z/γ line replace by a gluon one.

Two studies of sensitivity to BSM scenarios are presented: the WW and ZZ final

states in their fully leptonic decay modes. Loss of branching fraction notwithstand-

ing, fully leptonic channels yield certain advantages over those involving hadronic

boson decays. Lepton reconstruction performance is less sensitive to high pile-up

conditions than that of jets, and lepton decay modes are less susceptible to back-

grounds which are difficult to model, e.g. QCD. This is particularly true in the case

of highly boosted topologies in which the adequate reconstruction of hadronically

decaying high-pT bosons is critical to separate signal from backgrounds.

An important kinematic feature of vector boson scattering and fusion processes at
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hadron colliders is the production of two forward, high-pT quarks (“tag jets”). This

characteristic event topology provides a powerful means of reducing the non-VBS/F

diboson background.

8.2.1 Theory

In the generalized electroweak chiral Lagrangian (EWChL), there are eleven bosonic

terms beyond those found in the Standard Model Lagrangian that are C and CP -

invariant at next-to-leading order. Five introduce anomalous quartic couplings, and

of these, two also conserve weak isospin to all orders. The coefficients of these two

operators are labeled a4 and a5.

There are several proposed methods for unitarizing the scattering amplitudes

arising from the EWChL, and two in particular are considered here. The first is

founded on Padé unitarization and implemented in the model of Dobado et al. [90].

This method induces unitarization through a new resonance whose couplings are

determined by the a4 and a5 coefficients. The second uses a minimal K-matrix

unitarization technique but similarly includes high-mass resonances which couple to

the electroweak bosons [91].

8.2.2 Object selection

Objects are required to pass these selection criteria in both analyses below:

• Electrons: ET > 25 GeV, |η| < 2.47 (excluding 1.37 < |η| < 1.52)

• Muons: pT > 25 GeV, |η| < 2.4

• Anti-kt jets with R = 0.4: pT > 50 GeV, |η| < 4.9

Note in particular that jets in the forward calorimeter region of the detector are

included in the following VBS/F analyses in order to reject non-VBS/F backgrounds.

The rejection of forward jets originating from pile-up vertices is not possible since
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the inner detector tracking systems only operate for |η| < 2.5. To mitigate the effect

of pile-up jets, a higher pT threshold of 50 GeV is applied.

8.2.3 WW in the eµ final state

The WW scattering cross section is strongly dependent on a4 and a5 at high invariant

mass. For simplicity, in this study a5 is set to its Standard Model value of zero, and

only ATLAS’s sensitivity to a4 is presented.

In the dilepton channel, the dominant background SM background is tt̄ after

applying Emiss
T and jet multiplicity cuts. The eµ channel is relatively free from

Z+jets. The contribution of non-prompt lepton backgrounds from W+jets and QCD

in the dilepton channel is much smaller than that of tt̄ and therefore not included in

this study.

Standard Model tt̄ and non-VBS WW production were simulated using Pythia

8.1. Pythia 6 with an EWChL extension was used to generate WW scattering

events for several values of a4, including the SM scattering prediction for a4 = 0.

Table 8.1 shows the cross sections of the main tt̄ background and of WW scattering

for various values of a4 in the dilepton channel at pp collisions of
√
s = 14 TeV.

Table 8.1: Summary of WW production cross sections at
√
s = 14 TeV with a5 = 0.

Process σ BR (fb)
tt̄ 43.0× 103

a4 = 0 2.21
a4 = 0.003 3.33
a4 = 0.01 7.11
a4 = 0.03 18.7

8.2.3.1 Event selection

Events are consideredWW VBS candidates provided they meet the following criteria:
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• there is exactly one selected muon and one selected electron with opposite

charges;

• at least one selected lepton fires the trigger;

• there are at least two selected jets;

• the Emiss
T of the event is greater than 50 GeV.

Reconstructing the true WW invariant mass is not possible since there are two

final-state neutrinos in the dilepton channel. mlljj, defined as the 4-body invariant

mass of the two selected leptons and the two leading jets in the event, was found to

be strongly correlated with mWW and is used in its stead. The large η gap between

the two tag jets in VBS events is naturally taken into consideration by this variable

since greater jet angular separations result in higher mlljj values.

8.2.3.2 Statistical analysis

ATLAS’s expected sensitivity to non-zero a4 is calculated by constructing templates

of the mlljj spectrum for backgrounds plus WW scattering signal for various values

of a4. For each value of a4 the likelihood function is defined as the Poisson proba-

bility product over all mlljj bins for the background plus signal (pseudodata) given

an expectation derived from the a4 = 0 spectrum. The normalization of the dibo-

son background is given by the theory cross section, while the tt̄ normalization is

constrained by the pseudodata in the low-mlljj region.

The expected upper limits on a4, used here as a measure of sensitivity, are shown

in Table 8.2. The distribution of mlljj and a representative limit curve as a function

of a4 are shown in Figure 8.2.
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Table 8.2: Summary of expected upper limits for a4 at the 95% confidence level using
the pp → WW + 2j → eµ + 2j search at pp collision center-of-mass energy of 14
TeV.

model 300 fb−1 1000 fb−1 3000 fb−1

a4 0.066 0.025 0.016

 / MeV)
jjll

(m
10

log

5.2 5.4 5.6 5.8 6 6.2 6.4 6.6 6.8

E
n

tr
ie

s

­110

1

10

210

3
10

410

5
10

6
10 tt 

Diboson

SM VV

 = 0.01
4

a

         (Simulation)

 PreliminaryATLAS

)
4

(a
10

log
­3 ­2.5 ­2 ­1.5 ­1

 B
 [

fb
]

σ

­110

1

10

210

310

410

Expected limit

σ 1±Expected 

σ 2±Expected 

      (Simulation)

 PreliminaryATLAS

 WW→VV 

 = 14 TeVs

­1
 L dt = 3000fb∫

Figure 8.2: The reconstructed 4-body mass spectrum using the two leading leptons
and jets (left) and expected limits as a function of a4 (right) using the eµ channel
with 3000 fb−1 at pp center-of-mass collision energy of 14 TeV. The background
labeled “SM V V ” corresponds to a4 = 0.

8.2.4 ZZ in the four lepton final state

Vector boson scattering in the ZZ → ```` final state has a relatively small cross

section, but unlike the case of WW → `ν`ν, reconstruction of the ZZ invariant

mass is possible and extremely clean. As in the WW channel, two jets are required

in addition to the four leptons in order to reduce the non-VBS Standard Model

diboson production, which is the only appreciable background.

MadGraph 1.4.2 [33] was used to generate the non-VBS background where ZZ

production is accompanied by two jets with a minimum pT of 20 GeV. SM and

non-SM ZZ production via vector boson scattering was simulated using WHIZARD

2.1.0 [92]. In both cases Z bosons were required to decay to electron or muon pairs.

Table 8.3 enumerates the cross sections of various relevant processes in the four-

lepton channel at
√
s = 14 TeV.

129



The model implemented in WHIZARD induces resonances with two free parame-

ters: the resonance pole mass and its coupling to the vector bosons, g. g is measured

in units of the coupling between the SM Higgs and W bosons and is set to values

between 1.0 and 2.5.

Table 8.3: Summary of ZZ → 4` production cross sections at
√
s = 14 TeV. The

non-VBS ZZjj background was generated with a jet pT > 20 GeV requirement.

Process σ BR (fb)
non-VBS ZZjj 6.66
SM VBS ZZ 0.80
SM VBS + 500 GeV Resonance, g = 1.0 1.03
SM VBS + 1 TeV Resonance, g = 1.75 0.91
SM VBS + 1 TeV Resonance, g = 2.5 0.98

8.2.4.1 Event selection

Events are considered ZZ VBS candidates provided they meet the following criteria:

• there are exactly four selected leptons which can be separated into two opposite

sign, same flavor pairs;

• at least one selected lepton fires the trigger;

• there are at least two selected jets;

• mjj > 1 TeV, where mjj is the invariant mass of the two highest-pT selected

jets.

The mjj requirement of 1 TeV greatly reduces the contribution from jets accom-

panying non-VBS diboson production. Figure 8.3 shows the jet-jet invariant mass

distribution before this cut and the reconstructed 4-lepton invariant mass distribu-

tion after it. The resonance peak is clearly seen above the background contribution

in this simulated dataset normalized to 3000 fb−1.
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Figure 8.3: The leading jet-jet invariant mass (mjj) distribution for simulated
events in the pp → ZZ + 2j → ```` + 2j channel (left), and the reconstructed 4-
lepton mass (m4`) spectrum for this channel after requiring mjj > 1 TeV (right).
The spectra are normalized to 3000 fb−1.

8.2.4.2 Statistical analysis

In order to determine the expected sensitivity to BSM ZZ resonances, the background-

only p0-value expected for signal+background is calculated using the m4` spectrum.

In Table 8.4 the p0-values have been converted to the corresponding number of Gaus-

sian σ in significance. The increase in significance with integrated luminosity is

shown for different resonance masses and couplings. It is clear that the luminosity

gains are significant for a range of ZZ resonances and couplings, with significance

improvements as much as 6.4σ.

Table 8.4: Summary of expected sensitivity to anomalous VBS ZZ signal at
√
s =

14 TeV, quoted in the terms of the expected number of Gaussian σ in significance.
The coupling constant, g, is measured in units of the W boson’s coupling to the
Higgs boson.

model 300 fb−1 3000 fb−1

mresonance = 500 GeV, g = 1.0 2.4σ 7.5σ
mresonance = 1 TeV, g = 1.75 1.7σ 5.5σ
mresonance = 1 TeV, g = 2.5 3.0σ 9.4σ

In the signal-enhanced kinematic region of m4` > 200 GeV, a measurement of the
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integrated VBS pp → ZZ + 2j → 4` + 2j cross section is possible with a precision

of 10% given 3000 fb−1 of integrated luminosity; cf. 30% given 300 fb−1.

8.2.5 Conclusions

Results of sensitivity studies for high-mass WW and ZZ scattering have been pre-

sented, comparing ATLAS datasets of 300 fb−1, 100 fb−1, and 3000 fb−1 of inte-

grated luminosity at a pp collision energy of 14 TeV. The increase of a factor of ten

in integrated luminosity makes ATLAS sensitive to potential high-mass BSM V V

resonances and a4 values smaller by up to a factor of four.

For a range of parameter values in models of new physics, new resonances in weak

boson scattering in the ZZ → 4` final state can only be discovered with the increased

integrated luminosity. The increased integrated luminosity is also needed to make a

definitive measurement of the SM cross section and demonstrate that unitarization

of the high-energy V V -scattering amplitudes is occurring as predicted by the SM

Higgs mechanism.

8.3 Exotic dilepton and tt̄ resonances

Upgrades to the LHC will naturally boost ATLAS’s sensitivity to exotic high-mass

resonances due to improved statistics at higher center-of-mass energies. Across the

range of BSM models and corresponding parameters, the near-universal characteristic

of massive particle decays is the production high-pT final state leptons, photons,

and jets. It is important that upgrades to the detector sustain the reconstruction

performance of these objects under the new accelerator conditions. This section

discusses the expected sensitivity to new high-mass resonances given an ATLAS

dataset of 300, 1000, and 3000 fb−1 at
√
s = 14 TeV. Several benchmarks of high-

mass resonances with various production and decay modes are considered in order

to gauge detector performance over the wide variety of possible new BSM particles.
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8.3.1 Object selection

The following object selection cuts were used for all exotic resonance analyses unless

otherwise noted.

• Electrons: ET > 25 GeV, |η| < 2.47 (excluding 1.37 < |η| < 1.52)

• Muons: pT > 25 GeV, |η| < 2.4

• Anti-kt jets with R = 0.4: pT > 25 GeV, |η| < 2.5

• Anti-kt jets with R = 1.0: pT > 250 GeV, |η| < 2.5

8.3.2 Search for exotic dilepton resonances

The search for high-mass particles decaying to a pair of leptons is one of the simplest

of exotic searches, but it pushes the limits of the detector’s lepton reconstruction

performance. The Sequential Standard Model (SSM) Z ′ boson is used as a bench-

mark model for high-mass dilepton resonances in this study [93]. The SSM Z ′ boson

inherits the fermion couplings of the Standard Model Z boson, and its width scales

with the pole mass from that of the Z boson. Since the momentum resolutions of

electrons and muons are governed by different mechanisms at high-pT , the sensitivity

in the dielectron and dimuon decay channels are presented separately.

The dominant background to a potential resonance is high-mass Standard Model

Drell-Yan production. tt̄ and diboson production are both significantly smaller, and

their effect on the expected sensitivity is therefore not considered in this study.

Events with non-prompt electrons from photon conversions may also pass the selec-

tion of this analysis, but it is assumed that the necessary rejection of this process

will be attained by the upgraded detector.

Pythia 8.1 was used to generate leading order predictions for both the Drell-Yan

background and SSM Z ′ signal.
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8.3.2.1 Event selection

Events are considered Z ′ → `` candidates provided they meet the following criteria:

• there are exactly two selected same-flavor leptons;

• at least one selected lepton fires the trigger.

The charge misidentification rate is significantly lower for muons than for elec-

trons at high-pT due to the additional tracking hits at a large radius provided by the

muon spectrometer. Therefore, muons in Z ′ → µµ candidate events are additionally

required to be oppositely charged.

8.3.2.2 Statistical analysis

In order to gauge the expected sensitivity to SSM Z ′ bosons, templates of the m``

spectrum are constructed for the Drell-Yan background plus varying amounts of sig-

nal at different resonance masses and cross sections. The likelihood function for a

particular mixture of signal and background (pseudodata) is defined as the Poisson

probability product over all m`` bins for the pseudodata given the background-only

expectation in each bin. The normalization of the Drell-Yan background is con-

strained by the low-m`` region of the pseudodata, which is dominated by SM Z

boson production.

The expected limits in the absence of signal, which are used as a measure of

sensitivity using statistical errors only, are shown in Table 8.5. The m`` distribution

and the resulting limits as a function of Z ′SSM pole mass are illustrated in Figures 8.4

and 8.5 for the ee and µµ channels, respectively. The increase of a factor of ten in

integrated luminosity raises the sensitivity to high-mass dilepton resonances by up

to 1.3 TeV.
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Table 8.5: Summary of the expected limits for Z ′SSM → ee and Z ′SSM → µµ searches
in the Sequential Standard Model for pp collisions at

√
s = 14 TeV. All limits are

quoted in TeV.

model 300 fb−1 1000 fb−1 3000 fb−1

Z ′SSM → ee 6.5 7.2 7.8
Z ′SSM → µµ 6.4 7.1 7.6
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Figure 8.4: The reconstructed dielectron mass spectrum (left) and expected limits
(right) for the Z ′SSM search with 3000 fb−1 for pp collisions at

√
s = 14 TeV. The

highest-mass bin includes the overflow.
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Figure 8.5: The reconstructed dimuon mass spectrum (left) and expected limits
(right) for the Z ′SSM search with 3000 fb−1 for pp collisions at

√
s = 14 TeV. The

highest-mass bin includes the overflow.
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8.3.3 Searches for tt̄ resonances

While searches for tt̄ resonances are interesting in their own right, their performance

also serves as a benchmark for analyses involving cascade decays to Emiss
T , leptons,

and light- and heavy-flavor jets. Techniques for the reconstruction of complex decays

involving highly boosted topologies become more important as exclusion limits of

exotic particles are pushed to higher masses. It is therefore crucial to assess the

reach of searches at high mass with complicated final states, such as those for tt̄

resonances, given the HL-LHC scenario.

Two benchmark scenarios are considered: the RS KK gluon and topcolor Z ′

boson introduced in Section 2.2. This combination provides coverage of strongly-

and weakly-produced resonances as well as resonance widths narrower (Z ′) and wider

(KK gluon) than the detector mtt̄ resolution. The expected sensitivity to exotic tt̄

resonances in both the dilepton and lepton plus jets decay modes of the tt̄ pair is

presented in this study.

The lepton plus jets final state is completely reconstructible after leveraging the

W -mass constraint for the leptonically decaying top quark. This improves the sen-

sitivity of the search, especially for the narrow topcolor Z ′ resonance. However,

the lepton plus jets mode has significant non-tt̄ backgrounds, including W+jets and

QCD, and is susceptible to the merging of the hadronic top decay products at high-

pT .

The dilepton decay channel is less affected by decay product merging because lep-

tons, and muons in particular, are still generally identifiable when reconstructed near

the b-quark jet. Its main non-tt̄ backgrounds are Z+jets and diboson production,

each of which are largely mitigated by vetoing events with a dilepton invariant mass

near the Z boson mass peak. The dilepton channel does not allow for reconstruc-

tion of the resonance mass, though, due to the presence of two final state neutrinos.
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Nevertheless, by studying both channels in tandem sensitivity gains from the lepton

plus jets channel can be compared to those of the less sensitive, but more robust,

dilepton channel.

Pythia 8.1 was used to generate leading order predictions for all signal and

background processes.

8.3.3.1 Lepton plus jets event selection

Events are considered tt̄ candidates in the lepton plus jets channel provided they

meet the following criteria:

• there is exactly one selected lepton which fires the trigger;

• there is at least one selected anti-kt jet with R = 0.4 (the leptonic top b jet);

• there is at least one selected anti-kt jet with R = 1.0 and mass mjet > 120 GeV

(the hadronic top quark jet);

• the Emiss
T of the event is greater than 50 GeV.

The selected lepton and hadronic top quark jet are required to be separated

by ∆R > 1.0. If there are multiple hadronic top quark jet candidates which ful-

fill this criterion, the one with the highest pT is chosen. In order to prevent the

double-counting of calorimeter deposits in jets originating from different clustering

algorithms, the leptonic top b jet and hadronic top quark jet are required to be sepa-

rated by ∆R > 1.5. If there are multiple leptonic top b jet candidates that pass this

requirement, the one with the highest pT is chosen.

The pz of the neutrino is determined by imposing the W boson mass constraint

on the lepton-neutrino system, as introduced in Section 6.6.1. If there are two real-

valued pz solutions, the one with the smallest |pz| is used. If there are no real-valued

pz solutions, the Emiss
T vector is varied minimally to obtain one real solution.
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The four-momentum of the tt̄ system is defined as the sum of the four-momenta

of the selected lepton, neutrino, leptonic top b jet, and top-jet. mtt̄ is the invariant

mass of this sum.

8.3.3.2 Dilepton event selection

Events are considered tt̄ candidates in the dilepton channel provided they meet the

following criteria:

• there are exactly two selected opposite-sign leptons;

• at least one lepton fires the trigger;

• there are at least two selected anti-kt jets with R = 0.4 (b quark jets);

• the Emiss
T of the event is greater than 60 GeV.

In order to reduce the Z+jets background, selected same-flavor leptons are re-

quired to have a combined invariant mass outside of the Z boson mass window,

defined as 81 GeV < m`` < 101 GeV.

The HT of an event is defined as the scalar sum of the transverse momenta of

the two selected leptons, the two leading jets, and the Emiss
T . It is correlated to the

invariant mass of the two top quarks in the event and is used as the sensitive variable

to distinguish signal from background in the statistical analysis below.

8.3.3.3 Statistical analysis

The statistical analysis performed is similar to that outlined in Section 8.3.2.2. The

expected sensitivity to each resonance model is determined using templates of the

mtt̄ spectrum for the SM background and signals of varying masses and cross sections

in the lepton plus jets channel. HT is used as the sensitive variable in the dilepton

channel. The likelihood function for a particular mixture of signal and background
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Table 8.6: Summary of the expected limits for gKK → tt̄ and Z ′topcolor → tt̄ searches
in the lepton plus jets (dilepton) channel for pp collisions at

√
s = 14 TeV. All limits

are quoted in TeV.

model 300 fb−1 1000 fb−1 3000 fb−1

gKK 4.3 (4.0) 5.6 (4.9) 6.7 (5.6)
Z ′topcolor 3.3 (1.8) 4.5 (2.6) 5.5 (3.2)

(pseudodata) is defined as the Poisson probability product over all mtt̄ or HT bins

for the pseudodata given the background-only expectation in each bin.

In the lepton plus jets channel, the W+jets background normalization is given by

the theory cross section, while the SM tt̄ background is constrained by the low-mtt̄ re-

gion. In the dilepton channel the theory cross section is used to normalize the Z+jets

and diboson backgrounds, while the tt̄ background normalization is constrained by

the low-HT region. The resulting expected limits in the absence of signal, which are

used as a measure of sensitivity using statistical errors only, are shown in Table 8.6.

The mtt̄ (HT ) distribution and the resulting limits as a function of the gKK pole

mass for the lepton plus jets (dilepton) channel are shown in Figure 8.6 (Figure 8.7).

Equivalent information for the topcolor Z ′ in the lepton plus jets channel is shown in

Figure 8.8. The increase of a factor of ten in integrated luminosity raises the masses

at which the Kaluza Klein gluon (topcolor Z ′) can be probed in the tt̄ decay mode

from 4.3 (3.3) TeV to 6.7 (5.5) TeV—a gain of up to 2.4 TeV in exclusion reach.

8.4 BSM Higgs resonances in the µµ final state

In this section the expected gain in sensitivity to the neutral Minimal Supersym-

metric Standard Model (MSSM) Higgs bosons, H and A, in the dimuon channel is

discussed if the ATLAS dataset were increased from 300 fb−1to 3000 fb−1. The pro-

duction cross sections are computed as a function of mφ and tan β under the mmax
h

scenario [94], where φ refers to H or A.
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Figure 8.6: The reconstructed resonance mass spectrum (left) and expected limits
(right) for the gKK → tt̄ search in the lepton plus jets channel with 3000 fb−1 for pp
collisions at

√
s = 14 TeV. The highest-mass bin includes the overflow.
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Figure 8.7: The reconstructed resonance HT spectrum (left) and expected limits
(right) for the gKK → tt̄ search in the dilepton channel with 3000 fb−1 for pp collisions
at
√
s = 14 TeV. The highest-HT bin includes the overflow.

If these BSM Higgs bosons have already been discovered in the ττ channel with

the 300 fb−1 dataset, it is important to establish the pattern of their leptonic cou-

plings and to check that the coupling is proportional to the lepton mass. Some of

the parameter space in the MSSM mmax
h scenario has been ruled out by analysis of

the 2011 ATLAS dataset [95], but a large portion of the high mφ region is yet to be

excluded. The increased integrated luminosity is required to observe the φ → µµ

signal in the corresponding mass range.
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pp collisions at

√
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8.4.1 Monte Carlo simulation

The SM background is dominated by the Drell-Yan process, followed by tt̄ produc-

tion; diboson production is substantially smaller. Therefore, only the Drell-Yan and

tt̄ backgrounds are considered in this study. Pythia 8.1 [63] was used to generate

the Z/γ∗ → µµ and tt̄ backgrounds. MadGraph 1.5.7 [33] was used to generate the

φ→ µµ signal.

The Drell-Yan and tt̄ cross sections are taken from Pythia at leading order, while

the φ → µµ signal cross sections were calculated by the LHC Higgs Cross Section

Working Group [96] at next-to next-to leading order (NNLO). Both gluon-gluon

fusion and bbA production modes are included in the MSSM Higgs cross sections,

and the bbA production cross section in the 5-flavor scheme is used.

8.4.2 Event selection

Events are considered φ→ µµ candidates provided they meet the following criteria:

• there are exactly two reconstructed muons with pT > 25 GeV, |η| < 2.5;

• at least one selected muon fires the trigger;
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Table 8.7: Summary of expected sensitivity to a heavy MSSM Higgs boson φ→ µµ
signal quoted in terms of the number of Gaussian σ in significance. For each of the
three tan β values shown, the signal significance has been computed for mφ values
between 200 GeV and 1 TeV in steps of 100 GeV. A subset of these results are shown
above.

b-veto b-tag combined
mφ [GeV] 300 fb−1 3000 fb−1 300 fb−1 3000 fb−1 300 fb−1 3000 fb−1

tan β = 20

300 5.2 16.5 3.1 9.9 6.2 19.3
400 1.9 6.0 1.4 4.5 2.4 7.6
500 0.6 2.0 0.6 2.0 0.9 2.8

tan β = 40

500 3.8 12.1 4.0 12.8 5.6 17.6
600 2.4 7.6 3.1 9.8 3.9 12.4
700 1.5 4.7 2.2 7.0 2.7 8.5

tan β = 60

800 1.9 6.1 3.9 12.3 4.3 13.7
900 1.1 3.4 2.9 9.3 3.1 9.9
1000 0.8 2.6 2.3 7.6 2.4 7.7

• the reconstructed muons are oppositely charged.

In the bbA production mode, the BSM Higgs boson is produced in association

with two b-quarks. The Z+jets background can be greatly reduced by b-tagging the

resulting jets. To optimize the sensitivity of this search, events are categorized by

the presence or absence of at least one b-tagged jet. These categories are labeled as

“b-veto” and “b-tag”, respectively.

8.4.3 Statistical analysis

Figure 8.10 shows the dimuon invariant mass spectrum after event selection. In order

to determine the expected sensitivity to MSSM Higgs bosons, the background-only

p0-value expected for signal+background is calculated using the mµµ spectrum. The

production cross sections for A → µµ and H → µµ have been combined, as shown
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Figure 8.11: The 5-σ contours of the expected significance of an excess over the
background for the H/A → µµ search in the MSSM parameter space in the b-veto
(left) and b-tag (right) categories.

in Fig. 8.9, under the assumption that the two bosons are degenerate in mass.

In Table 8.7 the p0-values have been converted to the corresponding number of

Gaussian σ in significance. The increase in significance with integrated luminosity

is shown for different mφ and tan β values. Only statistical uncertainties are used

to determine the p0-values. Figures 8.11 and 8.12 show the expected 5σ discovery

region in the (mφ, tan β) plane for 300 fb−1 and 3000 fb−1 of integrated luminosity.

8.5 Conclusions

The results of many studies measuring the improvement in sensitivity to BSM physics

at ATLAS with an integrated luminosity increase from 300 fb−1 to 3000 fb−1 have

been presented in this chapter. A wide range of physics topics were covered by

these studies, spanning extension to the electroweak sector manifest in vector boson

scattering and fusion processes, exotic resonances, and BSM Higgs scenarios. With

these and other results in hand, the high energy collider physics community can

understand which analyses have the most to gain from the increased LHC dataset.
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