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Abstract

We reporl on tests of vatious gauge group models using data observed by the
AMY detector at the TRISTAN e*e™ collider. We present results of total hadrenic
cross section for ete” — hadrons at 50 GeV £ /5 < 64 GeV for an inlegrated
luminosity of [Ldt = 95.5pb~!, and total cross seclions and forward-backward
asymmeiries for e*e — p*p~ and ete~ — r+7~ processes at 52 GeV < /s <
61.4 GeV for [Ldt = 32.6pb™}.

We examine models of extra Z bosons, Es, SU(5)., and SU(2), x SU(2) by
fitting 1o these data and dala from other e*e~ experiments together.

We determined the QCD scale parameter by fitting the total hadronic cross
sections for all e*e- data at 20 < /5 < 64 GeV to the formula to Oo?) and
obtained A% = 0533105214002 4 0.09 GeV. This result is high bul consistent
with the world average of Ai‘;—)j = 0.175*) 03 within errors.
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Chapter 1
Introduction

The standard model of particle physics, Glashow-Salain- Weinberg (GSW) model
of clectroweak interaction and quantium chromodynamics (QCD}, the theory of the
strong inleraction, successfully describes all experimental data currently available.
The fundamenial of the standard model is thal is described as the gauge group
theory of SU(3). x SU(2)g x U(1)y.

A number of gauge group theories, based on larger gauge groups which break
into S1/(3). x SU(2)y x U{1)y, have also been proposed. These theories are as-
sociated witll one or more additional neuiral gauge boson(s) (extra Z bosons or
2"s), closely reproduce the standard model at low energy, but show devialions at
high energy comparable with the mass of the extre Z bosons.

In this thesis, the standard model and several gauge group models with extra Z
hosons are examined using data of ete™ — hadrons, ete™ — p*p—, and ete” —
17~ processes observed by the AMY detector at the TRISTAN ete™ collider.
The structure of this Lhesis i1s as follows:

In Chapt. 2, the GSW model and gauge group theories with extra Z bosons
are reviewed. Theorelical formulae which will be compared with experimental data
are also presented.

In Chapt. 3, the experimental apparatus, i.e., the AMY detlector and the TRIS-
‘TAN collider are described.

In Chapt. 4, the procedure of hadronic event selection and the determination
of Lhe Lotal hadronic cross section are explained.

In Chapl. 5, the procedure of di-lepton (p* = and 7t 7~ ) event selections is pre-

sented. The extraction of lotal cross sections and forward-backward asymmetries
for these processes are described.

In Chapt. 6, Our experimental data and data of other experiments are compared
to Lhe predictions of models with extra Z bosons.

In Chapt. 7, the data for the total hadronic cross sections are fitted Lo extract
the QCD coupling constant within the framework of the standard model,

In Chapt. B, the analysis and conclusions ate summarized.



Chapter 2

Theories of Gauge Bosons

2.1 Gauge Bosons in Glashow-Salam-Weinberg
Model

Tn the quantum field theory of the particle physics, interactions are described in
terms of exchanges of bosons, such as photon for the electromagnelic inleraction,
W*and Z9 for the weak interaclion, gluon for the strong interaction, and graviton
for the gravitational interaction. These bosons are called “Gauge Bosons” since
they are essential for Lhe gauge invariance of the theory. In this section, the gauge
hosans in the Glashow-Salam-Weinberg model {GSW model) [1], the unified theory
of the electromagnetic and the weak interactions, are discussed.

The gauge bosons in the GSW model are necessary so that the Lagrangian
will be invariani under local weak hypercharge U(1)y and weak isospin SU({2)
transformations. Here Lthe “Y" in {/(1)y denoles the hyperchatge and the “L” in
50/(2);, denotes left-handed since SU(2) transformations only apply to the left-
handed states. The lefll-handed fermions form isospin doublets while right-handed

fermions [orm isospin singlets, Namely, for leptons:

YL = ( :j ) I= % Y=-1 (2.1)
I
]

4
and for quarks:
u 1 1
TJ’L-(d) I=5, Y=5
L

4

Yr = up I=u, Y=5 (2.2)
¥n=dn 1=0, ¥=-3.

Here ! is magnitude of the isospin and Y is the hypercharge. Only the first of the
three generations of leptons and quarks is shown in eqs. (2.1) and {2.2). The third
component of Lhe isospin, J; and the hypercharge ¥ are related Lo the electric
charge @ by the Gell-Mann-Nishijima formula [2]

Q=I5L+ ; . (2.3)
where @ is in unils of the positron charge.
We first discuss the U(1)y invarience. The Lagrangian for a {ree fermion is
writlen as
Liree = F(i70, - m)¥ (24)
where 1 is assumed to be a Dirac field and m its mass. We requite the Lagrangian

to be invariant under a local gauge transformation

$az) o+ OTe(e) (25)
$lz) = dla)eF
where a(z) is an arbitrary number with an arbitrary dependence on space-time
coordinates. The set of phase transformations ea(z}T defines the U(1)y group
and Y/2 is ils generator. To modifly the Lagrangian {2.4) to be invariant under
(2.5), we need to introduce a gauge covariant derivative D, instead of the ordinary

derivative 8,. The transformation on the covariani derivalive has to be
D,y(z) = *) 7 D,(z)

in order to maintain local gauge invariance. By introducing a new vector field By,

which we assume to Lransform as

Bu(=) — By(z) - Bualz) (26)



Figure 2.1: The Interaction between current J§ and a gauge boson B,.

we can define such a covariant derivative to be
Y
DIJ = B.M + ‘l‘g’laBu . (27)

Thus, the local gauge invariant Lagrangian can be writlen as

il

L = y(iy"D, - mp

- . 4
P10, — mlP - 9'¢1"§4’Bu : (2.8)

i

The vector field B, , which is introduced to satisfy the local gauge invariance, Is a

“Gauge Boson”. The second term of the Lagrangian (2.8),

Y
Lint = —9’1,0'1"5155.- (2.9)
= g WiB,

describes the interaction belween Lhe weak hypercharge current J¢ and the gauge
boson B, as shown in Fig. 2.1. Here g’ is the coupling constant or the strenglh of
this interaction.

Next, let us consider the local SU{2), gauge trausformation of the form

3

Yi{z) — exp(i Z c(T)Te)Pe(2) = eia(’}'Tv,tvL(z) ) (2.10)

k=1

where o (2)’s are, as before, arbitrary parameters and Ti’s are Lhe generators
of SU(2),. Here, ¢y is the lefi-handed fermion which is an isospin doubletl as

shown in (2.1) and (2.2}. In this representalion, we can express the SU(2) isospin
generalors by the Pauli matrices

1
T==
20’

01 0 —i 1 0
ﬂx=(]0),azz(£ u)’a“z(u _1). {2.11)

The Lagrangian for a left-handed free fermion is
E,fru = J’L(i'rﬂau)'ﬂb 1 (212)

where the mass term my )y, does nol exist since the spinor combination 1
is idenlically zero. Fermions gel masses through interactions with the Higgs bo-
son when symmetry is sponiancously broken. We need to introduce a covariant
derivative

D, =8,+igT-W, (2.13)
to modify the Lagrangian to be invariant under local SU(2), transformations. Here
three new gauge bosons WE (k = 1,2,3) appear. By following the argument for

the U{1)y case, we obtain the Lagrangian for the inleraction between the fermion
and the W bosons

Line = _QJJL'T"T‘ Wu\bb (214)
where g is the coupling constant of the SU/(2); gauge inleraction. For the first

generalion leptons, Y = (71, &L), we can rewrite the internction Lagrangian as

Lim = —iEL7"eLW:—iEL7”VLW;

V2 V2

—gab-rﬂwwj + gan"e,,w: , (2.15)

where lr'l/“i = 7';(WJ F 1W:) We identify these W’f as the physical charged weak
bosons. The physical neutral gauge bosons, A, of the electromagnelic interaction
and Z} of the weak interaction, can be expressed as linear combinations of B, and
W2 as follows:

A, = B,costw + W:sinﬂw (2.16)
Z,= -B.sinfw + W]cosfy , (2.17)



where the mixing angle, fw, is called the “Weinberg angle”.
Thus, the Lagrangian for the interactions due to the neutral gauge bosons (the

neutral current Lagrangian) can be written as

Y .
Lye = —g'dw"?bﬂu—gwb'r“!s'bwﬁ (2.18)

'Y cos By + glasin Bw A,
—{67“(-9’%’ sinbw + ghicos Ow ¥ 2, . (2.19)

The first term of (2.19) has to be ideniical lo the electromagnetic inleraction of

Quanium Flectrodynamics (QED)
Lem = —eJiyA, = —ep " QY A, . (220)
By using eq. (2.3), we obtain, therefore,
gsinfw = g'cosfyw = e . (2.21)
We can rewrite the neutral current Lagrangian as

Lye = —f”f_")’uQ"pAu - \{’T”Us -Q sin’ BW)’![’ZM - (2'22)

sin w cos 8w

It is convenient to introduce a Dirac field for each flavor:
¥ =uv;, eften, uLtUR, OF dy+dr .

Then the neutral current Lagrangian becomes

— 7 Y LT P vz
Lyc = —eWy"Q¥A, sillﬁwcosﬂww‘r 2(91’ SLH’E) u

€

= —edlyA, - iz (2.23)

T "
sin By cos By

with the vector coupling constant, gy, and the axial coupling conslant, g4, given
by:

v IF —2Qsin® fw

g = I, (2.24)

It

where I denotes the third component of Lhe isospin [or the left-handed state,

2.2 Cross Section Formulae in the Standard Model

The GSW model of the weak and eleciromagnelic interactions {electro-weak in-
teraction for shorl) together with Quantum Chromodynamics (QCD) which de-
scribes the strong interaction, corresponding to SU(3) color symmetry, is called
the standard model. Therefore, the gauge group of ihe standard model is SU(3). x
SU(2)y x U(1)y, where the “c” in SU(3), stands for color symmetry.

In the following section, the theoretical expressions for the cross sections for

the processes, ete” to di-leptons and ete~ to hadrons, are described.

2.2.1 Di-lepton Cross Section

Di-lepton reactions are processes such as ete™ — {¥1~ {I = p or 7). The lowest
order diagrams for these processes are shown in Fig. 2.2. If we neglect the con-
tribution of the weak interaction (Fig. 2.2 (b)), the differential cross section at
center-ol-mass energy /s is calculated in QED to be

do af

go @ 2 2.25

70 4‘( + cos” 8) (2.25)
where @ = e'/dwhc is the fine structure constant and ¢ is the angle between

directions of the e~ beam and the ouigoing I~. By integratling eq. (2.25) over
and ¢ (the azimuthal angle about the beam direction) we obtain the total QED

cross seclion
dra’

3
In the TRISTAN energy range, 50 GeV < /& < 64 GeV, the cffect of the

weak neutral currents can not be neglected. The standard model prediction of the

oo = (2.26)

differential cross section is

2 = ;[ {1+ 84091 Re(x) + 16((a5 ) + (95)") (o4 + (s} X"} (1 + cos? 8)

(2.27)

+(16g5 ! Re(x) + 12845 g5 gl 94 Ix|*) cos 0

where

1 ]
"~ 16sin? O cos? O 8 — M2 4 Mzl

X (2.28)

Here gl and gf‘ (f = e,1) are the vector- and the axial-coupling constants for

the fermion f. The quantilics Mz and [z are the mass and the decay width of



o+ pt ()

.- pm(r7)

(a)

et ut (%)

e "_ (f—)

(b)

Figure 2.2: The lowest order diagrams for e*e” —+ I'l” processes.
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Z® boson. In eq. (2.27), a term proportional to cos # appears from the interference
between the QED and the weak interaclion channels. It results in a forward-
backward asymmelry, i.e., {~"s ate populated at the forwatd region (f < =/2}
differently from at the backward region (8 > 7 /2). We define the lorward-backward

asymmetry Ay for the It~ process (! = p or ) as

Ay = 9F — 98 (2.29)
or +op

o= o [ e o= [

and the R value (Ry), the total cross section normalized to oy, the theoretical

where

dilepton QED cross seclion (given by eq. (2.26)), as

o
Ry=— 2.30
"= o ( )
Then the differential cross section can then be written as
de a? 2 ]
—_— = — = . 2.
a0 yp R"(].-I-COS 8+ 3AHCOEB) ( 3]}

By comparing eq. (2.31) to eq. (2.27}, we obtain the standard model predictions
for R, and Ay to be:

Ru =1+ Bgy gl Re(x) + 16((95 ) + (a3 )) (6 ) + (a2)?) X (2:32)

and
Au = [ 6359} Re(x) + 48y g5avdalx" | / Ru . (2.33)
In the calculations above, the mass of the leplons was neglected, which is a

good approximatlion at our energy range.

2.2.2 Hadronic Cross Section

Hadronic events are the reactions in which hadronic final states are produced.
These processes are described by two steps as shown in Fig. 2.3. In the first step,
a quark-antiquark pair (with gluons) is produced. In the second step, the partons
are converted into hadrons. The second step proceeds at low momentum transfers,

where perturbative QCD cannol be applied. Therefore, hadronization has to be
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described through phenomenological models. On the other hand, the total cross
seclion for hadronic events is only dependent on the production of partons, which
is quile well undersicod.

The total eross section for the produclion of hadronic events is also conven-
tionally reported in lerms of R value (Apadron), the tolal hadronic cross seclion
normalized to g, the theorelical di-lepton QED cross section. In the QED dia-
gram, shown in Fig. 2.3 {a), the difference between hadronic and di-lepton evenls

is only the charge of quarks. Therefore, the R value is given as

Rosp = 21 290 _ 35~ (2.34)
oo P

where the summation is carried oul over all quark flavors which can be pair-
produced at Lhe center-of-mass energy of the experiment (g=u,ds,c,and b at TRIS-
TAN). The factar of 3 originates from the 3 quark colors and @,'s are the charge
of the quark g in units of positron charge.

Hadronic final states are produced by not only ete~ — g7 process but also
in e*e” — qgg and other higher order QCD processes as shown in Fig. 2.3 (b).
Their contribulions can be caleulated within perturbative QCI) and the R value
1s modified to be

Roecp = RQED[ 14 Ci{a,/7) + Co{a./x) + Cae/x)" + Ola}) ] (2.35)

Lo order (o), where a, = a,{+/3) is the QCD coupling constant at the center-of-
mass-energy /a. Here, the coeflicients have been calculaled in Rel. [3] for massless

quarks and have the values:

C| =1
Ce 1.9857 — 0.1153N,;

I

2
—6.6368 — 1.2001N, — 0.0052N7 — 1.2395@3"-)?
3Ir e

where Ny is the number of quark flavers. The third order coefficient was also

calculated to be Cy = 70.985 — 1.200N; — 0.005N2 —~ 0.840(3 Q,)?/23Q? in

Ref. [4] and we have heen using this value in our previous analyses [44]. However,

C,

il was found the calculation of Ref. [4] was uncorrecl and the new calculation of

12

hadrons (a)

hadrons (b)

o (]

<l

hadrons (C)

Figure 2.3: Diagrams of multi-hadronic annihilations. {a) QED process; (b) with

QCD corrections; (c) Weak interaclion.
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Ref. |3] lowers the theoretical R values by about 0.4% at TRISTAN energies. The

“rynning” strong coupling is given to 0(e?) by

12
(@) T {2.36)

(50 2N @ i) + 55y (@A)

where @ is the four-momentum transfer. The quantily Ags is the QCD scale
parameter in the “modified minimal subtraction” scheme [5]. The (a?) lormula
and discussions on Lhe QCD paramelerizations appear in Chapt. 7.

Unlike in the di-lepton case, for hadronic events, {he mass of heavier quarks is
not negligible, when compared with Lhe cenler-of-mass-energy. When one includes
the effect of the weak interaction due to the Z° propagator (Fig. 2.3 (ch), QCD

effect, and quark mass effect, the final formula for Rpgdron 85 Eiven in Ref. [6] is

Freion = 35" (3003 = By (1 + Clop) + BEa(1 + Clen)) (297
9

where 3, is the quark velocity By = /1 —dmifa. The contribution of the electro-

weak inleraction is given in
Ry = QF—8QugvahRe(x) + 16((g})* + (@aF) (ol VIl (238)
e = 16((95 )2+ (g )R Ik (2.39)
where go and g% are the coupling conslants for the quark q. The QCD correction

vid a
CIA) = CY W a, ) + CF Hau /7 + CF W o/m) (2.40)

is calculated including the quark mass effects in the O(a,) in Rel. [7] as:

ic { w 3+,@.,E__3_)
o =3 (25,_ L Gow)

ir { « 19 22 Toam 3
of = 3 (i@“fﬁ,‘?ﬁ“aﬂv)(z r«))-

We use the zero-quark-mass approximalion

CYA) = 1.9857 - 0.1153N,

. Q)
—6.6368 — 1.2001N, — 0.0052N — 12305 2300

WA
Ca{) 3EQ§

for the higher order corrections.

K|

2.3 Extra Z Bosons

The predictions of the standard model are in excellent agreement with experimen-
tal data. However, there are some other gauge group theories that can closely
reproduce ihe standard model predictions at low energy. In this section, three
models that predicl the existence of additional neutral gauge bosons (i.c., extra Z
bosens or Z”s) are discussed. If the mass of the 2’ is heavier than the standard
model Z° | then only high energy hadron colliders such as the Tevatron can observe
Z' by direct production. However, the effecis of 2’ can be seen at lower energy
as deviations of the daia from the standard model predictions. There has been
scveral searches for Z''s by comparing precise measurementis of Z° parameters at
LEP with low energy neutral current data. There are some range of paramelers in
these models where the peak of the Z° masks the effects of the Z' at LEP energies,
while the deviations can still be seen at TRISTAN. In the following subsections, we
discuss how the existence of Z"'s changes the cross section predictions at TRISTAN

energies and review several Z' models.

2.3.1 Cross Section Formulae

In models with one extra Z boson, the neutral current Lagrangian in the standard

maodel (2.23) is modified 1o be
CNC = _CJE'M'AlJ - ng{‘Z.,,, Ead ger{Z(’,H 1 (241)
where A and Z, are the electromagnetic and Z° fields in the standard model, and

Z} is the extra Z field. The coupling constant gz end the current Jy are

e
92 = in 8w cos By

il

. |
J !”‘Y"E(yov — goavs)¥

where gov and goa are the vector- and the axial-coupling constants in the standard
model given as gy and gs in eq. (2.24). Similarly, we can write the exira weak

neutral curreni J, as .
= B (ahy — shun)¥ (242)

with the model dependent coupling constants g5y and gf, -
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In the { Zq, Z} ) represeniation basis, the Hermitian mass-squared malrix is

monmz (1P, (2.43)
‘\boe
where Mz, , the mass of the standard model 2° is related to the W boson mass

and the Weinberg angle by
Mz, = Mw/ cosfw . (2.44)
The mass cigenstates of the neutral weak bosons are given by

Z =  Zgcos@' + Zysind'
2 = —Zysin® + Z{cos §’ (2.45)

in terms of the current cigenslates Zo and Z; . The mass of the Z° which LEP
experitnents measere is the mass of Z above. The physical masses of the Z and

7' are expressed by diagonalizing the mass-squared matrix as

M 0 M cos & siné’ 1 b cos@ —sinf
0 M3/ L\ —sinf cos® b e sind’  cosf’
(2.46)

The mixing angle between the Zy and Z, can be expressed in lerms of Mz, Mz,

and Mz as
M3, - M3
ML — M} '

The existence of an extra Z boson modifies the standard model formula of

tan?§ = (2.47)

Ryadron. Eiven by eq. {2.37), to:
~ /1
Huadron = 32, (Eﬁq(:’ - ﬁ:)ﬂtv(l + Cgcp) + ﬁ:R?IA(l t Cécv)) ' (2-48)
]

where

Ry = QF -8Q.g%g% Re(x) +16((g5 Y + (55)7) (b VIxI’
~8Qugav Re(x) + 16((3)? + (a5 ) eV X"
1 32(g% gif + g9 oV o Re(x - x") (2.49)

16
Rou = 16((g0) + (92)) (a2)Ixl* +16((g%) + (55)*) (a)?Ix?
+32(gh 9V + 940%)9094d Re(x - X) (2.50)
and
Y = 1 I
165in? By cos? By 5 - Mz? +iMzTz °
X = . ! (2.51)

16 sin? Bw cos By & — fllzn7 +tMzIz '

Here gyay and y{,u) are the coupling constants to the mass eigen states, Z and
Z', given by

gvia)y = Goviaycosf + )g:w“) sin &’

g"v(‘) = _glJV(A) 51N 61 + Ag:,v(l) Cos 9' y (2.52)
where A is the ratio of the Z coupling to the Z° coupling, A = gz/g9z . The
QCD correction faclors Cgco and Cgcn are same as which given in (2.40). Tz
in eq. (2.51) is the total decay width of 2. We neglect this term in the following
analysis because its eflecl is negligible unless cenler-of-mass energy is close to the
Z' pole.

Similarly, the formulae for Ry and Ay given in eq. (2.32) and (2.33) in the
slandard model case are modified to be

Bu= 1 +Bgjgl Re(x)+16{(g5)" + (3)) (g ) + (d4)) Ix/®
+8g% g Re(x') + 16((a¥)* + (a5)?) (a4 )* + (a4 V) Ix'I®
+32(g5 o + 959% ) avov + gha) Re(x - X7 , (2-53)
and

Au= [ 6gaglRe(x) + 489} gigh ol IxP
+ 6g5giRe(x') + 1Bgu gy o X'’
+ 24(g7% + i Nab el + dhat Relxc-x") | / Ru. (2.54)

2.3.2 F; model

The superstring theory [B] in ten dimensions is anomaly free only when the gauge
group is SO(32) or Fy x Es. The group Eg x Ey is more interesting hecause it
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allows for chiral fermions as in the standard medel. The compactification of the
additional six dimensions on & Calabi-Yau manifold [9] leads to Eq as an “eflective”
group of the grand unified theory (GUT). In this subsection extra Z bosons in the
supersiring-inspired E, model are described [11).

Eg is the next natural choice of anomaly-free GUT group after SI7(5) and
S0(10). In SU(5) GUT, There are & toial fifieen fermions in each generation as

in the standard model and they are placed in the § and 10 representations as

3
= (1,z)+(§.1)—(:'J +dy (2.55)
L
i = (1,1)+(§,1)+(3,2)=eg+11,,+(:) , (2.56)
L

where (1)) denoles decomposition inte (SU/(3).,SU/(2)L). In SO(10) GUT, a
right-handed neutrino is added Lo each generation. {.e., lermions are placed in the
16(= 1+ 5+ 10 under SU(5)). Fermions form the 27 representation in Eg GUT.
Namely, eleven new fermions are added to sixteen fermions of SO(10). The 27

d(‘C(}[IlpOS(‘,S s
27 = (16,30) + {16,5) 4 (16,1) + (10,5) 4 (10,5) + (1,1) (2.57)

in terms of (50(10), SU(5)). (For a review of Eg and ils subgroups see Ref. [10].)
Table 2.1 shows fermjons in the 27 represeniation of E, and their quantum numbers
in the standard model.

The E; GUT can contain two extra /(1) symmetries beyond the standard

model. We consider a breaking pattern:
Ee — S0(10) x U(1)y — SU(5) x U{1), x U(1)y .

The ligltest exira Z boson is generally a linear combination of Zy and Z,, associ-

ated with U{1)y and U{1),. Namely,
Zyla) = Zycosa + Z, sina . (2.58)

We assume thal if Lthere are two extra Z bosons, one of them is sufliciently heavy
and does not aflect the physics in our energy range. The values of the exlra

Lypercharge Y'( o), which is the generator of the extra {/(1) symmelry leading to

S0(10) SU(5) Fermion Color 1f Y/2 Q
u 1/2 2/3
16 10 3 1/6
~1/2 ~1/3
a), / /
i 3 0 -2/3 -2/3
e} 1 0 1 1
_ v, 1/2 0
5 1 —1/2
e ~1/2 -1
L
dy, 3 0 1/3 1/3
3 1 0 i} 0
N, 1/2 0
10 5 £ 1 -1/2
‘ E- —-1/2 -1
L
hr 3 0 1/3 1/3
E+ 1/2 1
5 1 1/2
Ng -1/2 ]
L
ky 3 0 ~1/3 -1/3
1 1 ng 1 0 0 0

Table 2.1: Fermions in the 27 represenletions of Eg.
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Left-handed state Y'{a)
d, e, v, ﬁacosa—;ﬁsina
u, d, i, et 5—‘1/5 cosa+!—‘}l—osina
5 1 b
v, mc°5°+5—~71_o sin &
i, E-, vg —715c05a+73rosina
h, B+ Ng —Jf 0B — Zosina
2
n T cosa

Table 2.2: The extra hyper charge Y'(x) in Eg model.

Fermion Gov Foa
u 0 :}a cos o + T/lﬁ sin o
d 7-‘;—Dsina vl.acosa——jl—usina
e~ —\—}']—()sina 7’icosa~-:}ﬁ,sina
ve |- :;TE 5N o ﬁ cos a Jf_}:fllﬁ in a

Table 2.3: The vector and the axial coupling in Eg model.
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Zg(a), are shown in Table 2.2. The vector- and the axial-coupling constants are
given as go, = Yj(a) — Yj{a) and 9o = Yj(a) + Y}(a) for the fermion, f. The
values for up-iype quarks, down-type quarks, and lepions are given in Table 2.3.
This model has four parameters: @ — the mixing angle belween Z, and
Zy; 8 — the mixing angle between Z° and 2); Mz — the mass of the ex-
lra Z boson; and A = gz/gz — the relative strength of the coupling to Z;. In
general, the mixing angle a can take arbitrary values, but is determined for the
specific choice of £5 model. We discuss four such choices: Zy; Z,; Z,; and Z,,
corresponding to a =0, x/2, tan™! \/ﬁ- and lan“(—\/l/—lﬁ), respeclively. The
ratio X is given by the renormalization-group equations rs A < %sin2 fw. This
value is fixed for a specific symmetry-breaking scheme and takes its maximum for
the case when the extra U(1) symmetry breaks at the same energy scale as does
SU(3). x SU(2)1 x U(1)y. In the following analysis, we assume A’ = £ sin’ 6w .
Using eq. {2.47), we can also eliminate §' from Lthe free paramelers, leaving only

one parameter, namely Mz:..

2.3.3 SU(5). color model

This model was recenlly proposed by Foot and Hernandez |12]. It assumes the
color group is SU{5). and an extra U(1) symmetry comes oul when this SU(5).
breaks to SU(3).. Namely:

SU(S). x SU(2)y x U(L)y» — SU(3), x SU(2)w x U(1)e x SU@)L x U{1)y .

Here, two neulral gauge bosons, corresponding o the two U(1) symmetries, Zy-

and Z., are mixed as

( B ) _ ( c?sﬁ sinﬂ) (Zy- ) ‘ (2.59)
Z’ —sinf8 cosfl Za

where B is the B boson of the standard model, which mixes with the W? to yield
the 4 and Z% jand Z’is an extra Z boson. Table 2.4 gives the quantum numbers of
T\, Ty, and T3, which are the generators of I/(1).,, U(1)y+, and the third component
of §{/(2)r. These are normalized as @ = T, + Ty + Ty, where Q is the charge of
the particle. In this Lable, @ and d are exotic quarks which have electric charges
of |1/2. They are SU{2), doublels and form 5 represenlations of SU(5) with
SU(3) triplets, such as (u,n) and (d, d).
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unr, dy, L dg up, d_[, LY th (54 er | er
| || | k| A | h | ] 0 L0 |0
AR N IR
T +4 =20 [ o [+1]-2[0 | 0 [+][-3]0
Table 2.4: Quantum numbers in SU(3). model.
The Z' couplings ic left-handed (right-handed} fermions are given by
For(my = TE® gin f cot 4 — THM gin by tan B . (2.60)

The vector- and the axial-coupling conslants are ghy, = gh, + gor and giy =
goL — Gap respectively.

Since the 51/(3). group of QCD spins off from SU(5). as U(1). does in the elec-
Lroweak seclor, we can get Lhe relation between g, = dra,, the strong coupling
constant, and g, = ¢’/ cos 3, the U(1)a coupling constani. At the energy scale at
which SU(5), breaks, g2T+T? = g?Tr(A,/2)?, where A, is any of Gell-Mann 5U(3)
matrices and the left side is traced over the 5 representalion. Then we oblain

gi/30 = gi/2 or
1 o

= 15 cos? Bw;,

In this model, » = gz/gz = 1 and the off-diagonal element of the mass malrix

cos’ 3

~ 0.0063 . (2.61)

(2.43) is given as
b= —sinfy - cotf =~ —0.038 . (2.62)

llence, we can deduce the mixing angle @' for given Mz and Mz from eq. (2.46).

Tlhercfore, we can choose only one frec parameter, Mz..

2.3.4 SU(2), x SU(2); x U(1)y model

This model was proposed recently by Georgi, Jenkins, and Simmons [13]. Its
cleetroweak gange group is SU(2), x SU(2) x U(1)y. Specifically, it has separate
5U(2) symmetries for the quark sector and the lepton sector. We denote the gauge
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bosons corresponding to SU(2), and SU(2)r as W and W*. They are mixed

through an angle ¢ as

W . 0%
]Di _ l:f)srﬁ sin ¢ Wi , (2.63)

wy —aing cos¢ Wq“'i
where W} is regarded as the standard model Wi, W2 is mixed with B boson of
U{1)y through the Weinberg angle, fw and becomes the 4 and Z° of the standard
model. The remaining bosons, W} and Wi are the extra Z and extra W bosons

of this model.
The veclor- and the axial-coupling constants of the extra Z boson are given by

Gy = goa = —1ftang for leptons
ot for quarks (2.64)

where I is the third component of the isospin of the left-handed siate in the
ctandard model. The relative sirength of the Z} coupling to the Z° coupling is
A = cosByw. There are three parameters in this model, Mz, ¢, and &'. Eq. (2.44)
is nol corcect in this model because the mass eigen state of the W is the mixture
of the standard model W and the W. Thus, we cannot usc eq. (2.47) lo eliminate

f" as a {ree parameter.
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Chapter 3
The Experimental Apparatus

The research described in this Lthesis is based on the dala tahen with the AMY
detector at the TRISTAN e*e~ collider. In this chapter, the TRISTAN collider
and the AMY detector are described.

3.1 The TRISTAN collider

TRISTAN (Transposabte Ring Intersecting STorage Accelerator in Nippon) [14] is
an e' e collider system at KEK, the National Laboratory for High Energy Physics
in Japan. A overview of KEK and the TRISTAN complex is shown in Fig. 3.1. The
THISTAN complex consists of lour acceleratlor systems: the posilron generator,
the Linear Accelerator (LINAC), the Accumulation Ring (AR), and the Main Ring
(MR).

Positrons, generaled by colliding 200 MeV electrons from a dedicated linear
accelerator with a tantalum target, are injecled into the 390 m long LINAC, where
they are accelerated to an energy of 2.5 GeV and injected into the AR. In AR,
which has a 377 m circumference, aboul 20 mA of positrons are accumulated in
a single bunch and accelerated ta 8 GeV and injected into the MR, This cycle
is repeated 8 times until there is aboul 7 mA of posilrons in two diametrically
opposile bunches cireulating counterclockwise in the 3 ki circnmference MR, Then
electrons generated from a triode gun are injected into the same LINAC and a
similar sequence is repeated producing two similar bunches of electrons ciculating

clockwise in the MR. Finally, the electrons and positrons are acceleraled wp Lo

TRISTAN MAIN RING

NIKKO EXP. HALL /
[SHIP) TSUKUBA EXP. HALL
(TOPAZ)

TRISTAN
ACCUMULATION RING

Fual EXp
HALL
{ VENUS}

B00STER
UTILIZATION FACILITY
PHOTON FACTORY
2.5 Gev
ELECTRON
STORAGE RING

™~2.5 GeV
ELECTRON LINAC

)

POSITRON GENERATOR

0 300mM
S W S |

Figure 3.1: An overview of the TRISTAN collider at KEK.
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Lhe targel energy and collided ai four interaction points located in Ohe, Tsukuba,
Nikko, and Fuji experimantal hatls.

The firsi collisions occured al a center-of-mass energy of 50 GeV in November,
1986. For the next three years, TRISTAN operated in the energy range /s = 50 ~
64 GeV, which were the highest energy e* e~ collisions in the world until the SLC
al 5LAC and LEP at CERN began operations in 1989. In 1990, TRISTAN stopped
the quesi for higher encrgies, and started operating for high luminesity at the fixed
energy of /& = 58 GeV with the goal of accumulating encugh data for precision
measurements {TRISTAN phase II). For that purpose, pairs of superconducling
quadrupole magnets “QCS® were installed at each collision point in 1990, providing
the capabilly 1o operate with smaller beam sizes al the collison poinl and, thus,
a higher luminosity. TRISTAN achieved luminosity levels of about 1pb~!/day at

each interaction point in 1992.

3.2 The AMY Detector

The AMY detector [15], Jocated at the OHO experimental hall of the TRISTAN
e'e” storage ring, is & general purpose detector based on a 1.2 m radius, 3-Tesla
superconducting solenoidal magnet that is coaxial to the e*e~ beamline. Charged
particles and y—rays are detected by cylindrical tracking chambers and electro-
magnelic shower calorimeters located inside of the magnet. Drift chambers and
scintillation counters located outside of the iron flux-retusrn yoke of the magnet are
used to identily muons.

A series of upgrades of the AMY detector was dune from 1989 to 1991 for
Lhe sake of the TRISTAN phase Il measurements. A synchrotren X-ray detector
(XRD) for clectron identification and and a precision vertex detector (VTX) were
installed in the barrel part, and all the endcap region deteclor components were
replaced. (Fach detector component is described below.) We call the upgraded
detector “AMY 1.5", while the original detector is called "AMY 1.0". Schematic
views of the AMY 1.0 detector and the AMY 1.5 delector are shown in Fig. 3.2
and Fig. 3.3. In this section we give brief descriptions of the various detector
comnponents.

The space covrdinate system of the AMY detector is defined in the following

way: The origin of the coordinaies is the nominal center of the beam interaclion
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Figure 3.2: A schematic view of the AMY 1.0 detector.
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point; Lhe positive z-direction is the direction of the electron beam; Lthe y-axis
poinis verlically upward; and the z-axis points radially outward from the center of
the TRISTAN MR. The polar coordinates v, # and ¢ are defined in the standard
way. Namely, r is the distance from the origin, # is the angle from the positive
z-axis, and ¢ is the projected mngle in the zy plane measured counter-clockwise
from the posilive z-sxis.

The electron beam in AMY comes from the direction of TRISTAN’s Tsukuba
interaction hall and heads toward the Fuji inieraction hall. Thus, we call the
positive z end of the detector the "Fuji” end, and the negative z end the "Tsukuba”

end.

3.2.1 The Charged Particle Tracking System

The charged particle tracking system, which measures the trajectories of charged
particles {from which their momenta are determined, is composed of three coaxial
cylindrical chambers. Surrounding the beam pipe, there are the Vertex Cham-
ber (VTX) [16], the Inner Tracking Chamber (ITC) [17], and the Central Drift
Chamber (CDC} [18].

The VTX, the innermost component of the AMY delector, was installed in
December, 1990. It is & four-layer cylindrical drift chamber made of cathodes
formed from sluminized mylar straws whose diameters range [rom 4.6 to 5.6 mm.
Each layer consists of eighty 56 cm straws filled with 1IRS gas (Ar 89%, CO,
10%, CH4 1%) pressurized to two atmospheres with a 20 pm diameter Stableolin
resistive anode wire strung along the axis. The single-wire resolulion is expected
to be 50 pm in r — ¢ plane. The z-coordinates of Lracks are measured using charge
division read-out {from both ends of the wires, with the resolution of about 5 mm.
The purpose of the VTX is to provide a precisc measurement of secondary vertices
from heavy parlicle decays. It also helps tracking in the small angle region because
of its larger & coverage (13° < 8 < 167°).

The I'TC (Fig. 3.4) consisis of four layers of drift tubes {aluminized plastic tubes
with 16pzm diameter anode wires stretched along their axes) ranging in diameler
from 5.5 1o 6 mm. Each layer provides a posilien measurement of trajectory
coordinales in the plane perpendicular to the beam direction (the r — ¢ plane)
with a spatial resolution of ¢ ~ 80pm. The gas in the 1TC (50% Ar, 50% C;Hg)
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is pressurized Lo 1.46 simospheres to improve the spalial resolution. The active
region of the ITC extends from a radius of 12.2 cm to 14.2 cm and its fiducial length
along the beam direclion (Lthe z axis) is 55 cm. The ITC is not only a tracking
device but also an essential part of Lhe trigger system. Signals from the ITC
trigger system, which are independent from the main trigger system, are combined
with triggers based on other detector elements and are also used alone. The ITC
information is especially useful for suppressing cosmic ray induced triggers.

The CDC {Fig. 3.5), located just outside the ITC, has 40 cylinders of wire drift
cells extending oul to a radius of 65 cm. Twenty five of the cylinders, consisling of
5616 individual drift cells each approximately 6 mm in radius, have wires parallel
to the z-axis for measuring the r — ¢ coordinates of trajectory points; the other 15
cylinders, consisting of 3432 cells, have wires al a small angle (1ypically 5%} relative
1o the beam direction Lo provide small angle stereo measurements of z-coordinates.
For most of the results being reported here, the CDC was filled wilh HRS gas at
atmospheric pressure. All of the data at /& = 54, 61.4, 63.6, 64 GeV and a portion
of the /s = 58, 60 and 60.8 GeV dats were taken with a 50:50 mixture of Neon
and Ethane. Neon/Ethane gas was used lo make the CDC more transparent to
X-rays during the time that the XRD was being used.

The cylinders are arranged in six super-layers of increasing length. Each super-
layer provides a local determination of the track vector {position and direction}.
This enables quick estimates of the multiplicity and momenta of charged particles
for triggeting the data acquisition system, and facilitates the recognition of tracks
in the ofl-live analysis. The hexagonal shape of Lhe cells automatically results in
slaggered cells, which simplifies the resolution of left fright ambiguities. The almost
circular cell shape is helpful for achieving good spatial resolution in the presence
of the 3 Tesla maguetic field, where the Lorentz angle of driflting electrons can be
as large as 80°.

The average spatial resolution of the axial (stereo) cells of the CDC is o0 ~
140 (210) jem (Fig. 3.6). The overall resolution of the central tracking devices
{(I'TC and CDC) is estimated from Bhabha scatlering events (efe™ — e*e”) Lo
be Ape/pe = 0.6% p(UeV/c) for high momentum tracks with jcos8| < 0.87. The
techniques used to calibrate the CDC are described in detail in Ref, [19], and the
track finding algoritlins are explained in Ref. [20].
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Figure 3.4: Cross-sectional views of the ITC.
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3.2.2 The X-ray Detector

The X-ray detector (XRD) [21] is a drift chambers filled with 95% Xe + 5%
Propane thal occupies the region between r = 67 em and 79 cm. Sense wires,
made of 20 pm diameter Stablohm 800, and field wires, made of 200 pm Cu/Be,
are sirung at * = 73 ¢m with & 2 mm spacing. The XRD detects synchrotron
x-rays, radialed from elecirons bent by 3 Lesla magnetic field, which are used for
electron identification. The XRD was used from May, 1989 to July, 1990, During
this period, Neon/Ethane gas was used in the CDC.

3.2.3 The Electromagnetic Shower Counter

The barrel electromagnetic shower counter (SHC) [22] is a cylindrical device com-
prised of six sextants. Each sextant sublends an angle of 60° in ¢, and occupies
the region from 80 cm < 1 < 110 cm and |eosf| < 0.75. Each sextant consists
of an alternation of 20 layers of proportional tubes and 19 layers of lead, tolaling
14.5/|sind| radiation lengths. The detector 16 operated with a gas mixture of 49.3%
Argon, 49.3% C,H, and 1.4% alcohal at & voltage of 2150 volts. An overview and
the layer slructure of the SHC are shown in Fig. 3.7

The individual cells consist of extruded resistive plastic tubes 222 cm in length
with a 50um anode wire stretched through its center. Facing the outer surfaces of
each tube layer are double-sided printed circuil boards with rectangular cathode
strips thal are sensilive 1o induced signals from the anode wires. The boards
provide segmentation in 14 mrad intervals in the @ and ¢ directions. The signals
are joined into groups within the detector. In the case of the # and ¢ signals,
strip siguals are combined in a tower arrangement inlo subgroups providing five
measurements of the longitudinal shower development. In the case of the anode
wires, signals from aboul ten adjacent tubes in a given layer are tied together. This
arrangement resulls in a total of about 11,000 catliode and 960 anode channels.

Each sextant is a self-contained gas-light unit including [our monitor tubes
containing radioactive *Fe sources. These tubes measure gain variations caused
by changes in gas composition, atmosphetic pressure and temperature.

Tests performed with prototype unils and with aclual sextants placed into a
1~5 GieV test beam demonstrate spatial resolutions [or minimum ienizing particles

ofa .- 4 mm, which translates into an angular resolutionin AMY of oa ¢ = 5 mrads.
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Figure 3.7: An overview and the layer structure of the SIJC.
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The energy resolution determined in the test beam agreed with expectations, based
on the EGS4 Monte Carlo program,[23] of AE/E = 0.25/,/E(GeV) with no mag-
netic field. We studied the deleclor’s performance in the 3 Tesla field of the AMY
deteclor using electrons from Bhabha events and from the two-photon process

ete” — ete"ete™. The effects of the magnelic field degrade the energy resolution

to AE/E = 0.23/,/E(GeV) + 0.06.

3.2.4 The Superconducting Magnet

The 3 Tesla magnetic field is produced by an eight-layer coil made of a Nb/Ti
superconducting cable that contains both Cu and Al for stabilizalion. The coil
is embedded in a hexagonal iron reiurn yoke [24]. Because all of the delection
devices, with Lhe exception of the muon identification system, are inside the coil,
no special efforts were made io minimize the coil thickness and a conventional
pool-boiling cooling method is used. A 5000-ampere eleciric current provides Lhe
3 Tesla field; the siored energy is 40 mega-joules.

We measured the magnetic field along the beam line wilh all the delector
components in place and compared the result with a calculation done using the
compuler program POISSON [25]. The agreement was within 1+0.3% after a proper
normalization of the central field. The field strength elsewhere inside the delecior
is then estimated by POISSON, which is expected to give an error of less than 0.4%
inside ihe tracking devices. There is sizable non-uniformity in the field strengih;
over the tracking volume of the CDC, the field sirength varies from -18% to +5%

of its value at the interaction point.

3.2.5 The Muon Identification System

The material of the SHC, the magnet coil, and the iron return yoke amounts to 1.3
kg/cm? (the equivalent of 1.6 m of iron) at normal incidence, which corresponds to
aboul nine absorption lengihs for strongly interacting particles. Parlicles penctrat-
ing this material are identified by the muon detection sysiem (MUO), consisling of
four layers of drift cells and one layer of plastic scintillator, siluated outside of the
iron return yoke and covering the angular region |cos 8| < 0.74. The cells have a
5x10 em? cross-section and a spatial resolution thal is Lypically 1 mm. Two layers

of cells are 6.5 m long and have wires parallel to the beam axis; two layers of cells
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range in length from 2.8 to 4.1 m and have wires perpendicular to the beam. The
combined system has a track segment reconstruction efficiency that is greater than
98%. Scintillation counters, located just outside the drift chambers, measure the
time of penetrating parlicles relative to the beam crossing time with a precision of
about 3 ns, providing discriminalion against backgrounds from cosmic rays which

are randomly distributed in time.

3.2.6 The Endcap Detectors in AMY 1.0

Particles ¢émitted at smaller angles are delected in the Pole Tip Counler (PTC) [26],
which covers the region 15° < # < 27° and the Ring Shower Counter (RSC),
covering 26° < § < 39° Each of these detection systems consists of two unils
placed on ihe endcaps of both ends (Fuji and Tsukuba).

Each PTC unit consists of two modules of lead/scinlillator calorimeters with a
plane of proporlional tubes between them. The total thickness of the calorimeter
modules is 14 radiation lengths. This device provides measurements of the energies
and positions of electrons and photons and the positions of ather charged particles

incident on it. Its primary function is the determination of the luminosity by de-

tecting Bhabha scattering events. Its energy resolutionis AE/E = 20%/,/E(GeV) + 6%.

The position resolution is aboul 4 mrad and 14 mrad for the § and ¢ direclions,
respectively.

Fach Ring Shower Counter (RSC) unit consists of two layers of lead and scin-
tillator {1 cm thick lead and 1 em thick scintillator for each layer) and signals the
presence of showering particles (either electrons or photons). Charged tracks that
enter the RSC are visible in 2 minimum of 15 CDC layers and electrons among these
tracks can be jdentified by comparing the RSC measured energy with the CDC
measured momentum. The RSC energy resolution is AE/E = \/2792 + 392/E(GeV)%.

In addition, there are the luminosity monitors {LUM) in ihe forward region
(4® < 8 < 6°), which are counters used to measure the jnstantancous luminosity

and to monitor beam-related background radiation levels.

3.2.7 The Endcap Detectors in AMY 1.5

In the upgrade to AMY 1.5, the PTC and RSC of AMY 1.0 were replaced by
the Endcap Shower Countesr (ESC) [27], which started operaling in November,
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1989. Each ESC unit has iwo modules ("front” and "back”) of lead/scintillator
calorimelers, which are 4.5 and 8.9 radiation lengths thick, with a resistive lube
chamber between them for position measurement. Each calorimeter section is
divided azimuthally into {welve wedge shape seclions. The ESC covers the region
11° < § < 37° and ils energy resolution is AE/E = 14.7/,/E(GeV) + 6.2%.

The Small Angle Calorimeter (SAC) replaced the LUM of AMY 1.0. Each SAC
unit consists of arrays of defining scintillators, silicon pad position deteclors and a
lead-scintillator calorimeter of 17.2 radiation length. The SAC covers the angular
range 2° < # < 11° and its energy resolution is AE/E = lO.l%/ﬁ('GeV) + 1.6%.

The Forward Tracking Chamber (FTC), which was installed in September,
1990, is a set of two units of tracking chambers placed on the ESC. Each unit

consists of 15 layers with approximately 60 cells in each leyer. The FTC is filled
with IIRS gas and the eleciric field is shaped by 75 pm sheels of resistive Kaptlon
(10'292/em?). The chambers planes are oriented lo provide three views rotated by
120° each olher with five planes for each view. The FTC covers the angular region

12° « 8 < 27°, and provides iracking of charged particles in the small angle region.

3.2.8 Triggering

The frequency of beam crossings at TRISTAN is 200 kHz, and, in most cases, no
small-distance electron-positron interactions occur. The task of the trigger system
is 1o decide whether or nol an “interesting” interaclion occured in each beam
crossing, a decision thal is made in the Susec interval between beam crossings. In
order Lo be sensitlive to as many ete™ processes as possible, the trigger requirements
for the detector are kept as loose as possible, but consistant with the capability
of the AMY dala acquisilion system (~ 3 Hz). As a resull, we typically record
approximately 5,000 events/hour, of which only a few ate actual hadronic events,
di-muon events, or 7H7 events, used in this analysis, The bulk of events the
AMY detector delects are “junk” events, induced by intcractions of stray beam
particles willi the material in the walls of the vacuum chamber (beam-wall evenis),
interactions of beam particles wilh atoms of the residual gas in the vacoum chamber
(beam gas evenis), cosmic rays, ete. We form about 20 kinds of triggers. Among
them, those relevanl Lo the deleclion of hadronic events are described in Chapt. 4,

and those relevant to di-muon and 737~ events are described in Chapt. 5.
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3.2.9 Data Acquisition

A computer-controlled FASTBUS system of electronics digitizes analog signals and
timing signals from each component of the detector for each event. Triggers and
the high voltage status are recorded for each event by a CAMAC system. Envi-
ronmental conditions rnd the SHC monitor tube gain ate measured periedically.
All the digitized data are read in lo & VAX-11/780 computer, where they are
temporarily slored. Here, various checks are made to monitor operation of the
enlire deteclor system. The data are then seni via an oplical link to 2 FACOM
M780 computer, where the data format is immediately rearranged for the conve-
nience of later analyses. The data are stored in a cassetie-lape library from which
it is subsequently accessed for ofline analyses. A schematic diagram of the data

acquisilion system is illustrated in Fig. 3.8.
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Chapter 4
Total Hadronic Cross Section

The tolal hadronic event cross section is conventionally reported in lerms of the
R value, the ratio of the total hadronic cross section io the lowest-otder QED
di-muon cross section, as discussed in 2,2.2.

Experimentally, the R value is delermined {from the relation

Nulcr!ui — Nbln
R= - 4.

i -(1+8)fLdt oy ' (1)

where N, iccted is the number of hadronic events selecled experimentally, Ny, is

the estimated number of background events, eff is ihe detection efficiency, 1+ &

is the radiative correction, fLdt is the integrated luminosity, and &g is the QED

di-muon cross section given by eq. (2.26). In the following sections, we discuss how

each term is determined.

4.1 Luminosity Measurement

Small-angle Bhabha scatiering, where t-channel exchange dominales, is a well
understood QED process. We measure luminosity by counting the number of
Bhabha events detected in the endcap detector, i.e., PTC in AMY 1.0 or ESC
in AMY 1.5, and comparing with Monte Carlo simulations of events generated
according to a calculation that includes diagrams up to Ofa’). The inlegrated
luminosity for each run period is listed in Table 4.1. Also shown are independent
luminosity determinations based on Bhabha events detecled in the barrel region
of the deteclor (CDC and SHC). They are in good agreement within errors.
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- _AMY 1.0
"PTC Bhabha SHC Bhabha
Run NE 092 <lcosf| < 0.96 | |[cosf| < 0.73
Period | (GeV) () ()
02 50.0 0.636 £ 0.016 0642 0.04
03 52.0 3.976 1 0.080 3.88 +0.10
04 550 3.266 + 0.039 3.42 £ 0.10
05 56.0 5.993 £ 0.053 6.06 + 0.13
o7 56.5 0.994 + 0.022 1.05 £ 0.06
08 57.0 4.398 + 0.046 4.44 £0.12
09 60.0 3.202 + 0.042 —
10 58.5 0.801 -+ 0.016 0.73 £0.05
11 | ESCAN! 1.225 + 0.020 —
(59.0) 0.094 + 0.006 —
(59.05) 0.504 £ 0.013 0.46 + 0.04
12 60.8 2,312 + 0.058 2.48 + 0.09
11 59.0 0.627 + 0.020 0.63 + 0.05
14 60.0 0.350 + 0.013 035+ 0.03
13 60.8 1.169 + 0.029 1.20 + 0.06
16 61.4 4.287 + 0.060 417 £ 0.12
17 | 510 | 053110017 0.3 + 0.04
1 energy scan run at /s = 57.25 ~ 50.5 GeV
) AMY 1.5
[ ESC Bhabha SHC Bliabha
Run V5 | 082 < |cosf| <0.98 | |cos8| <0.73
 Period ) (GeV) (b)) (™)
18 61.0 1.087 + 0.017 -
19 63.6 0.440 £ 0.011 —
20 58.0 27.157 £ 0.078 26.64 + 0.69
21 58.0 7.10 £ 0.04 6.96 - 0.16
22 58.0 26.57 + 0.07 26.03 + 0.30

Total integrated luminosity is 95.50 pb 1.

Table 4.1: A summary of Lhe inlegrated luminosities measured with the PTC
(AMY 1.0), ESC (AMY 1.5), and SHC. The point-to-poinl ercors are listed for
PTC and ESC luminosities, while only the statistical errors are listed for SHC
luminosities. There is an additional overall normalization error of 2.4% (1.3%) for
the PTC {ESC) luminosity.
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The estimated contamination of the Bhabha sample from ete™ — yy(y) and
ete~ — ete~y events, which are nol distinguished from Bhabhe scaltering because
there is no charged-particle track information for small angles, is subtracted. The
cross sections for Lhese processes are calculated to O(a®) and a systemalic error on
the background subtraction is estimated to be 0.2% for PTC and 0.04% for ESC.
Systemalic errors in the estimates of trigger efficiency, chamber efficiency, and
detector ncceptance are also taken into account. These are 0.2%, 0.1%. and 1.3%
(0%, 0.05%, and 0.41%), respectively for the PTC (ESC) Bhabha event samples.
Since there is no complete ((a') calculation of Bhabha scatlering, we estimated
its magnitude and included that in the crror of the detector acceplance. The
latgest contribution to the systematic error comes from possible misalignments of
the PTC and ESC. The uncertainty level of our survey of the position of these
devices translales into an error that is estimated lo be 2.0% for the PTC and
1.22% for the ESC. By adding all errors listed above in quadrature, we get total
over-all error in the luminosity measurement of 2.4% for PTC and 1.3% for ESC.

There are other sources of errors which are dependent on run periods. These in-
clude statistical errors and systematic errors arising from corrections thal are made
for nonoperating seclions of the detectors. These errors are treated as poini-lo-

point errors. More details of the PTC luminosity measurement appear in Ref. [26].

4.2 Hadronic Event Selection

4.2.1 Triggering
For multihadron events, iriggers are generated via three quasi-independent sys-
{ems:

SHC total energy trigger This requires that an analog sum of the pulse heights
from the 48 SHC anode towers exceed a threshold, which is typically ~
3 CeV, and adjusted to produce a trigger taie not exceeding ~0.3 Haz.

CDC multi track trigger This requires the presence of four or more radial track

segments in each of the outer five CDC disks.

ITC + CDC *“loose” multi-track trigger This places s weak demand on the

presence of CDC track segments and requires the deteclion of two or more
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track segments in the ITC.

ATl three systems render a decision in less than 2.0 us, and the combined rale is

much less than the 3.0 Hz capacity of the data-logging system. Typically, most

evenlsin the hadronic sample satisfied the requirements of all three trigger systems.

Run Vi Trigger Inefficiency (%)
h er i Ay i .
.T e SIIC Lr_:gger is complelely independent from other iwo, which enables us Lo Perio (Gev) [SHC | CDC ] CDCLITC I Total
estimate the trigger inefficiency for hadronic events as follows: Tn the final selected =
hadron sample, we estimated the ineficiency of: |— 02 50.0 44.3 | 17.0 8.1 4.0
¢ lhe SHC trigger OR. the CDC Lrigger, as the fraction of events triggered by 03 52.0 33 | 21 6.8 0.1
the CDCHITC trigger but neither the STIC nor CDC triggers; and 04 55.0 0.0 { 2.7 2.2 0.0
. . .0
o the SHC trigger OR the CDC+HITC trigger in an analagous way. 05 560 0.0 | 34 45 0
7 . 0.0 24 1.6 0.0
We take the smaller one as an upper limit on the inefficiency of the whole trigger 0 56.5
system. The resulis are summarized in Table 4.2, Since hadronic events could also 08 57.0 0.0 22 4.3 0.0
fire many of the olher iriggers, the actual inefficiency may be smaller. Therefore, 09 60.0 92 | 16 11 0.0
we conclude the trigger inefficiency for hadronic events is negligible. 10 58.5 146 | 0.0 2.2 0.0
11 ESCAN | 116 | 3.0 3.7 0.3
422 Filter 12 | 608 | 29| 33 1.2 0.0
All of the recorded events are passed through an online filtering process. A fast 13 50.0 0.0 | 0.0 1.6 0.0
CDC-track finding algorithm (ACE [20]) is applied to find charged particle tracks 14 60.0 00 | 00 0.0 0.0
fu the CDC- and to estimale their momenta. -An SHC'clusler' finder a.l:gor-ithm 15 608 16 | 32 19 0.0
is also applied and the energy of each clusler is determined using a preliminary
SIC calibration. Then, candidates of hadronic events (“pre-hadron” events) are 16 61.4 2.5 1.4 0.7 0.8
selecled by requiring the following condilions: 17 54.0 66 | 6.6 0.0 0.0
{i) The number of CDC tracks with |Rg| < 5 em, |Zo| < 10 cm, and x? < 10000, 18 64.0 4.5 1.8 315 0.1
1s mote than two. Here Rg and Z; are - and z-component of the distance of 19 63.6 34.1 0.0 3.7 0.0
closest approach of the track Lo the beam interaciion point, respectively. 20 58.0 1.8 | 20 13.0 0.0
{i1) The tolal energy deposited in the SHC (Esnc) is greater than 2.8 GeV 21 58.0 1.6 1.2 3.7 0.0
(iii) The tolal encrgy deposiled in the ESC (Egsc) is greater than 3.0 GeV V‘ZZ 58.0 09 | 06 30.9 00. |
AND
{ The difference belween Egge(Fuji) and Eusc(Tsukuba) is less than Egye Table 4.2: A summary of the hadronic event trigger inefficiencies.

OR  Egsc(Fuji} < 10 GeV  OR  Egsc(Tsukuba) < 10 GeV }
{i) N (1) is used for AMY1.0, while (i) N {{i}) U (i)} is nsed for AMYL.5 .
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4.2.3 Track reconstruction

A mote precice iracking algorithm for reconstructing tracks in ITC and CDC,
based on the program DUET (28], is applied to the “pre-hadron” event samples.
The encrgies of the SHC clusters are redetermined using a more accurate SHC
calibration. Tracks and hits in the detector components that are nol used for
hadronic evenl sclection are also analysed in this stage.

We define “good” CDC tracks and “good” SHC clusiers as follows:

A “good” CDC track is a CDC track that:

 uses more than B axial wire hits and more than 5 sterco wires hits;
e extrapolates Lo a vertex position (R, Zp) with |Rp| < 5 em and [Zg] < 15 emn;
e fits to a helix in r¢ and z with x2, < 8.0 and x! <6.0;

e has a polar angle # in the angular region | cos fyqc| < 0.85,

where fy,qck 15 the angle between the CDC track and z-direclion;

e and is nol a “curler.”
A low Lransverse momentumn track may reenter CDC and appear as many dif-
ferent reconstructed tracks. Such tracks are called “curlers” and ere removed
by means of an algorithm described in Ref. [29]. This cut is not appliced to
the data al /3 = 50, 52, 55, 56, 56.5, and 57 GeV.

There are additional conditions for high momenta tracks:
for tracks with |P| > 0.5 GeV,

» more than 12 axial wire hits or more than 10 stereo wire hits or |Rg| < 2 em;
for tracks with |P| > Epeam/4,

¢ more than 12 axial wire hits or more than 10 stereo wire hits or [Ho] < 1 em .

A “good” S11C cluster is a SHC cluster that:

o has an energy Eoueer > 0.2 GeV,

where Equuter is the energy of the cluster;
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» has no single layet with an energy the is more than 95 % of Eouuer (for
clusters with E e > 0.5 GeV);

e does not overlap with CDC tracks or Eueer > 1 GeV;

» is in the angular region | cos @ayeeer| < 0.73,
where Ocyuer i5 the angle between the cluster and z-direction. This cut is
not applied to the data at ./a = 50, 52, 55, 56, 56.5, and 57 GeV.

The CDC-SHC overlap cut is to eliminate SHC energy clusters produced by charged

tracks.

4.2.4 Final Selection

In hadronic annihilation events, quark and gluon [ragmentation results in many
particle final staies, where most of the initial center-of-mass energy is carried by
those final state particles. Thus, kadronic annihilation eventis are charaterized by
high particle multiplicities and a large visible energy. Fig. 4.1 shows an example
of a typical hadronic event detected by AMY.

Sources of backgtound events include:

1. Beam-Wall/Gas interactions,
which are interaclions between beam particles and the atemic nuclei of the

material of the beam pipe, or with the residual gas molecules in the vacuum.

2. Radiative Bhabha events (e* + e~ — et 4+ e +7),
where the photen is converted inlo an ete~ pair in the material of the beam
pipe, VTX, or ITC.

3. rir- events (et + e — T 4 77),

where the final state r’s decay into hadrons.

4. Two-pholon hadronic events {et + e~ — et + e + kadrons),

which produce hadrons via the process shown in Fig. 4.2.

5. Cosmic ray events
thal produce showers in the detector and fake high multiplicily events.
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Figure 4.1: A typical hadronic event observed by the AMY detector.
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To reject these background events, we defined the final hadronic selection cri-

teria as follows:

(i) Nepe = 5,
where Ncpe is the number of “good” CDC tracks. This cutl rejects v+~

and radiative Bhabha events, which always have low multiplicity.

(i) Eu./+/5> 0.5,
where the visible energy, E,i,, is the sum of the absolute momenta of all
“good” CDC tracks and the energies of all “good” SHC clusters. This cut
rejects Beam-Wall/Gas events, where the energy cannot exceed 4/3/2, and

most two-photon hadronic events.

(iii) | X Fe)/Eva < 0.4,
where the momentum balance, 3 P,, is the sum of the z-components of the
momenta of all “good” CDC tracks and the z-components of Lthe energies of -
all “good” SHOC clusters (Ecruseer - €05 Ouuerer ). This cut rejecis two-photon
hadronic events, whose momentum is not balanced because the scatiered

electrons are rarely detected by the barrel deteclors.

(iv)
{ 3 GeV for 50 and 52 GeV data
Esuyc >
5 GeV for other data ,
where Egyc is the total energy deposited in the SHC; energies of the “non-
good” SHC clusters are included in the sum. This cut is to adjust the effi-
ciency of the second cut of the filter, Egyc > 2.8 GeV, which is done with a
prehminary SHC calibration. We used a 3 GeV cut for 50 and 52 GeV data
because when Lthose data were fillered a more accurate SHC calibration was

available.

We used slightly different set of cuts for different running periods. The differ-

ences and Lhe run periods that they correspond to are summarized as:

HADCUT#1  Esgc >3 GeV, no cosBauu., cut, no CDC curler cul
for run periods #02 and #03;



19

HADCUT#2 Egpye > 5GeV, 00 cosfyure, cut, no CDC curler cut
for run periods #04 ~ #08;

HADCUT#4 Esyc > 5 GeV, |cosOgyuer| < 0.73, with CDC curler cut
for run periods #09 ~ #22 .

HADCUT#3 is HADCUT#4 with an additional cut on the jet invariant mass for
rejecting 717~ backgrounds more efficiently; we did not use HADCUT#3 because
we found thal il rejects some real hadronic events.

In Fig. 4.3, we show the disiributions of the cut variables both for experimental
and MC data. The data presenied in the figure are selected with all cuts other
than that for the variable being plotied. From these figures one can see thal our
choice of cut values eliminates background events with a minimal loss of hadronic

events,

4.3 Background Estimates

Computer-generaled event displays of all events that passed the final selection cuts
were scanned by physicists Lo rejecl obvious backgrounds from beam-wall, radia-
tive Bhabha, and cosmic ray events. Such background events are quite distinc-
live and easily idenlified in the scan; examples evenls corresponding to the three
types of backgrounds listed above are shown in Fig. 4.4, Fig. 4.5, and Fig. 4.6,
respectively. Low-energy charged tracks from beam-wall interactions are some-
times misreconstructed so that they appear as high-momentum tracks that come
from the beam-interaclion point; occasionally electronic noise resulis in fake high
energy SHC clusters. The radiative Bhabha events that we removed have two
high-momenta tracks overlapping the SHC clusters and low momenia iracks that
often make curlers. The cliarged tracks in cosmic ray events actually can be scen
to originale outside of the CDC. Typically less than 2% of events that pass the
final selection crileria are rejected as backgrounds by the scan. We assign 10% of
this fraction {i.c., 0.2%) as the sysiematic error introduced by the scan.

Other types of background events: beam-gas interaclion, v+~ events, and
two-photon hadrenic events, are not always distinguishable from hadronic events
by a visual scan. The fraction of these background events in the hadronic event

samnple are estimated and subiracled as described in the following.

50

q
1,7
et et
e e
A
(b) ﬁ:::: hadrons
1/
et et
e L e” e
¥ q 7
_ g
(€) 7 (d)
g g
T T
et et et et

Figure 4.2: Diagrams for two-photon hadron production processes (a) QPM, (b)
VMD, and examples of (¢} 3-jet and (d} 4-jel multi-jet.
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Figure 4.3: Distributions of the event cut varables: (a) Nepe; (b) Esges (¢) Evi/Eew; and (d) 3 P/ Eui-

Both the real data (points) and the LUND 7.3 MC data (histograms) are selected with all other cuts except

the ones for the distributions.

Figure 4.4: A beam-wall event rejected by the scan.
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Beam-gas interactions can occur up- and down-stream of the beam interaction
poinl. We estimated the magnitude of this background by changing the verlex cul
on CDC tracks in the final selection criteria to select tracks that originate [rom
outlside the interaction point, i.e., region 15 em < |Zg] < 30 e . No evenis in
the “pre-hadron” sample for [Ldt = 60.7pb~" passed this “ofl-vertex” selection.
The corresponding 95% confidence-level Poisson upper limit (3 events) gives a
contamination of 0.05%. Thus, the conlamination of beam-gas events in the final
hadron sample is deemed to be neghgible.

Background contaminalions from r+7~ and lwo-photon hadronic evenis are
estirnated using Monte Carlo simulations. Monte Carlo simulations of fake mulli-
hadron events originaling from the ete~ — 7*r~ process generated by the pro-
gram of Fuiimetlo and Shimizu (FS)} {30] indicate center-of-mass energy dependent
contaminations of 0.7~0.9%. For two phalon reactions, we consider three pro-
cesses: hadronic {Vector Meson Dominance model) [31], vy — 2 jets (Quark Par-
ton Model) [32] and vy — multi-jets [33]. Diagrams of these processes are shown
in Fig. 4.2. These yield individual contaminations of 0.10~0.13%, 0.15~0.18%,
and 0.07~0.08%, respectively. The background sublraction uncerlainty for 717~
production and two-pholon processes is eslimated to be 0.3%. This includes vari-
ation between different detector simulators, and the effecls of the uncertainty of

tle total cross sectjon for two-pholon processes.

4.4 Detection Efficiency

The delection efficiency for multihadron annihilation events is the product of the
detector acceplance (€4.) and the efficiencies of the event seleclion criteria (aet}y
the triggers (cyig), and the dala acquisition system (€gqr0).

The product of the detector acceptance and the efliciency of the event seleclion
criteria (Eqee ¥ €ut) for mullthadron annihilalion events, hereafler referred to as
¢, was determined by means of a Monte Carlo simulation. Iladronic events were
generated with the LUND JETSET Ver. 7.3 {LUND 7.3) [34] Parton Shower pro-
gram (PS). The PS program generales showets of quarks and gluens in a cascade
process where each parton branches inlo two partons (¢ — 99, ¢ — g9, ¢ — g9)
using branching probabilities calculated in the leading logarithm approximation of

QUD, as given by the Altarelli-Parisi equations [36]. This cascade proceeds until
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the parton virtual mass reaches & cui-off value (taken to be 1 GeV), al which
stage hadrons are formed by means of the siring fragmentation (5F) model [37].
In the SF model, hadrons are produced from partons via the breaking of color fiux
tubes thal are stretched between opposite color charges. Studies of the charged
maultiplicity, global evenl shapes, inclusive charged particle specira, and particle
flow distributions for the same events used for the resulis reported here show quite
good agreement with the predictions of the LUND PS program (38, 39].

Events produced by the gencrator are passed through a series of Monte Carlo
compuler programs that sitnulate the response of the AMY detector. Electro-
magnelic showers initiated by photons and electrons are modeled with the EGS4
program [23] and hadron showers are modeled by the GHEISHAT program [40].
The drift chamber response is smeared with a resolution function determined by
malching the track residual distributions for Monte Carlo events to those ohserved
in the real data. The response of the detector clements is converted into a form
identical to the aclual data records. Simulated data and real data are subjected to
the same analysis progrems. We determine € = ¢4, X €, from the fraction of sim-
nlated PS5 evenils that pass our event selection criteria. Approximately 2000 MC
simulated multi-hadron events were scanned by physicists using Lthe same accep-
tance crileria used for the actual data sample. None of the simulated events were
rejected. Finally, the €'s are estimated to he € = 0.649 for HADCUT#1, ¢ = 0.644
for HBADCUT#2, and € = 0.632 for HADCUT #4, with almost no dependence on
5 in TRISTAN energy region.

The detection efficiency is also affected by data recording failures (€4qq). For
example, poor running conditions of the storage ring occasionally caused high volt-
age trips that disabled the CDC for short periods of time without interrupling the
luminosily measurement in the PTC or ESC. We have determined the number of
Bhabha events in the SHC thal have no corresponding CDC tracks because of ihese
failures and also the number of Bhabha events in the PTC or ESC thal occurred
while the high voitage was off in more than 15 layers of the CDC. From these tal-
lies we estimate thatl the detection efficiency should be decreased by 0.0~0.9% for
data with center-of-mass energies other than 54, 63.6, 64 GeV. The fraction of data
taking failures are estimated to be 5.0%, 6.0%, and 2.5% for 54 GeV, 63.6 GeV,
and 64 GeV dala respectively, which were taken under particularly poor beam

conditlions.
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The trigger efficiency is estimated by comparing the response of different, re-
dundant, triggering systems as described in 4.2.1, Since this is estimated o be
better than 99.7%, no correclion for trigger efficiency is applied to the detection
efficiency. (i.e., €rip = 1.00.)

The estimation of the delection efficiency relies heavily on the MC simulations.
As we menitoned above, we used LUND 7.3 with parton shower (P§) and string
fragmentation (SF) for event generalion. We also generated evenls with matrix
element (ME) [35] + SF and PS + independent fragmentation (IF) [41] to estimate
scheme and fragmentation dependence of e. We got 0.7% diflerence in ME+SF
and 0.9% difference in PS+IF from PS+SF. We assigned these differences as a
sysiematic error.

Anotler source of systematic error in the determination of e arises from dil-
ferences between the deteclor simulation and ihe actua! delector responses. For
example, the energy distribntion of SHC clusters in MC and real events has some
discrepancy, even afler carelul calibrations. If we recalibrate the cluster energy in
order to force agreement, which is rather unphysical since this resulis in a discrep-
ancy in tlie energy of Bhabha evenls, € changes by about 1.0%. We use this as the
systematic error due to the modeling of the response of the SHC.

We also eslimate the systematic error due to the choice of the selection criteria.
We changed the cut values of the selection criteria (Nepe, Euiaf/v9, | Y P/ Eu,,
and Espc), applied them to both real events and MC events, and delermined how
il changed the R-values. By summing up Lhe variations due to the changes of four

variables, we estimated the error due to the selection critetia Lo be 1.5%.

4.5 Radiative Corrections

As described in Chapt. 2, the R value is defined to contain only the Born-lerm
cross seclion in electro-weak seclor, but includes all higher-order QCD processes.
Expurimentally, we cannot separale higher-order processes involving radiative pho-
tons {ete” = g§ + 7(+7...)) and/or virtual effects {loop diagrams) from the tree
level processes. Thus, we need to determine the radiative correction factor 1 4 8§,

which relates the full, measured, cross section ayun, which ineludes all higher-order
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processes, lo the Born cross section ogor, as
ﬂ'fu":o'ﬂp..“-(1+5) . (42)

The radiative correclions are calculated order-by-order. Complete calculations
have been performed up to Ofe?), i.c., first order corrections to the tree level

process. O{a') cross sections are also calculated for some special diagrams.

The radiative corrections can be calegorized into two parts, photon bremsstrahlung

and virtual correclions. The bremsstrahlung diagrams are oblained by adding a
real photon to the exiernal lines of the lowest-order diagrams as shown in Fig. 4.7
(a) and (b). These diagrams and interference beiween Lhem give G(a?) contribu-
tions. The virtual corrections are obtained by adding loops to the internal lines
{vacuum polarization), or adding internal gauge boson lines to external lines (ver-
tex correclions and box diagrams) as shown in Fig. 4.7 {c)~(i). These diagrams
are of O{a'} but their interference with the lowest order diagrams give O(a®)
contributions.

Virtual QED corrections with an additional virtual photon line added to the
lowest-order diagrams diverge as k = E,[Eyum — 0, where E, is energy of the
photon and Ejye,m i8 the beam energy. Photon bremssirahlung correclions also
diverge both at k — 0 and k — 1. Soft photons with k& ~ 0 are not deteciable
because they are emilled along electron or positror beam and cscape Lo the beam
pipe, and for have energies which are below ihe detectable level. Therefore, the
bremsstrahlung corrections are split into two parts, an infrared divergent/non-
detectable “soft” photon part, and a finite/detectable “hard™ photon part. The
divergences from the virlual correclions are exactly cancelled with the ¥ — ©
divergences from pholon bremssirahlung. Thus, only the divergence as & — 1
in the hard photon bremssirahlung remains. This divergence occurs because the
effeclive cenler-of-mass energy squared, o' = a(1 — k), approaches zero, where the
hadronic cross seclion diverges as 1/4’. Since hadronic evenis must have at leasl
two pions in the final stale, the maximum value of k is 1 — 4m2/s, and there is,
in fact, no divergence. Moreover, evenis with k ~ 1 cannot pass the hadronic
seleclion criteria because of the large amount of encrgy cartied by the radiative
photon. Therefore, the hard photon radiative corrections alse remains finite. We
set konae, the maximum value of k, to 0.99 since the probabilily for events with

k > 0.99 Lo pass the hadronic event selection cuts is negligible.
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Figure 4.7: Diagrams of (a) initial state radiation, {b) final slate radiation, (c} ini-

tial state QED vertex corrections, (d) final state QED vertex correclions, (¢) QED Figure 4.7: (continuing from the previous page) Diagrams of (g) weak box di-
agrams, {h) clectroweak vacuum polarization, (i) eleciroweak verlex corrections,

(c)

(d)

vacuum polarization, and (f) QED box diagrams. (continued o the next page)
and (j) higher order QED initial state correclions.
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We compared the results of three programs for calculating radiative corrections:
LUND JETSET Ver. 6.3 (LUND 6.3), Fujimoto-Shimizu (F5} [30], and ZSHAPE
142). LUND 6.3 includes radiative corrections using methods developed by Berends,
Kleiss and Jadach (BKJT) [43] as well as LUND 7.3, which is used to determine the
detection efficiency. The BKJ calculation includes initial slate radiation, initial
slate vertex correclions for both 4 and Z° propagators, and QED vacuum polar-
ization terms ( {a},(c), and (&) in Fig. 4.7), bul does not include all box diagrams,
nor the full electroweak vertex correclions and vacuum polarization terms. The
BKJ calculations have been widely used by many PEP and PETRA experiments.
The FS program includes complete electroweak radiative corrections of Ofa”) (
(a)~(i) in Fig. 4.7). We used the FS calculalion in our previous analyses [44].

ZS11APE omits box diagrams and interferences of real photon bremsstrahlung’
bul includes some of higher order correclions. In ZSHAPE, radiative corrections
are categorized into two parts, QED corrections (gep) and electroweak correc-
tions (6gw). The QED corrections consist of real photon bremsstrahlung and
verlex corrections for virtual photons ( {a)~(d) in Fig. 4.7), while the electroweak
cotrections consist of vertex corrections for weak propagators and vacuum polar-
izations of both v and Z° propagators ( (e},(h),and (i) in Fig. 4.7). Then ZSHAFPE

program calculates radiative corrections as
1 + 8zsmare = (1 + Sgen)(1 + 8ew) | (4.3)
while FS calculates them as
1+ é8ps =1+ 8bgsp + bgw . (4.4)

The cross lerm, §gep- 6w, corresponding to higher order corrections, results in a
few percent difference between ZSHAPE and FS. Additionally, ZSHAPE includes
O(a?) cotrections to initial state {Fig. 4.7(j}) and exponentialed expressions for
inilial and final radiation. The exponentiation is a Lechnigue to handle the in-
frared divergences of both real and virtual QED corrections. In soft photon limit,
infinite number of rea! and virtual pholons are emitted, These contributions can
be “exponentiated” by summing up leading term of each order without explicit

higher arder calculations [45].

T I''ke anthors of ZSHAPE claim their contribution is order of 0.1%~0.2% in the cnergy range
of PEP, 'ETRA, TRISTAN, and LEP. We assign 0.2% as a systematic error
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The radiative corrections are strongly dependent on the Z° boson mass (Mz.),
the top quark mass (M,), and the Higgs boson mass (Mpge). We chose these masses
as Mze = 91.16 GeV, M, = 150 GeV, and My. = 100 GeV, respectively.

Calculations of the radiative correction factor for kn.. = 0.99 by the three
programs described above are shown in Fig. 4.8 as functions of center-of-mass
energy. ZSHAPE is used in two different ways. One is for O(a®) including the
cross lerm §gep-dgw. The other is for the higher order corrections including initial
state QED corrections of O(a?) and exponentiations of both initial and final state
QED cortections. BK] is also used with two different set of parametrizations, the
default one and Mze = 92 GeV, M, = 45 GeV, and My = 100 GeV, a typical
set of values in pre-LEP days; publications from PEP and PETRA used similar
parametrizations. This figure shows that ZSHAPE gives resulis for 1 + 6 that are
higher than those from FS by 2.1 ~ 2.5% (for O{a®)) or 2.7 ~ 3.3% (for higher
order corrections).

Therefore, the R value results are lower by a few percent if ZSHAPE is used
instead of FS. However, what is really needed for the R value calculation is not
1 + & itself but the quantity {1 + &). Evenif 14 § is large al very high k, where
¢ is small, {1 + &) does not change. To see this effect clearly, we introduce the
new k-dependent variables e(k), the product of detector acceptance and efficiency
of the selection criteria, and 6(1 + 8)/9% = o(k}/oBom, Lhe differential radiative
correction, for events with radiative photon energy & - Eyeam. These ere related to
eand 14 & as

€= .ﬁf’"' e(k)o(k)dk (4.5)
o o(R)lk '
1+6= j:"" %ﬂdk = /:"'" ;S—k)dk : (4.6)

Figs. 4.9 and 4.10 show e(k} determined using LUND7.3 and (14 §)/0%k calculated
by ZSHAPE. In the determination of the R value we make the replacement

Emas 81+ 8)
11 8) > [ R T a7
drrgys [ (a7
Hereafter we refer to the two forms as € (1 + &) and [e(l + 8). They are identical
when we use same radialive corrections to determine € and 1 + §. However, in our
case, we use LUND7.3, which adopts BKJ calculation, to estimate € but ZEHAPE
for calculating 1 + 8, and we need to use fe(l + &) &s e{1 + ). In our previous
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Figure 4.8:
Radiative correction factors for ko = 0.99, celculated by BKJ (short-dashed line
with Mzo = 91.16 GeV and M, = 150 GeV, long-dashed line with Mz = 92 GeV
and M; = 45 GeV); FS (solid line); and ZSHAPE (dot-dashed line for O(a?),

dotted line for higher order corrections and exponentialons).

64

analyses [44], we used LUNDG.3 for € and FS for 1 + § but simplly multiplied them
to get - (1 + 6) as {1 + §).

The resulis of the calculation of {1 + §) are shown in Table 4.2 for different
center-of-mass energies. One can see that the fe(l + 6) values are lower than
e -(1 + &) values al /s < 63.6 GeV, almost canceling the diflerences between FS
and ZSHAPE al energies around 58 GeV, where most of our data are taken. In this
study, we assumed that e{(k) only depende on k and not on the virtual corrections
because virtual corrections do not change the topology of events. This assumption
insures the validity of using LUND7.3 Lo estimate e(k). I is, in fact, not true when
we consider the higher order corrections of ZSHAPE, which includes multiple real
photon emission. We use [e(1 + &) for O(a®) to calculate R values and assign the
difference [rom the higher order corrections (~ 0.2%) as a systemalic error.

In the following chapters, we use published dats from other experimentsin PEP,
PETRA, and TRISTAN. Their radiative corrections are not calculated as same as
we did above. We correct data of other TRISTAN groups, TOPAZ and VENUS,
by assuming the ghapes of their e(k)’s arc same as that for the AMY detector. We
also need Lo correct PEP and PETRA data using radiative corrections calculated
by ZSHAPE. However, we need to have simulators of their detectors to follow the
procedures that we used for AMY. Fig. 4.8 shows that the differences between
BKJ and FS are small in theit energy range even if pre-LEP parameters are used.
Additionally, the difference beiween FS and ZSHAPE tends to be canceled when
we calculate {1 + §) a5 we have seen in the case of AMY. Thus, we decided not
to correct PEP and PETRA data for ZSHAPE’s radiative corrections. We verified
this by simulating hadronic eventsin AMY detector ai PEP end PETRA energies.

To calculate 1 + &, we use a top quark mass of 150 GeV; if we use M, =
100(200)GeV, the results change by +0.4%(—0.6%) at V3 = 60 GeV. For the
Higgs-boson mass we use 100 GeV; if we take it to be 50 (1000) GeV, the results
change by ~0.1%(+0.3%) at /& = 60 GeV. These variations are smaller for
the lower center-of-mass cnergies. We assign 0.7% as a syslematic error due to
uncertainty of M, and Mg.

There is another uncerteinty in the calculation of the hadronic vacuum polat-
ization due to the unknown masses of the light quarks (z and d). We varied the

light quark masses over a rensonable range and estimated the systematic error Lo

be 0.4%.
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LUND 7.3 at ECM = 58 GeV.
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Vs FS ZSHAPE

{GeV) £ 14+6|e(1+8){1+6 e (1+46) fe(1+ 8)

a0 0.649 | 1.336 0.867 1.365 0.885 0.856

52 0.649 | 1.329 0.862 1.357 0.880 0.853
54 0.632 | 1.320 0.834 1.346 0.851 0.829
55 0.644 | 1.314 0.847 1.340 0.864 0.842

56 0.644 | 1.307 0.843 1.333 0.859 0.840

56.5 | 0.644 | 1.304 0.841 1.329 0.857 0.839

37 0644 | 1.300 0.838 1.325 6.854 0.837
a8 0.632 | 1.293 0.817 1.316 0.832 0.B18
58.5 [ 0.632 | 1.288 0.814 1.312 0.829 0.817
59 0.632 | 1.284 0.811 1.307 0.826 0.815
59.05 | 0.632 | 1.281 0.811 1.206 0.826 0.815

60 0.632 | 1.274 0.805 1.296 0.819 0.811

60.8 | 0632 | 1.266 0.800 1.287 0.814 0.808
61.4 | 0.632 | 1.260 0.796 1.280 0.809 0.806
63.6 |0.632|1.233 0.779 1.251 0.791 0.795
64 0.632 | 1.228 0.776 1.245 0.787 -71.793

Table 4.3: A summary of the calculations of (1 + §) in three dilferent ways.
ZSHAPE is used with O(a?) corrections.
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We set kmaz = 0.99 instead of 1 — 4m? /s =~ 0.99998, mainly o save computer
time. To check the validity, we simulated 1,000 events for 0.93 < k < 0.999
and determined ¢ for these events to be 0.016 + 0.004. Radiative corrections for
0.99 < k<1 4m? /s are calculated to be

1-dm2 fe
i 8048 1k - 0.1562 (4.8)

' ok
by ZSHAPE at /3 = 58 GeV. Thus, Ae(l + §) is estimated 1o be

1-4m3fe (1 4+
ju.n (k) Ok

since (k) is even smaller for k > 0.999. This contribution is about 0.3% of €(1+ §)
for ke = 0.99. We include this in the systematic error as well.

5) 4k < 0.0025, (4.9)

4.6 Systematic Errors

All energy-independent sysiematic errors mentioned above are listed in Table 4.4.
By adding them in quadrature, we estimate the overall normalization error to be
+3.5% for AMY 1.0 and +2.8% for AMY L.5.

The energy-dependent systematic errors (point-to-point systematic errors) con-
sisl of the errors associated with the luminosity measurement and the data-recording
failures {€4qra). The luminosity errors are due to the statistics of the number of
Bhabha events and the systematic error for correction of dead sections of PTC and
ESC. The error of €gar, is due to the statistics of Bhabha events detected by SHC,
PTC, or ESC, we nsed to estimate €uue. The point-to-point systematic errors are

gummarized in Table 4.5 for each run period.

4.7 Results

The results of the R measurements are summarized in Table 4.6. The errors listed
with the R values are point-to-point errors, i.e., Lhe statistical errors and the
puinl-to-point systematic errors. There is additional overall normalization ertor of
3.5% for AMY 1.0 and 2.8% for AMY 1.5. The Ripeory values are the theorelical
predictions for Mze = 91.173 GeV, sin” by = 0.2259, and AL = 0.175 GeV [47].
The R values for the 50~61.4 GeV data (except 58 GeV dala) are slightly different
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poini-lo-point systematic errors (%}
N/ Luminosity Data Recording | Total
Sysiematic Errors (%)
(Luminosit)’) (AMY 10) (AMY 15) (GBV) Statistics | Dead Section Failure
rad. correctjon, accepiance 1.3 0.41 50 25 0.0 1091 98
background 0.2 0.04
trigger efficiencies 0.2 0 L 52 11 1.7 0.13 2.2
chamber efficiencies 0.1 0.05 54 33 0.8 0.56 14
alignment 20 1.22
{Radiative Corrections) 85 1.2 0.0 0.17 14
kmax dependence 0.3 56 0.9 0.0 0.15 1.1
interference, box diagrams 0.2
higher order correclions 0.2 56.5 22 0.0 0.90 2.5
My, My dependence 0.7 57 1.1 0.0 0.34 1.3
quark mass dependence 04
{Detecion Efficiency) 58 0.2 0.01 0.01 0.2
MC statislics 0.8 585 2.0 0.0 0.08 2.0
MC scheme 0.7
fragmentation 09 59 2.8 0.0 0.11 28
eventl selection cut 1.5 59.05 26 0.0 4018 2.6
SHC response 1.0
(Background) 60 1.2 0.0 0.08 1.3
7, twa-photon 03 608 | 15 11 0.07 1.9
visual scan 02
[' ) Total l 15 o "'2_5'""] 614 12 0.6 0.09 1.4
Table 4.4: A summary of the overall normalization systematic errors. 63.6 24 0.0 0.41 24
64 1.6 0.0 0.18 1.6

Table 4.5: A summary of the point-lto-point systematic errors.
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from previously reported results [44], reflecting the different scheme of calculating
1+ 8).

The R measurements are shown in Fig. 4.11, where the solid line is the the-
oretical prediction. Here, the error bars in the figure represent total statistical,

poini-to-point systematic, and overall normalization errors added in quadrature,

T2
Va JLdt Ny Tup
(GeV) | (pY) | Nuctected | 77 | 27 { €data | €(1 + 8) | {pb) R Riheory
50 0.616 88 0.7 | 03 [1.000] 0856 |34.7 4.60 £0.51 4.21
52 3.976 482 43 | 1.6 10.997 | 0853 (32.1|438+0.22] 4.32
54 0.531 61 05 ] 02 |0950( 0829 298] 484 065 4.47
55 3.266 368 3.0 [ 1.3 | 0997} 0842 |28.7)4.62+025| 4.56
L 56 5.993 727 54 | 24 |0996) 0840 |27.71518+£0.20( 4.65
56.5 0.994 123 09 | 0.4 (0997} 0839 (27253841051 | 4.71
57 4.398 492 39 | 1.8 [0997| 0837 |26.714.96+024| 4.77
58 60.826 6053 51.1 1231|0998 ( 0B18 (25814661006 4.89
98.5 0.801 89 0.7 | 03 |0998| 0B17 |254 531 1+058( 4.96
59 06.721 B0 06 | 0.3 [0997| 0815 |250]|541+063( 5.03
59.05 | 0.504 68 0.4 | 02 |1.000| 0815 |2496.591+082( 5.04
60 3.551 405 28 | 14 (0993 | 0811 (241}5814+03¢| 520
60.8 3.481 368 27T ( 1.3 10995 0808 |2351553+0.31 5.34
614 4.287 431 33| 16|0991| 0.806 |[230]5401+027| 5.46
6316 0.440 41 03 {02090 0795 |21.5{574+£092( 6.00
64 1.097 11 0.8 | 04 10975 0793 |21.2 (611 +059( 6.12

Table 4.6: A summary of R values. Here Ryucory is the prediction of the standard
model with Mz = 91.173 GeV, sin? fy = 0.2259, and AL = 0.175 GeV. Only
slatistical errors and point-lo-point systematic errors are shown with R values.
Overall normalization error is 2.8% for 58 GeV, 63.6 GeV, and 64 GeV, 3.5% for

dala atl other energies.
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i M;=91.173GeV, T; =2.5GeV
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Iigure 4.1]: The AMY results for R values (solid circles) Logether will previously
reporied results al lower energies. The error bars include stalistical and systematie
errors. The data from the other experiments are combined for display purposes.
The solid curve is the standard madel prediction for Mzo — 91.173 GeV, sin? fu =
0.2259, and A = 0175 GeV.
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Chapter 5
The Di-lepton Cross Section

In this chapter, the experimenta! techniques for selecting di-lepton events (ete™ —
ptp~ and ete” — 7+77) and delermining their cross sections are summatized.

Details of this analysis are provided in Rel. |46]

5.1 The Di-muon Event Selection

Di-muon evenis detected by the AMY detector have a simple topology, namely
two back-lo-back high momenta tracks, each with approximately the beam energy.
The SHC energy signals should be consistent with minimum jonizing particles, and
Lhe hits in the muon chambers consistent with the extrapolaied locations of the
CDC tracks. Events are triggered by various combinations of ITC track segments,
CDC track segments, and SHC energy signals. The triggers are enabled during the
heam crossing time (Beam Gate), and for an equal lime interval starting midway
between Lhe beam crossing (Cosmic Ray Gate). The gate during which the event
ocents is recorded in the data record. Events that occur during the Cosmic Ray
Gate are lreated as same as those thal occur during the e*e™ crossing time and
provide a direct measurement of the level of cosmic ray induced backgrounds.

In addition to cosmic rays, possible sources of backgrounds include: Bhabha

events, lwo photon processes ete™ — ete ptp™ of which the final state efe™ are
not detected, 7% 7~ events where the 7's decay into muons, and radiative processes
ete” — utp~y. To climinate these hackgrounds, we apply the following selection

criteria:
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(i) Nepe <10, Nypod e > 2
where Nepe 15 the number of CDC tracks and Ngoos cpc is 1he number
of “good” CDC tracks which satisfy |Rg| < 0.5 em, |Z5| < 3.0 om, and
p > 0.2E¢:p. Note, the definition is different than that for the hadronic

evenl seleclion.

(li) ﬂfﬂ::-p > 0.25Ecp,

where Maz-p is the momentum of the most energetic track.

(iii) Baear = 170°,

wlere 8., is the opening angle between two tracks.

(iv) Espc < 0.5Ecm, ET® <0.1Ecy, Maz E5 <0.5Ecy,
where Egyc is the total energy deposited in the SHC, ES% is the energy of

each shower cluster matching to the CDC track, and Maz-E3% is the energy

of the most energetic shower cluster not malched to the CDC tracks.

(v) N.o>2,
where N, is the number of the muon chamber hits matching to the CDC

tracks.

(vi) 0 ns < T, < 35 ns,
where T, is the lime of the muon counter hits relative to the beam crossing

lime.

{vii) —14 ns < AT, < 20 ns,

where AT, is the time difference belween the two muon counter hits.

(viii} —25 ns < Tyre < 25 ns,

where T)1¢ is Lhe time of the ITC hits relalive {o Lthe beam crossing time.

Most Bhabha-induced backgrounds are rejected by criteria (iv) and (v); two
photon and r*7~ events are eliminated by criteria (ii) and (iii), radiative di-muon
cvenls are rejected by crilerion (iit}, and cosmic ray events are reduced by crieria
(3}, (vi}, (vii), and (viii}. Al events salisfying these selection criteria are visually
scanned by physicists Lo remove obvious background events. Of all selected di-

muon candidales, events satisfy [cos 8] < 0.7071 are used for the loHowing analysis.
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The fraction of background events thal sutvive all selection critetia in the
sample of ithe di-muon candidates is estimated as follows. The fraction of cosmic
ray events is measured directly from the number of events passing Lhe selection
cuts that occured during the Cosmic Ray Gate. This corresponds to 4.9% of the
final event sample thal occured during the Beam Gate. We estimated the level
of Bhabha backgrounds by checking the probability for tracks in the fina! selected
Bhabha sample to match to muon chamber hits. This shows that the probability for
Bhabha events to fake di-muon events is negligible. The backgtound fraction due
toeachof 7+~ and ete~putp~ processes is estimated 1o be about 0.2% from Monte
Carlo simulations of these processes. The radintive processes ete” — ptpy can
not be separated from the Born process in the soft photon limit. This effect is
treated by the radiative correclions.

After the selection cuts, 510 events are selected for the integrated luminosity
of fLdt = 32.60 pb~'. 5.4% of these evenis are estimated to be backgrounds.

5.2 Di-muon Cross Section

The differential cross section for the tree-level di-muoon process is ebtained from

Lhe relation

_dg- _ N-ef::k—d - NM:'
40 " 2r - Dcos® - eff - (1+8) JLdt’

where the definitions of variables are same as in eq. (4.1) for the hadronic cross

(5.1)

section, except that here ihe number of selected events N.itected, the number of
backgrounds Ny, the detection efficiency eff, and the radiative corrections 1 +4
are determined separately for each cos§ bin. We divide the range | cos 8| < 0.7071
into 12 bins, which resulis the bin size of Acos# = 0.1178,

The deiection efficiency is the product of the selection efficiency which can be
estimated with Mente Carlo simulations (¢,.1) and the trigger efliciency (euig), the
efliciency of the vertex cul (€yerez), and the efficiency of the muon chambers and
counters (eppo). The efficiency of the data acquisition system {£data in hadronic
selection efficiency) is accounted in g4y €, is the efficiency for real evenis lo
pass the seleclion criteria (ii) through (v), which can be reproduced in the MC
simulation. Thisis estimated to be about 0.75 for | cos 8| < 0.7071 using MC cvents

generated by the FS program with full O(a?) electroweak radiative correclions.
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The trigger efficiency is calculated with Bhabha events that are triggered by SHC
iriggers that are totally independent of the triggers used for di-muon events. These
events have the same charged track topology as di-muon events and can be used
1o manitor Lhe efficiency of the charged irack triggers. In this way, we measure
€rrig = 94 4% ~ 98.7% for |cos 8] < 0.7071 for diflernet center-of-mass energies.
Bhalha evenis are also used Lo determine that the verlex cul efficiency is 94.9% for
[cos 8| < 0.7071. Cosmic ray evenis satisfying |[Ry) < 0.5 em, |Z5| £ 1.0 em, and
Pirack > 1 GeV, are used to estimate eypa. We oblained the chamber efficiency
of 0.990~0.995 for different cos & bins and the counter efficiency of about 0.967 for
outer-most hins (0.5893 < | cos 8] < 0.7071) and 0.998 for other bins.

The radialive correction factors 1 + &'s are also calculated by the FS program.
In the case of di-muon events, the cross term 8ggp-dgw and the higher order
carrections discussed in Section 4.5 are negligible because the 170° opening-angle
cul rejects most hard-photon radiative processes.

Tle di-muon diflerential cross seclions for the combined data for all energies

are shown in Fig. 5.1.

5.3 1 Decay Modes

Final slate 7 leptons produced in the reaction ete” — 7%1~ decay into light
leplons or quarks via the weak inleraction processes shown in Fig. 5.2 with a
lifetime of ~ 3 x 10~'3sec. In this figure, d, is the Cabibbo-totated down quark

d. =d cosf,. + s sind, (5.2)

where 8, is the Cabibbo angle. Note that only the production of u-, d-, and s-
quarks is encrgelically allowed. Therelore, what we observe in our experiment are
the decay producls of v's (e, p*, or hadrons) collimated in the direction of flight
of the parent 7's.

The branching ratios for various decay channels are listed in Table 5.1 [47]. It
is useful to classify the decay channels by the number of charged particles among
the decay products. A decay into n charged particles and an arbitrary numbers
of neutral particles is called a “n-prong” decay. The branching ratio for 1-prong,

3-prong, and 5-prong decays are expected to be [47] :
BR(1-preng) = 85944023 %

de/d0 (pb sr™!)
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Figure 5.1: The diflerential cross section for ete™ — p*p~ process. Data for all

energies are combined.
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Figure 5.2: A Feynman diagram of r lepton decays.

Pecay Channel BR (%)
‘r- — eP, Uy 17.85 +0.29
T — piu, 17.45+0.27
T = hw, 1247 + 0.35
r— h r%, 234406
7 — h~ 21, 90+06
T = bt (n > 3) 1.8 +0.6

7 -+ 2h htu, B.0 1:0.3

T 2h htaNv.(n2>1)| 524104

Table 5.1. The world average of = branching ratio. Ilere, & is a charged hadron

and N is a neulral particle,
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BR(3-prong)
BR(5-ptong)

14.06 £0.20 % (5.3)
0.11 +£0.03 % .

The number of 5-prong decays is negligible and we concentrate on detecting 1-

prong and 3-prong 7 leplon decays.

5.4 71'r~ Event Selection

As we saw above, the final stales for v+7~ events have low charged multiplicity
(typically,less than seven) and the charged tracks tend to have high momentum. To
separate these events topologically from hadronic events, which have high charged
multiplicities, we select only 1-vs -1 topology events, in which both of two 7 leptons
decay into 1-prong’s, and 1-vs.-3 topology events, in which one 7 decays into a 1-
prong while the other T decays into a 3-prong. Two-photon hadronic events have
low charged multiplicities but can also be separaled from 7%~ events because
their tracks have low momenta. However, 1-vs.-1 topology events are difficult to

separate from radiative electrowenk processes, such as ete~ — e*e”y andete™ —

ut g, where the radiated photons are undetected, or two-photon no-tag leplon
pair produclions, such as ete” — ete ete™, ete™ — ete~ptp~, and ete” —
e*e”7tr~. We do not aliempt to select 1-vs.-1 topology events in which both r's
decay into same species of lepton in order io reduce these backgrounds. These

topological culs tesult 91.8% coverage of all 71~ events.

The criteria we applied to select 71~ ¢vents are as follows:

{i) Nepe 10, Ngswa cpe 22, Nepe — Npeed cpe < 2,
where Ncpe and Nt cpc are the numbers of CDC tracks and “good” CDC
tracks, respectively. The conditions of good CDC tracks are |Rp| < 2.0 cm,
|Zo| < 5.0 em with the momenia p > 0.5 GeV. For the case where there are
only 2 tracks in the event, tighter conditions |Rg| < 0.5 cm, |Za! £ 30 cm,
and p > 2.5 GeV are applied.

(ii) Maoz-p > 1.0 GeV,

where Maz-p is the momentum of the most energetic good CDC track.

(i) 2@l <2,
where ¥ @ is the sum of charges of good CDC tracks in the event.



81

(iv) Esuc < 08Ecy, Maz Eq,, <045Ecy, T EGS <0.6Ecu,
where Egye is the total evergy deposited in the SHC, Maz-E,, is the energy
of the most energetic cluster in the SHC, end 3 ES¥ is the energy sum of

tlie clusters matched with the CDC tracks.

(v) Eufv/3 202,
where E,;, is the visible energy defined in 4.2.4. Momenta of the good CDC
tracks and energies of the “neutral” SHC clusters, which do not malch with
the CDC tracks, are used.

(Vi) |E len"Em'l <04,
where 5 F, is the momentum balance defined in 4.2.4. Also, only the good
CDC tracks and the neutral SHC cluslers are used.

(vii) N (yet} <1,
where N (jet) is the number of jels conlaining one or more tracks identified

as eleclrons by overlap of the CDC tracks and the SHC clusters.

(vili) N, {7et) <1,
where N(jet) is the number of jets containing ene or more tracks identified

as TMUons.

(ix) Njee =2, Nutory track = 0,
where N is the number of jets in the evenls and N,ury track is the number
of “siray” tracks which are gpod CDC iracks falling outside the 30 degree

jel cones,
{x) The event must have 2 tracks or jets with | cos 8] < 0.73.

(xi) 160° < B0 jue < 179.5°,

where 85,0 is the opening angle between the two jets.

Backgrounds from hadronic events are rejected by criteria (i) and (ix). Criteria
(v), (vi), and (xi) remove two-pholon events. Di-muon events as well as cosmic
rays are eliminated by criteria (viii} and (xi}. Bhabha events, which are Lhe most
sericus source of backgrounds, are rejected by criteria {iv), (vii), and (xi). After

all selection criteria, a visual scan is cartied oul lo remove obvious backgrounds.
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Source Rate (%)
hadronic event 0.4
Bhabha 0.3
di-muon 0.4
ete-ete 0.7
eteputu~ 02
ete rtr- 09
cosmic ray 0.7
Total 36

Table 5.2: The hackground rate for each source.

Of all selected +7~ event candidaies, events satisfy | cos #] < 0.7071 are used for
the following analysis.

In the dala sample for the integrated luminosity of fLdt = 32.60 pb?, 380
evenls passed all of the selection criteria and the visual scan. The fractions of
the background events that remain in the final sample are estimated using Monte
Carlo simulations of the various processes and cosmic rays events triggered in the
Cosmic Ray Gate. The resulls are shown in Table 5.2, The sum of all backgrounds
is estimated to be 3.6% of the selected 7¥7~ events.

55 71tr~ Cross Section

The differential cross section for ete~ — 7+r~ is calculated in the same way
as di-muon process using eq. (5.1). We also use the same cos# bin size (ie.,
Acos = 0.1178).

The detection efficiency for T+7~ evenis is the product of €,.; and €y as defined

in Section 5.2,
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The deteclion efficiency of the selection criteria is small compared to that for
hadronic and di-muon events because of the severe criteria that are applied io
suppress backgrounds. €, is eslimated to be about 0.45~0.47 for | cos 8| < 0.7071
using Monte Carlo simulated events generated by the FS program. Triggers for
7¥r~ events are primarily generated by two independent trigger sources: combi-
nalions of ITC and CDC track triggers, and SHC energy triggers. The trigger
efficiency (€ipip) 1s estimatled using the selected r* 1~ event sample by
where A, §, X, and §N X are the numbers of all evenis, evenis triggered by
the SHC, events triggered by the ITC and CDC, and events triggered by both
of Lthe two sels of iriggers, respeclively. We measure €, = 99.2% ~ 100% for
| cos 8] < 0.7071 for different center-of-mess energies.

The radiative correclion factor, 1+ §, is calculated by the FS program. Asin
the di-muon case, the eflects of higher order terms are negligible.

The differential cross sections for ete™ — v¥r~ for ihe combined dala [rom all

energies are shown in Fig. 5.3.

56 Results

The R values (Ry’s) and the forward-backward charge asymmetries {An’s) for di-
muon and 77~ processes are calculated by fitting the differential cross sections to
{formula (2.31). The results are lisied in Table 5.3 together with the predictions of
the standard model. The two errors lisied are the statistical error and systematic
error. The sysltematic errors in Ry's are dominated by the uncertainty in the
luminosities, background estimations, and deteclion efficiencies. The systematic
errors in Ay's are dominated by the uncertainty in # dependence on the detection
cfliciencies and background eslimations.

Fig. 5.4 and Fig. 5.5 shows plots of H,,, H,,, A,,, and A, logether with
standard model predictions. The error bars represent the statistical and systemalic

errors added in quadrature.
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Figure 5.3: The differential cross section for e*e~ — 71~ process. Data for all

cnergies are combined.
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V3 SLdt
(GeV) [ (Pb77) | Moctectea R, Rineory A Athory
52 3.98 B0 1.11+£0.1340.03 | 1.027 | —0.465 1+ 0.083 £ 0.004 | —0.250
55 3.27 49 0.884+0.1310.02 | 1.039 | —0.149 £ 0.166 + 0001 | —0.294
56 5.99 106 1.1140.1140.02 | 1.044 | -0.391 £ 0.090 % 0.003 | -0.309
36.5 0.99 26 1.7040.35+0.04 | 1.046 | 40.035 % 0.272 + 0.000 | —0.317
57 4.40 74 1.1140.144:6.02 | 1.049 | —-0.403 4 0.093 £ 0.003 | -0.326
58.73 2.66 41 1.061+0.1740.02 | 1.062 | —0.177 £ 0.165 £ 0.001 | —0.356
60 3.55 50 0.9940.15+£0.02 | 1.071 | —0.448 + 0.103 £ 0.003 | - 0.380
60.8 3.48 57 1.21+0.1740.03 | 1.078 | —0.521 + 0.081 + 0.004 | —0.395
614 4.29 53 0.9140.144:0.02 | 1.084 | —0.217+£ 0.170 + 0.002 | —0.407
Vs fLdt |
(GeV) | (Pb7') | Nictectea R, Riheory A Atheory
52 3.98 64 1.3610.174£0.04 | 1.027 | -0.179 4 0.130 £ 0.002 | —0.250
55 3.27 40 1.15+0.204+0.03 § 1.039 | --0.108 + 0.184 + 0.002 | —0.294
56 5.99 67 1.114:0.1440.03 I_E; ~0.263 4 0.)27 4: 0.003 -0.30;
56.5 0.99 8 0.754£0.2530.02 | 1.646 | --0.917 + 0.545 + 0.011 —0.3174
57 4.40 56 1.27:40.184+0.03 | 1.04% | --0.562 £ 0.063 £+ 0.007 | -0 32;"
58.73 2.66 28 1.13+0.22+0.03 | 1.061 | -C.113 + 0.209 + 0.002 ---0.3—5—;-
60 3.56 37 1.14+£0.204:0.03 | 1.071 -0.517 + 0.130 1 0.006 —U..';-B-Uﬂ
60.8 3.48 41 1.35-+0.2240.03 | 1.078 | 40.029 + 0.190 £ 0.001 | —0.395
61.4 4.29 39 1.06::0.18+0.03 | 1.084 -0.411 4: 0.140 £ 0.005 | —0.407

Table 5.3: A summary of R,,, A,., R, and A,,. Errors lisled are the statistical
(first) and the systematic (second).
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Figure 5.4: The results of R,, and R.,. The error bars include the statistical
and Lhe systemalic errors added in quadrature. The lower energy data [rom other
experinients are combined for display purposes. The solid curves are the standard
model predictions for Mz = 81.173 GeV and sin? i = 0.2259.
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Chapter 6

Mass of the Extra Z Bosons

The measurements of Rhagrony Huu, Apps Hery and A, are described in the previ-
ous chapters. In Lhis chapter, we fit these data together with results from other
experiments of TRISTAN, PEF, and PETRA to the theoretical formulae discussed

in Chapter 2 to look for evidence of extra Z bosons.

6.1 The Fitting Procedure

The data sample used for fitling consists of 103 measurements of Rpadron |48], 67
measurements of R,,, 51 measurements of A, [19], 54 measurements of R.,, and
42 measurements of 4,, |50], spanning the energy range, 12GeV < /s < 64GeV.
The sample includes unpublished resulis from AMY. We only use Rpadron measure-
ments for /5 > 20 GeV to avoid the effects of possible bb resonances. As discussed
in Chapter 4, we adjusted the Rpadron values from TOPAZ and VENUS for the
effects of higher-order radialive corrections; we did not make any adjustments Lo
the PEP and PETRA measurements.

For Rpadeon, We incorporale ihe systematic errors from different experiments
by means of the x? vector defined by CELLO group (the last of Rel. {48]). The
error on Rhndron Ineasurement is divided into three categories: the stalistical error
@,121, Lhe point-to-point syslematic error gy, and an overall normalization error
& roren. Which is common o all of the measuremenis of each particular experiment.
We define an n x m error matrix V;; for n data poinis: the diagonal element

Vi; is the sum of the squares of @uar, Opepr BN Frnorm for the data point 13 e
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correlation in the errors between data points i and j are included in the off-diagonal
element V;;. Tf the data points i and j are from different experiments, V;; is set
to be zero; this is equivalent o assuming that there are no correlation in the
normalization errors of the diflerent experiments. If the data poinls i and j are
from the same experiment, their normalization errors are correlated and V;; is sel
to be the square of the common normalization error ¢?_ . Some experiments give
different normalization errors for different run periods; we split these errors into a
normalization error common for all run periods (Znermi) and an addilional error
common for to specific run periods (G prm2). We use the common part for the data

points 2 and 3 for V,;. The x? expression to be minimized is
x'=aATvia, {6.1)

where A is ihe n- vector representing the n residuals R; — Ry,

For the di-lepton results, where most groups did not separately specify their
overall syslematic errors, we use a simple scalar x? analysis, adding all syslematic
errors to the statistical error in quadrature.

The data [rom all experiments are shown in Appendix A with the errors pre-
sented in the format described above.

For the standard model parameters, we use Mz = 91.173 £ 0.020 GeV [47],
sin® B = 0.2259 + 0,0029 [47), A% = 0.1757003% GeV [47), and My = B0.13
0.31 GeV [51]. To check how extra Z bosons improve the fit, we determine Lhe
x? for the slandard model alone to be x2, = 283.4 for 317 degrees of freedom
(Npr = 317} and sce if fils Lo the data incuding possible Z’ 's improve on this
significanily. The confidence level (CL) of a fit with large Npp is approximately
given by

1 oo rl
L [, ©2
v

2r
where y = /2x? — /2Npp — 1 (62]. The x?/Npr = 283.4/317 for the standard
model case corresponds to CL==90.8%, which is already a good fit.

We treat Mz as the only [ree parameter for the Eg and SU(5). models, and
sin¢ as the other [ree parameter for the SU(2), x SU/(2), model. We take the
ceniral values of the standard model parameters. The Zg and Z boson mixing
angle, 8 is calculated from Mz and My in the SU(5), model and is fixed Lo be
¢ = 0in the Eg and SU(2), x SU(2); models, i.e., we assume no mixing. For the
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Eg model, we iry an alternative approach. We allow the electroweak parameters
(M3, sin? 6w, and My ) to vary within their quoted errors subject Lo the constraint
Mw [ cos 8w > Mz and use eq. (2.47) to determine &'.

6.2 Constraints from Other Experiments

Experimental constraints on Z‘ masses have been derived from a variety of mea-
surements, such as precise measurcements of the Z° parameters [52, 58], low energy
neutral-current measurements [53, 54|, searches for evidence of Z' production in
hadron collider experiments [55, 59|, and fits to ete”
and Ap (including TRISTAN's [56]). The analysis in this chapter is based on the
last method.

The constraints on Es Z"s (24, Z,, and Z,) from cross section limits for
pi -~ Z' — ete~{ptp~) at the CDF experiment, taken from Ref. [55], atre shown
in Fig. 6.1. Reference [54] gives a 90% CL mass limit for the Z, boson of 180 GeV,
based on low energy ncutral.current neutrino scaltering experiments. An analysis
of energy emission from the supernova 5N 1987A [57] gives a much higher mass
limit than other techniques (Mz > 1 ~ 2 TeV).

Reference (58] gives a mass limit of the SU(5). model as Mz > 102 GeV
based on a comparison of LEP and TRISTAN data to the model. Since the 2’ in
this model couples very weakly to leptons, we cennot see jts direct production in
ete or gty final states at hadron colliders. An snalysis by R. Foot et al in
Rel. [59] gives a mass limit from a study of two jet production at UA2 [60] of
Mgz > 280 GeV for the SU(5). model, Note that this analysic was not performed
by the UA2 collaboration and the details of the analysis were nol published.

For the SU(2), x SU(2); model, Ref. [61] presents a calculation of the cross
section for pp — Z’ — ete™ at Tevatron energies as shown in Fig. 6.2. By

measurements of FRp.q4, Hu,

comparing it to the CDF group’s cross seclion limit, shown in Fig. 6.1 [55], we

can deduce mass limils for this model: the excluded region in sing -Mz plain is

shown in Fig. 6.3.
The mass limits of Z''s from other experiments are summarized in Table 6.1.
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6.3 Resulis and Discussions

The results from our analysis are shown in Tables 6.2 and 6.3. The errors on the
Mz values in Table 6.2 correspond to the 68% CL fitting error, i.e., Ax? = 1.0,
The error of the SU(2), x SU/(2} model is shown as a 68% CL contour (Ax? = 2.3)
in the sing-Mz plain in Fig. 6.4, The A%:—}g error has a negligible effect on the
results. As an example, the results of the best-fit to the Eg 4 model for 8 = 0 are
shown in Figures 6.5~6.7. The tables show that the besi-fit Z' mass values from
our experiment have already been excluded by other experiments for all models
tested except the Eq v model. The mass limit of the Z, boson is lower compared
with other models because it is not based on newer results from LEP and CDF.

For the case of Lhe E; models, there is anolher parameter A? that we have fixed
at gsin2 8w (2.3.2). The resulis from other experiments cannot exclude rather
light Z"s (Mz- < 150 GeV) for the case where A? is very small. However, we
would not see any eflecls at TRISTAN, either.

We conclude that although extra Z bosons would improve the agreement be-
tween e e~ data and theory, the best fit values for the masses have been ruled out

by pp produclion data [rom other experiments.
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Figure 6.1: Mass Limits for four Ey models, Zy, Z,, Z,, and Zyx (not discussed in this thesis) from the dizect

production at CDF (95% CL), taken from Ref. {55]. In each plot, the solid curve is the upper limit of o - B.

The upper dashed curves are predicted o - B for the case where the 2’ decays into only known fermions and

the lower dashed curves are for the case where the Z’ decays into all fermions and s-fermions in the Es model.
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CL). This limit is obtained from the comparison between Fig. 6.1 and Fig. 6.2,

model Mz confidence

of 2/ {GeV) level (%}
P 175,300 ® 95
Ee X 265+, 320" 95
7 210, 320 % 95
v 180 © 90
SU(5). 280 4 90
SU(2), x SU(2) | See Fig. 6.3 < 95

o o

. Ref. |55] (CDF) exotic decay channels are open
. Ref. [55] (CDF) exotic decay channels are closed
c. Ref. [54] (low energy NC data)

d. Ref. [59] Analysis of UA2 data [60] by Foot ef al.
e. Our analysis of CDF data [55] with the calculation in Ref. [61]

Table 6.1;: Mass limits of extra Z bosons from other experiments.
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[ Model Results of the Fits
of Z' Mz (GeV) x*/Npr! | CL (%)

¥ 267t o8 283.0 /316 | 90.8
Eq x 250 + % 279.3 / 316 | 93.1
7 162+ 32 279.5 / 316 | 93.0
v 269 F 3 282.7 /316 | 91.0
- su(). 92 + 198 2824/ 316 | 912
SU(2), x SU(2) | 277 (sing = 0.610) | 277.4 / 315 | 937

t x*/Npr = 283.4/317 for the standard model (90.8% CL)

95

Table 6.2: Results of the fits. § is set to be 0 for the Eg and SU(2), x SU(2)
modcls. The quoled errors correspond to Ay? = 1.0.

Model Resulis of the Fits

of 20 | Mg (GeV)| @ | x/Nor | CL (%)

~[w| 116 |o0026|2826/316| 911

E x| 240 |0z 2789/316| 933
n| 157 0014|2792/ 316| 932
v | 240 0.000 | 282.3 / 316 | 01.3

Table 6.3: Results of the fits. # is allowed to vary under the constraints of the

standard model parameters.
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6 | ——
I
i ® TRISTAN
**hadron | © PETRA
5 X PEP

1 1 1 ! i i ) 1 | 1 1 ] L { 1 1 L | ‘ 1

20 30 10 50 60

CM Energy (GeV)

Figure 6.5: Rpadron with the theoretical predictions of the standard model (solid
line) and the Eg mode! with 2, boson (dot-dashed line) for Mz == 162 GeV, " = 0.
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Figure 6.7: A,, and A, with the theorciical prediclions of the standard model
{solid line) and the Eg model with Z, hoson {doi-dashed line) for Mz = 162 GeV,
& =0.
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Chapter 7

Determination of the QCD
Coupling Strength

In this chapter we compare our results for the total hadronic cross section Lo
the standard model prediction given in eq. {2.37). This relation is & function of
Mz, sin?fw, and a,; since Mz and sin?fw are determined precisely by other
experiinenls, we concenirale on extrading the QCD coupling constant a, from
fitting the formula to the R value measurements.

The advaniage of using R value measurementis for determining a, is that there
is no dependence on non-perturbative processes (e.g. fragmentation models, jet
algorithms, etc.) and the QCD correction is calculaied up to O{a?), while only
O(a?) calculations are available for most other processes. However, since in the
TRISTAN energy range the QCD contributions are only about 4% of the total R
value, the sensitivity to a, is limited; precision measurements of R are required for

a reasonable determination of a,.

7.1 Parameterization of a,

To fit R values in the energy range of 20 GeV < /5 < 64 GeV, we have to assume
an a dependence for the “running” coupling conslant a,.

In QCD, a, obeys the B-funclion

#2(7;.%15 = —foa? - fid’ — Baa’--- (7.1)
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= —ﬁoa](l + cia -+ C;ﬂ-z . '),

for a four-momentum transfer value p. In the modified minimal subtraction (M 5)

scheme (5], @ = a,(p}/7, Bo = 3(11 — 3ny), B = (102 — Fny), and 4, =
12857 _ 5033 azs
al et
eq. (7.1} over g from the cut-off po to @, we obtain the relation

1 12 (Q) B a.(Q)]

= ——+ -fln|— T4
f"-(nuo)-i-“'ﬁg

n}), where ny is the number of quark flavors. Integrating

(@) Ko mfo a,(po)
- oo — BNl @) - i)l + O, (71

From eq. (7.2), one can determine a,(()) for arbitrary momentum transfer (or
mass scale} @, given a,(po) 8t the reference mass seale gg. Here, ny is chosen ta
be the number of guark flavors with mass m, < Q. It is convenient to introduce a

dimensional parameter Agrg instead of a,(p), whete @,(Q) and Ay are related

as
W& oo L _apa e, ar o, (+ad
A%\ff Be B Bo fo ltee 28 14 cae+ ca?
2ey — €2 2
+ 3 - €] tan-! c; + 2¢ca —tan-! ¢ (73)

VB va VA
where A = 4e; — ¢ [4]. For a given value of Agz, one can determine o,(@) by
solving the above equation iteratively.

In the eonventional definition of the M5 scheme, Agrs changes for different
lo insure the continuily of &,(Q). In the TRISTAN energy range, n; = 5. We
choose the energy independentl parameter A for n; = 5 (= A%) as the free
parameler for fitting rather than a, itsell. The mass scale @ in eq. {2.40) is taken
o be the cenler-ol-mass energy /s.

7.2 Results and Discussions

The fitling is done using the procedure described in Chapt. 6. We fit Ruodron
measurements for 20 GeV < /s < 64 GeV to eq. (2.37), with A:—)s as a [ree
parameter and the other parameters set to the values given in Section 6.1. The

results of the fit are:

AL = 0533452 GeV  x?/Npr = B8.9/102, (7.4)
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where the error quoted is the fitting error at Ay? = 1.0, corresponding to a 68%
confidence level (CL} error. The CL of the best fit value of x*/Npr is §2.0%,
which is a slight improvement over the x* obtained using the world average value
of A(iils =10.175 GeV [47]. The latier yields x*/NpF = 90.1/103 corresponding to
81.4% CL, which is also an acceptable fit.

There are additional systematic errors due to uncertainties of the standard
mode] parameters Mz and sin? 8. Fixing Mz = 91.173 GeV and allowing sin® 8
to vary over the range sin” fiy = 0.2250 4 0.0029 gives:

0.553 GeV  (x/Npr = 89.4/102) for sin® By = 0.2230,
A% = 0533 GeV (x*/Npr = 88.9/102) for sin®fy = 0.2259, (7.5)
0.504 GeV  (x*/Nps = B8.4/102) for sin® 8 = 0.2288;

fixing sin? fw = 0.2259 and allowing Mz to vary over the range Mz = 91.173 +
0.020 GeV yields values of A% and %* which are unchanged.

The truncation of the series in the A-function (7.1) results ambiguily in the
choice of the mass scale . Additionally, expressions to O(a?) are renormalization
scheme (RS) dependent, because §; in eq. (7.1) depends on the chosen RS. To
gauge Lhe level of theoretical uncertainty due to the choice of the mass scale and
RS, we repeat Lhe same fit for O{a?). The scale-scheme dependences reflect the
upcertainties from uncalculated higher order terms and the difference between
the O(a?) calculation and the O(a?) calculation gives some measure of size of the
higher order contributions, which must be small i the perturbation theory behaves
well. Setting C;(‘) =0 in eq. (2.40) and using eq. (2.36) instead of eq. (7.3}, we

obtained
AL = 0.4461342 GeV  (x?/Npr = 88.9/102)  for Ofa?). (7.6)

Therelore, the size of the theoretical unceriainty is estimated Lo be about 0.09 GeV,
which is much smaller than the experimental error.

The resulis are summarized as

0.2 -0.029

ALY = 0.533*55% (fitting) '] pre(systematic) + 0.090(theory) GeV. (7.7)

This value is higher than the world average A% = {0.17520 041 GeV [47] bul con-
sistent within the error. Fig. 7.1 shows the experimental R values together with
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the theoretical predictions for A%:ls = 0.175 GeV (the world average value) and
".‘L;):? = 0.533 GeV (our best fil value).

Recently, the LEP experimental groups started using another convention for
expressing the running of a, and express all extraction of Ags in lerms of a, &l

the mass of the 2% a,(M3z). Our result can be interpreted as

a{Mz) 0.1387 098 fitting) 4 0.001(systematic) + 0.004(theory) (7.8)

0.138 15531 ‘

where all errors are added in quadrature. The world average A% = 0.17525:551 GeV
corresponds to a,(Mz) = 0.113410.0035 [47]. Our results are compared in Fig. 7.2
with results oblained by various techniques taken from Ref. [63]. We can see that
both the result of this analysis and the resulls from measurements of Tnodron,
the hadronic decay widlh on Z° pole, differ from values determined by other tech-
niques. Although the error for Lhis analysis is larger than thal for other techniques,
il and measurements of Thadron 2nd the T leplonic branching ratio are independent
of non-perturhalive QCD processes and are also based on the O{a?) calculations.
Tpodran 16 proporiional to the total badronic cross section at the Z° pole and thus,
one can extract a, using the same formula for the QCD correclions as for the case
of R value. This lechnique has the same disadvantage as the fil of R values, i.e.,
the lack of much sensitivily, due lo the small QCD contributions in Thodron. It
should be noted that the total hadronic cross section is consistenily higher than
the standard model predictions for the world average value of A% in the energy
range of 20 GeV < /3 < Mz (e.g. see Rel. [64]).

The a, values from the measurements of the = branching ratio, based on the

facl that only the numerator has QCD contributions in the ratio

T(r™ — v, + hadrons)
T(r~ — vee i}

R, =

are consistenl wilh other techniques. This method may have an advantage in that
a, is measured at the energy scale of 7 lepton mass and the experimental errors
become smaller when the results are interpreted in terms of AEE?E ot a,(Mz). How-
ever, we nole that the r analysis may be prone to biases {roin ineson resonances,

hecause of the low center-of-mass energies that are accessed in 7 decays [65).
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Ayg=0.175GeV
- Agg=0.535GeV

or M;=91.173GeV, sin®fy=0.2259
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CM Energy (GeV)

Figure 7.1: Experimental R values logether with the standard model predictlions
for Mz = 91.173 GeV, sin? Ay = (.2259, and A% = 0,175 GeV (solid curve) or
AS;’E = 0.533 GeV {doi-dashed curve).
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Chapter 8
Summary

In this thesis, we have reported on the total cross section for ete~ — hadronas al
50 GeV < /s < 64 GeV, and on the lotal cross sectlions and forward-backward
asymmetries for ete” — p*p~ and ete” — 7H1~ processes at 52 GeV < /5 <
61.4 GeV, observed in the AMY detecior at the TRISTAN ete collider. All data
are consistent with the standard model predictions within errors.

To determine the total cross section for hadronic events, we inlroduced a new
scheme of the radiative corrections using the program ZSHAPE. The ZSHAPE
program gives radiative correction factor (1 + §) which is higher by a few % from
that oblained using the FS program, which has been used in our previous anal-
yses. The higher factor is due to the cross term of the QED correction and ihe
electroweak correclion, and alse due Lo the higher order diagrams and the *
nenlialed” treatment of seft pholon processes. Although the difference between
the ZSHAPE and the FS becomes smaller in terms of (1 + &}, we cannot neglect
it for precise measurements,

We looked for the signetutes for extra Z bosons by fitting our data, Ruadron, fo,
R,., Ay, and A, together with the data from other PEP, PETRA, and TRISTAN
cxperiments, to the theoretical formulae. We tested three different models of Z"'s,
namely the Eg, SU{(3)., and SU(2), x SU(2); models. The confidence levels of
the fits are slightly improved over the fit 1o the standard model. However, the
improvement is small and the best fit values of masses of the Z”s-are excluded by

‘expo-

olher experiments.
Wilhin the framework of the standard model, we delermined the QCD scale
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parameter, A(i:)_s‘ by fitting the Rpadron data to the formula with the O(a?) cor-
rections, We obtained the resuli of A(Mi)- = (.533F0521 10070 + 0.090 GeV, which
is kigher than the world average value A% = 0.175*0041 GeV, though consisteni
within errors. For precise measurement of A%, more studies on the electroweak
radiative corrections and a reduction of systemalic errors are nceded.
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Appendix A

Summary of Data Used in the
Fits

In Appendix A, we present tables of all data on Rusdren [48], Rupy A, [49], Rer,
and A4.; [50!, which are used in the fits described in chapters 6 and 7.

For Rpadeon data, the errors ere given as perceninge. The systematic errors
are split into three calegories described in Section 6.1. We have adjusted the
published values of Rpgdron from TOPAZ and VENUS for the effect of the extra
diagrams (cggp - 05w ), the diflerent parameterizations (Mz, M,, and Mg), and
the consistent treatment of ¢{1 + §) in the radiative corrections.

For the other data on Ry, R.., A, and A, & stalistical error and & total
systemalic error are given for each measurement. For measurements for which only

tolal errors are available, we quote them as glatistical errore.
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[[:Experimcnt l VI(GeVY || R | opae (%) l Totp (%)—rawm (%) | Cnormz (%) ]
[ TOPAZ 5000 [[459 130 23 5.5 0.0
52.00 | 4.58 46 2.2 55 0.0
5400 | 502) 114 34 5.5 0.0
L - 55.00 | 4.67 5.4 14 55 0.0
ﬂ I_'_JK_[{('_{?TS'EEWH Vs (Gg\{_)J R | Ourae () | Optp () | Oorms (%) ] Tnorm2 (%) 56.00 | 5.10 43 08 5.5 0.0
AMY | soo0 [la60| 108 28 | 25 | 24 5650 | 514 9.4 2.1 5.5 0.0
52.00 4.38 1.6 2.9 25 24 57.00 5.18 4.9 1.1 5.5 0.0
sa00 lasal 130 24 95 94 5829 | 5.36 8.2 1.7 5.5 0.0
ss00 | 462 3 14 25 04 59.06 | 5.76 7.5 2.1 55 0.0
60.00 | 5.31 55 1.3 5.5 0.0
5600 ) 5.18 38 11 2.5 24 60.80 | 5.66 4.9 1.1 55 0.0
5650 | 538 ) 9.1 2.5 2.5 24 6140 {586 5.3 14 5.5 0.0
5700 496} 46 13 25 24 VENUS 5000 || 44 | 114 0.0 3.8 96
58.00 | 4.66 13 0.2 2.5 1.3 52.00 4.7 6.4 0.0 a8 9.6
5850 | 531 107 2.0 2.5 24 51.00 | 4.73 9.4 1.8 38 0.0
5900 [ 541 113 2.8 2.5 24 5500 | 4.35 7.0 18 3.8 0.0
59.05 6.59 12.2 26 25 24 56.00 4.68 3.9 1.8 i8 0.0
60.00 5.81 5.0 1.3 2.5 2.4 56.50 3.95 1¢.4 1.8 3.8 0.0
c0s0 553 54 Lo 95 04 5700 [ 500 4.4 18 38 0.0
erd0 | 540 L9 4 o5 04 58.50 | 4.92 87 | 18 3.8 0.0
6360 sl 158 24 0s 3 5000 (485 9.5 1.8 3.8 0.0
59.05 [16.07( 107 1.8 38 0.0
6400 611 96 16 26 | 13 60.00 {527| 47 1.8 3.8 0.0
Table A.1: Summary of the Ruodron data from AMY. 60.80 5.67 4.2 1.8 3.8 6.0
6140 | 498 42 18 3.8 0.0
6360 | 600 | 107 1.8 38 0.0

64.00 [[578[ 77 1.8 3.8 00 |

Table A.2: Summary of the Rhadron dala from TOPAZ and VENUS. Data are

adjusted for the radiative corrections.
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[ Bxperiment [| 5 (GeV) [ R [ ouar (%) | 0 (%) [ narms (%) | 7norms (%) | [ Experiment || va (GeV) [ R [ autat (%) | ooty (%) | Sremi (%) | Snormz (%)
" HRS 9900 4.20 0.8 0.0 7.0 0.0 MARK J 22.00 3.66 2.2 3.0 2.1 0.0
MAC 2900 || 400 08 0.0 2.1 0.0 25.00 3891 54 3.0 21 0.0
CELLO || 2200 [ 386 30 2.1 1.7 0w 30.60 || 4.09) 34 3.0 2.1 0.0
3380 || 3.74| 26 1.9 17 0.0 3382 371 16 3.0 21 00
3828 | 38| 26 1.7 L7 0.0 g:f? ;;: ':: 22 ;1 gg
weo Jawl a0 | e | ar | oo
3740 [ 397 93 3.0 2.1 0.0
a1.30 | 4.0 2.5 12 1.7 0.0 w30 llasl 22 20 . 00
16.00 |1 409 ) 5.1 1.9 17 0.0 4036 || 375 4.0 3.0 21 0.0
|l 4ss0 j420] 85 L7 1.7 0.0 a150 | 432( 46 3.0 2.1 0.0
JADE 2200 | 4.11 3.2 0.0 2.4 0.0 250 lassl 52 3.0 21 0.0
25.01 4.24 6.8 0.0 2.4 0.0 43 58 1.91 15 3.0 2.1 0.0
27 .66 3.85 12.5 0.0 2.4 0.0 44.23 4.14 1.9 3.0 21 0.0
29093 |i355] 113 0.0 2.4 0.0 4548 [ 417| 4.8 3.0 2.1 0.0
3038 || 385( 49 0.0 2.4 0.0 1647 | 435| 39 3.0 2.1 0.0
3129 | 3.84 7.3 0.0 24 0.0 ~ PLUTO 27.60 | 4.07 7.1 0.0 6.0 00 |
3489 || 417) 24 0.0 2.4 0.0 30.80 [l 4.11 3.2 0.0 6.0 0.0
3450 | 3.94 5.1 0.0 24 0.0 TASSO 2200 | 389 44 0.0 35 2.0
35.01 3.94 2.5 0.0 24 0.0 25.00 3.72 10.2 0.0 3.5 2.0
35.45 3.94 46 0.0 24 0.0 33.00 3.74 7.2 0.0 3.5 20
36.318 172 5.7 0.0 2.4 0.0 34.00 4.14 3.1 0.0 35 2.0
032 lao7ll a7 0.0 9.4 0.9 3500 | 4.23 2.1 0.0 3.5 2.0
1118 | a2a] 52 0.0 24 0.9 9750 | 3.01 8.2 0.0 15 2.0
255 [424] 52 0.0 2.4 0.9 g'l’ig g:‘; :g gg g: Zg
was oo so | oo | 24 | oo
3400 [ 420] 49 0.0 35 2.0
4559 | d4T) 5.0 0.0 2.4 0.9 3500 | 404 42 0.0 3.5 2.0
I 4647 [|411]] 58 0.0 24 9.9 3600 | 304 43 0.0 3.5 2.0
Table A.3: Summary of the Ry,dyon data from PEP and PETRA (continued lo the 41.50 4.1 29 0.0 3.5 3.0
next page). B 4420 || 4.28 38 0.0 3.5 3.0

Table A.3: (continuing from the previous page)
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Experiment | /3 (GeV) ! Ry, (| Gua Fopa_|

- HRS 2000 |l 0.950 || 0.017 | 0.030

[ Expetiment [ 3 (GeV) [ R || oot | e | MAC 2000 [ 1.010 || 0.010 | 0.030
AMY 52.00 111 || 013 | 0.03 Mark 11 29.00 1.002 || 0.013 | 0.016
—

55.00 0.88 || 013 | 0.02 CELLO 14.00 [ 1.164 || 0.083 | 0.059

56.00 111 | 0.11 | 0.02 22.00 1.000 i 0.080 | 0.051

56.50 170 & 0.35 : 0.04 25.00 0.948 || 0.273 | 0.047

57.00 111 |f 0.14 | 0.02 33.30 1.037 | 0.151 | ¢.052

58.73 105 || 0.17 | 0.02 34.00 0.860 {| 0.063 | 0.043

60.00 0.99 | 0.15 | 0.02 34.70 1.108 || 0.215 | 0.055

60.80 || 1.21 | 017 | 0.03 36.40 | 0.809 | 0.281 | 0.040

61.40 091 | 0.14 | 0.02 | 38.30 0.970 || 0.070 | 0.040

TOPAZ 57.87 | 0.979 || 0.035 | 0.046 41.30 1§ 1.080 | 0.170 | 0.040
VENUS | 5000 | 178 | 0.8 | 012 43.60 || 0.970 {| 0.070 | 0.040
52.00 111 |, 0.14 | 0.04 4420 | 1.010 || 0.090 | 0.040

55.00 1.09 | 0.16 | 0.05 4620 | 0.050 || 0.220 | 0.040

56.00 106 || 0.11 [ 0.04 JADE 13.90 1.000 }| 0.050 } 0.050

56.50 109 || 0.28 | 0.07 ) 22.00 || 1.020 || 0.060 | 0.050

57.00 1.03 || 0.13 | 0.04 25.06 | 1.150 || 0.170 | 0.050

58.00 100 || 0.04 | 0.00 3155 | 1.010 || 0.080 | 0.050

58.30 1.17 | 0.22 | 0.06 33.84 || 0.970 || 0.050 | 0.050

59.06 0.70 | 0.17 { 0.04 3461 | 0.970 || 0.020 ) n.050

60.00 1.04 || 0.15 | 0.04 ‘ 34.89 | 1.030 } 0.030 | 0.050

60.80 100 || 0.17 | 0.04 35.00 || 0.984 || 0.019 | 0.020

61.40 1.11 § 0.15 | 0.05 3760 | 1120 || 0.120 ] 0.050

63.60 0.93 | 0.33 | 0.07 41.28 [ 0.970 | 0.060 | 0.050

| 6400 ] 129 | 0.27 | 0.07 | 4417 | 0.980 || 0.050 | 0.050

Table A.4: Summary of the R, data from TRISTAN. 46.00 1030 || 0.090 ) 0.050

Table A.5: Summary of the R, data from PEP and PETRA (continued to the
next page).



’Eperimcnl. ]l V3 (GeV) ﬂ Ry || ootar | Oupe
" Mark J 1400 [ 1.040 ]| 0.050 | 0.030
22.50 | 1.020 || 0.050 | 0.030

34.60 [ 0.980 [ 0.016 | 0.030

35.00 | 1.000 || 0.018 | 0.030

36.40 || 1.080 }| 0.130 | 0.030

18.30 | 1.070 || 0.050 | 0.030

10.40 | 0.930 || 0.100 | 0.030

42.00 | 1.040 [ 0.090 | 0.030

43.80 | 0.990 { 0.030 | 0.030

46.10 | 0.960 || 0.080 | 0.030

PLUTO 34.70 || 0.944 || 0.026 | 0.040 |
" Tasso | 1390 [ 1050 o080 o.
22.30 | 1.060 [ 0.090 | o.

34.50 || 1.002 || 0.020 | 0.035

3500 | 0.932 {| 0.018 | 0.044

38.30 | 0.951 | 0.072 | 0.060

4360 | 0.921 { 0.037 | 0.055

Table A.5: (conlinuing [rom the previous page)
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Table A.6: Summary of the R,, date from TRISTAN.

| Experiment Ve (GeV) || Rer || Outar | Tupa I|
AMY 52.00 1.36 || 0.7 | 0.04
55.00 115 | 0.20 | 0.03

56.00 1.11 || 0.14 | 0.03

56.50 0.75 || 0.25 | 0.02

57.00 1.27 | 0.18 | 0.03

58.73 1.13 || 022 | 003

60.00 114 || 0.20 | 003

60.80 1.35 || 0.22 | 0.03

61.40 1.06 | 0.18 | 0.03

TOPAZ 5787 | 1.045 | 0.042 | 0.046
k_ VENUS 5000 | 0.98 || 0.36 | 0.07
52.00 1.24 || 019 | 0.06

55.00 106 || 0.21 | 0.05

56.00 1.04 || 0.14 { 0.04

56.50 1.59 || 0.44 | 0.1

57.00 0.82 || 0.16 | 0.04

58.00 1oo || 0.05 | 0.00

58.30 067 [ 0.22 | 0.04

59.06 1.30 i 0.30 [ 0.07

60.00 0.94 || 0.19 | .04

60.80 0.68 || 0.21 | 0.05

61.40 121 | 0.20 | 0.05

63.60 0.71 || 0.38 | 0.06

| 64.00 1.19 || 0.33 | o017

122



[Mi_mentl V2 (GeV) er_u Tatat | Taws H
HRS 2900 | 1.044 [ 0.014 | 0.030
MAC 20.00 (| 0.980 || 0.010 | 0.034
Mark 11 2900 | 0.996 || 0.016 | 0.028
CELLO 14.00 | 1.090 || 0.070 | 0.060

22.00 | 1.020 || 0.080 | 0.040
34.20 | 1.030 || 0.050 | 0.070
35.00 0.980 | 0.020 | 0.020
38.10 [ 0.990 [ 0.060 | 0.040
4110 || 0.970 [ 0.110 | 0.050
4360 | 0.960 | 0.050 | 0.040
4420 | 0.970 | 0.060 | 0.040
46.10 || 1.170 || 0.130 | 0.050
JADE | 1200 | 1.200 || 0.240 | 0.200
2560 || 1.160 | 0.160 | 0.110
30.60 [ 1.060 || 0.100 | 0.080
3457 |/ 0.959 || 0.019 | 0.033
3500 |l 1.012 || 0.021 | 0.023
43.05 | 0.980 || 0.037 | 0.041
Mark J 1400 | 1.130 || 0.140 | 0.070
22.40 | 1.020 || 0.120 | 0.060
34.70 || 1.000 || 0.030 | 0.050
30.40 | 0.980 || 0.080 | 0.050
4380 | 0.970 || 0.060 | 0.050
46.10 | 1.020 || 0.160 | 0.050
PLUTO 3460 )| 0.890 || 0.050 | 0.080
TASSO || 1380 | 1.050 [ 0.140 [ 0.000
2230 | 1.010 || 0.150 ' 0.090
3450 | 1.030 || 0.050 | 0.080
3500 | 1.036 || 0.050 | 0.068
4240 | 1.011 || 0.007 | 0.079
4310 || 105 | 017 | o.

Table A.7: Summary of the R,, data from PEP and PETRA.
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MPeriment Ve (GeV) ” A " Tatar Tays "
AMY 52.00 —0.4652 || 0.0832 | 0.0035
55.00 ~0.1494 || 0.1662 | 0.0011
56.00 —0.3907 || 0.0902 | 0.0029
56.50 +0.0345 | 0.2724 | 0.0003
57.00 —0.4030 || 0.0927 | 0.0030
58.73 ~0.1769 || 0.1645 | 0.0013
60.00 —0.4476 | 0.1027 | 0.0034
60.80 —0.5213 || 0.0814 | 0.0039
61.40 -0.2172 || 0.1695 ] 0.0016
TOPAZ 57.87 —0.322 || 0.031 | 0.011
VENUS 50.00 -0.345 { 0.209 0.0
52.00 —0.291 0.134 0.0
55.00 —0.359 (| 0.143 0.0
56.00 —-0.308 (| 0.109 0.0
56.50 —0.443 || 0.211 0.0
57.00 -0.121 0.152 0.0
58.00 -0.290 0.030 0.0
58.30 —0.163 || 0.185 .0
59.06 —0.667 || 0.230 0.0
60.00 —-0.238 (| 0.143 0.0
60.80 —0.077 || 0.178 0.0
61.40 -0.350 || 0.140 0.0
63.60 —0.090 0.450 0.0
64.00 +0.110 | 0.230 0.0

Table A.8: Summary of the A,, data from TRISTAN.
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ﬂExperiment " V2 (GeV) [ A, “ Fptat | Tuye
HRS 2900 | —0.049 || 0.015 | 0.005
 MAC 29.00 [l —0.063 | 0.008 | 0.002 Experiment [ 5 (GeV) | Arr [ outar | o |
_Mark If 2000 || 0071 ] 0.017] 0. AMY 5200 | —0.179 {[ 0.130 | 0.002
CELL 31.20 —0.064 ) 0.064) 0. 55.00 —0.108 || 0.184 | 0.002
89.00 —0.048 ) 0.065 | 0.010 56.00 —0.263 || 0.127 | 0.003
44.00 0188 || 0.045 | 0.010 56.50 -0.917 || 0.545 | 0.011
JADE 13.90 1} +0.027 [[0.049) 0. 57.00 || —0.562 | 0.063 | 0.007
22.00 ~0.106 ¢ 0.064 ) 0. 58.73 —0.113 || 0.209 | 0.002
3440 4 -0.111 1 0.018 | 0.010 60.00 | —0.517 | 0.130 | 0.006
3500 | —0.099  0.015 ) 0.005 60.80 | +0.029 | 0.190 | 0.001
38.00 | —0.097 ) 0.050 | 0.010 61.40 || -0.411 || 0.140 | 0.005
43.70 | ~0.191 | 0.028 ) 0.010 TOPAZ 5787 | —0.339 || 0.049 | 0.010
Mark J 1400 | +0.053 || 0.050 | 0.005 VENUS 000 T —osss o280 o0
9250 || —0.043 || 0.061 | 0.005 200 | —o.256 | 0157 | 0.0
34.80 | —0.104 || 0.013 | 0.005 500 | o080 [ 0211 | o0
36.40 ~0136 ) 0.135 ) 0.005 56.00 —0.276 || 0.147 | 0.0
38.30 | —0.123 || 0.053 | 0.005 s650 | —o.03s | o324 | 00
4040l +0.050 | 0.105 | 0.005 5700 | —0.473 | 0.172| 0.0
42.00 —0.159j 0.093 | 0.005 58.00 —0.270 || 6.040 | 0.0
4380 || —0.156 || 0.030 | 0.005 w830 | —0.02s [ 0.322 | 0.0
16.10 0176 || 0.083 | 0.005 | 59.06 —0.744 || 0.118 | 0.0
PLUTO 3470 || —0.134 [ 0.031 | 0.010 6000 | —0.023 |l 0.228 | 0.0
TASSO 1390 || —o.010( 0.060| o 6080 | o520 | 0.174 | 00
22.30 —0.130 || 0.070 | 0. 61.40 —0.670 || 0.100 | 0.0
3450 | —0.091 || 0.023 | 0.005 6160 | 0050l 0.475 | 0.0
3500 || ~0.106 || 0.023 | 0.005 6100 | —0.090 | 0350 | 00
38.30 | +0.017 || 0.086 | 0.005
43.60 —0.176 || 0.044 | 0.005 Table A.10: Summary of the A,, data from TRISTAN.

Table A.9: Swummary of the A,, data frotn PEP and PETRA.



[[E;}periment H V8 (GeV) Ay ” Cutat | Taye
HRS || 29.00 | —0.061 [ 0.023]0.005
MAC 29.00 | —0.055 || 0.012 | 0.005
Mark 11 2000 | —0.042 0.020( 0.
CELLO 14.00 || +0.100 || 0.070 | 0.

22.00 || +0.011 || 0.078| 0.
3420 [l —-0.103 || 0.052| o.
35.00 || —0.070 || 0.019 | 0.009
38.10 i —0.118 || 0.062 | 0.027
43.80 || —0.163 || 0.035 | 0.013
JADE 3460 | -0.067 || 0.025 | 0.010
35.00 | —0.081 | 0.020 | 0.006
38.00 | +0.068 || 0.063 | 0.010
43.70 || —0.177 || 0.036 | 0.010
Mark J 3470 || —0.106 || 0.031 | 0.015
4380 |l —0.085 || 0.066 | 0.015
PLUTO 3460 || —0.059 | 0.068 | 0.013
TASSO 3450 || —0.049 ! 0.053 | 0.013
3500 | —0.092 | 0.052 | 0.010
4240 | —0.066 || 0.095 | 0.010

Table A.11: Summary of the A,, dala from PEP and PETRA.
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