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Abstract 

We report on tests of various gauge group models using de.ta observed by the 

AMY detector a.t the TRISTAN e+e- collider. We present results of total hadronic 

cross section for e+ e- -+ hadrona at 50 GeV ~ .Ji. ~ 64 GeV for an integrated 

luminosity of JLdt = 95.Spb- 1 , and total cross sections and forward-backward 

asymmetries for e+e- -t µ+µ- and e+e--+ r+r- processes at 52 GeV ~ Js ~ 
61.4 GeV fo, JI,dt ~ 32.6pb-1 . 

We examine models of extra Z bosons, Ee, SU(S)e, and SU(2)., X SU(2), by 

fitting to these data and data from other e+e- experiments together. 

We determined the QCD sea.le pare.meter by fitting the total hadronic cross 

sections for a.JI e+c data at 20 ~ ..fi ~ 64 GeV to the formula to O(o:!) and 

obtained A~)
5 

= 0.53J!g:~~!!g:g~g ± 0.09 GeV. This result is high but consistent 

with the world a.veuge of A~)
5 

= 0.175!g:~;~ within errors. 
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Chapter 1 

Introduction 

Tht' standanl model of particle physics, Gia.show-Salam-Weinberg (GSW) model 

of rit'drowcak interaction and quantum chromodynarnics (QCD}, the theory of the 

stron~ i11t.c>ractio11, successfully describes all experimental data currently available. 

The funrlarnenlal of the standard model is that is described as the gauge group 

lheo,y of SU(3), X Sl1(2)L X U(l)y. 

A number of gauge group theories, based on larger gauge groups which break 

into SUP)c X SU(2)i X U{l)y, have also been proposed. These theories are as

sociated with one or more additional neutral gauge boson(s) (extra Z bosons or 

Z"s), closely reproduce the standard model at low energy, but show deviations at 

high energy comparable with the mass of the extre. Z bosons. 

In this th("sis, the standard model and several gauge group models with extra Z 

bosons arc examined using data of e+e- _. hadrons, e+e- _.µ,+µ,-,and e+e- _. 

,·1 ,- processes observed by the AMY detector at the TRISTAN e+e- collider. 

The strudure of this thesis is as follows: 

In Chapl. 2, the GSW model and gauge group theories with extra Z hosons 

are revicw(·d. Theoretical formulae which will be compared with experimental data 

arc also preseuted. 

In Cha.pt. 3, the experimental apparatus, i.e., the AMY detector and the TRIS

TAN rnllidcr are ,lcscribcd. 

In Chapt. 4, the procedure of hadronic event selection and the determination 

of tilt' total hadronic cross section are explained. 

In Cha pt.. S, l11e pron~dnrc of di"lcpton (fl-+µ.- and ,+T-) eVt:nl sdedions is pr('-

2 

sented. The extraction of total cross sections and forward-backward asymmetries 

for these processes arc described. 

ln Cha.pt. 6, Our experimental data and data of other experiments are compared 

to lhc predictions of models with extra Z bosons. 

In Cha.pt. 7, the data for the total hadronic cross sections are fitted lo extract 

the QCD coupling constant within the framework of the standard model. 

In Cha.pt. 8, the analysis and conclusions arc summarized. 
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Chapter 2 

Theories of Gauge Bosons 

2.1 Gauge Bosons in Glashow-Salam-Weinberg 

Model 

Jn the quantum field theory of the particle physics, interactions are described in 

trrms of exrhanges of bosons, such as photon for the electromagnetic interaction, 

it.'±and zo for the weak interaction, gluon for the strong interaction, and graviton 

for the gravitational interaction. These bosons are called "Gauge Bosons" since 

they arc essrntial for the gauge invariance of the theory. In this section, the gange 

hosons in the Glas how-Salam-Weinberg model (GSW model) [l], the unified theory 

of the electromagnetic and the weak interactions, are disrnssed. 

Th<" gauge bosons in the GSW model are necessary so that the Lagrangian 

will be invariant under local weak hypcrcharge U(l)y and weak isospin SU(2)L 
tra.nsformalions. Here the "Y" in U(l )y denotes the hypercharge and the "L" in 

SU(2)L denotes left-handed since SU(2) transformations only apply to the left

handed states. The left-handed fermions form isospin doublets while right-handed 

fermions form isospin singlets. Namely, for leptons: 

,/,,, = ( :~). I 
I= 2' y = -1 (2. I) 

,PR= •ii I= 0, y = -2 

4 

and for quarks: 

(2.2) 

,PR= dR 

Here J is magnitude of the isospin and Y is the hypercha.rge. Only the first of the 

three generatiom; of leptons and quarks is shown in eqs. (2.1) and (2.2). The third 

component of the isospin, / 3 and the hypercharge Y are related to the electric 

charge Q by the Gell-Mann-Nishijima formula [2] 

y 
Q = I,+-

2 

where Q is in units of the positron charge. 

(2.3) 

We first discuss the U{l)y invariance. The Lagrangian for a free fermion is 

written as 
(2.4) 

where 'Ip is assumed to be a Dirac field and m its mass. We req11ire the Lagrangian 

to be invariant under a loce.1 gauge transformation 

,/,(•) - ,;•(•)·f,i,(,) 

,P(•) - ,P(•)·-;·(•)f 

(2.5) 

where a(z) is an arbitrary number with an arbitrary dependence on space-time 

coordinates. The set of phase transformation& ei"'(z)·f defines the U{l)y group 

and Y/2 is its generator. To modify the Lagrangian (2.4) lo be invariant under 

(2.5), we need to introduce a gauge covariant derivative Dµ. instead of the ordinary 

derivative 8,,. The transformation on the covariant derivative has to be 

in order to maintain local gauge invarianct!. By introducing a. new vector field Bµ. 1 

which we assume to transform as 

(2.6) 
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1· 

n,. 

Figure 2.1: The Interaction between current Jt and a gauge boson B,_.. 

we can define such a covariant derivative lo be 

8 . ,YB D,. = ,. + ig 2 ,.. . (2. 7) 

Thus, the local gauge invariant Lagrangian can be written as 

C 

(2.B) 

The vector field B,_., which is introduced to satisfy the local gauge invariance, is a 

"Ga.uge Boson". The second term of the Lagrangian (2.8), 

- y C,., -9',t,1•2 ,t,B, (2.9) 

- -g'JfB,. 

dcscrihes the interaction between the weak hypercharge current Jt and the gauge 

boson B,. as shown in Fig. 2.1. Ilere g' is the coupling constant or the strength o[ 

this inlera.dion. 

Next, let us consider the local SU(2)L gauge trausformation of the form 

3 ' 

'PL(x) - exp(i L a,(,)T,),t,L(x) = ,,a(,)T ,J,,(,) , (2.10) 
lo=1 

where ok(x)'s are, as before, arbitrary para.meters and Tk 's are the generators 

of SU(2)L· Here, t/iL is the left-handed fermion which is an isospin doublet as 

6 

shown in (2.1) and (2.2). In this representation, we can express the SU(2) isospin 

generators by the Pauli m&triccs 

I 
T = -CT 

2 

(01) (0-i) 
IO , cr2 = i O ' 

The Lagrangian for a left-handed free fermion is 

(2.11) 

(2.12) 

where the mass term m'lfJLt/JL docs not exist since the spinor combination ,f,1,VJL 
is identically zero. Fermions get ma..sses through interactions with the Higgs bo

son when symmetry is spontaneously broken. We need lo introduce a covariant 

derivative 

D,.:. a"+igT- W,. (2.13) 

to modify the Lagrangian to be invariant under local SU(2)L transformations. Here 

three new gauge bosons W:' (k = 1,2,3) appear. By following the argument for 

the U(l)y case, we obtain the Lagrangian for the interaction between the fermion 

and the W bosons 

(2.14) 

where g is the coupling constant of the SU(2)L gauge interaction. For the first 

generation leptons, ,/JL = (vL, eL)i we can rewrite the interaction Lagrangian as 

C.;,., = 

(2.15) 

where W,.± = ~(W~ =f iW!). We identify these W,.± as the physical charged weak 

bosons. The physical neutral gauge bosons, A,. of the electromagnetic interaction 

and Z! of the weak interaction, can be expressed as linear combinations of B,. and 

w: as follows: 

Aµ= B,.cosBw + W!si118w 

Zµ = -Bµsin8w + W!cosBw 

(2.16) 

(2.17) 
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where the mixing angle, 8w, is called the "Weinberg angle". 

Thus, the Lagrangian for the interactions due to the neutral gauge bosons (the 

neutral current Lagrangian) can be written as 

- y - 3 
-g',r1•2 ,i,B. - g,p,•J,,J,W. 

-.;f-·("(g' !:_ cos Bw + gll sin Bw )'lpA" 
2 

-1Ji1"'( -g' ·~ sin Bw + g/3 cos Ow )lpZ" . 
2 

(2.18) 

(2.19) 

The first term of (2.19} has to be identical lo the electromagnetic inlernclion of 

Quantum Electrodynamics (QED) 

(2 20) 

By using cq. {2.3), we obtain, therefore, 

gsin Ow= g' cos 8w = e. (2.21) 

We can rewrite the neutral current Lagrangian as 

lNc ~ -e{,;•Q,j,A - . e {,,•(J, - Q sin' 9w ),/,Zµ . 
" s1n8wcos8w 

(2.22) 

It is convenient to introduce a Dirac field for each flavor: 

Then the neutral current Lagrangian becomes 

e - I ) 
-el/'1"QV'A,,.- . 

6 6 
IJt1"-

2
(gv-g,1"Y1> !JIZ,.. 

6111 wcos W 

• e J"Z -eJEMA,.. - ---=--9 ___ 9_ z • 
sm wcos w 

(2.23) 

wilh llu· vcdor coupling consta.nt, gv, and the axial coupling constant, 9A, given 

by, 

gv - Jf-2Qsin 2 Bw 

9A - I}, (2.24) 

wl1cn, /{ denotes the third component of the isospin for the left-handed stale. 

8 

2.2 Cross Section Formulae in the Standard Model 

The GSW model of the weak and eledromagnetic interactions (electro-weak in

teraction for short) together with Quantum Chromodynamics (QCD) which de

scribes the strong interaction, corresponding to SU(3) color symmetry, is called 

the standard model. Therefore, the gauge group of the standard model is SU(3)c x 

SU(2)L x U(l )y, where the "c" in SU(3)c stands for color symmetry. 

In the following section, the theoretical expressions for the cross sections for 

the processes, e+e- to di-leptons and e+e- to hadrons, are described. 

2.2.1 Di-lepton Cross Section 

Di-lepton reactions are processes such a.s e+e- --. 1+1- (l =µ,or r). The lowest 

order diagrams for these processes arc shown in Fig. 2.2. If we neglect the con

tribution of the weak interaction (Fig. 2.2 (b)), the differential cross section at 

cen ler-of-mass energy ..,/a is calculated in QED lo be 

da a 2 

d(l = 4, (I + cos' 9) (2.25) 

where a = e2 /4rrlic is the fine structure constant a.nd (J is the angle between 

directions of the e- beam and the outgoing 1-. By integrating cq. (2.25) over 8 

and ¢, (the azimuthal angle about the beam direction) we obtain the total QED 

cross section 
41ra2 

... = 3a (2.26) 

In the TRISTAN energy range, 50 GcV :$ ,fi "5 64 GeV, the effect of the 

weak neutral currents can not be neglected. The standard model prediction of the 

differential cross section is 

du 
d(l 

whl."'re 

:: [ { I +89v g~Re(x) + 16( (g;,)2 + (g~)'){ (g~ )' + (g~ )') lxl'}( I + cos' 9) 

+{16g~g~Re(x) + 128gyg~g~g~lxl')cos0] (2.27) 

' x~ 
16 sin 2 8w cos2 9w a - M} + iMzrz 

(2.28) 

Herc gt and g! (I = e,l) are the vector- and the axial-coupling constants for 

the formion /. The quantities Mz and rz are the mass and the decay width of 
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,+ 

1 

(a) 

,., 
zo 

' 

(b) 

Figure 2.2: The lowest orclcr diagrams for e-+e- --~ ztt·· processes. 

10 

zo boson. In eq. (2.27), a term proportional to cos 8 appears from the interforence 

between the QED and the weak interaction cha.nods. It results in a forward. 

backward asymmetry, i.e., 1- 1
1 a.re populated at the forward region (8 < Tr/2) 

differently from at the backward region (6 > fl' /2). We define the forward-backward 

asymmetry A11 for the J+[- process (I=µ or r) as 

where 

A 
- (Ip - <¥B 

11=--
(TF + <JB 

(2.29) 

and the R value (R11 ), the total cross section normalized to u0 , the theoretical 

dilt'pton QED cross section (given by eq. (2.26)), as 

(2.30) 

Then the differential cross section can then be written as 

(2.31) 
du o: 2 

2 8 
d

,..,. =-R11(l+cos 8+-Aucos8). 
lt 4.'11 3 

By comparing eq. (2.31) to eq. (2.27), we obtain the standard model pre.-lictions 

for R11 and A11 to be: 

Ru = I + Sgi,g~Re(x) + 16( (gi, )' + (g, )'){ (g~ )' + (g~ )') lxl' (2.32) 

and 

Au= [ 69,g~Re(x) + 48gi,g,g~g~lxl'] I Ru. (2.33) 

In the calculations above, the mass of the lepton& was neglected, which is a 

good approximation at our energy re.ngc. 

2.2.2 Hadronic Cross Section 

Hadronic events are the reactions in which hadronic final states are produced. 

These processes are described by two steps as shown in Fig. 2.3, In lhc first step, 

a quark-autiquark pair (with gluons) is produced. In the second step, the parlons 

are converted into hadrons. The second step proceeds at low momentum transfers, 

where perlurbative QCD cannot be applied. Therefore, hadronizatiun has lo be 
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described through phenomenological models. On the other hand, the total cross 

o;('dion for hadronic events is only dependent on the production or partons, which 

is quite well understood. 

The total cross sectiou for the production of hadronic events is also conven

tionally reported in lerms of R value (Rhadron), the total hadronic cross section 

normalized to cr0 , the theoretical di-lepton QED cross section. In the QED dia

gram, shown in Fig. 2.3 {a), the difference between hadronic and di-leploTI events 

is only thr charge of quarks. Therefore, the R value is given as 

R 
_ u(e+,- - qq) _ J~Q' 

QED - - ~ q 
Uo 0 

(2.34) 

where the summation is carried out over all quark flavors which can be pair

produced at the center-of-mass energy of the experiment ( q=u,d,s,c,and b at TRIS

TAN). The factor of 3 originates from the 3 quark colors and Qq's a.re the charge 

of the quark q in units of positron charge. 

Hadronic final states are produced by not only e+e- ---1 qij process but also 

i11 e~e- ---1 qijg ancl other higher order QCD processes as shown in Fig. 2.3 (Li). 

Thl'ir contributions can he calculated within perturbative QCD and the R value 

is modifit~d to be 

RQcD ~ RQw[ I+ C,(a,/~) + C2(a,/~)' + C3(a,/~)' + O(a!)] (2.35) 

lo order O((}'!), where 0: 0 =:: o: 0 (V3) is the QCD coupling ('Ofislant at the ccnter-of

mass-enl'Tgy V8 Here, the coefficients have been calculaletl in Rd. [3] for massless 

(]Harks and have the values: 

c, 
c, 
c, 

1.9857 - 0.1153N1 

-6.6368 - !.200IN1 - 0.0052N/ - 1.2395()::_5?,)' 
3 l:: Q) 

where N1 is the number of quark flavors. The third order coefficient was also 

calc:ulated to be C 3 = 70.985- 1.200N1 -0.005NJ - 0.810([:Q9 }
2 /2LQ: in 

Ref. [1] and we have been using this value in our previous analyses [41]. However, 

it was found the calculation of Ref. j4] was uncorrcct and lhe new calculation of 

12 
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• 
hadrons (a) 

q 
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1 
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' 

Figure 2.3: Diagrams of multi-hadronic annihilations. (a) QED process; (b) with 

QCD corrections; (c) Weak interaction. 
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ltd. [3] lowers the theoretica.1 R values by about 0.4% at TRISTAN energies. The 

"running" strong coupling is given to O(a!) by 

lh 
a.( Q) ~ -( 3-3~-.-2-N-,-)-ln_(_Q_' /c-A:-:½,c--

5
-:-) + 6·-,1-:=-:~¥"~, -1-n(-ln~( Q' /Ai, s)) ' 

(2.36) 

w}icre Q is thr four-momentum transfer. The quantity AMS is the QCD scale 

parameter in the "modified minimal subtraction" scheme [5]. The O(a!) formula 

a
11

d discussions on the QCD parameterizations appear in Chapl. 7. 

Unlike in the di-lepton case, for hadronic events, the mass of heavier quarks is 

nol llt"f!;ligihle, when compared with the center-of-mass-energy. When one includes 

the c/Tecl of the weak interaction due to the zo propagator (Fig. 2.3 (c)), QCD 

effect, and quark mass effect, the final formula for R,.,.d~an as given in Ref. [6] is 

R,,oo,= ~ 3 L (½/3,(3 - /3;)Rh(! + c;cv) + /3:R~,(l + c;cvl) , (2.37) 

' 
~ /i 4 2/ The contribution of the electro-where (Jq is the quark velocity 1-'q = y - m 9 IJ. 

weak interaction is given in 

Q! - sQ,g;,g}R,(x) + 16((g., )' + (g'..)')(g} )'\xi' 

16 ( (9v )' + (g'..)') (g~ )' \xi' , 

(2.38) 

(2.39) 

wlwrc 
9
i and ,q~ are the coupling constants for the quark q. The QCD correction 

c~/:\l = c;l•l(a./~) + c;l•l(a./~)' + c;l•l(a./~)' 

is calculated including the quark mass effects in the O(o:.) in Ref. [7] as: 

CV 
' 

We use the zero-quark-mass approximation 

CV(A) 

' 
1.9857 -0.1153N1, 

N ' 2395°::: Q,)' -6.6368 - 1.2001N, - 0.0052 1 - I. • Jf-QT 

for the higher order corrections. 

(2.40) 

14 

2.3 Extra Z Bosons 

The predictions of the standard model arc in excellent agreement with experimen

tal data. However, there a.re some other gauge group theories that can closely 

reproduce the standard model predictions at low energy. In this section, three 

models that predict the existence of additional neutral gauge bosons (i .c., extra Z 

bosons or Z"s) are discussed. If the mass of the Z' is heavier than the standard 

model zo , then only high energy hadron colliders such 11.s the Tevatron can observe 

Z' by direct production. However, the effects of Z' can be seen at lower energy 

as deviations of the data from the st11.ndard model predictions. There has been 

several searches for Z"s by comparing precise measurements of zo parameters at 

LEP with low energy neutral current data. There are some range of parameters in 

these models where the peak of the zo masks the effects of the Z' at LEP energies, 

while the deviations can still be seen 11.t TRISTAN. In the following subsections, we 

discuss how the existence of Z"s changes the cross section predictions at TRISTAN 

energies and review several Z' models. 

2.3.1 Cross Section Formulae 

In models with one extra Z boson, the neutral current Lagrangian in the standard 

model (2.23) is modified lo be 

(2.41) 

where A and Z0 are the electromagnetic and zo fields in the standard model, and 

Z~ is the extra Z field. The coupling constant gz e.nd the current J 1 are 

gz 

Jf 

' 
sin 8w cos 8w 
- 1 
!li1"2(gov - 9oA"t's)!li , 

where gov and 9oA arc the vector- and the axial-coupling constants in the standard 

model given as gv and 9A in cq. (2.24). Similarly, we can write the extra weak 

neutral current J2 as 

J • ., •• 1(' ' )·'· 
2 = Y")' 2 9ov - 9oA1'& Y 

with the model dependent coupling constants g~y and 9~A . 

(2.42) 
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In the ( Zo, z~ ) representation basis, the Hermitian mass-squared matrix is 

, , (1 b) 
M = Mz. b a , (2.43) 

where Mz the mass of the standard model zo is related to the W boson mass 
" 

and the Weinberg angle by 

Mz0 = Mw/cosOw. 

Th!:" mass eigenstates of the neutral weak bosons are given by 

z 
Z' 

Z0 cos(}' + Z~ sin 9' 

-Z0 sin (}' + Z~cosO' 

(2.44) 

(2.45) 

in terms of the current eigenstates Z0 and Z~ . The mass of the Z 0 which LEP 

cxpcrirm·nts measure is the mass of Z above. The physical masses of the Z and 

7,' are expressed by diagonalizing the mass-squared matrix as 

( ~¾ A;',)~ Mi, ( _:~::: :~::) ( ~ : ) ( :~::: -:~::·,) . 
z (2.46) 

The mixing angle between the Zo and Z~ can be expressed in terms of Mz0 , Mz, 

and Mz, as 
'B' - Mlo-M} 

tan - Af2 - Af2 
Z' z. 

(2.47) 

The existence of an extra Z boson modifies the standard model formula of 

Rhadr,m, given by eq. {2.37), to: 

where 

Rh~ Q: -BQ,gi,giRe(x) + 16((gi,)' + (g,)')(g})'lxl' 
-BQ,g~gJRe(x') + 16((g~)' + (g1)')(gJ)'lx'I' 
1 32(.q~g~ + g~g~)gig~Re(x · x1

·), 

(2.48) 

(2.49) 

and 

R~, = 16((g;,)' + (g,J')(g~)'lxl' + 16((g':)' + (g:)')(g1)'1x'I' 
+32{!fvg~ + gAg:)g~g1Re(x · x'·), 

• X 
16 i;inJ 8w cosJ 8w IJ - Mz 2 + iMzrz 

x' 
I • 

16sin2 8w coi;2 8w " - Mz, 2 + iMvrz, 

16 

(2.50) 

(2.51) 

Here 9V(A) and g~(A) are the coupling constants to the mai;s eigen states, Z and 

Z', given by 

9V(A) 

' 9v(A) 

9oV{A) cos 8' + J.g~V(A) sin 8' 

-gov(A) sin 81 + .>.g~V{A) cos 8' , (2.52) 

where .>. is the ratio of the Z~ coupling to the zo coupling, .>. =: gz,fgz . The 

QCD correction factors C½cD and C$cD arc same as which given in (2.4.0). fz, 

in eq. (2.51) is the total decay width of Z'. We neglect this term in the following 

analysis because its effect is negligible unless center-of-mass energy is close to the 

Z' pole. 

Similarly, the formulae for R11 a.nd Au given in cq. {2.32) and (2.33) in the 

standard model case a.re modified to be 

and 

R11 = 1 +8gi,g~Re(x) + 16{(gi, )' + (g,)'){(g~ )' + (g~)') lxl' 
+Bg~giRe(x') + 16((g~)' + (g1)')((gi )' + (g~)')lx'I' 

A11 = 

+32{g~g~ + YAYi)(gigi + g~g~)Re(x · x 1
·), (2.53) 

6g,g~ Re(x) + 48gi, g,g~ g~ lxl' 
+ 6g~g~Re(x') + 48g~g~gig~lx'l 2 

+ 24(gi,g1 + g,g~)(g~g~ + g~gi)Re(x· x'") J / Ru. (2.54) 

2.3.2 E 6 model 

The superstring theory [8] in ten dimensions is anomaly free only when the gauge 

group is S0(32) or E8 X E,.. The group E8 X E8 is more interesting because it 
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allows for chire..1 fermions as in the standard model. The compa.clification of the 

additional six dimensions on a Cale.bi. Yau manifold [9J leads to E8 as an "effective'' 

group of the grand unified theory (GUT). In this subsection extra Z bosons in the 

superstring-inspired E,. model are described [llJ. 

E6 is the next naturn.l choice of anoma1y-£ree GUT group after SU(S) and 

SO(IO). In SU(5) GUT, There are a total fi.ftl'!en fermions in each generation as 

in thf' standard model and they are placed in the 5 and 10 represenlalions as 

5 = (1,2)+(3,l)= ( :· L +JL (2.55) 

10 = (l,l)+(:l,1)+(3,2)=e!+uL+ (~ t (2.56) 

where ( x,y) denotes decomposition into (SU(3)~, SU(2)L). In 50(10) GUT, a 

righl-handed neutrino is added to each generation. i.e., fermions are placed in the 

16(:::. 1 + 5 + 10 under SU(5)). Fermions form the 27 representation in Es GUT. 

Namely, eleven new fermions are added to sixteen fermions of SO(lO). The 27 

d('composcs as 

27 = (16, 10) + (16, 5) + (16, 1) + (10,5) + (10, 5) + (1, 1) (2.57) 

in krms of (S0(10), SU(5)). {For a review of Es and its subgroups see Ref. [10].) 

Tahir 2.1 shows fermions in the 27 representation of Ea and their quantum numbers 

in the standard model. 

The E6 GUT can contain two extra U(l) symmetries beyond the standard 

model. We consider a breaking pattern: 

E, - 50(10) x U(I); - 5U(5) x U(l), x U(I); . 

The lighkst extra Z boson is generally a linear combination of Z,1, and Zx, associ-

atcd with U(I),1, and U{l)x- Namely, 

Z~(o) ::: z.,, cos a+ Zx sin a. (2.58) 

Wt· assume that if there are two extra Z bosons, one of them is suflkicntly heavy 

and dof's not affcC't the physics in our energy range. The values of the extra 

liypc-rchargc Y'(o), which is the generator of the extra U(l) symmetry leading lo 

50(10) 

16 

10 

1 
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5U(5) Fermion Color JL 
' 

Y/2 Q 

(:t ( 1/2 ) ( 2/3 ) 10 3 1/6 
-1/2 -1/3 

UL 3 0 -2/3 -2/3 

et 1 0 

( :: t ( 1/2 ) 
( ~I) 

5 1 -1/2 
-1/2 

JL 3 0 1/3 J/3 

ih 1 0 0 0 

5 ( :~ t ( 1/2 ) -1/2 ( ~I) 1 

-1/2 

hL 3 0 1/3 1/3 

( :: t ( 1/2 ) (:) 5 1 1/2 
-1/2 

hL 3 0 -1/3 -1/3 

1 nL 1 0 0 0 

Table 2. I: Fermions in the 27 representations of Es. 



Ldt-hancled state Y'(a) 

J, e-, v,. ' ' . i7e, cos a - 2Jio sin o 

", d, ii, ,+ lJs cos O + z./io sin a 

"· ' ' . M cos a+ l..iio sma 

h, E- ' ' . 
' 

VE -'Jij cos a+ 'Jjo sma 

h, E+, NE ' ' . - 76 cosa-:Jiosrna 

n icosa 

Tahle 2.2: The extra hyper charge Y'(r.r) in £ 6 model. 

Fcrm10n 9~v 
----·----·· 

" 0 ' ' . 7ecosa + v'iosma 

d "7to sino ' ' . 7e cos a - ·.,J'io sin a 

e ' . -~s1na ' ' . 7e cos a·- Jio sin a 

Ve -~\;sino 
·-· ------~-

' ' . 7s cos a+ -:.,rio sin a 

Table 2.3: The vector and the axial coupling in E6 model. 
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Z~(a), are shown in Table 2.2. The vector- and the a.xia.1-coupling constants are 

given as g'rfv = YJ(o) - YJ(a) and g~~ = Yj(a) + Yi(a) for the fermion,/. The 

values for up-type quark&, down-type quarks, and leptons are given in Table 2.3. 

This model has four parameters: a - the mixing angle between Z"' and 

Zx; 91 
- the mixing angle between zo and Z~; Mz• - the mass of the ex-

tra Z boson; and .\ = gz,/gz - the re1ativc strength of the coupling to Z~. In 

general, the mixing angle a can take arbitrary values, but is determined for the 

specific choice of E8 model. We discuss four such choices: Z,1,; Zx; Z.,; and Z.,, 
corresponding too= 0, -rr/2, te.n- 1 .Jifs, and te.n- 1(-/1115), respectively. The 

ratio .\ is given by the renormalize.tion-group eque.tions as .\2 :$; l sin2 9w. This 

va.lue is fixed for a specific symmetry-breaking scheme e.nd takes its maximum for 

the case when the extra U(l) symmetry breaks e.t the same energy scale as does 

SU(3)., x SU(2)L X U(l)y. In the following analysis, we assume .\ 2 = ! sin2 6w . 

Using eq. (2.47), we can also eliminate 6' from the free parameters, leaving only 

one parameter, namely Mz,. 

2.3.3 SU(5) 0 color model 

This model was recently proposed by Foot and Hernandez [12]. It assumes the 

color group is SU{5}c and an extra U(l) symmetry comes out when this SU(5)c 

breaks to SU(3)c. Namely: 

SU(5), x SU(2)L x U(J)y, - SU(3), x SU(2),, x U{l),, x SU(2)L x U(J)y, . 

Here, two neutral gauge bosons, corresponding lo the two U(l} symmetries, Zy, 

and Zc,, are mixed as 

( 
B ) ( c~,/3 ,in/3 ) ( Zy, ) 
Z' - SID /3 cos /3 Z.,,, 

(2.59) 

where B is the B boson of the standard model, which mixes with the W 0 to yield 

the; and zo , and Z' is an extra Z boson. Table 2.4 gives the quantum numbers of 

T1 , T2 , and T3 , which are the genera.tors of U(l).,,,, U(l)y,, and the third component 

of .S'U(2)L· These are normalized as Q = T1 + T2 + T3 , where Q is the charge of 

thl" particle. In this table, 1L and J are exotic quarks which have electric charges 

of JI /2. They are SU(2).,, doublets and form 5 representations of SU(5} with 

SU(3)c triplets, such a.s (u,ii.) and (d,J). 
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Uf, dL "• da UL dL UR d",, VL eL ea ,~ ----~ 

7', ~h +ft +ft +ft ' l ' l 0 0 0 -w -10 -10 - To 
---,~ ---- ---,-

7', +io +lo +' ' +to +Io +' ' l l -1 

' 
-, 

' 
-, -, -, 

- ---~ 

13 +! 
_, 

0 0 +' l 0 0 +' l 0 

' ' 
-, 

' 
-, 

Table 2.4: Quanlum numbers in SU(5)c model. 

The Z' couplings to ldt-handed (right-handed) fermions are given by 

, TL(R) . " 1 a TL(R) · " 1 a 9oL(RJ= 2 smuwco p- 1 srnow a.n/J- (2.60) 

The vector- and the axial-coupling constants are 9~v = 9~1, + Y~R and 9~.A = 
g~L - .Q~n, respectively. 

Since the SU(3)c group of QCD spins off from SU(5)c as U(l).,, does in the elcc

lrowt"ak sector, we can get the relation between 9 1 ::= y'41ro 1 , the strong coupling 

constant, and g1 = g'/cos/3, the U(l)c• coupling constant. At the energy scale at 

which SU(5)c breaks, g~TrT1
2 = g~Tr(..\,./2) 2

, where ..\ 11 is any of Gell-Mann SU{3) 

matrices and the left side is traced over the 5 representation. Then we obtain 

g~ /30 :::: g~ /2 or 
I o 

cosl /3 = --~- ~ 0.0063 . 
15 cosl Bw o. 

(2.61) 

In this model, Ji = gz,/gz = 1 and the off-diagona1 element of the mass matrix 

(2.43) is given as 

b = - sin 8w · cot {J ~ -0.038 . (2.62) 

Hence, we c:an deduce the mixing angle 8' for given Mz and Mz, from eq. (2.46). 

Therefore, w~ can choose only one free parameter, Mz,. 

2.3.4 SU(2)q x SU(2)1 x U(l)y model 

This model was propost•d recently by Georgi, Jenkins, and Simmons [13]. Jts 

dcctrowcak gauge group is SU(2)" X SU(2)1 X U{l)y. Specifically, it has separate 

Sl/(2) symmetries for tlw quark sector and the lepton sector. We denote the gauge 
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bosons corresponding to SU(2)9 and SU(2)1 a.s W~·± and W,o.±. They are mixed 

through an angle r.p e.s 

( w,'·') w:,± ( 
cos,/, sin,/,) 

= -einr/J cos</, ( w,•.•) 
wo,± ' • 

(2.63) 

where W/ is regarded as the standard model w±. wr is mixed with B boson of 

U(l)y through the Weinberg angle, 8w and becomes the "rand Z 0 of the standard 

model. The remaining bosons, Wf and Wf arc tbe extra Z and extra W bosons 

of this model. 
The vector- and the axial-coupling constants of the extra Z boson a.re given by 

9~v = 9~A = -Jftan(p 

Jf cot <Ji 

for leptons 

for quarks (2.64) 

where Jf is the third component of the isospin of the left-handed state in the 

standard model. The relative strength of the Z~ coupling to the Z 0 coupling is 

Ji= cosBw. There arc three parameters in this model, Mz,, 'P, and 6'. Eq. {2.44) 

is not correct in this model because the mass eigen state of the W is the mixture 

of the standard model Wand the Wf. Thus, we cannot use eq. (2.47) to eliminate 

(J' as a frC'e parameter. 
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C1t.apter 3 

T1t.e Experimental Apparatus 

The research described in this lhesis is based on the data taken with the AMY 

detedor at the TRISTAN e+e- collidcr. ln this chapter, the TRISTAN collider 

and the AMY dett"ctor are described. 

3.1 The TRISTAN collider 

TRISTAN (Transposahle Ring Intersecting STorage Accelerator in Nippon) [1<1] i.s 

an e~ e-''collider system at KEK, the National Laboratory for High Energy Physics 

in Japan. A overview of KEK and the TRISTAN complex is shown in Fig. 3.1. The 

TIIISTAN complex consist& of four accderator systems: the positron generator, 

tlu· Lill('ilf AlTeleralot (LIN AC), the Accumulation Ring (AR), and the Main Ring 

(Mil). 
Positrons, generakd by colliding 200 MeV electrons from a dedicated linear 

an:clcrator with a tantalum target, are injected into the 390 m long LIN /\.C, where 

they arc accelerated lo an energy of 2.5 GeV and injt"cted into the AR. In AR, 

whicli l1as a 377 m circumference, about 20 mA of positrons are accumulated in 

a sin~lc bunch and acrl'lerated lo 8 GcV and injcctt-d into the MR. This cycle 

is rcpt'akd 8 times until there is about 7 mA of prn,ilrons in two dian,drically 

opposite bund1cs circulating r.ouulcrclock wise in the 3 km cin:umfcrc11c1~ M ll. Thcu 

drctrons gl'nerated from a triode gun are injected into the rnme UNAC and a 

similar sequence is repealed producing two similar bunches of f'icctrons cirnlaling 

dockwist> 111 the Mil. Finally, the electrons and positro11s are at:edcrated up lo 

FUJI EXP. 
HALL 
I VENUS! 

PHOTON FACTORY 
2.S GeV 
ELECTRON 
STORAGE RING 

TRISTAN 

TSUKUBA EXP. HALL 
ITOPAZJ 

ACCUMULATION RING 
I 

FACILITY 

-2.5 G,V 
ELECTRON LINAC 

POSITRON GENERATOR 

Figure 3.1: An overview of the TRISTAN collider al KEK. 
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ll1e targd e11ergy and collided al four interaction points localed in Oho, TsukubiL, 

Nikko, and Fuji cxpcrimanta.l halls. 

The first collisions occured al a ccoter•of-mass energy of 50 GeV in Novemher, 

1986. For the next three years, TRISTAN operated in the energy range ..fi = 50"' 

61 GeV, which were the highest energy e+c- collisions in the world until the SLC 

al SI.AC and LEP al CERN began operations in 1989. In 1990, TRlSTAN stopped 

the quest for higher energies, and started operating for high luminosity al the fixed 

energy of ,.fi = 58 GeV with the goal of accumulating enough date. for precision 

measurements (TRISTAN phase IJ). For that purpose, pairs of supercomlucting 

qua.dn1pole magnets "QCS" were installed al each collision point in 1990, providing 

lhe capabilty lo operate with limaller beam i;izei; at the collison point and 1 thus, 

a higher luminosity. TRISTAN achieved luminoi;ity lt"velli of about ]pb- 1/day at 

cad1 interaction point in 1992. 

3.2 The AMY Detector 

The AMY detector [15], located al the OHO experimental hall or the TRISTAN 

e I e- lilora.ge ring, is a genera1-purpose detector based on a 1.2 m radius, 3-Tesla 

supt"rconduding liolrnoidal magnet that j5 coaxial to the e+e- beamline. Ch,Hgcd 

particles and 1-rays are detected by cylindrical tracking chambers and electro

magnetic shower calorimeters locakd inside or the magnet. Drift chambers and 

scintilla.lion counters locatir:d ouhide of the iron flux-return yoke of the magnet are 

ust"d to 1dt·11tify muons. 

A St·ril's of upgr.tdes of the AMY detector was dunl! from 1989 to 1991 for 

tl1t" sakt• of the TRISTAN phase II measurements. A synchrotron X-ray detertor 

(XH.D) for electron identification and and a precision vertex delector (VTX) were 

installed in the barrel part, and a.II the endcap region detector componcnh were 

replaced. (F,ach detector component is described below.) We call the upgraded 

detector "AMY 1.5", while the original detector is called "AMY l.O". Schematic 

vit"ws of the AMY 1.0 delector aud the AMY 1.5 detector are shown in Fig. 3.2 

aud Fig. 3.3. 111 this section we give brief descriptions of the various detector 

('.OIJl!JOlJ('lllS. 

Tht" space coorilinale system of the AMY d1•tedor is r:lefined in the following 

way: Tbe origin of the coordinates is the nommal center of the beam inkraction 
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Figure 3.2: A 5chemalic view of the AMY 1.0 detector. 



Q 
0 

0 
C 

w 

Yo~, 

Coll 

----~ 

Showrr Cwnler 

Ctnlfol Orill 
Chombtr 

Inner ChombJ 

Figure 3.:1: A schc-11111.tic view of the AMY 1.5 drtf'dor. 
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pointi the positive z-dircdion is the direction of the electron beam; the v-axis 

poinh vertically upward; and the z-axis points radially outward from lhc center of 

the TRISTAN MR. The polu coordinates r, 8 and ~ are defined in the standard 

way. Namely, r i& the distance from the origin, 8 is the angle from the positive 

z-axis, and 4' is the projected angle in the zy plane measured counter-clockwise 

from the positive :r:-axis. 

The electron beam in AMY cornea from the direction of TRISTAN's Tsukuba 

interaction hall and heada toward the Fuji interaction hall. Thus, we call the 

positive z end of the detector the "Fuji" end, and the negative z end the "Tsukuba" 

end. 

3.2.1 The Charged Particle Tracking System 

The charged particle tracking 1ystem, which measures the trajectories of cha.rged 

particles from which their momenta are determined, is composed of three coax.ia1 

cylindrical chambers. Surrounding the beam pipe, there are the Vertex Cham

ber (VTX) [161, the Inner Trock;ng Chamber (ITC) [17], and the Central Dr;!t 

Chamber (CDC) [18]. 

The VTX, _the innermost component of the AMY deleclor, was installed in 

December, 1990. It is a four-layer cylindrical drift chamber ma.de of cathodes 

formed from aluminizcd mylar straws whose diameters range from 4.6 to 5.6 mm. 

Each layer consists of eighty 56 cm straws filled with HRS gas (Ar 89%, CO 2 

10%, CH 4 1 %) pressurized to two atmospheres with a 20 µ.m diameter Sta.bleohm 

resistive anode wire strung along the axis. The single-wire resolution is expected 

lo be 50 pm in r - tj, plane. The z-coordinates of tracks are measured using charge 

division read-out from both ends of the wires, with the resolution of a.bout 5 mm. 

The purpose of the VTX i1 to provide a precise measurement of secondary vertices 

from heavy particle decays. It also helps tracking in the small angle region because 

of its larger 8 coverage (13° $ 9 $ 167°). 

The ITC (Fig. 3.4) consists 0£ four layers of Jrifl lubes (alumiuized plastic tubes 

with 161,m diameter anode wires stretched along lheir axes) ranging in Jiamder 

from 5.5 lo 6 mm. Each layer provides a position mcasurc111ent of trajectory 

1.:oorcliuales in the plane perpendicular lo lhe beam direction (the r - rJ, plane) 

with a spatial resolution of (I....., 80µm. The gas in the ITC (50% Ar, 50% C 2 11 6 ) 
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is pressurized lo 1.46 atmospheres lo improve the spatial resolution. The active 

region of the ITC extends from a radius of 12.2 cm lo 14.2 cm and ih fiducial length 

a.long the bea.m direction (the z axis) is 55 cm. The ITC is not only a tracking 

device but a.Isa an essential part of the trigger system. Signals from the ITC 

trigger syr.tem, which arc independent from the main trigger &yslem, arc combined 

with triggers based on other detector clements and are a.Jso used alone. The ITC 

information is especially useful for rmpprcssing cosmic ray induced higgers. 

The CDC (Fig. 3.5), located just outside the ITC, ha.s 10 cylinder& of wire drift 

cells exlr.nding out to a radius of 65 cm. Twenty five of the cylind1'!r&, consisting of 

5616 individual drift cells each approximately 6 mm in radius, have wires parallel 

to the z-axis for measuring the r - tp coordinates of trajectory points; the other 15 

cylinders, consisting of 3432 celJs, have wires at a 1mall angle (typically 5°) relative 

lo the b('am direction lo provide small angle stereo measuremenh of z-coordinales. 

For most of the results being reported here, the CDC was filled with HRS gas at 

atmospheric pressure. AU of the data at,/&= 54, 61.4, 63.6, 64 Ge;' and a portion 

of the .,fi = 58, 60 and 60.8 GeV da.ta were taken with a 50:50 mixture of Neon 

and Ethane. Neon/Etl1ane gas was used lo make the CDC more transparent to 

X-rays during the time that the XRD was being used. 

The qlinders are arranged in six super-layers of increasing length. Each super

layt'r provides a local determination of the track vector (position and direction). 

This enables quick estimates of the multiplicity a.nd momenta of charged particlt"s 

for triggt'ring the data acquisition system, and facilitates the recognition of tracks 

in the off-lme aualysis. The hexagonal shape of the cells automatically results in 

staggered l:dls, which simplifies the resolution of left/right ambiguities. The a.I most 

c:irrnlar cell shape is helpful for achieving good spatial rt'solution in the presence 

of the 3 T('sla rnaguetic field, where the Lorentz angle of drifting electrom can be 

as large as 800. 

The average spalial resolution of the axial (stcrt·o) t:ells of the CDC is 17' ...... 

HO (2IO) Jtm (Fig. 3.6). The overall resolution of the central tracking devil:cs 

(ITC and CDC) is t"stimal<'d from Bhabha scattering events (e+e- _. e-+e-) lo 

hr !1pifp1 -:-: 0.6% p,(GeV/c) for high momentum lrads with I cos Bl< 0.87. The 

krl1niques used to rnlihrate the CDC are desc:ribctl in detail in Rrf. [19]i and the 

trark fi11rling algorithms are ('Xplained in Ref. [20]. 
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Figure 3.4: Cross-!iectional views of the ITC. 
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3.2.2 The X-ray Detector 

The X-ray detector (XRD) [21] is a drift chambers filled with 95% Xe + 5% 

Propa11e that occupies the region between r = 67 cm and 79 cm. Sense wires, 

made of 20 µm diameter Stablohm 800, and fidd wires, made of 200 µ.m Cu/Be, 

arc slrnng al r = 73 cm with a 2 mm spacing. The XRD detects synchrotron 

x-rays, radiated from dcctrons bent by 3 tci;la magnetic field, which arc used for 

electron identification. The XRD was used from May, 1989 lo July, 1990. During 

this period, Neon/Ethane gas wa, used in the CDC. 

3.2.3 The Electromagnetic Shower Counter 

The band electromagnetic shower counter {SHC) [22] is a cylindrical device com

prised of six sextants. Ea.ch sextant subtends an angle of 60° in ¢, and occupies 

the region from 80 cm $ r $ 110 cm and lcos61 $ 0.75. Each sextant consists 

or an alternation or 20 layers of proporliona.l tubes and 19 layers or lead, lolalirig 

14.5/lsi118I radiation lengths. The detector is operated with a gas mixture of 49.3% 

Argon, 49.3% C 2 H6 and 1.4% alcohol al & voltage of 2150 volts. An overview and 

the layer structure of the SHC arc shown in Fig. 3.7. 

The individual cells consist of extruded resistive plastic lubes 222 cm in length 

with a SOµm anode wire &lrelched through iL& center. Facing the outer surfaces of 

ca.di tube layer arc double-sided printed circuit boards with rectangular cathode 

strips that are sensitive lo induced signals from the anode wires. The boards 

provide segmentation in 14 mrad intervals in the (J and <f, directions. The signals 

arc joiued into groups within the detector. In the case of the 9 and <f, signals, 

strip siguals are combined in a tower arrangement into subgroups providing five 

measurements of the longitudinal shower development. In the case of the anode 

wires, signals from about ten adjacent lubes in a given !1tyer are tied togrther. This 

arraug,~111cnt results in a total of about 11,000 call.ode and 960 anode channels. 

E;1c:h sextant is a self-contained gas-light unit including four monitor lubes 

coulaining radioactive 16Fe sources. These tubes measure gain vari.tlions caused 

by cl1a.11grs in gas composition, atmospheric pressure and temperature. 

Tests pt·rformed with prototype units and witli aclua.l sextants placed into a 

1 ..... 5 C:,·V test beam demonstrate spatial resolutions for minimum ionizing particles 

of u . .c 4 mm, which translat~s into an angular resolution in AMY of u,,, = 5 mrads. 
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Figure 3.7: An overview and the layer structure of the SBC. 
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The energy resolution determined in the test beam agreed with expectations, based 

on the EGS4 Monte Carlo program,[23] of .6.E/E = 0.25/ JE(GeV) with no mag

netic field. We studied the detector's performance in the 3 Tesla field of the AMY 

detector using electrons from Bhabha events and from the two-photon process 

e+e------. e+e-e+e-. The effects of the magnetic field degrade the energy resolution 

to L'.E/E = 0.23/)E(GeV) + 0.06. 

3.2.4 The Superconducting Magnet 

The 3 Tesla magnetic field is produced by an eight-layer coil made of a Nb/Ti 

superconducting cable that contains both Cu and Al for stabilization. The coil 

is embedded in a hexagonal iron return yoke [24]. Because all of the detection 

devices, with the exception of the muon identification system, are inside the coil, 

no special efforts were made to minimize the coil thickness and a conventional 

pool-boiling cooling method is used. A 5000-ampere electric current provides the 

3 Tesla fieldj the stored energy is 40 mega-joules. 

We measured the magnetic field a.long the beam line with all the detector 

components in place and compared the result with a calculation done using the 

computer program POISSON [25]. The agreement was within ±0.3% after a proper 

normalization of the central field. The field strength elsewhere inside the detector 

is then estimated by POISSON, which is expected to give an error ofless than 0.4.% 

inside the tracking devices. There is sizable non-uniformity in the field strength; 

over the tracking volume of the CDC, the field strength varies from -18% to +5% 

of its value at the interaction point. 

3.2.5 The Muon Identification System 

The material of the SHC, the magnet coil, and the iron return yoke amounts to 1.3 

kg/cm2 (the equivalent of 1.6 m of iron) at normal incidence, which corresponds to 

about nine absorption lengths for strongly interacting particles. Particles penetrat

ing this material are identified by the muon detection system (MUO), consisting of 

four layers of drift cells and one layer of plastic scintillator, situated outside of the 

iron return yoke and covering the angular region I cos 01 < 0.74. The cells have a 

5x 10 cm2 cross-section and a spatial resolution that is typically 1 mm. Two layers 

of cells are 6.5 m long and have wires parallel to the beam axis; two layers of cells 
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range in length from 2.8 to 4.1 m and have wires perpendicular to the beam. The 

combined system has a track segment reconstruction efficiency that is greater than 

98%. Scintillation counters, located just outside the drift chambers, measure the 

time of penetrating particles relative to the beam crossing time with a precision of 

about 3 ns, providing discrimination against backgrounds from cosmic rays which 

are randomly distributed in time. 

3.2.6 The Endcap Detectors in AMY 1.0 

Particles tmitted at smaller angles are detected in the Pole Tip Counter (PTC) [26], 

which covers the region 15° < 6 < 27° and the Ring Shower Counter (RSC), 

covering 26° < 0 < 39° Each of these detection systems consists of two units 

placed on the endcaps of both ends (Fuji and Tsukuha). 

Each PTC unit consists of two modules of lead/scintillator calorimeters with a 

plane of proportional tubes between them. The total thickness of the calorimeter 

modules is 14 radiation lengths. This device provides measurements of the energies 

and positions of electrons and photons and the positions of other charged particles 

incident on it. Its primary function is the determination of the luminosity by de

tecting Bhabha scattering events. Its energy resolution is ~E/E = 29%/ ,/E(GeV) + 6%. 

The position resolution is about 4 mrad and 14 mrad for the 6 and 4> directions, 

respectively. 

Ea.ch Ring Shower Counter (RSC) unit consists of two layers of lead and scin

tillator (1 cm thick lead and 1 cm thick scintillator for each layer) and signals the 

presence of showering particles (either electrons or photons). Charged tracks that 

enter the RSC are visible in a minimum of 15 CDC layers and electrons among these 

tracks can be identified by comparing the RSC measured energy with the CDC 

measured momentum. The RSC energy resolution is ~E/E = .Ji-92 + 39 2 /E(GeV)%. 

In addition, there are the luminosity monitors (LUM) in the forward region 

(4° < 6 < 6°), which are counters used to measure the instantaneous luminosity 

and to monitor beam-related background radiation levels. 

3.2.7 The Endcap Detectors in AMY 1.5 

In the upgrade to AMY 1.5, the PTC and RSC of AMY 1.0 were replaced by 

the Endcap Shower Countesr (ESC) [27], which started opera.ting in November, 
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1989. Eac:h ESC unit has two modules ("front" and "bade") of lead/scintillator 

calorimt"lers, which are 4.5 and 8.9 radiation lengths thick, with a resistive lube 

chamber between them for position measurement. Each calorimeter section is 

divided azimuthally into twelve wedge shape i;cctions. The ESC covers the region 

11" < 9 < 37° and its energy resolution is AE/E = 14..7/JE(GeV) + 6.2%. 

The Small Angle Calorimeter (SAC) replaced the LUM of AMY 1.0. Each SAC 

unit consists of arrays of defining scintilJa.tors, silicon pad position detectors and a 

lead-scintillator calorimeter of 17.2 radiation length. The SAC covers the angular 

range 2° < (} < 11° and its energy resolution is L\E/E = 10.1%/jE(CeV) + 1.6%. 

Thl' Forward Tracking Chamber (FTC), which was installed in September, 

1990, is a. set of two units o( tracking chambers placed on the ESC. Ea.ch unit 

consists of 15 layers with approximately 60 cells in each layer. The FTC is filled 

with II RS gas and the electric field is shaped by 75 µm sheets of resistive Kapton 

(10 12 0/cm 2
). The chambers planes are oriented to provide three views rotated by 

120° end1 other with five planes for each view. The FTC covers the angular region 

12° < 8 < 27°, and provides tracking of charged partides in the small angle region. 

3.2.8 Triggering 

The frequency of beam crossings at TRISTAN is 200 kHz, and, in most cases, no 

small.distance electron-positron interactions occur. The task of the trigger system 

is to decide whether or not an "interesting" interaction occured in each beam 

crossing, a decision that is made in the 5µsec interval between beam crossings. In 

order to be sensitive to as many e+e- processes as possible, the trigger requirements 

for the deter.tor are kept as loose as possible, but consistant with the capability 

of the AMY data acquisition system (- 3 Hz). As a result, we typically record 

approximately 5,000 events/hour, of which only a few are actual hadronic events, 

1li-m11on events, or r+r- events, used in this analysis, The bulk of events the 

A MY detector detects are "junk" events, induced by interactions of stray beam 

parlicl('.S with the material in the walls of the vacuum chamber (beam-wall events), 

interactions of beam particles with atoms of the resid11al gas in the vacuum chamber 

(hcam-gas events), cosmic rays, etc. We form about 20 kinds of triggers. Amo11g 

lhf'm, those rcl{'vant to the detection of hadronic even ls arc described in Cha.pt. 4, 

and !.hose rr.levant to di-muon and r+r- events are described in Chapt. 5. 

38 

3.2.9 Data Acquisition 

A computer-controlled FASTBUS system of electronics digitizes analog signals and 

timing signals from each component of the detector for each event. Triggers and 

the high voltage status arc recorded for each event by II CAMAC system. Envi

ronmental conditions 11.nd the SHC monitor tube gain arc measured periodically. 

All the digitized data a.re read in to a VAX-11/780 computer, where they are 

temporarily stored. Here, ve.rious checks arc made to monitor operation of the 

entire detector system. The data are then sent via an optica.1 link to a FACOM 

M780 computer, where the de.ta format is immediately rearranged for the conve

nience of later analyses. The data are stored in a cassette-ta.pc library from which 

it is subsequently accessed for offline analyses. A schematic diagram of the data 

acquisition system is illustrated in Fig. 3.8. 
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Chapter 4 

Total Hadronic Cross Section 

The total hadronic event cross section is conventionally reported in terms of the 

R value, the ratio of the total hadronic cross section to the lowesl·otder QED 

di-muon cross section, as discussed in 2.2.2. 

Experimentally, the R va.lue is determined from the relation 

R _ Nuleded - N1,1ro 
- eff · (I+ 6)JLdt u0 ' 

( 4. I) 

where N.eieeted is the number of hadronic events selected experimentally, N1,1, 11 is 

the estimated number of background events, e// is the detection efficiency, 1 + 6 

is the radiative correction 1 JLdt is the integrated luminosity, and u 0 is the QED 

di-muon cross section given by cq. (2.26). In the following sections, we discuss how 

ear:h term is determined. 

4.1 Luminosity Measurement 

Small-angle Bhabha. scattering, where t-channel c.Xchange dominates, is a well 

understood QED process. We measure luminosity by counting the number of 

Bhabha events detected in the cndCap detector, i.e. 1 PTC in AMY 1.0 or ESC 

in AMY 1.5, and comparing with Monte Carlo simulations of events generated 

according to a calculation that includes diagrams up to O(o:3). The integrated 

h1minosity for each run period is listed in Table 4.1. Also shown are independe11t 

h1minosity determinations based on Bhabha events detected in the barrel region 

of the detector (CDC and SHC). They are in good agreement within errors. 



Run 
Period 

02 
03 
04 
05 
07 
08 
09 
10 
II 

AMY 1.0 
rtc-lll;a~b~h-a-~~S~HC Bhabha 

.Ji 0.92 <'. I cos Bl<'. 0.96 I cos Bl<'. 0.73 
(G,V) (pb-') (pb·') 
·so o - -o.636 ± 0.015 o.64 ± 0.04--

52.0 3.976 t 0.080 3.88 ± 0.10 
55 o 3.266 ± 0.039 3.42 r 0.10 
56.0 5.993 ± 0.0.13 6.06 ± 0.13 
56.5 0.994 ± 0.022 1.05 ± 0.06 
57.0 4.398 ± 0.046 4.44 ± 0.12 
60.0 3.202 ± 0.042 
58.5 0.801 ± 0.016 0. 73 ± 0.05 

ESCAN 1 1.225 ± 0.020 
(59.0) 0.094 ± 0.006 

(59.05) 0.504 ± 0.013 0.46 ± 0.04 
12 60 8 2.312 ± 0.058 2.48 ± 0.09 
13 59.0 0.627 ± 0.020 0.63 ± 0.05 
14 60.0 0.350 ± 0.013 0 35 ± 0.03 
15 60.8 1.169 ± 0.029 1.20 ± 0.06 
16 61.4 4.287 ± 0.060 4.17 ± 0.12 
17 54.0 0.531 ± 0.017 0.43 ± 0.04 

t-;n~·;g-ySGltl ·r~;-at J; = 57~K~::::-59_5cev-----
AMY 1.5 

ESCBha~bh~.--
R un ,Ii 0.82 <'. I cos 91 <'. 0.98 

Pn;od (G,V) (pb-') 
18 64 .o-- 1.091,_±_o~.-0·1-1~-+ 

19 63.6 0.440 ± 0.011 

SJIC Bliabh·; 
lco,BI <'.0.73 

(pb-') 

20 58.0 27.157 ± O.Q76 26.64 ± 0.69 
21 58.0 7.10 ± 0.04 6.96 le 0.16 
22 58.0~ __ 26.57 ± 0.0_7_--"_26.03 ± 0.30 

Total inlegra.tcd luminosity is 95.SO pb- 1 • 
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Tablr 4.1: A summary of the integrated luminosities meas11red with the PTC 

(AMY 1.0), ESC (AMY 1.5), and SHC. The point-to-point errors arc listed for 

PTC and ESC luminosities, while only the statistical errors arc listed for SHC 

luminositi~s. There is an additional overall normalization error of 2.4% (1.3%) for 

the PTC (ESC) luminosity. 
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The estimated contamination of the Bhabha sample from e+e- -+ 11-(-y) and 

e+ e- --+ e+ e-, events, which arc nol distinguished from Bhabha scattering because 

there is no charged-particle track information for small angles, is subtracted. The 

cross sections for these processes arc calculated to O(a3 ) and a systematic error on 

the background subtraction is estimated to be 0.2% for PTC and 0.04% for ESC. 

Systematic errors in the estimates of trigger efficiency, chamber efficiency, and 

detector acceptance a.re also taken into account. These a.re 0.2%, 0.1%. and 1.3% 

(0%, 0.05%, and 0.4.l %), respectively for the PTC (ESC) Bha.bha event samples. 

Since there is no comp]ete O(a-t) calculation of Bhabha scattering, we estimated 

its magnitude and included that in the error of the detector acceptance. The 

largest contribution to the systematic error comes from possible misalignments of 

the PTC and ESC. The uncertainty level of our survey of the position of these 

devices translates into an error that is estimated Lo be 2.0% for the PTC and 

1.22% for the ESC. By adding al1 errors listed above in quadrature, we get total 

over-all error in the luminosity measurement of 2.4% for PTC and 1.3% for ESC. 

There are other sources of errors which are dependent on run periods. These in

clude statistical errors and systematic errors arising from corrections that a.re made 

for nonoperating sections of the detectors. These errors are treated as point-to

point errors. More details of the PTC luminosity measurement appear in Re[ [26]. 

4.2 Hadronic Event Selection 

4.2.1 Triggering 

For multihadron events, triggers a.re generated via three quasi-indt."pendent sys

tems: 

SHC total energy trigger This requires that an analog sum of the pulse heights 

from the 48 SHC anode towers exceed a threshold, which is typically 

3 CeV, and adjusted to produce a trigger ra.te not exceeding -0.3 Hz. 

CDC multi trar.k trigger This requires the presence of four or more radial track 

segments in each of the outer five CDC disks. 

ITC + CDC uloose" mult.i-track trigger This places a weak demand on the 

presence of CDC track segments and requires the detection of two or more 
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track segments in the ITC. 

All three systems render a decision in less than 2.0 µ,s, and the combined rate is 

much less than the 3.0 Hz capacity of the data-logging system. Typica.lly, most 

evrnls in the hadronic sample satisfied the requirements of a.II three trigger systems. 

The SIIC trigger is completely independent from other two, which enables us lo 

"~timatc lhe lrigg1·r inr:fficiency for hadronic event& as follows: In the final selected 

hadron sample, we estimated the inefficiency of: 

• the SHC trigg('r OR the CDC trigger, as the fraction of events triggered hy 

the CDC--l-lTC trigger but neither the SBC nor CDC triggers; ancl 

• the SIIC trigger OR the CDC+TTC trigger in an analagous way. 

We take the smaller onl'! as an upper limit on the inefficiency of the whole trigger 

system. The results are summarized in Table 4.2. Since hadronic events could also 

fire many of the other triggers, the actual inefficiency may be smal1er .. Therefore, 

we conclude the trigger inefficiency for hadronic evenhi is negligible. 

4.2.2 Filter 

All or the rer:ordcd events are passed through an online filtering process. A fast 

CDC-track finding algorithm (ACE [20]) is applied to find charged particle tracks 

in the CDC and to estimate their momenta. An SHC cluster finder algorithm 

is also applied and the energy of each cluster is determined using a preliminary 

SIIC calibration. Then, candidates of hadronic events ("pre-hadron" events) are 

scln:lcd by n·quiring the following conditions: 

(i) The numbe, of CDC trncks with !Roi< 5 cm, IZ,I < 10 cm, and x' S: 10000, 

is more than two. Here Ro and Z0 are r- and z-component of the distance of 

clos('st approach of the hack lo the beam interaction point, respectively. 

(ii) The total ene,gy deposited in the SHC (EsHc) is g«atc, than 2.B GeV 

(;ii) The total enc,gy de1rnsited in the ESC (Essc) is g,cate, than 3.0 GeV 

AND 

The difference between Et;sc(Fuji) and El!:sc(Tsukuba) is less than Esttc 

OR Ei;;_;sc(Fuji) < JO GeV OR EEsc(Tsukuba) < 10 GeV } 

(i) n (ii) is used for AMYI.O, while (i) n {(ii) U (iii)} is used for AMYl.5. 
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Run .;. Trigger Inefficiency (%) 

Period (GeV) SHC CDC CDC+ITC Tota.I 

02 50.0 44.3 17.0 9.1 4.0 

03 52.0 3.3 2.1 6.B 0.1 

04 55.0 0.0 2.7 2.2 0.0 

05 56.0 0.0 3.4 4.5 0.0 

07 56.5 0.0 2.4 1.6 0.0 

OB 57.0 0.0 2.2 4.3 0.0 

09 60.0 9.2 1.6 1.1 0.0 

10 5B.5 14.6 0.0 2.2 0.0 

ll ESCAN 11.6 3.0 3.7 0.3 

12 60.B 2.9 3.3 1.2 0.0 

13 59.0 0.0 0.0 1.6 0.0 

14 60.0 0.0 0.0 0.0 0.0 

15 60.B 1.6 3.2 3.2 0.0 

16 61.4 2.5 1.4 0.7 0.0 

17 54.0 6.6 6.6 0.0 0.0 

18 64.0 4.5 1.8 31.5 0.1 

19 63.6 34.1 0.0 31.7 0.0 

20 58.0 LB 2.0 13.0 0.0 

21 5B.0 1.6 1.2 35.7 0.0 

22 5B.O 0.9 0.6 30.9 0.0 

Table 4.2: A summary o( the hadronic event trigger inefficiencies. 
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4.2.3 Track reconstruction 

A more prec1cc tracking algorithm for reconstructing tracks in ITC and CDC, 

based on tl1f' program DUET [28], is applied to the "pre-hadron" event samples. 

The cnl'rgies of the SHC clusters are redetermined using a more accurate SHC 

calihration. Trar.ks and hits in the detector components that are not ust'd for 

hadronic event selection are also analysed in this stage. 

We define "F;ood" CDC tracks and "good" SHC clusters as follows: 

A "good" CDC track is a CDC track that: 

• usrs mor(" than 8 axial wire hits and more than 5 stereo wires hits; 

• extrapolates to a vertex position (Ro, Z0 ) with !Roi::; 5 cm and JZol::; 15 cm; 

• fits to a helix in rt/J and z with X~,t, '.S 8.0 and x! ::; 6.0; 

• has a polar angle (Jin the angular region I cos 8,.,JCA-1 '.S 0.85, 

wlwre 01.(U1r. is the angle between the CDC track and z-direction; 

• and is not a "curler." 

A low transverse momentum track may reenter CDC and appear as many dif

ferent reconstructed tracks. Such tracks are called "curlers" and are removed 

by means of an algorithm described in Ref. [29]. This cut is not applied lo 

the data at~= 50, 52, 55, 56, 56.5, and 57 GeV. 

There are arlditional conditions for high momenta tracks: 

for tracks with IPI > 0.5 GeV, 

• more than 12 axial wire hits or mote than 10 stereo wire hits or IRol :=::; 2 cm; 

for trarks with IPI > E1,e0 m/4, 

• more than 12 axial wire hits or more than 10 stereo wire hits or IRol :=::; 1 cm. 

A "good" SIIC cluster is a SJIC cluster that: 

• has an energy Er1,,.. 1~r > 0.2 GcV 1 

wlierc Edu,!e:r is the energy of the cluster; 
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• has no single layer with an energy the is more than 95 % of E.,1i .. 1er (for 

clusters with Eduiur > 0.5 GeV); 

• does not overlap with CDC tracks or EduiUr > 1 GeV; 

• is in the angular region I cos 9d,uUr I ~ 0. 73, 
where 0,-1u,i~r is the angle between the duster and z-direction. This cut is 

nol applied to the data at Ji= 50, 52, 55, 56, 56.51 and 57 GeV. 

The CDC-SHC overlap cut is to eliminate SHC energy clusters produced by charged 

tracks. 

4.2.4 Final Selection 

In hadronic annihilation events, quark and gluon fragmentation results in many 

particle final states, where most of the initial center-of-mass energy is carried by 

those final state particles. Thus, hadronic annihilation events are charaterized by 

high particle multiplicities and a large visible energy. Fig. 4.1 shows an example 

of a typical hadronic event detected by AMY. 

Sources of background events include: 

l. Beam-Wall/Gas interactions, 

which are interactions between beam particles and the atomic nuclei of the 

material of the beam pipe, or with the residual gas molecules in the vacuum. 

2. Radiative Bhabha events (e+ + e- ..... e+ + e- + 1'), 
where the photon is converted into an e+e- pair in the material of the beam 

pipe, VTX, or ITC. 

3. r+r- events (e+ + e- - r+ + r-), 
where the final state r's decay into hadrons. 

4. Two-photon hadronic events (e+ + e- -----+ e+ + e- + hadrons), 

which produce hadrons via the process shown in Fig. 4.2. 

5. Cosmic ray events 
that procluce showers in the detector and fake high multiplicity events. 
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Figure 4.1: A typical hadrunic event observed by the AMY detector. 
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To reject these background events, we defined the final hadronic selection cri

teria as follows: 

(;) Neve ~ 5, 

where NcDc is the number of "good" CDC tracks. This cul rejects r+r

and radiative Bhabha events, which always have low multiplicity. 

(;i) E,;,/J. > 0.5, 

where the visible energy, E.,,,, is the sum of the absolute momenta of all 

"good" CDC tracks and the energies of all "good" SHC clusters. This cut 

rejects Beam-WalJ/Ga.s nents, where the energy cannot exceed ..,/8/2, and 

most two-photon hadronic events. 

(ii;J I}:; P, I/ E,;, < 0.4, 

(iv) 

where the momentum balance, }:P2 , is the sum of the z-components of the 

momenta. of all "good" CDC tracks and the z-components of the energies of 

all "good" SHC clusters (Edu,i.,,r·cos8d,utf,r}· This cut rejects two-photon 

hadronic events, whose momentum is not balanced because the scattered 

electrons are rarely detected by the barrel detectors. 

E { 
3 GeV for 50 and 52 GeV data. 

SHC > 
5 GeV for other data , 

where EsHc is the total energy deposited in the SH Ci energies of the "non

good" SHC clusters are included in the aum. This cut is lo adjust the effi

ciency of the second cut of the filter, EsHC > 2.8 GeV, which is done with a. 

preliminary SHC calibration. We used a 3 GeV cut for 50 and 52 GeV data. 

because when those data were :filtered a more accurate SHC calibration was 

available. 

We used slightly different set of cuts for different running periods. The differ

ences and the run periods that they correspond to a.re summarized as: 

HADCUT#l EsHc > 3 GeV, no cos Bdu,ter cut, no CDC curler cut 

for run periods #02 and #03; 
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HADCUT#2 EsHC > 5 GcV, no cos9c1u,l~r cut, no CDC curler cut 

for run periods #04 ,.., #08; 

HADCUT#4 EsHC > 5 GeV, lcos0c1u,r,,r] < 0.73, with CDC curler cut 

for run periods #09 "' #22 . 

HADCUT-#3 is HADCUT#,4 with an additional cut on the jet invariant mass for 

rdn:ting ,+,- backgrounds more efficiently; we did not use HADCUT#3 because 

we found that it rejects some real hadronic events. 

In Fig. 4.3, we show t11e distributions of the cut variables both for experimental 

nnd MC data. The data presented in the figure are selected with all cuts other 

than that for the variable being plotted. From these figures one can see that our 

choice of cut values elim.inates background events with a minimal loss of hadronic 

events. 

4.3 Background Estimates 

Computer-generated event displays of all events that passed ll1e final selection cuts 

wrrc scan11f'd hy physicists lo reject obvious backgrounds from beam-wall, radia

tivC' Bhahha, and cosmic ray events. Such background events are quite distinc

tivc and easily identified in the scan; examples events corresponding to thr three 

types of backgrounds listed above are shown in Fig. 4.4, Fig. 4.5, and Fig. 4.6, 

respectively. Low-energy charged tracks from beam-wall interactions are some

times misreconslructed so that they appear as high-momentum tracks that come 

frnm the beam-interaction point; occasiona.lly electronic noise results in fake high 

cucrgy SIIC clusters. The radiative Bhabha events that we removed have two 

high-momenta tracks overlapping the SHC clusters and low momenta tracks that 

often ruake nirlers. The charged tracks in cosmic ray events actually can be seen 

to originate outside of the CDC. Typically less than 2% of events that pass the 

final sr.lection criteria arc rejected as backgrounds by the scan. We assign 10% of 

this fraction (i.e., 0.2%) as the systematic error introduced by the scan. 

Otll('r types of background events: beam-gas interaction, "T+T- events, and 

two-photon hadronic evt·nts, arc not always distinguishable from hadronic events 

by a visual scan. The fraction of these background events in the hadronic event 

sample are estimated and subtracted as described in the fo1iowing. 

50 

' ' 

(a) 

,+ ,+ 

' 
,-

7 

(b) hadrons 

7 

,+ ,+ 

' ' ' ' 
7 • 

g 

(c) q (d) 
g 

,+ ,+ ,+ ,+ 

Fig,1re 4.2: Diagrams for two-photon hadron production processes (a) QPM, (b) 
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and cxamplt's of (c) 3-jet and (d) 4-jet multi-jet. 
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Beam~gas interactions can occur up- and down-stream of the beam interaction 

point. We estimated the magnitude of this background by changing the vertex cul 

on CDC tracks in the final selection criteria to select tracks that originate from 

outside the interaction point, i.e., region 15 cm< IZol < 30 cm . No events in 

thf' "pre-hadron" sample for J Ldt = 60.1pb- 1 passed this "off-vertex" selection. 

The corresponding 95% confidence-level Poisson upper limit (3 events) gives a 

rnntamination of 0.05%. Thus, the contamination of beam-gas events in the final 

hadron sample is deemed lo be negligible. 

Background conlaminalions from r+,-- and two-photon hadronic events are 

estimated using Monte Carlo simulations. Monte Carlo simulations of fake multi

hadron events originating from the e+e- - T+T- process generated by the pro

gram of Fujimoto and Shimizu (FS) \30] indicate center-of-mass energy dependent 

contaminations of 0.7-0.9%. For two photon reactions, we consider three pro

cesses: hadronic (Vector Meson Dominance model) [31], /'Y - 2 jets (Quark Par

ton Mod<'l) [:J2] and 11 - multi-jets [33]. Diagrams or these processes are shown 

in Fig. 4.2. These yield individual contaminations of 0.10~0.13%, 0.]5,....,0.18%, 

and 0.07--...0.08%, respectively. The background subtraction uncertainty for T~ T

protluction and two-photon processes is estimated to be 0.3%. This includes vari

ation bclwren different detector simulators, and the eITecls of the uncertainty of 

thP total cross section for two-photon processes. 

4.4 Detection Efficiency 

The detection efficiency for multiha<lron annihilation events is the product of the 

dd<'clor acceptance (fd~i) and the efficiencies of the event selection criteria (<,.1)) 

the lriggr.rs ((1.;11 ), and the data acquisition system (fdato)· 
The product of the detector acceptance and the efficiency of the event selection 

criteria (fd,c1 x '°•d) for 1nultihadron annihilation events, hereafter rderrc<l lo as 

c, was d(·tcrmined by mea.ns of a Monte Ca.rlo ,imula.tion. lfadronic events were 

g('ncratcd with the LUND JETSET Ver. 7.3 (LUND 7.3) [34) Parton Shower pro

gram (PS). The PS program generates showers of quarks and gluons in a c-ascade 

process where eac}i parton branches into two partons (q - q9, 9 - 99, 9 --4 qij) 

using branehing probabilities calculated in the leading logarithm approximation of 

QCD, as given hy the Allarelli-Pa.risi equations [36]. This cascade procce<ls until 
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the parton virtual ma.ss reaches a cut-off value (ta.ken to be 1 GeV), at which 

stage hadrons are formed by means o[ the string fragmentation (SF) model [37]. 

In the SF model, hadrons a.re produced from partons via the breaking of color flux 

tubes that are stretched between opposite color charges. Studies of the charged 

multiplicity, global event shapes, inclusive charged particle spectra, and particle 

flow distributions for the same events used for the results reported here show quite 

good agreement with the predictions of the LUND PS program [38, 39]. 

Events produced by the genera.tor arc passed through a series of Monte Carlo 

computer programs that simulate the response of the AMY detector. Electro

magnetic showers initiatcd by photons and electrons are modeled with the EGS4 

program [23] and hadron showers arc modeled by thc CHE1SHA7 program [40J. 

The drift chamber response is smeared with a resolution function determined by 

matching the track residual distributions for Monte Carlo events to those observed 

in the real data. The response of the detector elements is converted into a form 

identical to the a.dual data records. Simulated data and real data a.re subjected to 

the same analysis programs. We determine f: =: f:det X '°•d from the fraction of sim

ulated PS events that pass our event selection criteria. Approximately 2000 MC 

simulated multi-hadron events were scanned by physicists using the same accep

tance criteria used for the actual data sample. None of the simulated events were 

rejected. Finally, the f
1
S arc estimated to be f: = 0.649 for HADCUT#l, f = 0.644 

for HADCUT#2, and f: = 0.632 for HADCUT#4, with almost no dependence on 

Js in TRISTAN energy region. 

The detection efficiency is also affected by data recording failures (t:c1o10 ). For 

example, poor running conditions of the storage ring occasionally caused high volt

age trips that disabled the CDC for short periods of time without interrupting the 

luminosity measurement in the PTC or ESC. We have determined the number of 

Bhabha events in the SHC that have no corresponding CDC tracks because of these 

failures and also the number of Bhabha events in the PTC or ESC that occurred 

while the high voltage was off in more than 15 layers of the CDC. From these tal

lies we estimate that the detection efficiency should be decreased by 0.0-0.9% for 

data with center-of-mass energies other than 54, 63.6, 64 GeV. The fraction of data 

taking failures are estimated to be 5.0%, 6.0%, and 2.5% for 54 GeV, 63.6 GeV, 

and 64 GeV data respectively, which were taken under particularly poor beam 

conditions. 



57 

The tri1;gt>r efficiency is estimated by comparing the response of different, rc

.--1,rndanl, triggering systems as desr:ribed in 4.2.1. Since this is estimated to be 

better than 99.7%, no correction for trigger efficiency is applied lo the detection 

eflicienc-y. (i.e., f: 1~; 11 = 1.00.) 

The estimation of the ddeclion efficiency relies heavily on the MC simulations. 

As we mentioned above, we used LUND 7.3 with parton shower (PS) and string 

fragmentation (SF) for event generation. We also generated events with matrix 

element (ME) [3S] + SF and PS+ independent fragmentation (IF) [41] to estimate 

sd1rme and fragmentation dependence of f. We got 0. 7% difference in ME+SF 

and 0.9% di!Tf'rence in PS+IF from PS+SF. We assigned these differences as a. 

systematic error. 

Another source of systematic error in the determination of i:: arises from dif

ferences between the deteclor simulation and thC actual detector responses. For 

example, the energy distribution of SHC clusters in MC and real events has some 

,lisrrcpancy, even after carf'ful ca1ibrations. If we recalibrate the cluster energy in 

order to forre agtf'erncnt, which is rather unphysical since this results in a discrep

ancy in the energy or Bhahha events, 1: changes by about 1.0%. We use this as the 

systematic error due to the modeling of the response of the SHC. 

We also ("Slim ale the systematic error due to the choice of the selection criteria. 

We ,:hanged the cut values of the selection criteria ( Neve, Eu;./ J;, IL P~ I/ E,,;., 

an,l Esnc), applied them to both real events and MC uents, and determined how 

it r,hanged the Il-values. By summing up the variations due to the changes of four 

variables, we estimated the error due to the selection criteria to be 1.5%. 

4.5 Radiative Corrections 

As described in Cha.pt. 2, the R value is defined to contain only the Horn-term 

cross section in electro-weak sector, but includes all higher-order QCD processes. 

Experimentally, we cannot separate higher-order processes involving radiative pho

tons (e 1 e- ...... qq t 1'(+1"···)) and/or virtual effects (loop diagrams) from the tree 

lcvl'I processes. Thus, we need to rlclermine the radiative correction factor 1 + 6, 

which relates the f111l, measured, rross section rT/ull, which includes all higher-order 
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processes, to the Born cross section rTBorn as 

u1..,, =us~.· (1 + 5). ( 4. 2) 

The radiative corrections a.re calculated order-by-order. Complete calculations 

have been performed up to O{a3
), i.e., first order corrections to the tree level 

process. O(a4
) cro5s 5edions a.re a1so calculated for some special diagrams. 

The radiative corrections ca.n be categorized into two parts, photon bremsstrahlung 

and virtual corrections. The bremsdrahlung diagrams are obtained by adding a 

rea1 photon to the external lines of the lowest-order diagrams as shown in Fig. 4.7 

(a) and (b). The5e diagrams and interference between them give O(a3
) contribu

tions. The virtual corrections are obtained by adding loops to the internal lines 

(vacuum polariiation), or adding internal ga.uge boson lines to external lines (ver

tex corrediofl5 and box diagram,) as shown in Fig. 4.7 (c) ....... (i). These diagrams 

are of O(a 4
) but their interference with the lowest order diagrams give O(a3

) 

contributions. 

Virtual QED corrections with an additional virtual photon line added to the 

lowest-order diagrams diverge ask:= E.,/Ei...0 m---+ 0, where E., is energy of the 

photon and E1,eam is the beam energy. Photon bremsstrahlung corrections also 

diverge both at k --+ 0 and le --+ 1. Soft photons with le '.'.:'.' O are not detectable 

because they are emitted along electron or positron beam and escape to the beam 

pipe, and/or have energies which are below the detectable level. Therefore, the 

bremsstrahlung corrections are split into two parts, an infrared divergent/non

detectable 11soft" photon part, and a finite/detectable uhard" photon part. The 

divergences from the virtual corrections arc exactly cancelled with the le ---+ O 

divergences from photon bremsstrahlung. Thus, only the divergence as k --+ l 

in the hard photon bremsstrahlung remains. This divergence occurs because the 

effective center-of-mass energy squared, a'= a(l - le), approaches zero, where the 

hadronic cross section diverges as 1/tt'. Since hadronic events must have at least 

two pions in the final stale, the maximum va.lue of le is 1 - 4m!/a, and there is, 

in fact, no divergence. Moreover, events with k :::- 1 cannot pass the hadronic 

selection criteria because of the large amount of energy carried by the radiative 

photon. Therefore, the hard photon radiative corrections also remains finite. We 

set kma.~, the maximum va1ue of le, lo 0.99 since the probability for events with 

k > 0.99 to pass the hadronic event selection cuts is negligible. 
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We compared the results of three programs for calculating radiative corrections: 

LUND JETSgT Ver. 6.3 (LUND 6.3), Fujimoto-Shimizu (FS) [30], and ZSIIAPE 

[42]. LUND 6.3 includes radiative correction& using methods developed by Berends, 

Kleiss and Jada.ch (BKJ) [43] as well as LUND 7.3, which is used to determine the 

detection efficiency. The BKJ calculation includes initial &late radiation, initial 

slate verlf'X corrections for both "Y and zo propagators, and QED vacuum polar

ization terms ( (a),(c), and (e) in Fig. 4.7), but does not include all box diagrams, 

nor the full electroweak vertex corrections and vacuum polarization terms. The 

BKJ calculations have been widely used by many PEP and PETRA experiments. 

The FS program includes complete electroweak radiative corrections of O{a3
) ( 

(a)-(i) in Fig. 4.7). We used the FS calculalion iu our previous analyses [44]. 

ZS II APE omits box diagrams and interferences of real photon bremsstrahlung1 

hut includes some of higher order correclions. In ZSHAPE, radiative corrections 

are categorized into two parts, QED corrections (5QED) and electroweak correc

tions (6Ew). The QED corrections consist of real photon bremsstrahlung and 

vertex corrections for virtual photons ( (a)-(d) in Fig. 4.7), while the electroweak 

corrections consist of vertex corrections for weak propagators and vacuum polar

izations of both -y and zo propagators ( (c),(h),and (i) in Fig. 4.7). Then ZSHAPE 

program calculates radiative corrections as 

l + 6zsHAPE = (1 + 6ow)(l + 6,w), ( 4.3) 

while FS calrnlales them as 

1 + 5Fs = 1 + 5QED + 6Ew . ( 4 .4) 

The cross term, 6QED"5Ew, corresponding to higher order corrections, results in a 

few percent difference between ZSHAPE and FS. Additiona1ly, ZSHAPE includes 

O(a2 ) corrections to initial state (Fig. 4.7(j}) and exponentiated expressions for 

initial and final radiation. The exponentiation is a technique to handle the in

frarl'd divergences of both real and virtual QED corrections. In soft photon limit, 

infinite number of real and virtual photons are emitted, These contributions ran 

be "t·xponentiated" by summing up leading term of each order without explicit 

higher order calculations [45]. 

1Th" 11.ulhors or ZSHAPE da.im lhcir contribulion is onler of 0.1%~0.2% in the energy range 

oC PF.:I', l'ETRA, TRISTAN, and LEP. We assign 0.2% as a systematic cnor 
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The radiative corrections arc strongly dependent on the Z0 boson mass (Mzo ), 

the top quark mass ( Mt), and the Higgs boson mass (M Ho). We chose these masses 

as Mzo = 91.16 GeV, Mt= 150 GeV, and MHo = 100 GcV, respectively. 

Calculations of the radiative correction factor for k,,,_ = 0.99 by the three 

programs described above arc shown in Fig. 4.8 as functions of center-of-mass 

energy. ZSHAPE is used in two different ways. One is for O(a3
) including the 

cross Lerm 5qev·5Ew- The other is for the higher order corrections including initial 

state QED corrections of 0( a 2 ) and exponentiations of both initial and final state 

QED corrections. BKJ is also used with two different set of parametrizations, the 

default one and Mzo = 92 GeV, Mt= 45 GeV, and MHu = JOO GeV, a typical 

set of values in pre-LEP days; publications from PEP and PETRA used similar 

parametrizations. This figure shows that ZSHAPE gives results for 1 + 5 that are 

higher than those from FS by 2.1 ...., 2.5% (for O(a3
)) or 2.7 ...., 3.3% (for higher 

order corrections). 

Therefore, the R va.luc results arc lower by a few percent if ZSHAPE is used 

instead of FS. However, what i1 really needed for the R value calculation is not 

1 + 6 itself but the quantity f{l + 6). Even if 1 + 5 is large at very high k, where 

f is small, £(1 + 6) docs not change. To see this effect clearly, we introduce the 

new k-dependent variables i:(k), the product of detector acceptance and efficiency 

of the selection criteria, and 8(1 + 6)/Bk = u(k)/uaorn, the differential radiative 

correction, for events with radiative photon energy k · EHarn· These are related to 

£ and 1 + 5 as 
J.'••• ,( k )u( k )dk 

£ = I 

J.'""" u(k)dk 
( 4.5) 

1+6=1'·""8(1+6)dk=1'""" u(k)dk. 
O 8k O tTfiorn 

(4.6) 

Figs. 4.9 R.nd 4.10 show £(k) determined using LUND7.3 and 8(1+6)/Bk calculated 

by ZSHAPE. In the determination of the R value we make the replacement 

(4.7) 

Hereafter we refer lo the two forms e.s £ • {1 + 6) and Jf(l + 6). They are identical 

when we use same radiative corrections to determine£ and l + 5. However, in our 

case, we use LUND7.3, which adopts BKJ ca.1culation, to estimate£ but ZSHAPE 

for calculating l + 6
1 

and we need to use /E(l + 6) as 1:{l + 6). In our previous 
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Radiative- c.orrection factors for kmu = 0.99, ca1culated by BKJ {short-dashed line 

with Mzo = 91.16 GeV and M1 = 150 GeV, long-dashed line with Mzo = 92 GeV 

and M, = 45 GeV); FS {solid line)i and ZSHAPE (dot-dashed line for O(a3
), 

dottt'd line for higher order corrections and exponentiatons). 
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analyses [44], we used LUND6.3 for f and FS for 1 + 6 but simplly multiplied them 

to get , · (! + 6) a, ,( l + 6). 
The results of the calculation of E{ l + 6) are shown in Table 4.3 for different 

center-of-mass energies. One ca.n 11cc that the JE(l + 6) values are lower than 

E · (1 + 6) values at ,/a< 63.6 GeV, almost ca.nceling the differences between FS 

and ZSHAPE al energies around 58 GeV, where most of our data are taken. In this 

study, we assumed that t:(k) only depends on k a.nd not on the virtual corrections 

because virtual correc;:tions do not change the topology of events. This assumption 

insures the validity of using LUND7.3 lo estimate t:(k). It i,, in fact, not true when 

we consider the higher order corrections of ZSHAPE, which includes multiple real 

photon emission. We use /t:(1 + c5) for O(o3
) to calculate R values and assign the 

difference from the higher order corrections(::::: 0.2%) a& a systematic error. 

In the following chapters, we use published data from other experiments in PEP, 

PETRA, and TRISTAN. Their radiative corrections arc not calculated as same as 

we did above. We correct data of other TRISTAN groups, TOPAZ and VENUS, 

by assuming the shapes of their t'(k)'s are same as that for the AMY detector. We 

also need to correct PEP and PETRA data using radiative corrections ca1culated 

by ZSHAPE. However, we need to have simulators of their detectors to follow the 

procedures that we used for AMY. Fig. 4.8 shows that the differences between 

BKJ and FS are small in their energy range even if pre-LEP parameters a.re used . 

AdditionaUy, the difference between FS and ZSHAPE tends to be canceled when 

we calculate t:(1 + c5) as we have seen in the c&Jie of AMY. Thus, we decided not 

to correct PEP a.nd PETRA data for ZSHAPE's radiative corrections. We verified 

this by simulating hadronic events in AMY detector at PEP and PETRA energies. 

To calculate I + c5, we use a top quark ma.s1 of 150 GeV; if we use M1 = 
100(200)GeV, the mull& change by +0.4%(-0.6%) at J, = 60 GeV. For the 

Higgs-boson mass we use 100 GeVj if we take it to be 50 (1000) GeV, the results 

change by -0.1%( +0.3%) a.t ,Ji = 60 GcV. These variations are smaller for 

the lower center-of-mass energies. We assign 0.7% as a systematic error due lo 

uncertainty of M 1 and MR. 

There is another uncertainty in the calculation of the hadronic vacuum polar

ization due lo the unknown masses of the light quarks (u and d). We varied the 

light quark masses over a reasonable range and estimated the systematic error to 

be 0.4%. 
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Figure '1.9: Detection efficiencies (f.,.,r X 1:.d) as a function of k, the energy of 

the inilial state radiative photon normalized to the beam enngy, estimated with 

LUND 7.3 al Ecu ~ 58 GcV. 
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Figure 4.10: The differential radiative correction factors as a function of k, calcu

lated by ZSHAPE with O(a3
) corrections. 
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y0, FS ZSIIAPE 

(G,V) ' 1 + 5 ,,(1 +5) 1 + 5 , · (1 + 8) J,(l + 8) 
------- -- --· 

,\0 0.649 1.3:16 0.867 1.365 0.885 0.856 
-------- ---- ----- ·--· 

52 0.649 1.329 0.862 1.357 0.880 0.853 
--- --- ---

51 0.632 1.320 0.834 J.346 0.851 0.829 

55 0.644 1.314 0.847 1.340 0.864 0.842 

56 0.644 1.307 0.843 1.333 0.859 0.840 

56.5 0.644 1.304 0.841 1.329 0.857 0.839 
,. ----

57 0 644 1.300 0.838 1.325 0.854 0.837 

58 0.632 1.293 0.817 1.316 0.832 0.818 
--·-------

58.5 0.632 1.288 0.814 1.312 0.829 0.817 
---

59 0.632 1.284 0.811 1.307 0.826 0.815 
-------- ·-

59.05 0.632 1.283 0.811 1.306 0.826 0.815 
-

60 0.632 1.274 0.805 1.296 0.819 0.811 

60.8 0.632 1.266 0.800 1.287 0.814 0.808 
--- -

61.4 0.632 1.260 0.796 1.280 0.809 0.806 

63.6 0.632 1.233 0.779 1.251 0.791 0.795 
--I-----

64 0.632 1.228 0.776 1.245 0.787 0.793 
------

Table 4.3: A summary of the calculations of E(l + 6) in three different ways. 

ZSIIAPE is used with O(o3
) corrections. 
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We set k,,. ... ,., = 0.99 instead of 1- 4m!/"' := 0.99998, mainly to save computer 

time. To check the validity, we simulated 1,000 events for 0.99 < le < 0.999 

and determined f for these events to be 0.016 ± 0.004. Radiative corrections for 

0.99 < k < 1 - 4m!/a arc calculated to b( 

11-4m\/• 8(1 + 5) 
-/Jk dk = 0.1562 

DJHII 

by ZSHAPE at,/&= 58 GcV. Thus, Llt:(l +5) is estimated to be 

/l-<m!/• ,(k/(l{)+k 5) dk < 0.0025, 
Jo.99 

(48) 

( 4.9) 

since t:( k) is even smaller for le > 0.999. This contribution is about 0.3% of 1:( 1 + 6) 

for kma~ = 0.99. We include this in the sy&lcmatic error as well. 

4.6 Systematic Errors 

All energy-independent systematic erron; mentioned above a.re listed in Table 4.4. 

By adding them in quadrature, we estimate the overall normalization error to be 

±3.5% fo, AMY 1.0 and ±2.8% fo, AMY 1.5. 
The energy-dependent sy&lcmatic errors (point-to-point systematic errors) con

sist of the errors associated with the luminosity measurement and the data-recording 

failures (Ec1o,.1). The luminosity errors arc due to the statistics of the number of 

BhaLha events and the systematic error for correction of dead sections of PTC and 

ESC. The error of fdaJa is due to the statistics of Bhabha events detected by SHC, 

PTC, or ESC, we used to estimate Eda••· The point-to-point systematic errors are 

summarized in Table 4.5 for each run period. 

4.7 Results 

The results of the R measurements arc summarized in Table 4.6. The errors listed 

with the R values are point-to-point errors, i.e., the statistical errors and the 

point-to-point systematic errors. There is additional overall normalization error of 

3.5% for AMY 1.0 and 2.8% for AMY 1.5. The R,M.,.. 11 values arc the theoretical 

predictions for Mzo = 91.173 GcV, sin1 8w = 0.2259, and Ac:)5 = 0.175 GeV [47]. 

The R values for the 50-61.4 GeV data (except 58 GeV data) are slightly different 
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Table 4.4: A summary of the overall normalizalion systematic errors. 
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point-to-point systematic erron (%) 

.fi Luminosity Data Recording Total 

(GeV) Statistics Dead Section Failure 

50 2.5 0.0 +o.94 2.8 -0.00 

52 I.I 1.7 0.13 2.2 

54 3.2 0.8 0.56 3.4 

55 1.2 0.0 0.17 1.4 

56 0.9 0.0 0.15 1.1 

56.5 2.2 0.0 0.90 2.5 

57 I.I 0.0 0.34 1.3 

58 0.2 0.01 0.01 0.2 

58.5 2.0 0.0 0.08 2.0 

59 2.8 0.0 0.11 2.8 

59.05 2.6 0.0 +0.15 2.6 -0.00 

60 1.2 0.0 0.08 1.3 
~-

60.8 1.5 I.I 0.o7 1.9 
-· 

61.4 1.2 0.6 0.09 1.4 

63.6 2.4 0.0 0.41 2.4 

64 1.6 0.0 0.18 1.6 

Table 4.5: A summary of the point-Lo-point systematic errors. 
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from previously reported results [44], reflecting the different scheme of calculating 

,(I+ 6). 

The R measurements are shown in Fig. 4.11, where the solid line is the the

oretical prediction. Here, the error bars in the figure represent total statistical, 

pnmt-to-point systematic, and overall normalization errors added in quadrature. 
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.,r, f Ldt N.,., """ 
(GeV) (pb-') N.deded TT 27 , .... ,(1 + 6) (pb) R Rt1,eor11 

50 0.636 88 0.7 0.3 1.000 0.856 34.7 4.60 ± 0.51 4.21 
'-------

52 3.976 482 4.3 1.6 0.997 0.853 32.1 4.38 ± 0.22 4.32 

54 0.531 61 0.5 0.2 0.950 0.829 29.8 4.84 ± 0.65 4.47 

55 3.266 368 3.0 1.3 0.997 0.842 28.7 4.62 ± 0.25 4.56 

56 5.993 727 5.4 2.4 0.996 0.840 27.7 5.18 ± 0.20 4.65 

56.5 0.994 123 0.9 0.4 0.997 0.839 27.2 5.38 ± 0.51 4.71 
. 

57 4.398 492 3.9 1.8 0.997 0.837 26.7 4.96 ± 0.24 4.77 

58 60.826 6053 51.1 23.1 0.998 0.818 25.8 4.66 ± 0.06 4.89 
--

58.5 0.801 89 0.7 0.3 0.998 0.817 25.4 5.31 ± 0.58 4.96 
. 

59 0.721 80 0.6 0.3 0.997 0.815 25.0 5.41 ± 0.63 5.03 
--

59.05 0.504 68 0.4 0.2 1.000 0.815 24.9 6.59 ± 0.82 5.04 
--

60 3.551 405 2.8 1.4 0.993 0.811 24.1 5.81 ± 0.30 5.20 

60.8 3.481 368 2.7 1.3 0.995 0.808 23.5 5.53 ± 0.31 5.34 

61.4 4.287 431 3.3 1.6 0.991 0.806 23.0 5.40 ± 0.27 5.46 
.. 

63.6 0.440 41 0.3 0.2 0.940 0.795 21.5 5. 74 ± 0.92 6.00 
~ 

64 l.097 111 0.8 0.4 0.975 0.793 21.2 6.11 ± 0.59 6.12 
------·- ----- -- ------ ----

Table 4.6: A summary of R values. Here Rt1,eaP" is the prediction of the standard 

model with Mzo = 91.173 GcV, sin 2 9w = 0.2259, and A~)
5 

= 0.175 GeV. Only 

slatistic:al errors and point-lo-point systematic errors are shown with R values. 

Overall normalization error is 2.8% for 58 GcV, 63.6 GeV, and 64 GeV, 3.5% for 

data at other energies. 
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Fi!!;UT(' 1. l l · The A MY Tt'Sults for R values {solid circles) togdl1er with pr<"viously 

reporlecl Tt'sults al low('r energies. The error bars indudc slillistical and sy~kmatic 

errors. Tl1e data from the olht"r ('Xperimf'nls are comhincd for display purposes. 

The solid curve i~ the standard mo1lel pr<"dictiou for Afzo ·- 91.17:I C:cV, sin 2 Ow,.,_. 

0.1259, and A~\= 0 175 GeV. 
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Chapter 5 

The Di-lepton Cross Section 

In this chapter, the experimental techniques for selecting di-lepton events (e+e- -1 

,,+,i- aud e+e- ---+ T+r-) and determining their cross sections are summari:i.e.d. 

Delails of this analysis are provided in Ref. [46] 

5.1 The Di-muon Event Selection 

Di-muon events detected by the AMY detector have a simple topology, namely 

two back-lo-back high momenta tracks, each with approximately the beam energy. 

The SBC energy signa1s should be consistent with minimum ionizing particles, and 

the hits in the muon chambers consistent with the extrapolated locations of the 

CDC tracks. Events are triggered by various combinations of ITC track segments, 

CDC track segments, and SHC energy signals. The triggers are enabled during the 

heam crossing time (Beam Gate), and for an equal time interval starting midway 

between the beam crossing (Cosmic Ray Gate). The gale during which the event 

occurs is recorded in the data record. Events that occur during the Cosmic Ray 

Gate arc lrea.ted as same as those that occur during the e+e- crossing time and 

provide a direct measurement of the level of cosmic ray induced backgrounds. 

In addition to cosmic rays, possible sources of backgrounds include: Bhaliha 

events, two photon processes e+e----+ e+c-µ.+µ- of which the final state e+e- are 

not detected, r+ r- events where the -r's decay into muons, and radiative processes 

e+ e- --• JL-t µ,-;. To eliminate tl1cse backgrounds, we apply the following selection 

criteria: 

-
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(i) Neve '.S IO, N,..., enc ? 2 

where Neve is the number of CDC tracks and N,,oot1 eve is the number 

of "good" CDC tracks which satisfy IRol S 0.5 cm, IZol S 3.0 cm, and 

p ~ 0.2EcM- Note, the definition is different than that for the hadronic 

evenl seleclion. 

(ii) Ma,-p > 0.25EcM, 

where Max-pis the momentum of the most energetic track. 

(iii) 00001 :> J70', 

where Bacol is the opening angle between two tracks. 

(iv) Esnc :'.S O.SEcM, E~';:. S O.lEcM, Maz·Ed.:~' S 0.5EcM, 

where Esnc is the total energy deposited in the SHC, E;t:. is the energy of 

each shower duster matching to the CDC track, and Max-E;'i~~1 is the energy 

of the most energclic shower cluster not matched to the CDC tracks. 

(v) N,? 2, 

where Nµ is the number of the muon chamber hits matching to the CDC 

tracks. 

(vi) 0 ns < T µ < 35 ns, 

where T" is the lime of the muon counter hits relative to the beam crossing 

lime. 

(vii) -14 ns < Lff,.. < 20 ns, 

where 6.T,.. is the time difference between the two muon counter hits. 

(viii) -25 ns < T1Tc < 25 ns, 

whr:rc Tire is lhe time of the ITC hits relative to the beam crossing time. 

Most Hhabha-induced backgrounds are rejected by criteria (iv) and (v); two 

photon and r+r- events are eliminated by criteria (ii) and (iii), radiative di-muon 

<'V<'nls are rejected hy criterion (iii), and cosmic ray t"vents are reduced by crieria 

(i), (vi), (vii), and (viii). AU events satisfying these selection criteria arc visually 

scanned by physicists lo remove obvious background ev<'nls. Of all selected di

m1m11 candidates, events satisfy I cos8/ < 0.7071 are used for the following analysis. 
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The fraction of background events that survive all selection criteria in the 

sample o( the di-muon candidates is estimated as follows. The fraction of cosmic 

ray events is measured directly from the number of events passing the selection 

cuts that occured during the Cosmic Ray Gale. This corresponds to 4.9% of the 

final event sample that occured during the Beam Gate. We estimated the level 

of Bhabha backgrounds by checking the probability for tracks in the fin11.l selected 

Bhabha sample to match to muon chamber hits. This shows that the probability for 

Bhabha events to fake di-muon events is negligible. The background fraction due 

to each of r+r- and e+e-µ+µ- processes ii!i estimated to be about 0.2% from Monte 

Carlo simulations of these processes. The radiative processes ~+e- -+ µ+ µ-/ can 

not be separated from the Born process in the soft photon limit. This effect is 

treated by the radiative corrections. 

After the selection cuts, 510 events arc i!iclected for the integrated luminosity 

o[ J Ldt = 32.60 pb- 1 • 5.4% of these events are estimated to be backgrounds. 

5.2 Di-muon Cross Section 

The dilTerenlial cross section for the tree-level di-muon process is obtained from 

the relation 
du 
drl 

NHfcckd - Nu,, 
-2-~---Ll.-co-,~6~-e// · (! +-5~)--~J~L7dt' 

wl1ere the definitions of variables are same as in eq. (4.1) fo, 

(5.1) 

the hadrouic cross 

section, except that here the number of selected events N,dcdcd, the number of 

backgrounds N~i..
11

, the detection efficiency eff, and the radiative corrections 1 + !J 

are determined separately for each cos8 bin. We divide the range I cos DI < 0.7071 

into 12 bins, which results the bin size of Llcos 9 = 0.1178. 

The detection efficiency is the product of the selection efficiency which can be 

estimated with Monte Carlo simulations (t..,1) and the trigger efficiency (f1ri11 ), the 

efficiency of the vertex cut (t:.,crt.,,.), and the efficiency of the muon chambers and 

counters (t:Muo). The efficiency of the data acquisition system {fdala in hadronic 

selection efficiency) is accounted in Eirig· f,cl is the efficiency for real events to 

pass the selection criteria (ii) through (v), which can be reproduced in the MC 

simulation. This is estimated to be about 0.75 for I cos DI< 0.7071 using MC events 

generated by the FS program with full O(a3
) electroweak radiative corrections. 
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Tht': trigger efficiency is calculated with Bhabha events that are triggered by SHC 

triggers that are totally independent of the triggers used for di-muon events. These 

events havl' the same charged track topology as di-muon events and can be used 

to monitor the efficiency of the charged track triggers. In this way, we measure 

fi,;
11 

= 94 '1% ....., 98.7% for I cos 9! < 0.7071 for diffcrnet center-of-mass energies. 

Bhahha events are also used to determine that the vertex cut efficiency is 94.9% for 

icos01 < 0.7071. Cosmic ray events se.tisfying I.Roi :'.S 0.5 cm, IZol '.S 1.0 cm, aud 

Pfra.d, ~ 1 GeV, are used to estimate fMUO· We obtained the chamber efficiency 

of 0.990.....,0.995 for different cos 9 bins and the counter efficiency of about 0.967 for 

outer-most bins (0,5893 < icos81 < 0.7071) and 0.998 for other bins. 

The radiative correction factors 1 + S's a.re also calculated by the FS program. 

In the case of di-muon events, the cross term 6qED · 5Ew and the higher order 

rnrrections discussed in Section 4.5 are negligible because the 170° opening-angle 

cut rejects most hard-pl1oton radiative processer.. 

The di-muon differrnlial cross sections for the combined data for all energies 

arc shown iu Fig. 5.1. 

5.3 T Decay Modes 

Final state 7 leptons produced in the reaction e+e- ___. 7+7- decay into light 

leptons or quarks via the weak interaction processes shown in Fig. 5.2 with a 

lifetime of,.._, 3 x 10- 13sec. In this figure, de is the Cabibbo-rotated down quark 

(5.2) 

where Br is the Cabibbo angle. Note that only the production of u-, d-, and s

quarks is encrgdic:ally allowed. Therefore, what we observe in our experiment are 

the decay products of r's (e±, µ±, or hadrons) collimated in the direction of flight 

of the parent r's. 

The branching ratios for various decay channels are listed in Table 5.1 \47]. It 

is us('"ful to classify the decay channcls by the number of charged particles among 

the decay products. A decay into n charged particles and an arbitrary numbers 

of neutral particles is called a "n-prong" decay. The branching ratio for 1-prong, 

3-prong, and 5-prong decays are expected lo be [47]: 

/IR(I-prong) = 85.94 ± 0.23 % 
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Figure 5.1: The differential cross section for e+e- ___. µ+ii- process. Data for all 

energies are combined. 
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Figure 5.2: A Feynman diagram of T lepton decays. 

Decay Channel 

T -----1 h-271"0 v,,. 

BR(%) 

17.85 ± 0.29 

17.45 ± 0.27 

12.47 ± 0.35 

23.4 ± 0.6 

9.0 ± 0.6 

l.R ± 0.6 

8.0 t 0.3 

5.2 ± 0.4 

79 

Tahh· S.I. Th<' world avrragc of T branching ratio. Herc, his a d1arged hadron 

am! N is a 1i.·ul,ral parlicle. 

BR(3-prong) 

BR( 5-prong) 

14.06 ± 0.20 % 

0.11 ± 0.03 % . 
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(5.3) 

The number of 5-prong decays is negligible 11.nd we concentrate on detecting 1-

prong and 3-prong T lcplon decays. 

5.4 7+7- Event Selection 

As we saw above, the final states for .,.+.,.- events have low charged multiplicity 

(typically, less than seven) and the charged tracks tend to have high momentum. To 

separate these events topologically from hadronic events, which have high charged 

multiplicities, we select only 1-vs .-1 topology events, in which both of two T leptons 

decay into I-prong's, and l-vs.-3 topology events, in which one T decays into a I

prong while the other T decays into a 3-prong. Two-photon hadronic events have 

low charged multiplicities but can aho be separated from T+T- events because 

their tracks have low momenta. However, l-vs.-1 topology events arc difficult to 

separate from radiative electroweak processes, such as e+e- ----t e+e--y ande+e- ----t 

µ+µ--y, where the radiated photons arc undetected, or two-photon no-tag lepton 

pa.ir productions, such as e+e- ----t e+e-e+e-, e+e- ----t e+e-µ+µ-, and e+e- ----t 

e+cT+T-. We do not attempt to select l-vs.-1 topology events in which both r's 

decay into same species of lepton in order to reduce these backgrounds. These 

topological cuts result 91.8% coverage of all r+T- events. 

The criteria we applied to select .,.+r- events a.re as follows: 

(i) Ncoc :-::; 10, N11oot1 coc ~ 2, NcDc - N11"°" CDC :-::; 2, 

where NcDC and N11oo,1. CDC are the numbers of CDC tracks and "good" CDC 

tracks, respectively. The conditions of good CDC tracks are llt:il ,S 2.0 cm, 

IZol ,S 5.0 cm with the momenta p ~ 0.5 GeV. For the case where there are 

only 2 tracks in the event, tighter conditions IRol ,S 0.5 cm, IZol :-::; 3 0 cm, 

and p :.:'. 2.5 GeV a.re applied. 

(ii) Maz·p :> 1.0 G,V, 
where Max.·p is the momentum of the most energetic good CDC track. 

(iii) I l:QI <: 2, 

where L Q is the sum of charges of good CDC tracks in the event. 
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{iv) Es11c ~ O.BEcM, Max·Ed.,, ~ 0.45EcM, E E;t:. ~ 0.6EcM, 

where Esnc is the total energy deposited in the SHC, Max-Edu., is the enr:rgy 

of the most enr:rgetic cluster in the SHC, and E E~h:. is the energy sum of 

the clusters matched with the CDC tracks. 

(v) E.,,(.fi:;, 0.2, 

where E.,;, is the visible energy defined in 4.2.4. Momenta of the good CDC 

tracks and ent"tgies of the "neutraP' SHC dusters, which do not malch with 

thr: CDC tracks, are used. 

(vi) I I: P,1/ E.,. < 0.4, 

where E P~ is the momentum balance defined in 4.2.4. Also, only the good 

CDC tracks and the neutre.l SHC clusters are used. 

(vii) N,(jd) <: 1, 

where N.,(jet) is the number of jets containing one or more tracks identified 

as dedrnns hy overlap of the CDC tracks and the SBC clusters. 

(viii) Na(Jd) <: 1, 
where N,,.(jet) is the number of jets containing one or more tracks identified 

as muons. 

(ix) Njd = 2, N.i,.r 11 Incle = O, 

where Njd is the number of jets in the events and N,,or11 1,-,.d, is the number 

of "slra.y" tracks which are good CDC tracks falling outside the 30 degree 

jet cones. 

(x) The event must have 2 tracks or jeh with I cos Bl$ 0.73. 

(xi) 160° $ B;d-;~, $; 179.5°, 

where (Jjd-Jrt is the opening angle between the two jets. 

Barkgrounds from hadronic events are rejected by criteria (i) and (ix). Criteria 

(v), (vi), and (xi) remove two-photon events. Di-muon evf"nts as well as cosmic 

rays arc eliminated by criteria (viii} and (xi). Bhabha events, which are the most 

serious source of backgrounds, a.re rejected by criteria (iv), (vii), and (xi). After 

aJI selection criteria, a. visual scan is carried out to remove obvious backgrotrnds. 

B2 

Source Rate(%) 

hadronic event 0.4 

Bhabha 0.3 

di-muon 0.4 

c+e-e+e- 0.7 

e+e- µ+ µ- 0.2 

e+c-r+,- 0.9 

cosmic ray 0.7 

Total 3.6 

Table 5.2: The background rate for each source. 

Of all selected,+,- event candidates, cvent6 satisfy I cos Bl < 0.7071 are used for 

the following analysis. 

In the data sample for the integrated luminosity of J Ldt = 32.60 pb- 1
, 380 

events passed e.II of the selection criteria and the visua1 scan. The fractions of 

the background events that remain in the final sample are estimated using Monte 

Carlo simulations of the various processes and cosmic rays events triggered in the 

Cosmic Ray Gate. The results a.re shown in Ta.hie 5.2. The sum of all backgrounds 

is estimated to be 3.6% of the selected T+r- events. 

5.5 

The differential cross section for e+e- -t ,+T- is calculated in the same way 

as di-muon process using eq. (5.1). We also use the same cos9 bin size (i.e., 

L'.co,O ~ 0.117B). 

The detection efficiency for ,+T- events is lhe product of €,e, and E1rig as defined 

in Section 5.2. 
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The detection efficiency 0£ the selection criteria is small compared Lo thal for 

hadroni(" and di-muon events because of the sevf'.:rc criteria that are applied lo 

suppress backgrounds. t: 1.,1 is estimated to be about 0.45-0.47 for I cos Bl < 0.7071 

using Monte Carlo i;;imulatcd events generated by the FS program. Triggers for 

r+r- events are primarily generated by two independent trigger sources: combi

nations of ITC and CDC track triggers, a.nd SHC energy triggers. The trigger 

efficit'nry ( t:1r; 11 ) is estimated using the selected -r+r- event sample by 

(5.4) 

when· A, S, X, and Sn X are the numbers of all events, events triggered by 

thf' SIIC, events triggered by the ITC and CDC, and events triggered by both 

of the two sets of triggers, respectively. We measure f 1~;11 = 99.2% ......, 100% for 

I cos 81 < 0.7071 for different center-of-mass energies. 

The radiative correction factor, 1 + 6, is calculated by the FS program. As in 

the di-muon c:ase, the effects or higher order terms are negligible. 

The cltfferential cross sections for e+e- --+ -,-+-,-- for the combined dala from all 

ent'rgies are shown in Fig. 5.3. 

5.6 Results 

The R values (R11's) and the forward-backward charge asymmetries (Au's) for di

muon and -r+-r- processes are calculated by fitting the differential cross sections to 

formula (2 31). The results are listed in Table 5.3 together with the predictions or 

the staml.trd model. The two errors listed are the statistical error and systematic 

error. The systematic errors in R11's arc dominated by the uncertainty in the 

luminosities, background estimations, e.nd detection efficiencies. The systematic 

errors in Au's are dominated by the uncertainty in 8 dependence on the detection 

cni1·ic11cirs and background estimations. 

Fig. 5.4 and Fig. 5.5 shows plots of R""' R,.,., A""' and A.,..,. together with 

slan,lard model predictions. The error bars represent the statistical and systematic 

errors adder\ in quadrature. 

84 

T+ T- Diff. Cross Seclion 

6 

e+e- -> T+T .Js 57.73 GeV 

5 

Sle.nderd Model 
' I ' ... 

' "' 4 
' f .0 ' p. 

' 
-- Filled VeJues 

N ' > 3 ' " ' 3 ' ' 
C T' 'O 2 '-b 
'O - - - --

0 '---'-~-'--~--'-~-'--~--'-~-'--~--'-~-'-~~~~~~ 
-1 -0.5 0 0.5 

cos(0) T 

Figure 5.3: The differential cross section for e+e- --+ -r+-r- process. Data for all 

energies are combined. 
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.J, f Ldt 

(GeV) (pb-') N • .,1 .. c1.,r1 
----

52 3.98 80 
------

55 3.27 49 

56 5.99 106 
----·-

56.5 0.99 26 
-------- ·--· 

57 4.40 74 
·--·-··-- -· 

58.73 2.66 41 
------

60 3.55 50 
----

60.8 3.48 57 
------ ------·--
61 4 4.29 
- - - - ---

-
dt JL 

(GcV) (pb _,) 

52 

55 
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57 
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5. 

0. 

4. 

58.73 2. 

--

98 
---
27 
-· 

99 

99 

40 
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66 
---
55 

53 
--·--

N,d .. ctcd. 

64 
··--· 

40 
···--

67 

8 

56 

28 

37 

R._ 

LI 1±0.13±0.03 

0.88±0.13±0.02 

1.11±0.11±0.02 

1.70±0.35±0.04 

1.11±0.14±0.02 

1.05±0.17±0.02 

0.99±0.15±0.02 

1.21±0.17±0.03 

0.91±0.14±0.02 

fl,, 

1.36±0.17±0.04 
--~ 

1.15±0.20±0.03 

1.11±0.14±0.03 
·-· 

0.75±0.25±0.02 

1.27±0.18±0.03 

1.13±0.22±0.03 

I 14±0.2H0.03 60 

60.8 

61.4 

3. 

3. 

4. 

-- -------- -
48 41 1.35±0.22±0.03 
-·---

29 39 1.06±0.18±0.03 
--
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Reh'"""" A._ A1h~,.,. 11 
- ·-

1.027 -0.465 ± 0.083 ± 0.004 -0.250 

1.039 -0.149 ± 0.166 ± 0 001 -0.294 
----

1.044 -0.391 ± 0.090 ± 0.003 -0.309 

1.046 +0.035 ± 0.272 ± 0.000 -0.317 

1.049 -0.403 cJ 0.093 ± 0.003 -0.326 
. 

1.061 -0.177 ± 0.165 ± 0.001 -0.356 
-1--··--

1.071 -0.448 ± 0.103 ± 0.003 - 0.380 
---

1.078 -0.521 ± 0.081 ± 0.004 -0.395 
----- ------

1.084 -0.217 ± 0.170 + 0.002 -0.407 
----·--·· .. -·-·- ·-

Ra,c 

1.02 7 --0.179 J. 0.130 ± 0.002 -0.250 

1.03 9 --0.108 ± 0.184 ± 0.002 -0.29, 
-· --· ---------+-

1.04 4 -0.263 ± 0.127 ± 0.003 -0.309 
--

1.04 
---·-

1.04 
·--

1.06 
----

1.07 

6 

9 

- ·---. --
1.07 
~ 

I.OB 
·-

8 

4 

--0.917 ± 0.545 ± 0.011 -0.317 

- 0.562 ± 0.063 ± 0.007 -0 326 

-0. 113 ± 0.209 ± 0.002 ·-·0.356 

o.517 r 0.130 ± 0.006 -0.380 
-- -----------

I 0.029 r 0.190 ± 0.001 -0.395 

0.411 ± 0.140 ± 0.005 -0.407 

Table 5.3: A summary of R,.,., A,.,., ~,.., and A,..,.. Errors listed are the statistical 

(first) and the systematic (second). 
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Figure 5.4: The results of Rµµ and R.,.,,.. The error Lars include the statisti.ca.l 

and the systematic errors added in quadrature. The lower energy Jata from other 

exp<"rimenls are combined for display purposes. The solid curves are the standard 

model predictions for Mz == 91.173 GeV and sin2 6w == 0.2259. 
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Figure 5.5: The results of A,.,. and ATT. The error bars include the statistical 

and the systematic errors added in quadrature. The lower energy data from other 

ex1wrirnents are combined for display purposes. The solid curves arc the standard 

model pn·dictions for Mz '= 91.173 GeV and sin 2 0w -c:c 0.2259. 
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Chapter 6 

Mass of the Extra Z Bosons 

The measurements of Rho.d..-on, R,.,., A,.,_,, Kr..-, a.nd ATT are described in the previ

ous c.hapters. In this chaplet, we fit these de.ta together with results from other 

experiments of TRISTAN, PEP, and PETRA to the theoretical formulae discussed 

in Chapter 2 to look for evidence of extra Z bosons. 

6.1 The Fitting Procedure 

The data sample used for fitting consists of 103 measurements of Rhodran [48}, 67 

measurements of R"'"'' 51 measurements of A"',_, [49], 54 measurements of EL,..., and 

42 mea.surements of A .... [50], spanning the energy range, 12GeV ~ ./s ~ 64GeV. 

The sample includes unpublished results from AMY. We only use Rhod•Dfl. measure

ments for ./s ~ 20 GeV to avoid the effects of possible M, resonances. As discussed 

in Chapter 4, we adjusted the Rhodron values from TOPAZ and VENUS for the 

effects of higher-order radiative corrections; wc did not make any adjustments to 

the PEP and PETRA measurements. 

For Rhndran, wc incorporate the systematic errors from different experiments 

by means of the x 2 vector defined by CELLO group (the le.st of Ref. [48]). The 

error on Rh .. dran measurement is divided into three categories: the statistical error 

u,1,.h the point-to-point systematic error O'p1p, and an overall normalization error 

O'n,,...rn which is common lo all of the measurements of each particular experiment. 

We define an n x n error matrix V;; for n da.ta points: the diagonal element 

V;; is the sum of the squares of u,1,. 1, O'ptp, and O'norrn for the data point i; the 



89 

correlation in the errors between data points i and j are included in the off-diagonal 

elt'ment V;i. If the data points i and j are from different experiments, V:; is set 

to be zero; this is equiva.1ent to assuming that there are no correlation in the 

normalization errors of the different experiments. If the data points i and j are 

from the same experiment, their normalization errors are correlated and V;.:i is sd 

to he the square of the common normalization error u~,,.,.m· Some experiments give 

different 11ormalizalion errors for different run periods; we split these errors into a 

normalization error common for aJI run periods (u..-m1 ) and an additional error 

common for to spt"cific run periods (crnqrm2), We use the common part for the data 

points i and j for i~;- The x2 expression to be minimjzed is 

x2 = ..::~.rv-1.6., (6.1) 

where~ is then-vector representing then residuals fl. - R/il. 
For the di-lepton results, wl1ere most groups did not separately specify their 

overall systematic errors, we use a simple scalar x2 analysis, adding all systematic 

errors to the statistical error in quadrature. 

The data from aJI experiments are shown in Appendix A with the errors pre

sented in tlie format described above. 

For the standard model parameters, we use Mz = 91.173 ± 0.020 GeV (47], 

sin 2
8w = 0.2259 ± 0.0029 [47), Ak~ = O.I75~g:g~l GeV [47], and Mw = 80.]3 ± 

0.31 GeV [51]. To check how extra Z bosons improve the fit, we determine the 

X2 for the standard model a.lone lo be xiM = 283.4 for 317 degrees of freedom 

(Nnr = 317) and see if fits to the data. including possible Z' 's improve on this 

significantly. The confidence level {CL) of a fit with large NnF is approximately 

given by 

(6.2) 

wht·re Y = v'2x2 - J2NnF - -f [62]. The x2 /Nnr = 283.4/317 for the standard 

model rase corn·sponds to CL=90.8%, which is already a good flt. 

W{" treat Mz, as the only free parameter for the Ee and SU(5)c models, and 

sin¢ as tb(" othf'r free parameter for the SU(2)
9 

x 8U(2)1 model. We take the 

r•·ntral val11es of the standard model parameters. The 20 and Z~ boson mixing 

a11gl(", 8' is calrnlated from Mz and Mz, in the SU(S), model and is fixed to be 

IJ' =c O in the Ee and SU(2)9 X SU(2)1 models, i.e., we assume no mixing. For the 
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E6 model, we try an alternative approach. We allow the electroweak parameters 

( Mz, sin2 Bw, and Mw) to vary within their quoted errors subject to the constraint 

Mw / cos Ow ~ Mz and use eq. (2.47) to determine 6'. 

6.2 Constraints from Other Experiments 

Experimental constraints on Z' masses have been derived from a variety of mea~ 

surements, such as precise measurements of the zo parameters [52, 58], low energy 

neutral-current measurements [53, 54], searches for evidence of Z' production in 

hadron collider experiments [55, 59], and fits to e+e- measurements of Rhad, Ru, 

and Au (including TRISTAN's [561). The analysis in this chapter is based on the 

last method. 

The constraints on Ea Z"s (Z,i1,, Z,n and Z") from cross section limits for 

pp ........ Z' -----t e+e-(µ+µ-) at the CDF experiment, ta.ken from Ref. [55], are shown 

in Fig. 6.1. Reference [54] gives a 90% CL mass Jimit for the Z., boson of 180 GeV, 

based on low energy neutral-current neutrino scattering experiments. An analysis 

of energy emission from the supernova SN 1987 A [57] gives a much higher mass 

limit than other techniques (Mz, > 1....., 2 TcV). 

Reference [58] gives a mass limit of the SU(5)c model as Mz, > 102 GeV 

based on a comparison of LEP and TRISTAN data lo the model. Since the Z' in 

this model couples very weakly to leptons, we cannot see its direct production in 

e+e- orµ.+µ,- final states at hadron co1liders. An analysis by R. Foot et al. in 

Ref. 159] gives a. mass limit from a study of two jct production at UA2 [60] of 

Mz, > 280 GeV for the SU(5)c model. Not.c that this analysis was not performed 

by the UA2 collaboration a.nd the details of the analysis were not published. 

For the SU(2), x SU(2)1 model 1 Ref. [61] presents a calculation of the cross 

section for pp --+ Z' - e+e- at Tevatron energies as shown in Fig. 6.2. By 

comparing it to the CDF group's cross section limit, shown in Fig. 6.1 [55], we 

can deduce mass limits for this model: the excluded region in sin tf., -Mz, plain is 

shown in Fig. 6.3. 
The mass limits of Z"s from other experiments are summarized in Table 6.1. 
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Figure 6.2: Cross sections for pp--> Z' ___.... e+e- a.t y"a = 1.8 Tf'V in SU(2}q xSU(2)1 

model, la.ken from Ref. [61]. 
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Figure 6.3: The region of sin¢ -Mz, in the SU(2)oi x SU(2)1 model excluded (95% 

CL). This limit is obtained from the comparison between Fig. 6.1 and Fig. 6.2. 
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model Mz, confidence 

of Z' (GeV) level (%) 

,J, 175 •• 300 b 95 

E, X 265 \ 320 b 95 

~ 210 ·, 320 b 95 

V 180 " 90 
f------

SU(5), 280' 90 
'-------

SU(2), x SU(2), Sec Fig. 6.3 c 95 

a. Ref. [55] (CDF) exotic decay channels a.re open 

b. Ref. [55] (CDF) exotic decay channels arc dosed 

c. Ref. [54] (low energy NC data) 

d. Ref. [59] Analysis of UA2 data [60] by Fool et al. 

e. Our analysis of CDF data [55] with the calculation in Ref. [61] 

Table 6.1: Mass limits of extra Z bosons from other experiments. 
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Mz, (GeV) x"'/NnF 1 CL(%) 

267 :!: ;; 283-0 / 316 90.8 

250 :!: :~ 279.3 / 316 93.l 

162 :!: ;: 279.5 / 316 93.0 

269 :!: ~ 282.7 / 316 91.0 

92 :!: ~96 282.4 / 316 91.2 

(sin qi= 0.610) 277.4 / 315 93.7 

t x'/NDF = 283.4/317 fo, the standud model {90.8% CL) 
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Tahlf' 6.2: Results of the fits. (}' is set to be O for the E8 and SU(2)9 X SU(2)1 
models. The quoted errors correspond lo .6.x2 = 1.0. 
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Results of the Fits 

9' x'/NDF CL(%) 
-- ------

0.026 282.6 / 316 91.1 
--

0.012 278.9 / 316 93.3 
. ----

0.014 219.2 / 316 93.2 
-~ 

0.000 282.3 / 316 91.3 

Ta.hie 6.3: Res11lls of the fits. 8' is allowed to vary under the constraints of the 

standard model parameters. 
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Figure 6.4: 68% CL contour in the sin q, -Mz, plain for the SU(2)9 x SU(2)1 model 

(llx' = 2.3). 
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Chapter 7 

Determination of the QCD 

Coupling Strength 

100 

In this chapter we compare our results for the total hadronic cross section to 

the standard model prediction given in cq. (2.37). This relation is a function of 

Afz, sin 2 8w, and o.j since Mz and sin2 6w arc determined precisely by other 

experiinenls, we concentrate on extra~ting the QCD coupling constant a. from 

fitting the formula lo the R va1uc measurements. 

The advantage or using R value measurements for determining a. is that there 

is no dependence on non•perturbative processes {e.g. fragmentation models, jet 

algorithms, etc.) and the QCD correction is ca1culated up to O(a!), while only 

O(o!) ca.lculalions are available for most other proceHes. However, since in the 

TRISTAN energy range the QCD contributions are only about 4% of the total R 

value, the sensitivity to a. is limited; precision measuremenlr; of Rare required for 

a reasonable determination of a •. 

7.1 Parameterization of o, 

To fit R values in the energy range of 20 GeV ~ ./s ~ 64 GeV, we have to assume 

an ..,. dependence for the 11running" coupling constant a •. 

In QCD, a. obeys the /3-funclion 

, /Ja 
µ 8µ2 (7.1) 
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= -PoaJ(l + c1a + c:ia2 
• • ·), 

for a four-momentum transfer va.luc µ,. In the modified minimal subtraction (MS) 

nc:heme [5Ji 11 = o.(µ)/'rr, fJo = Hll - ~n,) 1 {:J1 = 1j(l02 - ¥n,), and /32 = 
"jfiU-R/1 - ~~n, + ~52:n}), where n1 is the number of quark flavors. Integrating 

eq. (7.1) over JL from the cut-off µ 0 to Q, we obtain the relation 

I 
o,(Q) 

I 2/31 (Q) /3, I [o,(QJJ 
a,(µo) +; 0 n µo - 1rf3o n o,(µ.o) 

- ,1
13

,(/3,/3, -/3/}[o,(Q)- o,(µ,JJ + O(o'.). 
~ 0 

(7.2) 

From eq. (7.2), one can determine a,(Q) for arbitrary momentum transfer (or 

mass scale) Q, given a,(µ 0 ) at the reference mass sca1e µ.0 • Here, n 1 is chosen to 

be the number of quark flavors with m11ss m9 ::; Q. It is convenient to introduce a 

ditrlt'nsional parameter AM.s instead of o,(µ 0 ), where a,(Q) and AMS are related 

as 

Q' ln~-
Ah-s 

(7 .3) 

where 6. = 4c2 - c~ [4]. For a given value of AMS• one can determine a,(Q) by 

solving the above equation iteratively. 

In the conventional definition of the MS scheme, AMS changes for different n 1 
to insure the continuity of o,(Q). In the TRISTAN energy range, n 1 = 5. We 

choose the energy independent parameter AMS for n 1 = 5 (=: A~)s) as the free 

JHtramekr for fitting rather than a. itself. The mass scale Qin eq. (2.40) is taken 

to he the center-of-mass energy .Ji. 

7.2 Results and Discussions 

The filling is done using the procedure described in Chapt. 6. We fit Rh,,drun 

measurements for 20 GeV < .,fi ~ 64 GeV to eq. (2.37), with A~)s as a free 

parameter and the other parameters set to the values given in Section 6.1. The 

results of the fit are: 

x'/Nor ~ 88.9/102, (7.4) 
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where the error quoted i1 the fitting· error at 6.x2 = 1.0, corresponding to a 68% 

confidence level (CL} error. The CL of the best fit vaiue of x2/NnF is 82.0%, 

which is a slight improvement over the x2 obtained using the world average value 

of A~= 0.175 GeV [47]. The latter yields x2/NDF = 90.1/103 corresponding to 

81.4 % CL, which is also an acceptable fit. 

There are additional systematic errors due to uncertainties of the standard 

model parameters Mz and sin2 8w. Fixing Mz = 91.173 GcV and allowing sin 2 8w 

to vary over the range sin2 8w = 0.2259 ± 0.0029 gives: 

0.553 GeV (x'/NoF = 89.4/102) for ,in' Ow= 0.2230, 

A~ls = 0.533 GeV (x' / NoF = 88.9/102) for ,in' Ow = .0.2259, (7.5) 

0.504 GeV (x'/NoF = 88.4/102) for sin'Ow = 0.2288; 

fixing sin 2 Bw = 0.2259 and allowing Mz to vary over the range Mz = 91.173 ± 
0.020 GeV yields values of A~)s and x2 which arc unchanged. 

The truncation of the series in the ,0-function (7.1) results ambiguity in the 

choice of the mass scale Q. Additionally, expressions to O(a:) are renormalization 

scheme (RS) dependent, because /32 in eq. (7.1) depends on the chosen RS. To 

gauge the level of theoretical uncertainty due to the choice of the mass scale and 

RS, we repeat the same fit for O(a!), The scale-scheme dependences reffed the 

uncertainties from uncalculated higher order terms and the difference between 

the O(a:) calculation and the O(a!) calculation gives some measure of size of the 

higher order contributions, which must be small if the perturbation theory behaves 

well. Setting c%(A) = 0 in eq. (2.40) and using eq. (2.36) instead of eq. (7.3), we 

obtained 

A~l5 = 0.446:':l::l: GeV (x'/NoF = 88.9/102) for O(o!). (7.6) 

Therefore, the size of the theoretical uncertainty is estimated to he about 0.09 GeV, 

which is much smaller than the experimental error. 

The results are summarized as 

A<;k = 0.533~~:~~!(fitting)~~:~!~(systematic) ± 0.090(theory) GeV. (7.7) 

This value is higher than the world average AWs = 0.175:g:~;! GeV [47J but con

sistent within the error. Fig. 7.1 shows the experimental R values together with 
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the theoretical predictions for Ai,~= 0.175 GeV (the world average value) and 

1\~)_i; = 0.533 CeV (our best fit value). 

Rf'cently, the LEP experimental groups started using another convention for 

expressing tlie running of o. and express all extraction of AMS in terms of o. at 

thr mass of tlw Z 0
, o.(Mz). Our result can be interpreted as 

o,(Mz) 0.]38~g:g~~(fitling) ± 0.00l(sysh:matic) ± 0.004(theory) (7.8) 

0.138 ~g:g~~ , 

where all errors are added in quadrature. The world average A~
5 

= 0.175~g:g:~ CeV 

corresponds to o:.(Mz) = 0.1134±0.0035 [47]. Our results are compared in Fig. 7.2 

with results obtained by various techniques taken from Ref. !63]. We can see that 

both the result of this analysis and the results f.rom meuuremen ts of r hodron, 

the hadronic decay width on zo pole, differ from va1ucs determined by other tech

niques. Although the error for this analysis is larger than that for other techniques, 

it and measurements of rhadr,m and the T 1eptonic branching ratio are independent 

of non-perturbative QCD processes and are a1so based on the O(o:!) calculations. 

fhadcm, is proportional to the total ha.dronic cross 6ection at the zo pole and thus, 

one can extract a. using the same formula for the QCD corrections as for the case 

of R value. This technique has the same disadvantage as the fit of R values, i.e., 

the lack of much 6ensilivity, due to the small QCD contributions in r,.adc.,... It 

should be noted that the total hadronic cross section is consistently higher than 

the standard model predictions for the world average value of A~
5 

in the energy 

rnnge of 20 GeV < .J, < Mz (e.g. see Rel. [641). 

The a. values from the measurements of the T branching ratio, based on the 

fact that only the numerator has QCD contributions in the ratio 

ar<" ('onsistcnt with other techniques. This method may have an advantage in that 

a. is measured a.t the energy scale of r lepton mass and the experimental errors 

become smaller when the results are interpreted in terms of A 1;,l5 or a.( M z ). How

ever, we note that the T analysis may be prone to biases from meson resonances, 

hc1·a11se of the low center-of.mass energies that are accessed in T decays [65]. 

6 
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5 

20 

Aiis=O. l 75GeV 

- -- -- -- Alll:=0.535GeV 

M,=9 l .173GeV, sin28w=0.2259 
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CM Energy (GeV) 
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60 

Figure 7.1: Experimental R values together with the standard model predictions 

for Mz = 91.173 GeV, sin 2 6w = 0.2259, and A~)
5 

= 0.175 GeV (solid curve) or 

J\~)5 = 0.533 GeV (dot-dashed curve). 
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Chapter 8 

Summary 

In this thesis 1 we have reported on the total cross section for e+e- - hadron~ al 

50 GeV :S: .Js ~ 64 GeV, and on the total cross scdions a.nd forward-backward 

asymmetries for e+e---+ µ+µ- and e+e---+ r+r- processes al 52 GeV ~ Js ~ 
61.4 CeV, observed in the AMY detector a.l the TRISTAN e+e- collider. All data 

a.re consistent with the standard model predictions within errors. 

To determine the total cross section for hadron.ic cvents 1 we introduced a new 

scheme of the radiative corrections using the program ZSHAPE. The ZSHAPE 

program gives radiat.ive correction factor (1 + 6) which is higher by a. few % from 

that obtained using the FS progn.m, which bas been used in our previous anal

yses. The higher factor is due lo the cross term of the QED correction and the 

electroweak correction, and also due to the higher order diagrams and the "expo· 

nentiated" treatment of soft photon processes. Although t.he difference between 

the ZSHAPE and the FS becomes smaller in terms of t:(1 + 6), we cannot neglect 

it for precise measurements. 

We looked for the signetures for extra Z bosons by fitting our data, Rhadron, R,_.,., 

Rrr, A,..,_., and A.,.n together with the dat.a from other PEP, PETRA, and TRISTAN 

cx:pcrirncnts, to the theoretical formulae. We tested three different. models of Z"s, 

narnely the E 6 , SU(5)q and SU(2), x SU(2)1 models. The confidence levels of 

the fits are slightly improved over the fit t.o the standard model. However, the 

improvement is small and the best fit values of masses of the Z''s·are excluded by 

other experiments. 

Within the framework of the standard model, we determined the QCD sca1e 
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parameter, Ah1:s, by fitting the R1u,,1,,..,. data to the formula with the O(a~) cor

rections. We obtained the result of A':) = 0.533:g·;~!:!tg~~ ± 0.090 GeV, which 

i:; l:igher lhan the world average value A~)
5 

= 0.175:g:g!! GeV, though consistent 

within r-rrors. For precise measurement of A~l
5

, more studies on the electroweak 

radiative corrections and a reduction of systematic errors are needed. 
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In Appr.ndix A, we present tables of all data on R1u,,1r.,,,. \48], R,,,,, A,,,, \49], R..rT", 

and An [SOI, which are used in the fits described in chapters 6 and 7. 

For R1u,,1p.,,,. data, the errors are given as percentage. The systematic errors 

are split into three categories described in Section 6.1. We have adjusted the 

published values of R,. .. r1r.,,,. from TOPAZ and VENUS for the effect of the extra 

diagrams (uqED · UEw), the different parameterizations (Mz, M1 , and MH), and 

the consistent treatment of 1:(l + 6) in the radiative corrections. 

For the other data on R,,,,, R..r,.., A,,,.., and AT",.., a statistical error and a total 

systematic error are given for each measurement. For measurements for which only 

total errors are available, we quote them as &talistica.l errors. 
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II Ex~;:~•ne~tlj,_(~~vIJi'E=-(!') I",•,(%) l "·-m_, (%) J ... _m,_(%) II 

AMY 50.00 4.60 10.8 2.8 2.5 2.4 

52.00 4.38 4.6 2.2 2.5 2.4 

54.00 4.84 13.0 3.4 2.5 2.4 

55.00 4.62 5.3 1.4 2.5 2.4 

56.00 5.18 3.8 I.I 2.5 2.4 

56.50 5.38 9.1 2.5 2.5 2.4 

57.00 4.96 4.6 1.3 2.5 2.4 

58.00 4.66 1.3 0.2 2.5 1.3 

58.50 5.31 10.7 2.0 2.5 2.4 

59.00 5.41 11.3 2.8 2.5 2.4 

59.05 6.59 12.2 2.6 2.5 2.4 

60.00 5.81 5.0 1.3 2.5 2.4 

60.80 5.53 5.3 1.9 2.5 2.4 

61.40 5.40 4.9 1.4 2.5 2.4 

63.60 5.74 15.8 2.4 2.5 1.3 

64.00 6.11 9.6 1.6 2.5 1.3 
---- ----------- ---~-

Table A.l: Summary of the R1i.,dr,... data from AMY. 

II 6 

[Experiment JJ ,/i (GeV) JJ R Jj .,.,., (%)) .,., (%) J" 1 (%) J" 2 (%) JJ . ' .-m =m 

TOPAZ 50.00 4.59 13.0 2.3 5.5 0.0 

52.00 4.58 4.6 2.2 5.5 0.0 

54.00 5.02 11.4 3.4 5.5 0.0 

55.00 4.67 5.4 1.4 5.5 0.0 

56.00 5.10 4.3 0.8 5.5 0.0 

56.50 5.14 9.4 2.1 5.5 0.0 

57.00 5.18 4.9 1.1 5.5 0.0 

58.29 5.36 8.2 1.7 5.5 0.0 

59.06 5.76 7.5 2.1 5.5 0.0 

60.00 5.31 5.5 1.3 5.5 0.0 

60.80 5.66 4.9 I.I 5.5 0.0 

61.40 5.86 5.3 1.4 5.5 0.0 

VENUS 50.00 4.4 11.4 0.0 3.8 9.6 

52.00 4.7 6.4 0.0 3.8 9.6 

54.00 4.73 9.4 1.8 3.8 0.0 

55.00 4.35 7.0 1.8 3.8 0.0 

56.00 4.68 3.9 1.8 3.8 0.0 

56.50 3.95 10.4 1.8 3.8 0.0 

57.00 5.00 4.4 1.8 3.8 0.0 

58.50 4.92 8.7 1.8 3.8 0.0 

59.00 4.85 9.5 1.8 3.8 0.0 

59.05 6.07 10.7 1.8 3.8 0.0 

60.00 5.27 4.7 1.8 3.8 0.0 

60.80 5.67 4.2 1.8 3.8 0.0 

61.40 4.98 4.2 1.8 3.8 0.0 

63.60 6.09 10.7 1.8 3.8 0.0 

64.00 5.78 7.7 1.8 3.8 0.0 
-----

Table A.2: Summary of the Rnodran data from TOPAZ and VENUS. Data are 

adjusted for the radiative corrections. 
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WEx~er;menl II J, (GeV) I[ R II u,,., (%) \ u,,, (%) I u= t (hl} u , (%) II m =m 

II 

If--! RS 29.00 4.20 0.8 0.0 7.0 0.0 
-

AC 29.00 4.00 0.8 0.0 2.1 0.0 
-·--- - ---

CE LLO 22.00 3.86 3.0 2.1 1.7 0.0 

33.80 3.74 2.6 1.9 J.7 0.0 

38.28 3.89 2.6 J.7 1.7 0.0 

41.50 4.03 4.1 1.8 1.7 0.0 

43.60 3.97 2.0 1.4 1.7 0.0 

44 .20 4 .OJ 2.5 J.2 1.7 0.0 

46.00 4.09 5.1 1.9 1.7 0.0 

46.60 4.20 8.5 1.7 1.7 0.0 
- - --------- -- - ·-- --------

JA DE 22.00 4.11 3.2 0.0 2.4 0.0 

25.01 4.24 6.8 0.0 2.4 0.0 

27.66 3.85 12.5 0.0 2.4 0.0 

29.93 3.55 11.3 0.0 2.4 0.0 

30.38 3.85 4.9 0.0 2.4 0.0 

31.29 3.84 7.3 0.0 2.4 0.0 

34.89 4 .I 7 2.4 0.0 2.4 0.0 

34.50 3.94 5.1 0.0 2.4 0.0 

35.01 3.94 2.5 0.0 2.4 0.0 

35.45 3.94 4.6 0.0 2.4 0.0 

36.38 3.72 5.7 0.0 2.4 0.0 

40.32 4.07 4.7 0.0 2.4 0.9 

41.18 4.24 5.2 0.0 2.4 0.9 

42.55 4.24 5.2 0.0 2.4 0.9 

43.53 4.05 5.0 0.0 2.4 0.9 

41.41 4.04 5.0 0.0 2.4 0.9 

45 59 4.47 5.0 0.0 2.4 0.9 

46.47 4.11 5.9 0.0 2.4 0.9 
. -·-----

Table A.3: Summary of the Ri.ad~°" data. from PEP and PETRA (continued to the 

next page). 
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~ Exper;menl II J, (GeV) II R II u.,., (%) I u, (%) I u=mt (%) I u , (%) II 
" 

•~m 

MARK J 22.00 3.66 2.2 3.0 2.1 0.0 

25.00 3.89 5.4 3.0 2.1 0.0 

30.60 4.09 3.4 3.0 2.1 0.0 

33.82 3.71 J.6 3.0 2.1 0.0 

34.63 3.74 0.8 3.0 2.1 0.0 

35.l I 3.85 J.6 3.0 2.1 0.0 

36.36 3.78 4.0 3.0 2.1 0.0 

37.40 3.97 9.3 3.0 2.1 0.0 

38.30 4.16 2.2 3.0 2.1 0.0 

40.36 3.75 4.0 3.0 2.1 0.0 

41.50 4.32 4.6 3.0 2.1 0.0 

42.50 3.85 5.2 3.0 2.1 0.0 

43.58 3.91 1.5 3.0 2.1 0.0 

44.23 4.14 1.9 3.0 2.1 0.0 

45.48 4.17 4.8 3.0 2.1 0.0 

46.47 4.35 3.9 3.0 2.1 0.0 
··~ ----

PLUTO 27.60 4.07 7.1 0.0 6.0 0.0 

30.80 4.11 3.2 0.0 6.0 0.0 

TASSO 22.00 3.89 4.4 0.0 3.5 2.0 

25.00 3.72 10.2 0.0 3.5 2.0 

33.00 3.74 7.2 0.0 3.5 2.0 

34.00 4.14 3.1 0.0 3.5 2.0 

35.00 4.23 2.1 0.0 3.5 2.0 

27.50 3.91 8.2 0.0 3.5 2.0 

30.10 3.94 4.6 0.0 3.5 2.0 

31.10 3.67 4.9 0.0 3.5 2.0 

33.20 4.49 6.3 0.0 3.5 2.0 

34.00 4.10 4.9 0.0 3.5 2.0 

35.00 4.04 4.2 0.0 3.5 2.0 

36.10 3.94 4.3 0.0 3.5 2.0 

41.50 4.11 2.9 0.0 3.5 3.0 

44.20 4.28 3.8 0.0 3.5 3.0 

Table A.3: (continuing from the previous page) 



~ Experime_iQJ ,J, (GeV) \] R_,,, u.101 [id . 

AMY 52.00 1.11 0.13 0.03 

55.00 0.88 0.13 O.o2 

56.00 1.11 0.11 O.o2 

56.50 1.70 0.35 0.04 

57.00 Lil 0.14 0.02 

58.73 1.05 0.17 O.o2 

60.00 0.99 0.15 0.02 

60.80 1.21 0.17 0.03 

61.40 0.91 0.14 0.02 

TOPAZ 57.87 0.979 0.035 0.046 
----- ~-

VENUS 50.00 1.78 0.38 0.12 

52.00 1.11 0.14 0.04 

55.00 1.09 0.16 0.05 

56.00 1.06 0.11 0.04 

56.50 1.09 0.28 O.o7 

57.00 1.03 0.13 0.04 

58.00 1.00 0.04 0.00 

58.30 1.17 0.22 0.06 

59.06 0.70 0.17 0.04 

60.00 1.04 0.15 0.04 

60.80 LOO 0.17 0.04 

61.40 Lil 0.15 0.05 

63.60 0.93 0.33 0.07 

64.00 1.29 0.27 O.o7 
--~----- -~ 

Tahle A.4: Summary of Lhe R""' data from TRISTAN. 
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II Experimenl I/ J, (GeV) II R ,.. 
HRS 29.00 0.990 0.017 0.030 

MAC 29.00 1.010 0.010 0.030 

Ma,k II 29.00 1.002 0.013 0.016 

CELLO 14.00 1.164 0.093 0.059 

22.00 1.000 0.080 0.051 

25.00 0.948 0.273 0.047 

33.30 1.037 0.151 0.052 

34.00 0.860 0.063 0.043 

34.70 1.108 0.215 0.055 

36.40 0.809 0.281 O.D40 

38.30 0.970 0.070 0.040 

41.30 1.060 0.170 0.040 

43.60 0.970 0.070 0.040 

44.20 1.010 0.090 0.040 

46.20 0.950 0.220 0.040 

JADE 13.90 1.000 0.050 0.050 

22.00 1.020 0.060 0.050 

25.06 1.150 0.170 0.050 

31.55 1.010 0.080 0.050 

33.84 0.970 0.050 0.050 

34.61 0.970 0.020 0.050 

34.89 1.030 0.030 0.050 

35.00 0.984 0.019 0.020 

37.60 l.120 0.120 0.050 

41.28 0.970 0.060 0.050 

4U7 0.980 0.050 0.050 

46.00 1.030 0.090 0.050 

Table A.5: Summary of the R,,,. data from PEP and PETRA (continued lo the 

next page). 
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[ Expcrimcnl II .fi (GcV) II R,. II " T •fat ... 
AMY 52.00 1.36 0.17 0.04 

55.00 1.15 0.20 0.03 

[ Exp«imcnl IJ .fi (GcV) II R f;, , I " •• . . ... 
Mark J 14.00 1.040 0.050 0.030 

56.00 1.11 0.14 0.03 

56.50 0.75 0.25 0.02 

22.50 1.020 0.050 0.030 
57.00 1.27 0.18 0.03 

34.60 0.980 0.016 0.030 
58.73 1.13 0.22 0.03 

35.00 1.000 0.018 0.030 
60.00 1.14 0.20 0.03 

36.40 1.080 0.130 0.030 
60.80 1.35 0.22 0.03 

38.30 1.070 0.050 O.o30 
61.40 1.06 0.18 0.03 

40.40 0.930 0.100 0.030 TOPAZ 57.87 1.045 0.042 0.046 

42.00 1.040 0.090 0.030 VENUS 50.00 0.98 0.36 0.o7 

43.80 0.990 0.030 0.030 52.00 1.24 0.19 0.06 

46.10 0.960 0.080 0.030 55.00 1.06 0.21 0.05 

PLUTO 
--- --

34.70 0.944 0.026 0.040 
56.00 1.04 0.14 0.04 

-----··--· --- ---- ----
TASSO 13.90 1.050 0.080 0. 

56.50 1.59 0.44 O.ll 

22.30 1.060 0.090 0. 
57.00 0.82 0.16 0.04 

34.50 1.002 0.020 0.035 
58.00 J.00 0.05 0.00 

35.00 0.932 0.018 0.044 
58.30 0.67 0.22 0.04 

38.30 0.951 0.072 0.060 
59.06 1.30 0.30 0.07 

43.60 0.921 0.037 0.055 
60.00 0.94 0.19 0.04 

- 60.80 0.98 0.21 0.05 
Te.hie A.5: (continuing from the previous page) 61.40 1.21 0.20 0.05 

63.60 0.71 0.38 0.06 

64.00 1.19 0.33 0.07 

Table A.6: Summary of the R,.., data from TRISTAN. 
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[ Expe,imenl II V, (GeV) II R., 11::;;::J er,,. ] 
~ -

HRS 29.00 1.044 0.014 0.030 
--

MAC 29.00 0.980 0.010 0.034 
f------ --· 

Mark 11 29.00 0.996 0.016 0.028 [_fpe,imenl II V, (GeV) II A 
·-

.. . . ., . O' l I I (T 

--------
CELLO 14.00 1.090 0.070 0.060 AMY 52.00 -0.4652 0.0832 0.0035 

22.00 1.020 0.080 0.040 55.00 -0.1494 0.1662 0.0011 

34.20 1.030 0.050 0.070 56.00 -0.3907 0.0902 0.0029 

35.00 0.980 0.020 0.020 56.50 +0.0345 0.2724 0.0003 

38.10 0.990 0.060 0.040 57.00 -0.4030 0.0927 0.0030 

41.10 0.970 0.110 0.050 58.73 -0.1769 0.1645 0.0013 

43.60 0.960 0.050 0.040 60.00 -0.4476 0.1027 0.0034 

44.20 0.970 0.060 0.040 60.80 -0.5213 0.0814 0.0039 

46.10 1.170 0.130 0.050 61.40 -0.2172 0.1695 0.0016 
--·- _., 

JADE 12.00 1.290 0.240 0.200 TOPAZ 57.87 -0.322 0.031 0.011 

25.60 1.160 0.160 0.110 VENUS 50.00 -0.345 0.209 0.0 

30.60 1.060 0.100 0.080 52.00 -0.291 0.134 0.0 

34.57 0.959 0.019 0.033 55.00 -0.359 0.143 0.0 

35.00 1.012 0.021 0.023 56.00 -0.308 0.109 0.0 

43.05 0.980 0.037 0.041 56.50 -0.443 0.211 0.0 
---·· 

Mark J 14.00 1.130 0.140 0.070 57.00 -0.121 0.152 0.0 

22.40 1.020 0.120 0.060 58.00 -0.290 0.030 0.0 

34.70 1.000 0.030 0.050 58.30 -0.163 0.185 0.0 

39.40 0.980 0.080 0.050 59.06 -0.667 0.230 0.0 

43.80 0.970 0.060 0.050 60.00 -0.238 0.143 0.0 

46.10 1.020 0.160 0.050 60.80 -0.077 0.178 0.0 

PLUTO 34.60 0.890 0.050 0.080 61.40 -0.350 0.140 0.0 
-------- --· -----

TASSO 13.90 1.050 0.140 0.090 63.60 -0.090 0.450 0.0 

22.30 1.010 0.150 0.090 64.00 +0.110 0.230 0.0 

34.50 1.030 0.050 0.090 Table A.8: Summary of the A,..,.. data from TRISTAN. 
35.00 1.036 0.050 0.068 

42.40 I.Oil 0.097 0.079 

43.10 1.05 0.17 o. 
- ·- ·-

Tahlc A.7: Summary of the R.,... data from PEP and PETRA. 
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[ Experiment II ,Ii (GeV) II A,. 

HRS 29.00 -0.049 0.015 0.005 

MAC 29.00 -0.063 
--

0.008 0.002 II Expe,iment II ,Ii (GeV) II A .. 
Mark II 29.00 -0.071 0.017 0. AMY 52.00 -0.179 0.130 0.002 

- -

CELL 34.20 -0.064 0.064 o. 55.00 -0.108 0.184 0.002 
39.00 -0.048 0.065 0.010 56.00 -0.263 0.127 0.003 
44.00 -0.188 0.045 0.010 

-· ~-- 56.50 -0.917 0.545 0.011 
JADE 13.90 +0.027 0.049 0. 57.00 -0.562 0.063 0.007 

22.00 -0.106 0.064 0. 58.73 -0.113 0.209 0.002 
34.40 -0.111 O.oJ8 0.010 60.00 -0.517 0.130 0.006 
35.00 -0.099 O.oJ5 0.005 60.80 +0.029 0.190 0.001 
38.00 -0.097 0.050 0.010 61.40 -0.411 0.140 0.005 
43.70 -0.191 0.028 0.010 TOPAZ 57.87 -0.339 0.049 0.010 --~-· 

Mark J 14.00 +0.053 0.050 0.005 VENUS 50.00 -0.555 0.280 0.0 
22.50 -0.043 0.061 0.005 52.00 -0.256 0.157 0.0 
34.80 -0.104 0.013 0.005 55.00 -0.089 0.211 0.0 
36.40 -0.136 0.135 0.005 56.00 -0.276 0.147 0.0 
38.30 -0.123 0.053 0.005 56.50 -0.038 0.324 0.0 
40.40 +0.050 0.105 0.005 57.00 -0.473 0.172 0.0 
42.00 -0.159 0.093 0.005 58.00 -0.270 0.040 0.0 
43.80 -0.156 0.030 0.005 58.30 -0.025 0.322 0.0 
46.10 -0.176 0.083 0.005 ,~ 59.06 -0.744 0.119 0.0 

PLUTO 34.70 -0.134 0.031 0.010 60.00 -0.023 0.228 0.0 -
TASSO 13.90 -0.010 0.060 o. 60.80 -0.520 0.174 0.0 

22.30 -0.130 0.070 o. 61.40 -0.670 0.100 0.0 
34.50 -0.091 0.023 0.005 63.60 -0.050 0.475 0.0 
35.00 ·-0.106 0.023 0.005 64.00 -0.090 0.350 0.0 
38.30 +0.017 0.086 0.005 

43.60 -0.176 0.044 0.005 
Table A.10: Summary of the A.,..,. data from TRISTAN. ___ . -· - ·-- ·---

Table A.9: Summary of the A,..,.. data from PEP and PETRA. 



HRS 29.00 -0.061 0.023 

MAC 29.00 -0.055 0.012 0.005 

Mark JI 29.00 -0.042 0.020 

0.070 

O.o78 

0.052 

0.019 

o. 
o. 
o. 
0. 

--tr------41--
CELLO 14.00 +0.100 

22.00 +0.011 

34.20 -0.103 

35.00 -0.070 0.009 

38.10 -0.118 0.062 0.027 

"--------ll--'-43:..:·::_80:__;i -0.163 0.035 0.013 
~ ---+--+-~ 

34.60 -0.067 O.o25 0.010 JADE 
35.00 -0.081 0.020 0.006 

38.00 +0.068 0.063 0.010 

____ --11-__.::4::_3·.::.10'--------1 _-_o_._1_1_1 o.036 0.010 

Mark J 34.70 -0.106 0.031 0.015 

43.80 -0.085 0.066 0.015 
------11------jl.--= 

PLUTO 34.60 -0.059 0.068 0.013 
~-----+-------11---.:...:..:_ -~ 

34.50 -0.049 0.053 0.013 TASSO 

35.00 -0.092 0.052 0.010 

42.40 -0.066 0.095 0.010 

Tahlc A.11: Summary of the A.,..,. dala from PEP and PETRA. 
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Appendix B 

List of the AMY Collaborators 

The AMY Collaboration 

A. Bodck,• L.M. Chinils,•j S. Kanda.,• B.J, Kim,• T. Kumita,• Y.K. Li,• M.L. Ol11on,• 

A. Sill,• K. Ueno,• C. Vcli1arri1,• S.K. Kim, 0 A. Bacala,
0
'P M.H. Lcc,° F. Sannc1 1° 

S. Schnchn, 0 R. Stone, 0 J, Vin1on, 0 P. Kirk} J. Lim,b S.S. Myung,h C.P. Chcng,c 

A. Abll.5hiM,d K. Gotow,d K.P. Bu/ A.Z. Lai,d M.E. Malhon," L. Piilonen/ K.L. Sterner/ 

S. Lusin,° C. Roscn(cld/ A.T.M. Wang,• S. Wilson,• L.Y. Zheng,• M. Fraubchi,
1 

H. Kagan, r 

R. Ka.H,' C.A. Fry,1 R.E. Brccdon,.,j Wl111ton Ko/ R.L. Landcr,
11 

J. Rowc,
11 

J.R. Smith,
11 

D. Stuart,h S.L. Olsen,1 K. Abe,J Y. Fujii,J Y. Higashi,1 Y. Kurihar11,J F. Liu,
1 

A. Maki,
1 

T. No111._i,J T Omori,j H. S11gaw11,1 Y. Sah.i,1 T. Suaki} Y. Sugimolo,
1 

Y. Ta.hiwa,j 

S, Terada,j R. Walker,1•• F. Kajino,• T.L. Thomas,
1 

R. Poling,1 T. A10,m Y. hhi,m 

K Miyano,m H. Miyata,m Y. Yamashita," J.J. Canele,P A.J. Devera,' S. Kobayashi,q 

A Murnlu1.mi,q S.K. Sahu,q M.E. Zommorodian,q J.S. Kang,' S.K. Choi," D. Son," 

S. Mahumoto, 1 R. Tanaka,
1 

T. l1hi1ub
1 

• University of Rodester, Rodester, NY 14621 

b Louisiana State Univeuity, Baton Rouge, LA 10803 

c Institute of High Enerv Physics, Beijing 100039 

d Virginia Polytechnic Institute and Slate Vniveuily, Blaclsburg, VA 24061 

e University of South Carolina, Columbia, SC 29208 
1 Ohio State Universily, ColumbuJ, OH 43210 

I" SSC Laboratory, DaJJu, TX 15231 

b University ofC,Jjfornia, Davis, CA 95616 

i Universily of Hawaii, Honolulu, HT 96822 

i KEK, National Laboratory for High Energ:, Physics, Ibarali 305 

• Kon&n Unit'enity, Kobe 658 
1 University of Minnesota, Minneapoli,, MN 55455 

111 Niigala University, Niigata 950--21 

" Nihon Dental College, Niigata 951 
0 Rutgers University, Piscalawa.r, NJ 0885.f 

P University oflbe Philippine,, Que•on City, 300.f 

q Saga UniYcrsify, Saga 840, • Korea University, ScouJ 13~101 
1 Kyungpool National University, Taegu 702-101 

1 Chuo University, ·Tokyo 112 
1 Saitama UniYeuity, Urawa 338 
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