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2010 RENCONTRES DE MORIOND

The XLVth Rencontres de Moriond were held in La Thuile, Valle d’Aosta, Italy.

The first meeting took place at Moriond in the French Alps in 1966. There, experimental
as well as theoretical physicists not only shared their scientific preoccupations, but also
the household chores. The participants in the first meeting were mainly french physicists
interested in electromagnetic interactions. In subsequent years, a session on high energy
strong interactions was added.

The main purpose of these meetings is to discuss recent developments in contemporary
physics and also to promote effective collaboration between experimentalists and theo-
rists in the field of elementary particle physics. By bringing together a relatively small
number of participants, the meeting helps develop better human relations as well as more
thorough and detailed discussion of the contributions.

Our wish to develop and to experiment with new channels of communication and dialogue,
which was the driving force behind the original Moriond meetings, led us to organize a
parallel meeting of biologists on Cell Differentiation (1980) and to create the Moriond
Astrophysics Meeting (1981). In the same spirit, we started a new series on Condensed
Matter physics in January 1994. Meetings between biologists, astrophysicists, condensed
matter physicists and high energy physicists are organized to study how the progress in
one field can lead to new developments in the others. We trust that these conferences and
lively discussions will lead to new analytical methods and new mathematical languages.

The XLVth Rencontres de Moriond in 2010 comprised three physics sessions:

• March 06 - 13: “Electroweak Interactions and Unified Theories”

• March 13 - 20: “QCD and High Energy Hadronic Interactions”

• March 13 - 20: “Cosmology”
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Polarized CMB Foregrounds: What do we know and how bad is it?

Clive Dickinson
Jodrell Bank Centre for Astrophysics, School of Physics & Astronomy,

University of Manchester, Oxford Rd, Manchester, M13 9PL, U.K.

Polarized foregrounds are going to be a serious challenge for detecting CMB cosmological
B-modes. Both diffuse Galactic emission and extragalactic sources contribute significantly to
the power spectrum on large angular scales. At low frequencies, Galactic synchrotron emission
will dominate with fractional polarization ∼ 20−40% at high latitudes while radio sources can
contribute significantly even on large (∼ 1◦) angular scales. Nevertheless, simulations suggest
that a detection at the level of r = 0.001 might be achievable if the foregrounds are not too
complex.

1 CMB foregrounds overview

For high sensitivity measurements, once systematics are made negligible, component separation
to remove foregrounds represents the ultimate limit to the precision in which the CMB, and
therefore cosmological parameters, can be measured. Diffuse Galactic radiation consists of at
least 3 components including synchrotron emission produced by relativistic electrons spiralling
in the Galactic magnetic field, free-free emission from electrons accelerated by ionized bas and
thermal dust emission due to black-body radiation from dust grains at temperatures of a few
tens of degrees Kelvin. Other mechanisms are though to contribute at some level. In particular,
electro-dipole emission from ultra-small rapidly spinning dust grains may be a significant con-
tributor at frequencies < 100 GHz. Fortunately, at least for cosmologists, the CMB anisotropies
in total-intensity are larger than the Galactic emission, over a significant fraction of the sky
and over a few decades in frequency range i.e. ∼ 30 − 150 GHz. Extragalactic sources, which
are typically point-like relative to the experimental beam, are a major foreground on small an-
gular scales, typically < 1◦ or ℓ > 200. Their removal is usually achieved by masking/fitting
the brightest sources, and making a statistical correction of the residual sources in the power
spectrum.

The situation for polarization is different. Both Galactic and extragalactic radiation are
significantly polarized, at the few to tens of a per cent level. Although the CMB E-mode
fluctuations are at the 10% level, the B-mode fluctuations are at least an order of magnitude
lower than this, and possibly much smaller. It is therefore quite clear that CMB polarization
measurements will be seriously affected by foregrounds. In this article, I summarise some new
results for polarization of diffuse Galactic emission and extragalactic sources.
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Figure 1: Left: Fractional polarization of diffuse foregrounds as a function of Galactic latitude. Right: Fractional
polarization of radio sources.

2 Template analysis of WMAP data in polarization

Very little is known about the details of diffuse polarized foregrounds. Kogut et al.9 studied
the global properties of the synchrotron and dust polarized emission, assuming the synchrotron
polarization angle given by WMAP K-band and dust polarization angle given by a model map of
starlight absorption. More recently, Macellari et al.10 used a template cross-correlation analysis
by fitting total-intensity templates to the polarization data directly. The analysis amounts to
fitting total-intensity maps to polarized intensity (P =

√

Q2 + U2) at a resolution of Nside = 32,
by minimizing the χ2. A statistical noise bias was subtracted from P and correlations between
Q and U were taken into account, by using the WMAP noise covariance matrix supplied by
the WMAP team, degraded to Nside = 32. Pixel-pixel correlations were not taken into account,
but are typically small (∼ 1%). The main limitation of this method is that if the polarization
angles of individual components are not the same, cross-terms appear that can bias the result.
However, we do not expect the angles to be significantly different on large angular scales.

The left panel of Fig. 1 shows the fractional polarizations for the synchrotron- and dust-
correlated components at K-band (23 GHz) as a function of Galactic latitude. The synchrotron
polarization fraction is low (∼ 5%) at low Galactic latitudes, as expected from depolarization
along the line-of-sight. At high latitudes, the synchrotron fractional polarization increases to
∼ 15−40%; at |b| > 20◦ the average is 19%. We detect a dust-correlated signal, with an average
polarization fraction of 2.9 ± 0.6%. This is consistent with the expectation for spinning dust,
although magneto-dipole emission cannot be ruled out. The Hα-correlated signal, expected to
be due to free-free emission, has little or no polarization, with an all-sky average of 0.6 ± 0.7%.

3 Contribution of polarized extragalactic sources

Extragalactic sources are known to exhibit polarization. At frequencies > 100 GHz, there is
very little information at all, except to note that the polarization must be relatively small for
most galaxies (e.g. Seiffert et al.12). At frequencies < 100 GHz, radio surveys such as the NVSS
at 1.4 GHz (Condon et al.3) have accurately characterised source counts down to a few mJy.
However, the polarization properties are still not well known, except for the brightest sources.
Recently, Jackson et al.8 observed bright (> 1 Jy) sources detected by WMAP (Hinshaw et
al.7) with the Very Large Array (VLA) in polarization at 8.4, 22 and 43 GHz. The right
panel of Fig. 1 shows the distribution of polarization fractions, Π, for sources detected at all
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Figure 2: Projected power spectra of radio sources at 30, 44, 70 and 100 GHz. The dotted line shows the theoretical
CMB E-mode spectrum while the solid lines are the CMB B-mode spectra for r = 0.1, 0.01, 0.001. The dashed
lines show the power spectra of radio sources for different intensity flux density cut-offs, Scut = 1, 0.1, 0.01 Jy.

3 VLA frequencies. The distributions at 8.4, 22 and 43 GHz are almost identical and can
be approximated by a Gaussian distribution in log(Π). The median value is ≃ 2% with an
average of ≃ 3.5%. This allows us to estimate the contribution of point sources to the CMB
power spectrum in polarization. Fig. 2 shows the source power spectra at 4 frequencies and for
3 different flux cut-off values. We have assumed no clustering of radio sources, and that the
spectra and polarization fractions do not vary at lower flux densities. It is clear that, even at
large angular scales (∼ 1◦), extragalactic sources will need to be removed if one is to try to
detect r ∼ 0.001. In particular, at low frequencies the power from radio sources will dominate
B-modes at r = 0.001 even when a large number of sources have been removed. To measure
CMB B-modes at this level, accurate statistical corrections in the power spectrum will need to
be applied.

4 What tensor-to-scalar ratio can be achieved?

Without detailed knowledge of polarized foregrounds, it is difficult to calculate the lowest
value of the tensor-to-scalar ratio, r, that might be achieved with a future CMB mission (e.g.
CMBpol/EPIC, Bpol). However, using simple models, normalized to the approximate levels
that we see in current experiments, we can estimate the ultimate r-value, assuming the fore-
grounds are relatively simple. It should be remembered that component separation is likely to
set the limit on the lowest r-value that can be achieved.

As part of a white paper in preparation for the U.S. 2010 decadal review and the CMBpol
design study for a future CMB polarisation satellite, Dunkley et al.5 investigated the issue
of foreground removal. Using the Planck Sky Model, a simulation of diffuse foregrounds was
produced at a range of frequencies, as proposed for a particular configuration of the EPIC



Table 1: Forecasted 1σ uncertainties on the tensor-to-scalar ratio, r, for a fiducial value r = 0.01.

Method Description ℓ < 15 ℓ < 150

Fisher Assumed 10% residual foregrounds 0.014 0.00052
Parametric Power-law indices 0.003 –

Blind SMICA – 0.00055

satellite. In polarization, this consisted of synchrotron and thermal dust components, based
on the model of Miville-Deschênes et al.11. White noise was added, in accordance to the EPIC
design. No extragalactic sources were added and CMB lensing was not considered.

A number of techniques were used to estimate the sensitivity to r that could be achieved,
including a Fisher-matrix calculation, parametric fitting with various assumptions (Eriksen et
al.6), and a blind component separation method (Delabrouille et al.4). Two ℓ ranges were con-
sidered, to take into account that lensing of E-modes into B-modes will be a major challenge
for ℓ > 15. The results are summarised in Table 1. The results suggest that r ∼ 0.01 should be
relatively easily achievable, so long as the foregrounds are not significantly more complex than
we expect. If we assume that lensing B-modes can be removed, then r < 0.001 may be attain-
able with ultra-sensitive instruments; see also Betoule et al.2. However, foregrounds (including
lensing) are likely to make detecting r < 10−4 impossible. It is clear, however, that accurate
data over the frequency range of a few GHz to ∼ 1 THz is needed to characterize and understand
foregrounds so that they can be accurately removed from sensitive CMB data.
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The QUIET experiment

A. Kusaka for the QUIET Collaboration
Enrico Fermi Institute and Kavli Institute for Cosmological Physics, University of Chicago,

Chicago, Illinois 60637 U.S.A.

The Q/U Imaging ExperimenT (QUIET) is a ground-based radiometer array designed to
measure the polarization of the cosmic microwave background (CMB). In Phase I, it mea-
sures the CMB polarization at angular scales of 25 . ` . 1000 in the frequencies 95 GHz and
44 GHz. QUIET employs a unique radiometer technology, ‘radiometer on chip,’ which inte-
grates monolithic microwave integrated circuits (MMIC) of high electron mobility transistor
(HEMT) amplifiers into a receiver module. This technology enables us to assemble the world’s
largest polarimeter array using the HEMT amplifier devices. In these proceedings, we review
the QUIET instrument and report on the status of Phase I, observing since October 2008.
We also mention prospects for QUIET Phase II.

1 Introduction

The anisotropy of the CMB polarization has yet to be fully explored. It can be decomposed into
a curl-free component, or E-modes, and divergence-free component, or B-modes. The E-modes,
since their first detection1, have been measured and characterized by various experiments and
are consistent with the predictions of the standard ΛCDM model. The B-modes, on the other
hand, remain entirely elusive. While the E-modes are sensitive to the scalar density fluctuations
in the early Universe, the B-modes would be evidence primordial gravitational waves, which
are sourced only by the inflation. The detection of B-modes in CMB polarization is not only
the smoking gun of inflation, but also a unique opportunity to measure the energy scale of the
inflationary potential2,3.

QUIET Phase I and Phase II are among current and next generation experiments aiming
for the detection of the inflationary B-modes. Deployed on the Chajnantor plateau in Chile,
QUIET Phase-I started its observation with its 44 GHz receiver in October 2008. After nine
months of successful observation, we deployed the 95 GHz receiver replacing the 44 GHz one and
the observation resumed in August 2009. Among numerous CMB experiments, QUIET stands
out with its unique receiver technology. Here we describe the instrumentation, the site, and
observation strategy, as well as the current status of the analysis of 44 GHz receiver data.

2 Instrument

We measure the CMB polarization power spectra using receiver arrays at multiple frequencies.
In Phase I, the instrument consists of two arrays at 95 GHz and 44 GHz with 90 and 19 receiver
elements, respectively. The array is coupled to the optics comprising platelet-array feedhorns6

and a 1.4 m Mizuguchi-Dragone reflective telescope7,8. The optics achieves the beam size of
12 arcmin (27 arcmin) in full-width-half-maximum at 95 GHz (44 GHz), defining the sensitive



Table 1: QUIET Phase-I experiment summary.

Frequencies (GHz) 95 / 44
Angular resolutions (arcmin) 12 / 27 in full-width-half-maximum
Number of receiver elements 90 / 19
Array sensitivity (µK

√
s) 57 / 64

Detector type HEMT
Polarization modulation Phaseswitch (4 kHz and 50Hz), sky and boresight rotations
Telescope optics Mizuguchi-Dragone
Field centers (J2000 RA,DEC) (181◦,−39◦), (78◦,−39◦), (12◦,−48◦), (341◦,−36◦)
Field size 15◦ × 15◦ each
Observation August 2009∼ / October 2008∼June 2009

angular scale of ` . 1000 (` . 400). Table 1 summarizes the Phase-I instrument and observing.

Large focal-plane arrays are achieved by a breakthrough in millimeter-wave circuit technol-
ogy and packaging at JPL4, which miniaturizes the correlation polarimeter and enables mass
production. Each array element is based on a QUIET module: a pseudo-correlation receiver
comprising HEMT low-noise amplifiers, phase shifters, detector diodes, and passive components
(Fig. 1). The 95 GHz (44 GHz) module dimensions are 3.2 cm × 2.9 cm (5.1 cm × 5.1 cm). The
polarization properties of the CMB can be expressed by two linear polarization (Q and U) Stokes
parameters. Each module measures both of the linear polarization parameters simultaneously
when its inputs are coupled through the septum polarizera, which splits the incoming radiation
into left- and right-circular polarizations5. Pseudo-correlation technique provides not only sen-
sitivity to Q and U polarizations but also makes the polarimeter immune to gain fluctuations
and unpolarized signals. Phase modulation occurs at 4 kHz, which is faster than the 1/f knee
frequency of the atmosphere, amplifiers, and diode detectors. In addition to the 4 kHz phase
modulation occurring in one of the amplifier chains, the phase switch in the second chain is
also modulated at lower frequency of 50 Hz. This ‘double demodulation’ cancels out spurious
instrumental polarization that can arise if there are transmission differences between the two
phase states in either of two phase shifters.

The performances of the QUIET modules are fully calibrated, characterized and verified
in the field through observations in Phase I. The mean sensitivity of a module is 0.5 mK

√
s

(0.25 mK
√

s) for 95 GHz (44 GHz), making up the combined array sensitivity of 57 µK
√

s (64 µK
√

s).
The achieved 1/f knee frequencies are typically well below the telescope scan frequency of 0.05–
0.1 Hz, thus minimizing the sensitivity degradation due to the 1/f noise.

3 Site and Observation

QUIET is located at 5080-m altitude on the Chajnantor plateau in Chile using the platform of
CBI9. Chajnantor offers exceptional conditions for radio astronomy because of its high altitude
and low water vapor10. Under median conditions, the zenith sky brightness at 95 GHz (44 GHz)
is 5–6 K (9 K).

We started Phase-I observations in October 2008 with the 44-GHz receiver array. The
observing season finished in June 2009 after collecting over 3500 hours of data. After the de-
ployment of the 95-GHz receiver array replacing the 44-GHz one, observing resumed in August
2009 and continues. We have already collected more than 3000 hours of 95-GHz data by the end
of March 2010 and expect to collect an additional 4500 hours by the end of 2010.

aIn Phase I, six (two) out of 90 (19) modules of the 95-GHz (44-GHz) array are coupled to assemblies of ortho-
mode transducers and magic tees, instead of to the septum polarizers, providing sensitivity to the temperature
anisotropy of the CMB.



Figure 1: A 95-GHz module with the radiometric components integrated (left) and the 90-element 95-GHz array
under assembly (right).

QUIET observes the four CMB patches listed in Table 1. Each scan is performed with a half
amplitude of 7.5◦ and repointed when the sky has drifted by 15◦, making up deep coverages of
' 15◦ × 15◦ on each patch. The observing scan is a periodical scan in azimuth with the speed
of ' 6◦/s, with a fixed elevation and rotation angle about the optical axis. We use two means
to achieve parallactic-angle coverage: sky rotation from diurnal sky motion and weekly rotation
about the optical axis (boresight rotation).

About 10% of our observing time is dedicated to calibrations. Calibrations of polarization
angle, spurious polarization due to leakage from I (intensity) to Q/U, and the responsivity are of
importance. We calibrate these by combining daily and/or weekly observations of astronomical
sources such as the Moon, Jupiter, and Taurus A; and the ‘skydip’ (scanning the telescope up and
down in elevation), which is performed once per 90 minutes. Supplemented by measurements
using a broad-band polarized noise source and a rotating wire-grid, we achieve the required
calibration precision for Phase I. We also spend ∼ 10% of observation time scanning galactic
plane for the purposes of calibration and galactic science.

4 Analysis

Our two independent analysis pipelines employ different and complementary techniques: one
uses pseudo-C` estimators11,12 and the other is based on maximum-likelihood map-making and
power-spectrum estimation13,14. It is critical to cut data contaminated by fluctuations of envi-
ronmental or instrumental origin. Such selection criteria are under development using results
obtained from the null-test suite described below.

Our policy is to not look at polarization power spectra until the criteria are defined and the
data pass a variety of predefined null tests, each designed to validate our understanding of a
particular possible systematic effect. In each test, the data are split into two subsets; CMB maps
(m1 and m2) are made from each half, and we compute the power spectrum of the difference
map (mdiff ≡ [m1 − m2]/2), to check consistency with zero signal.

One example is to split the data into those obtained from Q-sensitive channels and U-sensitive
ones. Excess power should arise in this null spectrum if there were instrumental systematic effects
that show up differently in those channels. A preliminary result for this null test using 44 GHz
data is shown in the left panel of Fig. 2, where the power spectra are consistent with zero signal
as expected. Each division has 16 bins, 8 bins in E-mode and B-mode power. A test suite of
32 divisions makes a total of 512 points that should be consistent with zero. The right panel of
Fig. 2 shows the distribution of the χ2 values of those points for one of our CMB patches. The
data distribution is consistent with that from Monte Carlo simulations, validating our selection
criteria and noise model.
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Figure 2: The left panel shows a preliminary null power spectrum obtained by differencing data sets from Q-
sensitive and U-sensitive diodes. The right panel is the χ2 distribution of the null power spectra of 32 divisions,
where the red histogram and the shaded region correspond respectively to the data and expectation from Monte
Carlo simulation. Both are only for one of the four CMB patches we observe and from the 44 GHz receiver data.

5 Future Prospects: Phase-II

Phase II will consist of three separate telescopes with four cryostats: three will house identical
95-GHz arrays of 499 elements and one houses an array consisting of 61 elements of 44 GHz
and 18 elements of 30 GHz polarimeters for control against foreground contamination due to
synchrotron radiation from our galaxy. The sensitivity of Phase II allows us to possibly detect
B-modes from primordial gravitational waves, or to put a stringent limit on the tensor-to-scalar
ratio r of ' 0.01.
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The QUBIC Experiment

A bolometric interferometer to detect the CMB B-mode polarization

Romain CHARLASSIER1 on behalf of the QUBIC collaboration
1Laboratoire APC – Université Paris Diderot-Paris 7 – CNRS

QUBIC is a dedicated CMB B-mode experiment based on a novel instrumental technique,
bolometric interferometry, which could combine some very specific advantages of interferom-
etry in terms of systematics control and the advantages of bolometric techniques in terms of
sensitivity. We introduce bolometric interferometry key concepts and give the specifications
of the QUBIC instrument. A first module is planned to be installed at the Concordia station
(Antarctica) in 2012; the final instrument will have the sensitivity to detect a tensor to scalar
ratio of 0.01 with one effective year of data. QUBIC is a collaboration between France, Ireland,
Italy, U.K. and U.S.A, which results from the merging of the MBI and BRAIN projects.

1 Context

1.1 Detecting CMB B-mode

Measuring the Cosmic Microwave Background (CMB) B-mode polarisation appears nowadays
as the most powerful way to place constraints on inflationary theories. The detection of such
a weak signal is however a tremendous experimental challenge. Future experiments will need,
in addition to a high statistical sensitivity, a reliable foreground removal and an unprecedented
control of systematic effects 12.

1.2 The path towards bolometric interferometry

Most future B-mode experiments (EBEX 9, PLANCK 10, SPIDER 11, PolarBear) will have a
similar imaging concept, sharing the same kind of instrumental systematic errors. Another kind
of instrumental concept has proven successful in the past : the DASI7 and CBI8 interferometers,
which were the first experiments to detect E-mode polarization of the CMB. Unfortunately, the
sensitivity of this kind of instrument (heterodyne interferometer) is intrinsically limited because
they rely on coherent detection : the electromagnetic signals collected by the horns are amplified
(by HEMTs) and mixed to lower frequencies before being correlated by pairs. Another strong
limitation is the cost of the correlator (which does not grow linearly with the number of horns
N since N(N − 1)/2 correlations must be done).

Bolometric interferometry offers a promising alternative for detecting B-modes, which com-
bines some very specific advantages of interferometry in terms of systematics control and those
of bolometric techniques in terms of sensitivity.



2 Bolometric Interferometry : key concepts

2.1 Fizeau combination

The QUBIC instrument concept is represented on figure 1. A bolometric interferometer can be
seen as a millimetric version of the first interferometer ever dedicated to astronomy, the Fizeau
one, which was obtained by placing a mask with two holes in front of a telescope; the millimetric
sky is directly observed in our case through an array of back-to-back horns, acting as diffractive
pupils. Interference patterns are formed in the focal plane of the beam combiner (which is
just a telescope). This focal plane is filled with an array of bolometers, which are sensitive to
polarisation.

A rotating half-wave plate (HWP) is located after the array of reemitting horns in order to
modulate the polarisation (in the same way as for imaging experiments). It can be shown that
the power measured by a bolometer located at ~dp, is:

R ~dp

(t) = SI(~dp) ± cos (4ωt) SQ(~dp) ± sin (4ωt) SU(~dp) (1)

where ω is the HWP angular velocity and where SX is defined by:

SX(~dp) =

∫
X(~n)|As(~dp − ~n)|2 d~n (2)

where X = {I,Q,U} stands for the Stokes parameters. This quantity SX is usually called the
dirty image in interferometry : this is an image of the sky filtered by the baselines (which are
the vectors defined by every pair of horns, in wavelength units). Equivalently, this is an image
of the sky observed through the synthesized beam As(~dp − ~n), which is approximately given by
the discrete Fourier transform of the horn distribution. This beam has much more structure
than a Gaussian function (it is for instance the product of a Gaussian by a sinc function in the
case of a square-grid array of horns having Gaussian primary beams).

The dirty image can equivalently be written as a linear combination of the visibilities. These
are the standard observables in traditionnal radio-interferometry : the Fourier transform of the
sky field observed through the primary beam. The CMB power spectra are roughly given by
the variance of these visibilities in the flat sky approximations.

We therefore see that there are two ways to deal with the data measured by a bolometric
inteferometer: one can make maps of the sky observed through the synthesized beam (the data
analysis is then very close that of an imager) or one can invert the linear system instantaneously
and store the visibility measurements (the data analysis is then very close that a heterodyne
CMB interferometer). We are studying which way is better.

2.2 Sensitivity

We have shown 1,2 that the sensitivity of a bolometric interferometer is roughly equivalent to
that of an imager having the same number of horns, provided that the horn distribution presents
a high degree of redundancy: the average number of redundant baselines should scale as the
number of horns. This condition would be satisfied by the QUBIC compact square-grid array.

The question of bandwidth often used to be raised about our concept by specialists in
radio-interferometry; indeed, if the raw sensitivity of detectors grows as the square root of the
bandwidth, there is a secondary effect, known as bandwidth smearing which can largely degrade
the global sensitivity of an interferometer. However we have shown 3 that this sensitivity loss is
very acceptable in the QUBIC case (about a factor 1.6 loss for 25% bandwidth).



Figure 1: The QUBIC instrument concept is a millimetric Fizeau interferometer with image-plane beam combi-
nation (see text).

2.3 Self-calibration

The high degree of redundancy of the QUBIC horn array enables a powerful self-calibration
procedure. The main idea is to take advantage of the fact that in an ideal instrument, redundant
visibilities (defined by redundant baselines) should exactly equal each other, while in a real
experiment, they will slightly differ because of systematic errors. These small differences can be
used to calibrate the gains, phases and polarization couplings of each channel (these quantities
are the sources of instrumental errors when mis-estimated). We emphasize the fact that this self-
calibration procedure is very different from the usual calibration used in imaging experiments
that must rely on models of the calibration source.

The use of redundant baselines for self-calibration is a known but rather uncommon method
in radio-interferometry 6. Traditionally, radio-interferometers aim at achieving the maximal
angular resolution; with a fixed number of antennas, it is usually best to arrange them to
optimize the sampling in Fourier space, rather than to maximize redundancy.

In our case, we will need a self-calibration period during which we will measure separately the
N(N − 1)/2) visibilities : this would be possible thanks to polarized switches inserted between
each back-to-back horn pair.

Details on this self-calibration procedure will be given in an article in preparation.

3 The QUBIC collaboration

The MBI 4 and BRAIN 5 collaborations, which were both involved in bolometric interferome-
try development, decided to join their efforts in 2008. The BRAIN collaboration has already
launched three site testing (atmosphere, logistics) pathfinder campaigns at Dôme C during the
Antarctic summers 2006, 2007 and 2009. The MBI collaboration has built a four horn proto-
type interferometer, MBI-4, and taken data in 2008 and 2009. Fringes have been observed, that
demonstrate bolometric interferometry with Fizeau combination. QUBIC is now a worldwide
collaboration between France (APC Paris, CESR Toulouse, CSNSM Orsay, IAS Orsay), Ireland
(Maynooth University), Italy (Università di Roma La Sapienza, Università di Milano Bicocca),



United Kingdom (University of Manchester) and USA (University of Wisconsin, Brown Univer-
sity, Richmond University).

3.1 The Dôme C site

We plan to install the QUBIC instrument in the French/Italian Antarctica Concordia Station
located at the Dôme C site (3233 m altitude). This site offers many advantages for millimetric
astronomy : a very low brightness temperature of its atmosphere (around 14 K) and excellent
transmission due to its very low precipitable water vapor level, its exceptional atmospheric
stability within the polar vortex, and a low sun set on the horizon. These favorable experimental
conditions are furthermore available most of the year.

3.2 Instrumental R&D

Important instrumental developments are going on within the QUBIC collaboration regarding
the instrument’s key components.
Detectors. Our collaborators at APC are currently developing filled TES arrays (which will
be combined with a polarized grid), while our collaborators at Università di Roma La Sapienza
are developing KIDs array.
HWP & switches. Our collaborators at the University of Manchester are now developing
saphire and metal-mesh achromatic half-wave plates. They are also taking charge of the devel-
opment of polarized switches in wave guide (which are required for a self-calibration procedure).
Combiner. Our collaborators at Maynooth University and at Università di Milano Bicocca are
designing the fast off-axis telescope which carries out the beam combination.

3.3 Instrument specifications

A possible configuration of the QUBIC instrument would be as follows: 2x3 modules of 144/256/512
back-to-back horns in a compact square array at respectively 90/150/220 GHz (25% bandwidth).
The focal plane of each module ' 900 Transition Edge Sensors. The primary beams would have
a FWHM of 14◦. The cryogenics would involve a 4K pulse-tube cooler for each module and
a 100-300 mK dilution unit for the focal plane. The multipole range would be approximately
25 ≤ ` ≤ 150. Such an instrument would allow us to reach r ∼ 0.01 in one year of continuous
operation at Dôme C. The QUBIC collaboration intends to deploy a first module in 2011/2012.
More details and references can be found at www.qubic.org.
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The detection of the B-mode polarisation of the CMB is today one of the major challenge
in observationnal Cosmology. Dedicated space missions have been imagined to characterise
this small signal which could be a major discovery for Cosmology and fundamental Physics.
A discussion on some instrumental challenges is proposed, with a focus on the detectors and
polarisation modulator sub-systems.

1 Introduction

Our understanding of the origin and evolution of the Universe has made remarkable progress
during the last decade, thanks in particular to observations of the Cosmic Microwave Background
(CMB). What is now known as the standard cosmological model (or concordance model) is able
to explain a number of diverse and ever increasingly detailed observations. The model also
predicts the existence of primordial gravitational waves, generated during an explosive period
of expansion known as inflation1. This prediction remains yet to be tested and is the motivation
for a lot of research effort since these primordial gravity waves should have imprint particular
features on the CMB polarisation: the B-modes. This signal is expected very weak with an
RMS of less than 200nKCMB, at least 3 orders of magnitude lower than the CMB temperature
anisotropies. The level of B-modes depends on the scalar-to-tensor ratio r which is today
constrained at r < 0.24 at 95% confidence limit 2.
The detection of gravity waves from inflation would not only be a major discovery for cosmology,
but also for all of fundamental Physics. It would satisfy one of the primary objectives of modern
Physics to detect these waves predicted by Einstein’s General Relativity. It would furthermore
be an indication of the quantum nature of gravity, for the excitation mechanism of inflation is
inherently semi-classical (usually reserved otherwise for quantum fields). Finally, these B-modes
would offer direct access to physics at energies inaccessible in the laboratory and probably related
to grand unification. For example, the amplitude of the B-mode would immediately give us the
energy scale of inflation and hence the characteristic energy scale of unification physics.
While detection of this primordial B-mode signal will probably be done from ground (if r > 0.01),
the precise characterisation of the angular power spectrum will certainly require measurements
from space. Dedicated space missions have therefore been designed in feasibility studies both
in the US and in Europe. This paper presents some of the challenges to develop such space
instruments. The focus is made on detector arrays and polarisation modulator.



2 Polarisation dedicated space mission

Space environment and especially the second Lagrange point L2 offers several advantages for
CMB observation: the thermal environment is cold and stable, no emission nor fluctuations from
atmosphere, passive cooling down to about 40K could be obtained as first cryogenic stage, the
whole sky could be mapped allowing to recover large angular scales. These leads both US and
Europe to propose dedicated CMB polarisation missions to the space agencies3,4,5.
As an example, the BPol concept was proposed in 2007 to answer the ESA Cosmic Vision
call4,5. It consisted on 8 refractive telescopes, covering the frequency range between 70GHz
and 353GHz in 5 bands (see figure 1). This design allows for a constant angular resolution in
the CMB channels. The focal plane was covered with 100mK polarisation sensitive bolometers
coupled to the telescopes thanks to corrugated horns. Two radiometers looking directly on the
sky were added at 45GHz in order to map the galactic synchrotron and free-free emission. Such
a large frequency coverage allows for mapping and removing to some extend the foreground
emission of our Galaxy6. The scanning strategy was a combination of rotation and nutation in
order to cover a large fraction of the sky in a short time and with different polarisation angles.
Such a mission was nevertheless not selected today, mainly because the technology is thought

Figure 1: Artist view of the BPol satellite and principal characteristics of this instrument.

to be not mature enough and also because the space agencies want to have a first detection.
The European Space Agency (ESA) nevertheless recommended ”focussed technology activities
to enable a sufficiently mature mission concept which could be submitted by community in
response to future ESA Calls for Missions.”
This kind of mission is certainly a challenge but technological solutions are available to make
it real. The french phase 0 study SAMPAN7,4 has been especially very useful in this process.
This study has indeed been done on collaboration with engineers from the french space agency
CNES, from Thales and Air Liquide and with scientists. It has demonstrate for example that the
passive cooling of forward V-grooves could be obtained efficiently down to about 40K. The main
challenges remains in the detection chain: the detector arrays and the polarisation modulation.

3 Detector arrays

To be background limited, the detectors must be wideband (∆λ/λ ≃ 20−30%) and need to have
Noise Equivalent Power (NEP) of 3 − 8.10−18W.Hz−1/2. The scanning strategy constrains the
detector time constant to be typically lower that 10ms. Finally, to reach a sensitivity needed for
B-modes, depending on the design, some thousands of detectors are needed in the focal plane.
A recent feedback from the Planck satellite indicates that immunity to cosmic ray hits could be
a concerns for a future CMB polarisation satellite9. Such constraint has therefore to be taken
into account at the beginning of the project.
Bolometers cooled to very low temperature (T ≤ 0.3K) are currently the best detectors for low



spectral resolution λ/∆λ detection from about 100µm to 3mm. The other technology that could
be used is radiometers. They are based on high frequency amplifiers with noise temperature
that becomes closer and closer to the quantum limit given by TQL = hν/k. It can nevertheless
be shown that space born measurements of the CMB leads to a very low power background
on the detectors which gives a strong advantage for bolometers8. On the low frequency part,
bolometers tend to be difficult to manufacture and radiometers are probably unavoidable for
frequencies lower than about 50GHz, where the sky signal is mainly dominated by free-free and
synchrotron emission from our Galaxy. Large bolometer arrays are today being manufactured

Figure 2: Example of a bolometer arrays made at Caltech-JPL10.It consists of 64 detectors, each is based on a
dual polarisation phased-array antenna that couples the RF signal to a bolometer through a microstrip line filter

centered at 150GHz. This kind of detectors are now beeing used on the BICEP2 instruments11.

and used for ground based and balloon born CMB observations (figure 2). They are based on
Transition Edge Sensors (TES) that are easier to multiplex at very low temperature. We refer
to a previous publications8 and references therein for a more detailed discussion on this subject.

4 Polarisation modulation

Up to now, the measurement of Stokes parameters with bolometers is obtained by subtracting
the signals from two perpendicular polarised detectors. This method induces instrumental sys-
tematic effects since the 2 detection chains do not behave exactly in the same way12. The use
of a system to modulate the incident polarisation allows to measure the Stokes parameters with
each single detectors and therefore avoid this problem. If this polarisation modulator is used
continuously (not stepwise), it could remove 1/f noise efficiently16 which could also simplify the
scanning strategy. A polariation modulator is nevertheless not always necessary, especially if
the 1/f noise of the instrument is well controlled and if the scanning strategy allows for rapid
revisit of the pixels by each detectors at different angles7.
Probably the most used (or planned to be used) polarisation modulator is the Half Wave Plate
(HWP)13 which modulates the sky polarisation at 4 times the rotating speed θ. Such a system
could nevertheless induce systematic effects as clearly seen in the data from Maxipol15 which
was the first CMB instrument to use a HWP. The thermal emission of the modulator itself
could induce a parasitic effect at 4θ and parasitic reflections in the optical path could generate
4θ signal13,14. This could be reduced by cooling the HWP and adding antireflection coating.
Another promising way to modulate the polarisation is by using planar phase shifters. This
will allow to realise new detection architecture like the pseudo-correlator scheme17 or bolomet-
ric interferometry18. The possibility to use this kind of architecture was quoted in the BPol
proposal4. An example of such component is shown figure 3. It consists of a superconducting
transmission line where the quasiparticules density is modulated by changing the DC current or
the temperature. This induces a modulation of the kinetic inductance and therefore a variation



Figure 3: Design of a superconducting phase shifter and simulated phase shift as a function of frequency and DC
current19

of the electric length of the lines19. This design is very promising and a prototype is being
designed for a test of the concept between 10GHz and 20GHz. The Technology Readiness Level
(TRL) of such component is nevertheless low and further R&T effort is needed.

5 Conclusion

Two instrumental challenges in the detection chain of a dedicated CMB polarisation satellite have
been discussed. TES arrays are today used in ground based and balloon born instruments. The
integration is a complex issue and a system approach is needed to avoid unexpected sensitivity
degradation. Polarisation modulators are probably unavoidable but a careful optical design
should be done and comprehensive characteriations should be performed. Other modulation
technics using planar technology is today being studied but need TRL improvement.
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Several on-going and future experiments use a Stokes polarimeter (i.e. a rotating wave plate
followed by a steady polarizer and by an unpolarized detector) to measure the small polarized
component of the Cosmic Microwave Background. The expected signal is typically evaluated
using the Mueller formalism. In this work we carry-out the signal evaluation taking into
account the temperatures of the different optical devices present in the instrument, their non-
idealities, multiple internal reflections, and reflections between different optical components.
This analysis, which exploits a new description of the radiation transmitted by a half wave
plate, can be used to optimize the experimental setup as well as each of its optical components.
We conclude with an example of application of our analysis, studying a cryogenic polarization
modulator developed for detecting the interstellar dust polarization.

1 Introduction

The most ambitious challenge in Experimental Cosmology today is the precision measurement of
the polarized signal of the Cosmic Microwave Background (CMB). Given the tiny amplitude of
the polarized component with respect to the unpolarized one, its extraction is very complicated.
Several on-going and future CMB experiments, like EBEX 1, BRAIN 2, BICEP-2 3, QUBIC 4,
SPIDER 5, LSPE 6, B-Pol 7, CMB-Pol 8, and astrophysical ones, like PILOT 9 and BLAST-
pol 10, will detect the polarized component of the signal of interest (CMB or interstellar dust
polarization) by means of a rotating a Half Wave Plate (HWP) followed by a fixed polarizer,
both located in front of the detector.

Using the Stokes parameters and the Mueller matrix formalism, the power detected when
an ideal HWP rotates at angular speed ω in front of an ideal polarizer is 11:

Sideal(θ) =
1
2
[S0 + S1 cos 4θ + S2 sin 4θ]; (1)

where θ = ωt and Si are the Stokes parameters of the radiation under analysis. The linearly
polarized radiation is thus modulated at frequency 4f = 2ω/π. Only the radiation transmitted
by the HWP + polarizer stack have been included. In general, we need to include in the
analysis also the thermal emission from all the optical devices and from the radiative background.
Moreover the non-ideality of the devices, the multiple internal reflections and the reflections
between distinct devices modify the signal detected by the polarimeter. In Sec. 2 we describe
the behavior of a real polarimeter. We provide simulations of the signal detected by a typical
CMB experiment in Sec. 3. Before concluding summarizing our results (Sec. 5), we present the
Cryogenic Waveplate Rotator (CWR), a system which will modulate the polarized component
of the interstellar dust in the PILOT balloon-borne experiment (Sec. 4).



Figure 1: Simulation of the different contributions to the power detected in a Stokes polarimeter at 150GHz,
vs rotation angle of the waveplate. From top left to bottom right: CMB polarization, unpolarized radiative
background with temperature 2.7 K, polarized emission of the HWP at 50K transmitted to the polarizer and
the same reflected back by the polarizer, polarized emission of the polarizer (Tp = 2.5K, εp = 0.01), total signal

detected by the bolometer.

2 Modeling a real polarimeter

The Mueller formalism as used above provides a simplistic description of the radiation trans-
mitted by an ideal HWP; in particular, it assumes that the 100 % of the incident radiation is
transmitted, independently of the incidence angle, and that the phase difference φ is frequency-
independent. In the Adachi formalism12, instead, the phase difference depends on the frequency
of the incident wave, on the thickness of the crystal d, on the extraordinary ne and ordinary no

refraction index of the birefringent crystal.
Here we use a new description of the HWP 13 that takes into account multiple internal

reflections. These depend on the optically activity of the anisotropic HWP crystal (OAMR,
Optically Active Multiple Reflections), and we also include the frequency dependence of the
refraction indices. From the total transmitted and reflected electric fields we have built two
new Mueller matrices: one for the transmitted stokes vector and the other for the reflected
one; the matrix elements depend on ne, no, φ, the reflectivity, and the transmissivity of the
anisotropic medium in a complex way. For a real HWP, M real

HWP , in normal incidence approxi-
mation the multiple reflections create non-vanishing off-diagonals terms, not present in the ideal
one, diag(M ideal

HWP ) = (1, 1,−1,−1). For example, at 150GHz, a typical Mueller matrix for the
HWP is:

M real
HWP =




0.773 −0.006 0 0
−0.006 0.773 0 0

0 0 −0.773 −0.033
0 0 0.033 −0.773


 . (2)

We also take into account the spectral dependence of the refraction indices and of the
absorption coefficients which are assumed to decrease linearly with the temperature of the HWP.

A polarizer emits linearly polarized radiation; in the Stokes polarimeter this emission is
reflected back by the rotating HWP, and after the crossing through the polarizer, is modulated
at a frequency 4f . The unpolarized radiative background, following the same optical path of the
astrophysical signal, is instead modulated at 2f by small non-idealities in the wave plate. Small



Figure 2: Accuracy for the detection of linear CMB polarization versus the temperature of the radiative back-
ground (left) and of the HWP (right).

Table 1: Features of the spurious signals produced by a real polarimeter.

EFFECT MOD. AMPL.
radiative background at 2.7 K 2f 15mK

polarized emission of the polarizer at 2.5 K reflected by the HWP 4f 2.1µK
polarized emission of the HWP at 50 K transmitted by the polarizer 2f 22mK

polarized emission of the HWP at 50 K reflected by the polarizer 4f 3µK
polarized emission of the HWP at 4 K reflected by the polarizer 4f 0.6µK

differences in the absorbtion coefficients of the HWP, fews 10−3, produce a polarized emission;
it is modulated at 2f (4f) when is transmitted (reflected back) by a polarizer (and successively
by the HWP) 13.

For a Λ-CDM model, with tensor to scalar ratio r = 0.1, the expected detected signal
due only to the CMB, has a typical (rms) amplitude of about 0.7µ K. We consider the normal
incidence approximation and an incoming monochromatic ray at 150 GHz. Going through a
real absorbing HWP the signal amplitude does not change much (0.6µK), but the heights of
the peaks become uneven, due to a spurious 2f component (Fig. 1). From our model, we find a
number of spurious effects, as quantified in Tab. 1.

The result of the sum of these emissions, with respect to the CMB signal, depends on the
relative angle between the CMB polarization angle and the orientation of the wire grid. Despite
of the large amplitude of the 2θ components, they are easily removable from the cosmological
signal by means of a high-pass filter. The 4f spurious signals, on the contrary, cannot be
removed; being at the same frequency, they contaminate the cosmological signal by an amount
which depends on the physical temperature of the optical components: at 2.5 K the spurious
signal is about 4 times the CMB one, while at 1 K it decreases below 4% of the CMB one. We
conclude that it is certainly necessary to cool down the polarizer and the HWP, and to reduce
the radiative background.

3 Saturation effects

Bolometric detectors, used at these frequencies, are non linear and start to saturate if the
detected signals become too large. In a slightly saturated bolometer a pure 2θ signal acquires
a 4θ component, plus higher order terms. Therefore, non linearities place upper limits on the
radiative background we can tolerate in a CMB polarization experiment. Given a 1% saturation



for signals of the order of 200mKCMB, we find that if we want to detect the S1 and S2 parameters
with, at least, 10% accuracy, we must reduce the radiative background below 4.5K (Fig. 2).

A possible solution for removing these troublesome spurious signals could be using an array
of polarizers, one per detector, with different wire grid orientations, in place of a single wire
grid covering all the array. In this way, the spurious emissions having different phases partially
cancel each other. PSBs are naturally providing this advantage, if properly oriented in the array.

4 The Cryogenic Waveplate Rotator

In the near future PILOT 9, a balloon experiment with 1024 bolometers cooled down to 0.3 K,
will observe the polarized emission from the Galactic plane and the cirrus clouds at high Galactic
latitudes, in two bands centered on 545 and 1250GHz. The cryogenic waveplate rotator (CWR)
14 15 will modulate the astrophysical signal at a frequency of 4f , rotating a 4K HWP. The CWR
works in a step and integration mode, exploiting an innovative mechanical system driven by a
step motor running at room temperature. The CWR controls, in a completely automated way,
the position of the crystal with an accuracy better than 0.03◦, stopping in pre-selected positions
sensed by a 3-bit optical encoder made with optical fibers.

5 Conclusions

We have shown a few examples of contamination of Stokes Polarimeter data due to the polarized
emission of the polarizer reflected back by the rotating HWP, to the unpolarized radiative back-
ground, which follows the same path of the target signal, going through a non-ideal waveplate,
and to the polarized emission of the HWP reflected and transmitted by a polarizer. This study
has used a new description of the HWP which takes into account the optically active multiple
reflections inside the crystal and which describes the radiation transmitted and reflected from
the birefringent medium. The non linear behavior of the bolometric detector produces a 4θ
signal from the large 2f spurious signals; this means that even if the 2f signal can be removed
post-detection, its level should be kept low enough that the linearity of the detector is not chal-
lenged. This sets upper limits, less than about 10 K, for the allowed radiative background in
a given experiment. Our simulations also show the necessity of cooling the polarizer down to
about 1 K and the HWP to 4K.
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Some models of spacetime quantization leading to violations of Lorentz symmetries predict a
minute effect of birefringence for the propagation of photons. For Cosmic Microwave Back-
ground (CMB) photons, which have some degree of linear polarization, this results in a ro-
tation of their polarization direction. The effect is greatly amplified by their long time of
propagation, and could have observably large implications for analyses of CMB polarization.
Here we mainly report the results of previous works1,2,3, in which it is shown that for the most
studied model of quantum-spacetime-induced birefringence, available BOOMERanG 2003 and
WMAP data can be used to establish a bound of Planck-scale significance. We give forecasts
on the sensitivities achievable by future CMB polarization measures and we comment on how
systematic effects of CMB experiments could influence these constraints. As a final point we
discuss how Lorentz violations can also produce non-isotropic birefringence effects.

Motivations to study Planck-scale physics come from quantum-gravity research, that es-
sentially tries to solve the problem of finding a common description for quantum and general-
relativistic phenomena, to be used in the physical situations in which both of them are non-
negligible. The lacking of a unifying theory, despite all the efforts made toward it, can be traced
back to the difficulties encountered in accessing experimentally the ultra-high energy (and cor-
respondingly the ultra-short length) scale at which these phenomena should be relevant. So it
is clear the crucial importance of looking for physical situations in which one could find clues of
what the quantum-gravity theory should look like.

One of the most common expectations emerging from quantum-gravity research is that
spacetime should show some quantum properties (such as discreteness, coordinates noncommu-
tativity or fuzziness) when probed at scales of the order of the Planck length LP ∼ 10−35m. It
is commonly agreed that this quantization may cause a deformation of spacetime symmetries,
which acquire some ”quantum“ features themselves 4, leading to violations of Lorentz symme-
tries. Among the many ways in which these violations could show up, much studied are possible
consequences on particles’ energy-momentum dispersion relations 6, characterized by corrective
terms governed by the Planck scale EP ∼ 1028eV . In the high-energy regime, to the first order
in 1

EP
, the modified dispersion relation for photons takes the form

E ' p+
η

EP
p2, (1)

where η is a dimensionless parameter governing the amplitude of the correction.



It has been also studied the case 6,7 in which two states with opposite helicity behave differ-
ently, obeying different dispersion relations

E± ' p±
η∗
EP

p2. (2)

Since in this case the two helicity states of the electromagnetic waves have different phase veloc-
ity, linearly polarized monochromatic radiation rotates its polarization vector during propagation
a. This behaviour is known as in-vacuo birefringence, due to its similarity with the birefringence
effects observed when light propagates in materials with chiral molecules.

Modifications of photon dispersion relation of the form p2

EP
can be formalized through an

effective field theory for electrodynamics with mass-dimension five corrections to the standard
Maxwell Lagrangian density. A well-studied model (both on the theoretical and the phenomeno-
logical sides) is the one proposed by Myers and Pospelov 5, in which the electromagnetic tensor
Fµν is coupled to a fixed four vector nα and the nonrenormalizable operator in the Lagrangian
has a coupling constant proportional to 1

EP
, to ensure that the new physics effects originate at

the Planck scale:

L = −1

4
FµνF

µν +
1

2EP
nαFαδn

σ∂σ(nβε
βδγλFγλ) (3)

Until now only a simplified version of the model has been studied, in which the four-vector nα
has the spatial components set to zero (nα = {n0, 0, 0, 0}), so that space isotropy is preserved,
and only invariance under boost transformations is violated b. Within this assumption, the
Lagrangian density takes the form:

L = −1

4
FµνF

µν +
ξ

2EP
F0jε

jkl∂0Fkl (4)

where ξ ≡ (n0)3 is the parameter governing the amplitude of non-standard effects so that its
ratio with EP sets the scale at which new phenomena are originating. Constraining ξ roughly to
order one means testing new effects originating genuinely at the Planck scale. From the above
Lagrangian a birefringent behavior of photons can be deduced 5,1, of the kind of (2) with η∗ = ξ,
so, if the field is linearly polarized, after propagation for a time T its polarization vector will
rotate of an angle 1

α(T ) = 2
ξ

EP
p2T. (5)

This formula has a peculiar energy dependence. If we want to test the rotation using CMB
photons, for which the energy redshift due to the universe expansion can not be neglected, the
above formula has to be corrected. For a photon traveling from epochs with redshift z toward
us, where it is measured to have momentum p0, the total rotation angle is given by

α(z) =
2ξ

EP

p2
0

H0

∫ z

0

(1 + z′)√
Ωm(1 + z′)3 + ΩΛ

dz′ (6)

where H0 is the value of the Hubble function today, Ωm and ΩΛ are respectively the matter and
dark energy densities and we assumed a standard ΛCDM cosmological model.

The reason why it is actually possible to constrain this rotation effects using CMB photons
is that their production process is very well understood, and it is known to produce partially
linearly polarized radiation, and to be parity invariant8. Expanding the polarization pattern on
the sky in spherical harmonics it is possible to separate the modes with different properties under

aIf one considers non-monochromatic waves, when the propagation time is sufficiently long the polarization
ends up disappearing 7.

bThis choice clearly is not reference frame independent. We discuss later this issue.



parity transformations (the so-called “electric” and “magnetic” modes of polarization ). Due to
parity invariance of the original polarization pattern, we would expect to see only parity-even
modes (the “electric” ones). Parity-odd modes are produced instead from the parity-even ones
if a rotation of polarization occurs. We have analyzed WMAP5 and BOOMERanG2003 data.
The results are reported in Table 1. Notice that since the two experiments detect photons with
slightly different energies, we cannot give a joint estimate on α, which is energy-dependent, but
we have to rely on the ξ parameter.

Experiment α± σ(α) ξ ± σ(ξ)

WMAP (94 GHz) -1.6 ± 2.1 -0.09 ± 0.12
BOOMERanG (145 GHz) -5.2 ± 4.0 -0.123 ± 0.096

WMAP+BOOMERanG - -0.110 ± 0.075

Table 1: Mean values and 1σ error on α(in degrees) and ξ.

The constraints on ξ are

−0.260 < ξ < 0.040 (7)

at 95% confidence level, which are even beyond the desired Planck scale sensitivity. We have also
given an estimate of the sensitivities reachable with the recently-launched PLANCK satellite
and some other future experiments (see Table 2 and also the more detailed table reported in our
previous work 1, where we report also the sensitivities reachable with an ideal cosmic-variance
limited experiment).

Experiment Channel σ(α) σ(ξ)

PLANCK 100+143+217 - 8.5 · 10−4

Spider 145 0.27 6.1 · 10−3

EPIC 70+100+150+200 - 1.0 · 10−5

Table 2: Expected 1σ error for PLANCK 70, 100, 143, 217 GHz, Spider 145 GHz, EPIC 70, 100, 150, 220 GHz and

two ideal CVL experiment at 150 GHz and 217 GHz on α (in degrees) and ξ.

Thanks to the multi-frequency data provided by some of these experiments, exploiting the
energy dependence peculiar of Planck scale effects will make it possible to give quite stringent
limits on ξ up to 10−5 and disentangle this kind of rotation effect from other phenomena giving
analogous signatures in CMB polarization data. An example are sistematic effects. To this
regard, we have checked how much a misalignment of the polarimeters, which could mimic a
polarization rotation effect, could have influenced our constraints 2. For multi-frequency experi-
ments it is possible to exploit the peculiar energy dependence to disentangle a genuine rotation
due to Plank-scale birefringence from other effects. On the other hand, this issue is particularly
worrisome in single-frequency experiments like BOOMERanG. So we considered a realistic mis-
calibration of BOOMERanG polarimeters of 0.9±0.7 degrees, which leads to a different estimate
on α: α = −4.3± 4.1 degrees. This weakens the (already faint) indication of rotation we found
before. The estimate on ξ, including also WMAP data, becomes ξ = 0.097± 0.075.

We have shown that present CMB polarization data provide sensitivity to the Planck scale
birefringence parameter ξ of order 10−1. Actually there are analyses exploiting astrophysical
sources that are able to put much more stringent constraints (using Crab Nebula observations
allows to put the limit 9 |ξ| ≤ 10−9). But it is necessary to be very careful in comparing these
limits, since they are obtained in different reference frames and ξ is actually related to the time
component of a four vector (the limit of 10−9 on ξ translates into a limit of 10−3 on n0). In
particular one could have nα = (0, 1, 1, 1) in some reference frame, but then in another reference
frame moving with velocity β = 10−3 with respect to the first one one would have n0 of order
10−3. And this value for β is of the same order of magnitude of the relative velocity between
CMB reference frame and our galactic cluster reference frame.



So it is clear the importance on putting bounds all the four components of nα. And when
studying the phenomenological consequences of the Lagrangian (3) another feature emerges that
suggests caution when interpreting the bounds on the model (4) with only n0 different from zero.
In fact when also the spatial components of the vector are considered, the photon dispersion
relation becomes direction-dependent 3:

ω± = |~p| ± |~p|
2

EP
(n0 + ~n · p̂)3 . (8)

If nα is space-like, there are some propagation directions for the photons, in which they behave
classically. So using point-like astrophysical sources to constrain Lorentz violations induced by
the Lagrangian (3) can be misleading c. To this respect CMB data can be very competitive in
constraining the general model, since CMB radiation covers almost all the sky and so is capable
of giving a better statistics than point-like astrophysical sources.
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Several claims have been made of anomalies in the large-angle properties of the cosmic mi-
crowave background anisotropy as measured by WMAP. In most cases, the statistical signifi-
cance of these anomalies is hard or even impossible to assess, due to the fact that the statistics
used to quantify the anomalies were chosen a posteriori. On the other hand, the possibility
of detecting new physics on the largest observable scales is so exciting that, in my opinion,
it is worthwhile to examine the claims carefully. I will focus on three particular claims: the
lack of large-angle power, the north-south power asymmetry, and multipole alignments. In all
cases, the problem of a posteriori statistics can best be solved by finding a new data set that
probes similar physical scales to the large-angle CMB. This is a difficult task, but there are
some possible routes to achieving it.

1 Introduction

Our understanding of cosmology has advanced extremely rapidly in the past decade, due in
large part to observations of cosmic microwave background (CMB) anisotropy, particularly the
data from the Wilkinson Microwave Anisotropy Probe (WMAP).1,2,3,4 As a result of these and
other observations, a “standard model” of cosmology has emerged, consisting of a Universe dom-
inated by dark energy and cold dark matter, with a nearly scale-invariant spectrum of Gaussian
adiabatic perturbations5,6 of the sort that would naturally be produced in an inflationary epoch.

The all-sky CMB maps made by WMAP provide a unique window on the Universe, probing
larger scales and earlier times than any other data. Not surprisingly, therefore, researchers
have scrutinized the maps carefully for evidence of nonstandard phenomena on large scales.
In most ways, there is remarkable agreement between the standard model and the large-angle
properties of the WMAP data; however, several anomalies have been noted on the largest scales,
including among others a lack of large-scale power,2,7,8 alignment of low-order multipoles,8,9,10,11

and hemispheric asymmetries12,13,14. The WMAP collaboration has conducted a thorough review
and analysis of the claimed anomalies.15

The significance of and explanations for these puzzles are uncertain, largely because of the
problem of a posteriori statistics. The typical sequence of events in the discovery of a CMB
anomaly is as follows: some unusual feature is noticed in the data, and afterwards (a posteriori)
a statistic is devised to quantify the unusualness of this feature. The p-values from such a
statistic cannot be taken at face value: in any moderately large data set, it is always possible to
find something that looks odd, and a statistic engineered to capture that oddness will have an
artificially low probability. Chance fluctuations can therefore incorrectly seem to be in need of
explanation.

Figure 1 illustrates this with a simple toy example. A Gaussian random map was made



Figure 1: A toy example of the dangers of a posteriori statistics. The left panel shows a Gaussian, statistically
isotropic simulation of a CMB map, smoothed to show only large-scale anisotropy. As the right-panel shows,
the one-point probability distribution of the anisotropy has an unusually high skewness. This skewness can be

“explained” by noting the presence of a pair of almost perfectly antipodal extreme hot spots.

that by chance has noticeable positive skewness. Someone looking for an explanation for this
skewness might be tempted to examine the most extreme hot spots in the map and would find
that they are almost perfectly antipodal. The probability that a map’s two most extreme hot
spots are as far apart as in this map is less than 1%. One might be tempted to speculate on the
possible explanations for this unlikely pair of hot spots, but of course there is none.

One can (and from a formal statistical point of view, arguably one must) dismiss the entire
subject of CMB anomalies because of this problem, but I believe that a more nuanced view is
called for. Scientists often by necessity use non-rigorous (or even “invalid”) statistical methods,
especially in preliminary analyses. As long as we maintain a skeptical stance and seek further
tests that can be done of any hypotheses that result from such an analysis, these methods
can yield fruitful insights. Considering the importance of finding ways to test the largest-scale
properties of the Universe, I suggest that is neither necessary nor wise to dismiss the subject
out of hand.

In this paper, I will not discuss all of the claims of anomalies but rather focus on the
three that in various ways seem to me most interesting: the large-scale power deficit, evidence
for hemispheric power modulation, and alignment of low-order multipoles. I will also discuss
possible future directions for testing hypotheses arising from these anomalies.

2 Lack of large-scale power

Ever since the first all-sky CMB maps were made by the COBE satellite,16 questions have been
raised about the low amplitude of fluctuations on the largest angular scales. In the observed
angular power spectrum, the quadrupole (the largest-scale data point) is lower than expected,
although given the large cosmic variance in the quadrupole as well as the need to mask part of
the sky, this discrepancy is not extremely statistically significant. The lack of large-scale power
appears more striking when viewed in real space rather than the spherical harmonic space of
the power spectrum. As Figure 2 illustrates, the two-point correlation function is very close to
zero for all angles θ & 60◦, unlike typical simulations.

To quantify this behavior, the statistic S1/2 is defined to be17

S1/2 =

∫ 1/2

−1
[C(θ)]2 d cos θ. (1)

The value of this statistic is low compared to simulations at a confidence level of approximately
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Figure 2: From Copi et al.7 two-point correlation function for the three-year WMAP data. The blue band shows
the expected range from simulations.

99.8%.7

This statistic is of course a prime example of an “invalid” a posteriori statistic, chosen to
quantify an already-noticed odd feature in the data, so this confidence level must be interpreted
with skepticism. On the other hand, the two-point correlation function is one of the simplest
and most natural quantities to compute from a CMB sky map — for many years, in fact, it was
the chief way CMB anisotropy was quantified. The qualitative difference between the observed
WMAP correlation function and theoretical predictions is therefore intriguing.

If we tentatively assume that the lack of large-scale power does require an explanation, then
it is natural to ask what form that explanation might take. We can rule out one broad class of
explanations, namely those that involve a statistically independent additive contaminant to the
data.7,18 The reason is that such a contaminant always biases the expected amount of large-scale
power up, rendering the low observed value less likely, not more. It is clear that a contaminant
always adds power in an rms sense: the quadrupole (or any other multipole) is simply the
quadrature sum of the contributions from the true CMB anisotropy and the contaminant. But
I am making the stronger statement that the entire probability distribution shifts in such a way
that a low value of the power becomes more improbable (e.g., Figure 3). This statement is
true whether the lack of large-scale power is quantified by the observed quadrupole7 or by the
statistic S1/2.

18 It is independent of any assumptions about the statistics of the contaminant, as
long as it is independent of the intrinsic CMB anisotropy.

For example, this result rules out an undiagnosed foreground as an explanation for the power
deficit. While it is possible that a foreground could cancel the intrinsic large-scale power, such a
chance cancellation is always less likely than the power coming out low without the contaminant.
In fact, if a foreground contaminant is invoked for some other reason (e.g., to explain one of the
other anomalies), it will exacerbate the large-scale power deficit problem.

In addition to foreground contaminants, some more exotic models also fall into the category
ruled out by this model, such as ellipsoidal models19, some models with large-scale magnetic
fields20, etc.



Figure 3: From Bunn & Bourdon18. The solid curve shows the cumulative probability distribution for the statistic
S1/2. The dashed curves show the distributions for various anisotropic (ellipsoidal) models. At any given value

of S1/2, the probability is always largest for the standard model.

3 Hemisphere asymmetry

In the standard cosmological paradigm, CMB anisotropy is generated by a statistically isotropic
random process, meaning that all directions should be, on average, identical. However, there
appears to be a large-scale modulation in power in the WMAP sky maps: more fluctuation
power is seen in one hemisphere than in the opposite hemisphere. Figure 4a illustrates this
power asymmetry.

Figure 4b shows an important test of this anomaly performed by Hansen et al.14. The
WMAP data are filtered into non-overlapping ranges of multipoles: l = 2 − 101, 102 − 201, . . ..
In each case, the direction is found that maximizes the power asymmetry (i.e., maximizing the
ratio of power in a hemisphere centered on that direction to power in the opposite hemisphere).
In the standard model, these directions should all be independent random variables, but they
are clearly closely correlated with each other. Even if the initial detection of a power asymmetry
is contaminated by the problem of a posteriori statistics, this close correlation provides a largely
independent test that is relatively free of this contamination.

I believe that this test provides strong evidence that the power asymmetry is truly present
in the data, but this does not mean that it is cosmological. As indicated in the Figure, the
power-maximizing direction is quite close to the south ecliptic pole. If this alignment is not a
coincidence, then the hemisphere asymmetry has a local cause, perhaps related to the WMAP
scan strategy.

4 Multipole alignments

The alignment of low-order multipoles, especially the quadrupole and octopole (l = 2, 3) may
have received the most attention of all of the claimed anomalies. For each multipole, one can
define a plane in which the fluctuations preferentially lie, using an angular-momentum statistic8

or multipole vectors10. These directions are expected to be independent of each other but are
surprisingly closely aligned. In addition, the directions perpendicular to these planes are close to
both the CMB dipole and the ecliptic plane (see Figure 5). Depending on which of these surprises
one chooses to consider and how one chooses to quantify them, it is easy to get p-values of 10−3

or less9. (Of course, as with the hemisphere asymmetry, if there is a cosmological explanation
for the alignments, then the alignment with the ecliptic must be a mere coincidence.)

Yet again the problem of a posteriori statistics rears its head. The lowest p-values arise from



 

Figure 4: The left panel (from Eriksen et al.12) illustrates the hemisphere asymmetry seen in WMAP. The color
of eac large disk indicates the ratio of power in a hemisphere centered on the disk to power in the opposite
hemisphere, considering only multipoles l = 2-63. The right panel (from Hansen et al.14) shows the directions

yielding maximum power asymmetry for different ranges of multipoles.

considering alignment of things that have been seen to be aligned. It is difficult to know how
to correct this for the various alignments that could have been seen but weren’t. Reasonable
people can (and do) differ over how much weight to give to the various multipole alignments. In
my opinion, it is impossible to be confident that the observed alignments are significant, but it
is reasonable to use them to generate hypotheses for future examination and then look for ways
to test these hypotheses with new data sets that are independent of the large-angle CMB.

5 Possible explanations and future tests

If we tentatively assume that a given anomaly is “real” (i.e., not merely a statistical fluctuation
amplified by an a posteriori statistic), then it is natural to ask what explanations might be
possible. Possibilities include systematic errors, foreground contaminants (although not in the
case of the power deficit), or more exotic explanations involving new physics. Examples from the
latter category are theories that define a preferred direction in space, either through spontaneous
isotropy breaking21 or by the presence of a vector field during inflation22.

Because the alternative theories generally have additional free parameters (and usually in-
clude the standard model as a limiting case), they typically can provide better fits to the data.
A model selection criterion is required to decide whether the improved goodness of fit is worth
the “cost” of a more complex theory. Perhaps the most natural such criterion is the Bayesian
evidence ratio23,24,25,26,27,28,29, which is essentially the factor by which the posterior probability
ratio of two theories is increased, in comparison to the prior ratio, by the acquisition of the new
data. The evidence ratio automatically disfavors complicated theories (i.e., those with large
parameter spaces) unless the improvement in fit is correspondingly large; in other words, it
automatically incorporates a form of Occam’s razor. Recent work26,29 has attempted to quantify
the Bayesian evidence ratios for certain classes of theories. Figure 6 illustrates an example, in
which we quantify the degree to which the quadrupole-octopole alignment improves the likeli-
hood of spontaneous isotropy breaking and preferred direction models. Although the evidence
ratios exceed 1, indicating that the more complicated models go up in probability as a result of
the multipole alignment, the improvement is extremely modest. In general, one does not pay
much attention to Bayesian evidence ratios unless they are far larger than these values23.

Because of the uncertainties surrounding the interpretation of the statistics of the various
CMB anomalies, they should be regarded chiefly as potentially useful guides in formulating
hypotheses for further testing. The essential next step, therefore, is to find new data sets
that can be used to test any such hypotheses. To be specific, we need to find data sets that
probe comparable physical scales to the large-angle CMB (i.e., gigaparsec scales in comoving



Figure 5: From Schwarz et al.9 The quadrupole plus octupole of the WMAP data. Several directions that can be
computed from these multipoles are indicated, along with the orientations of the ecliptic and dipole.

coordinates) but that are independent of the CMB anisotropy modes, which have already been
measured to the cosmic-variance limit. Finding such data sets is nontrivial, of course, but it
may not be impossible.

The first natural place to look is to CMB polarization. For any given anomaly, one can
imagine devising (a priori) statistical tests to be performed on polarization maps to look for
the anomaly’s presence. For example, one can compute the two-point correlation function of a
map of E-type CMB polarization, and see if it shows the same lack of large-angle power as the
temperature anisotropy. Because there are correlations between temperature and E polarization,
this is not, strictly speaking, an independent test, but in practice it is nearly so: as Figure 7
shows, the predicted probability distribution for an S1/2 statistic computed from a polarization
map is essentially independent of the value of S1/2 for temperature. When CMB polarization
data are good enough to allow reliable estimation of the correlation function, we can compute
S1/2. If it is anomalously low, then we have found independent evidence that this puzzle requires
an explanation.

Unfortunately, this test is likely to be of less value than it might initially appear: the bulk of
the large-angle power in CMB polarization data comes from photons that last scattered at low
redshift (after reionization), and hence probes far smaller length scales than the corresponding
temperature data. Thus even if there is a cosmological explanation for the lack of large-scale
temperature correlations, we would probably not expect to find confirmation of it in polarization.
The same conclusion would likely apply to tests of other anomalies. A polarization map does
in principle contain information on large length scales that is independent of the temperature
data, but it is not obvious (at least to me) that this information can be separated from the
reionization signal in a way that would allow a clear test of the anomalies.

There are other possibilities for independent probes of perturbations on gigaparsec scales.
Since the CMB anisotropy primarily probes the surface of last scattering, methods that sample
the interior of our horizon volume will generically provide independent data sets. One method
that might prove promising in the future is the Kamionkowski-Loeb effect:30 by measuring the
polarization of the Sunyaev-Zel’dovich-scattered photons coming from a galaxy cluster, one can
infer the CMB temperature quadrupole measured at that cluster’s location and look-back time.
A sample of such cluster measurements can be used to reconstruct modes on length scales
corresponding to the CMB modes at l ∼ 5.31,32 This is a challenging task, but the generation of
telescopes currently being developed, such as SPTPol and ACTPol, are capable of achieving it.
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Figure 6: An illustration of the use of Bayesian evi-
dence to decide whether anomalies in the data war-
rant adoption of a more complicated model. The
quantity plotted is the Bayesian evidence ratio com-
paring various anisotropic models (two based on the
idea of spontaneous isotropy breaking and one in-
volving a preferred direction during inflation) with
the standard model. The statistic used in com-
puting the evidence ratio is based on the multipole
vector method of quantifying quadrupole-octopole
alignment. For further details, see Zheng & Bunn.29

Figure 7: The cumulative probability distribu-
tion of the statistic S1/2 for E-mode polarization,
as predicted by the standard model. The solid
curve shows the overall probability distribution, de-
rived from simulations based on a standard ΛCDM
model. The dashed curve is the probability distri-
bution conditioned on extremely low values (first
percentile) of the temperature S1/2 statistic. The
close correspondence of the curves shows that a low
value of S1/2 for polarization may be regarded as
independent, to a good approximation, of the mea-

surement of a low S1/2 in temperature.

6 Conclusions

The subject of large-angle CMB anomalies remains controversial, largely because of the diffi-
culty in interpreting a posteriori statistics. While reasonable people can and do conclude that
the correct attitude is to dismiss the subject entirely, I believe that a more nuanced view is
appropriate, in which we view some anomalies as providing hints of possible new directions to
explore. With this attitude, it is of course essential to seek rigorous tests of any hypotheses
generated. Such tests may be difficult but not impossible to find.
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DESPERATELY SEEKING NON-GAUSSIANITY IN THE COSMIC

MICROWAVE BACKGROUND a

GRAZIANO ROSSI
Korea Institute for Advanced Study, Hoegiro 87, Dongdaemun-Gu, Seoul 130 − 722, Korea

The statistics of pixels above or below a temperature threshold (excursion sets) is a powerful
tool for studying departures from Gaussianity in Cosmic Microwave Background (CMB) maps,
since there are no free parameters involved. Using a large set of simulated full-sky realizations
with different levels of the non-linearity parameter fNL, we compute the spatial distribution
and clustering of pixels above/below threshold. We find an enhancement in the clustering of
cold excursion set regions, which increases linearly with fNL and is particularly sensitive at
angular scales of about 75 arcmin. We provide analytical insights of this effect in the limit
of weak non-Gaussianity, using the Edgeworth expansion. We also propose several statistical
tests to maximize the detection of a local primordial non-Gaussian signal, including an optimal
selection of the threshold level.

1 Gaussianity or non-Gaussianity?

Studies on primordial non-Gaussianity are currently very topical in cosmology, since data from
the Wilkinson Microwave Anisotropy Probe (WMAP) 2 seem to disfavor a Gaussian scenario. 3,4

However, a clear detection of non-Gaussianity is still missing, while a variety of anomalies have
been reported in the literature.5,6,7 In a previous work, we also pointed out an interesting feature
present in the CMB anisotropy, which cannot be explained in the context of Gaussian random
fields: a striking difference in the clustering between hot and cold CMB pixels above (or below)
a fixed temperature level. 8 Cold temperature patches seem to cluster more than hot excursion
sets regions, at relatively large angular scales. Is this a distinct manifestation of primordial
non-Gaussianity? Here we provide an answer, by constructing simulated non-Gaussian maps
and by performing a thorough pixel clustering analysis. Some analytical understanding is also
developed: the excursion sets statistics, well-defined in the framework of Gaussian random
fields, 9 is extended to models with primordial non-Gaussianity of the local type. 10 On a general

aTitle freely inspired from a paper by Press & Rybicki (1997). 1



Figure 1: A ∼ 10◦

× 10◦ patch of the simulated CMB sky with primordial Gaussianity [top panels], and with
primordial non-Gaussianity of the local type when fNL = 500 [bottom panels], smoothed with a Gaussian beam
of 30’. Regions below ν = 0.50 [left panels], above ν = −0.50 [central panels], or both below ν = 0.50 and above

ν = −0.50 [right panels] are set to zero. The temperature scale is in mK, ranging from -0.250 to +0.330.

ground, it is imperative not to assume a posteriori statistics based on some previous knowledge
of the expected type of non-Gaussianity; rather, the correct strategy is to select an a priori

method, and then test its effectiveness on a real (or simulated) data set. Deviations from
Gaussianity are important, as they can potentially open new windows into the physics of the
very early-universe, and affect significantly the large-scale structure pattern.

2 Simulating non-Gaussianity

Non-Gaussian simulations of the CMB temperature anisotropy are constructed as explained in
Chingangbam & Park (2009). 11 The key point of the procedure is to calculate the standard
spherical harmonic coefficients aℓm as an integral in real, rather than in Fourier space. Figure 1
shows an example of a ∼ 10◦× 10◦ patch of the sky. Top panels are Gaussian realizations, while
in the bottom panels fNL = 500. A Gaussian smoothing with a FWHM of 30 arcmin is applied.
Regions below the temperature threshold ν = δ/σ = 0.50 (left panels), above ν = −0.50 (central
panels), or both below and above the two thresholds (right panels) are set to zero. Differences
between the Gaussian and the non-Gaussian scenarios are minimal; hence, the main challenge
is to devise statistical techniques which amplify such small differences.

3 Excursion sets statistics: the a priori method

3.1 Basic theory

In presence of weak non-Gaussianity of the local fNL type, the number density of excursions set
pixels is given by:

nNG

pix (ν) =
Npix,tot

4π
·
{erfc(ν/

√
2)

2
+

σS(0)

6
√

2π
(ν2 − 1)e−ν2/2

}

. (1)



Figure 2: [Left] Difference between Gaussian and non-Gaussian potentials, as a function of the local non-linearity
parameter fNL. [Right] Average power spectrum extracted from 200 simulated maps, expressed in units of the

corresponding Gaussian power spectrum. Four different values of fNL are shown, as indicated in the figure.

Figure 3: Measurements of the hot (cold) pixel clustering above (below) threshold, from the simulated maps.
[Left and central] Non-Gaussian correlations when fNL = 100 and 500, normalized by the expectations from a
Gaussian signal. [Right] Same as the previous two panels, but in rms units. There is a 2σ effect when fNL = 500.

The underlying one-dimensional probability distribution function (pdf ) is then:

p(ν)dν ∼
1

√
2π

e−ν
2
/2 ·

{

1 +
σS(0)

6
ν(ν2 − 3)

}

dν. (2)

Using the bivariate Edgeworth expansion is it possible to express similarly p(ν1, ν2, θ), the two-
dimensional pdf. The clustering strength of pixels above/below threshold is then given by:

1 + ξν(θ) =

∫

∞

ν

dν1

∫

∞

ν

dν2 p(ν1, ν2, θ)/
[

∫

∞

ν

p(ν)dν
]2

. (3)

3.2 Main results

In Figure 2, the left panel shows the difference between Gaussian and non-Gaussian potentials
as a function of fNL. Note the very small scale along the y-axis: this is the reason why it is
hard to distinguish between simulated maps with various degrees of non-Gaussianity. The right
panel in Figure 2 displays the non-Gaussian power spectrum extracted from the simulated maps
and averaged over 200 realizations, in units of the Gaussian one. Unless fNL is large, the power
spectrum alone is not a good indicator of non-Gaussianity. Figure 3 displays measurements
of the hot and cold pixel clustering above/below threshold, from the simulations. The left and



central panels show correlations when fNL = 100 and 500, respectively. Those are normalized by
the expectations from a Gaussian signal. For positive and large non-Gaussianity, the clustering
of the cold pixels is enhanced with respect to that of the hot ones. The effect is of the order of
2σ if fNL = 500, as shown in the right panel of the same figure – in rms units.

4 Future directions

We extended the statistics of the excursion set pixels to models with primordial non-Gaussianity
of the local fNL type. This is a powerful method, because there are no free parameters involved.
Using simulated maps and some analytic guidance, we characterized the number density and the
clustering strength of pixels above/below threshold, in presence of non-Gaussianity. We found
a distinct non-Gaussian behavior in the clustering of the hot and cold patches, as shown in
Figure 3. This feature is a distinct manifestation of primordial non-Gaussianity (i.e. a peculiar
enhancement in the clustering of the cold versus hot excursion set regions), so it can be used
to disentangle a Gaussian signal from a non-Gaussian one. Our previous WMAP 5-year data
analysis pointed towards this effect, 8 and it constituted our primary motivation in pursuing this
work. Future goals include the study of derived statistics which could minimize cosmic variance,
the inclusion of inhomogeneous noise and of other observational artifacts in our simulations,
and the applications of the analytic formalism developed here to peaks – rather than pixels.
Repeating a similar analysis at the Planck resolution is also the subject of work in progress.
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C. RÄTH1, G. ROSSMANITH1, G. E. MORFILL1, A. J. BANDAY2,3, K. M. GÓRSKI4,5
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Probing Gaussianity represents one of the key questions in modern cosmology, because it allows
to discriminate between different models of inflation. We test for large-scale non-Gaussianities
in the cosmic microwave background (CMB) in a model-independent way. To this end, so-
called first and second order surrogates are generated by first shuffling the Fourier phases
belonging to the scales not of interest and then shuffling the remaining phases for the length
scales under study. Using scaling indices as test statistics we find highly significant signatures
for both non-Gaussianities and asymmetries on large scales for the WMAP data of the CMB.
We find remarkably similar results when analyzing different ILC-maps based on the WMAP
five and seven year data. Such features being independent from the map-making procedure
would disfavor the fundamental principle of isotropy as well as canonical single-field slow-roll
inflation - unless there is some undiscovered systematic error in the collection or reduction of
the CMB data or yet unknown foreground contributions.

1 Introduction

One of the key questions in cosmology is to probe the Gaussianity of the primordial density
fluctuations, because it allows to discriminate between different models of inflation. While the
simplest model of inflation, namely single-field slow-roll inflation?, predicts that the temperature
fluctuations of the cosmic microwave background (CMB) correspond to a (nearly) Gaussian,
homogeneous, and isotropic random field, more complex models may give rise to non-Gaussianity
(NG). Models in which the Lagrangian is a general function of the inflaton and powers of its
first derivative can lead to scale-dependent non-Gaussianities, if the sound speed varies during
inflation?,?. Similarly, string theory models that give rise to large non-Gaussianity have a natural
scale dependence?. Possible deviations from Gaussianity have been investigated in studies based
on e.g. the WMAP data of the CMB (see e.g. Komatsu et al.? and references therein) and claims
for the detection of non-Gaussianities and other anomalies, like hemispherical power asymmetry,
the ’axis of evil’ , the Cold Spot etc. have been made. However, most of the tests on non-
Gaussianities do not take into account any possible scale-dependency. In this contribution we
apply the formalism of surrogate data sets, which was recently adapted to CMB data analysis
?, to test for non-Gaussianities on large scales in the WMAP data. Special emphasis is put on
a comparison of the WMAP five year data with the WMAP seven year data.



Figure 1: Schematic view of the shuffling procedure on the l-m-plane for generating the first and second order
surrogates. The gray arrows indicate the phase permutations for obtaining first order surrogates and the black

arrows show the shuffling for making the second order surrogates.

2 Data Sets

We use the foreground-cleaned Internal Linear Combination (ILC) maps generated and provided
by the WMAP-team on the basis of the five year (WMAP5)? and seven year (WMAP7)? data.
For comparison we also analysed the five year ILC-map (NILC5) produced by Delabrouille
et al.?, which was generated pursuing a needlet-based approach for removing the foreground
contributions.

3 Surrogates and Scaling Indices

The model-independent test for scale-dependent non-Gaussianities is based on the use of so-
called surrogate data sets. As test statistics for NGs we use scaling indices. Both methods were
introduced and described in detail previously ?,?,?. Here, we briefly review the main points of
the two formalisms.

3.1 Surrogates

Consider a CMB map T (θ, φ), where T (θ, φ) is Gaussian distributed, which can easily be achieved
by a rank-ordered remapping of the temperatures onto a Gaussian distribution. We calculate the
Fourier transform of T (θ, φ). The complex valued coefficients alm, alm =

∫
dΩnT (n)Y ∗

lm(n) can
be written as alm = |alm|eiφlm with φlm = arctan (Im(alm)/Re(alm)). The linear or Gaussian
properties of the underlying random field are contained in the absolute values |alm|, whereas all
higher order correlations (HOCs) – if present – are encoded in the phases φlm and the correlations
among them. To ensure that the distribution of the phases is uniform, we also perform a rank
ordered remapping of the phases φlm. To test for scale-dependent NGs we first generate a first
order surrogate map, in which any phase correlations for the scales, which are not of interest
(here: the small scales), are randomized. This is achieved by a random shuffle of the phases
φlm for l > lcut, 0 < m ≤ l, where lcut = 20 throughout this study and by performing an inverse
Fourier transformation. Second, N (here: N = 500) realizations of second order surrogate
maps are generated for the first order surrogate map, in which the remaining phases φlm with
1 < l ≤ lcut, 0 < m ≤ l are shuffled while the already randomized phases for the small scales
are preserved. In Fig. ?? the phase shuffling procedure for generating first and second order
surrogates is schematically visualized.



Figure 2: Deviation S as derived from rotated upper hemispheres for 〈α(r10)〉 for the WMAP5 ILC map (left),
the WMAP7 ILC map (middle) and the needlet-based ILC map (right).

3.2 Scaling Indices

To compare the two classes of surrogates, we calculate local statistics in the spatial domain,
namely scaling indices (SIM) as described previously?,?. In brief, scaling indices estimate lo-
cal scaling properties of a point set P . The spherical CMB data can be represented as a
three-dimensional point distribution P = ~pi = (xi, yi, zi), i = 1, . . . , Npixels by transforming the
temperature fluctuations into a radial jitter. For each point ~pi the local weighted cumulative

point distribution ρ is calculated ρ(~pi, r) =
∑Npixels

j=1 e−(
dij
r

)2 with dij = ‖~pi − ~pj‖. The weighted
scaling indices α(~pi, r) are then obtained by calculating the logarithmic derivative of ρ(~pi, r)
with respect to r, α(~pi, r) = ∂ log ρ(~pi,r)

∂ log r . Using the above-given expression for the local weighted
cumulative point distribution ρ, the following analytical formula for the scaling index α

α(~pi, r) =
∑N
j=1 2(dij

r )2e−(
dij
r

)2∑N
j=1 e

−(
dij
r

)2
(1)

is obtained. For each pixel we calculated scaling indices for ten different scales, r1 = 0.025,. . . ,r10 =
0.25 in the notation of Räth et al.?.

4 Results

For each scale we calculate the mean (〈α〉) of the scaling indices α(~pi, r) derived from a set of
pixels belonging to rotated hemispheres. The differences of the two classes of surrogates are then
quantified by the σ-normalised deviation S(Y ) = (Ysurro1 − 〈Ysurro2〉)/σYsurro2 , Y = 〈α(~pi, rj)〉,
j = 1, . . . , 10, surro1: first order surrogate, surro2: second order surrogate. Fig. ?? shows the
deviation S(〈α(r10)〉) as derived from pixels belonging to the respective upper hemispheres for
768 rotated reference frames for the three ILC-maps under study. The z-axis of the respective
rotated reference frame pierces the center of the respective colour-coded pixel.

Statistically significant signatures for non-Gaussianity and ecliptic hemispherical asymme-
tries become immediately obvious, whereby the patterns of asymmetry remain remarkably
similar for the three maps. Interestingly enough, we obtain slightly larger deviations for the
WMAP7 map (Smin = −3.99, Smax = 3.73) as compared to the WMAP5 map (Smin = −3.87,
Smax = 3.51). We find the largest deviation (Smin = −4.36, Smax = 4.5) for the NILC map,
which can be considered as a more precise full-sky CMB temperature map than the ILC maps
generated by the WMAP team?. Thus, the level of non-Gaussianity systematically increases,
when the underlying CMB-map becomes less noisy and less foreground contaminated.
To quantify the similarity of the patterns of asymmetry in the three maps we calculate the
cross-correlation C(r) of the S(Y )-maps derived from the three input maps as a function of the
scaling range r. The results are shown in fig. ?? (left). For each scaling range r the three maps
are highly correlated among each other with C(r) always being larger than 0.87. The highest
correlations are found for the largest scales r, where C(r) reaches values of 0.98 and more. Thus,



Figure 3: Left side: Cross correlation coefficient C(r) for the S(Y )-maps as a function of the scaling range r.
Black: NILC vs. WMAP5, blue: NILC vs. WMAP7 and red: WMAP5 vs. WMAP7. Right side: Minimal and
maximal values of the σ-normalized deviations S(Y ) for the rotated hemispheres for each scaling range r. Black:

NILC, blue: WMAP5 and red: WMAP7.

on all scales r the patterns of asymmetry are very similar for each input map. On the right
hand side of fig. ?? we show the minimum and maximum of S as a function of r. Except for the
smallest r’s we obtain for each map stable 3σ-deviations for both extrema, where – once again
– the NILC map always yields the largest deviations for scaling ranges r > 0.1.

5 Conclusions

In conclusion, we detect highly significant signatures for asymmetries and non-Gaussianities
for large scales (l < 20) in the WMAP five and seven year data. The increase of the signal
with decreasing noise as well as the very high correlations between the significance maps points
towards an intrinisic nature of the detected anomalies, which are independent of the map mak-
ing procedure. Such features would disfavor the fundamental principle of isotropy as well as
canonical single-field slow-roll inflation - unless there is some undiscovered systematic error in
the collection or reduction of the CMB data or yet unknown foreground contributions. Thus,
further tests are required to rule out other systematic effects as origin of the detected anomalies.
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12. K. M. Górski et al., Astrophys. J. 622, 759 (2005).



IMPACT OF A CAUSAL PRIMORDIAL MAGNETIC FIELD ON THE SACHS

WOLFE EFFECT

C. BONVIN
CEA, IPhT, URA 2306, F-91191 Gif-sur-Yvette, France.

E-mail: camille.bonvin@cea.fr

We present an analytical derivation of the Sachs Wolfe effect sourced by a primordial magnetic
field, generated by a causal process, such as a first order phase transition in the early universe.
As for the topological defects case, we apply the general relativistic junction conditions to
match the perturbation variables before and after the phase transition, in such a way that the
total energy momentum tensor is conserved across the transition. We find that the relevant
contribution to the magnetic Sachs Wolfe effect comes from the metric perturbations at next-
to-leading order in the large scale limit. The leading order term is strongly suppressed due
to the presence of free-streaming neutrinos. We derive the neutrino compensation effect and
confirm that the magnetic Sachs Wolfe spectrum from a causal magnetic field behaves as
ℓ(ℓ + 1) CB

ℓ
∝ ℓ2 as found in the latest numerical analyses.

1 Introduction

The origin of the large scale magnetic fields observed in galaxies and clusters is still unknown:
one of the possible explanations is that they have been generated in the primordial universe. A
primordial magnetic field of the order of the nanoGauss could leave a detectable imprint in the
cosmic microwave background (CMB) anisotropies 1,2,3,4. Here we concentrate on its effect on
the temperature CMB spectrum at large scales and more particularly on the Sachs Wolfe effect.
The motivation is that conflicting results exist in the literature regarding the ℓ-dependence of
the Sachs Wolfe effect induced by a causal primordial magnetic field: the analytical analysis
of 1 found ℓ(ℓ + 1)CB

ℓ
scaling as ℓ−1 or more negative, and the same result was found in the

numerical calculation of 2; on the other hand, 3,4,5 found ℓ(ℓ + 1)CB

ℓ
scaling as ℓ2. The aim of

this paper is to explain this discrepancy analytically (for a more detailed derivation see 6).

We assume that a magnetic field is generated in the early universe by a sudden phase transi-
tion, as for example the electroweak (EW) phase transition. We consider a stochastic magnetic
field with no background component and we suppose that the magnetic energy momentum tensor
is first order in perturbation theory. We study the effect of the magnetic field on the metric and
fluid (matter plus radiation) perturbations by solving analytically Einstein’s and conservation
equations in the long wavelength limit. We take into account the neutrinos in our derivation.
In order to connect the solutions before and after the magnetic field generation, we match the
geometry and the fluid variables at the phase transition time, so that the induced three metric
and the extrinsic curvature are continuous 7. This implies the conservation of the total energy
momentum tensor across the phase transition, and it completely determines the metric and
fluid perturbation variables after the magnetic field generation. Before neutrino decoupling, we
find that at leading order in the large scale expansion k/H ≪ 1, the metric perturbation Φ



is proportional to Φ ∝ ΠB(H/k)2, where ΠB is the magnetic field anisotropic stress. This in-
duces a contribution in the CMB spectrum scaling as ℓ(ℓ+ 1)CB

ℓ
∝ ℓ−1, and consistent with 1,2.

However, once neutrinos decouple and start free-streaming, they acquire a non-zero anisotropic
stress, which acts to compensate and reduce the magnetic field one 4,8. We demonstrate that
this compensation drastically reduces the leading order contribution to the CMB spectrum, and
that the dominant contribution becomes the one from the next-to-leading order in the k/H ≪ 1
expansion, which induces then ℓ(ℓ + 1)CB

ℓ
∝ ℓ2, as found in 3,4,5.

2 Solutions for the metric and fluid variables

In this section we solve for the metric and fluid perturbations. We consider only scalar perturba-
tions on a spatially flat Friedmann background, and we work with gauge invariant variables. We
consider a stochastic primordial magnetic field with spectral index n ≥ 2 because of its causal
generation 9: 〈Bi(k)B∗

j
(q)〉 = (2π)3δ(k − q)(δij − k̂ik̂j)Akn , where A is the amplitude of the

spectrum. We work under the one-fluid MHD approximation, meaning that the conductivity of
the universe is high, so that we can neglect the electric field. The magnetic field is characterised
by its energy density ρB, anisotropic stress πB and Lorentz force ℓB that describes the momen-
tum exchange between the magnetic field and the primordial fluid. These quantities satisfy the
relation ρB/2 = πB + 3ℓB/(2k), coming from momentum conservation. To solve for the metric
and fluid perturbations, we combine the system of Einstein’s and conservation equations into a
second order differential equation for the gauge invariant variable D, corresponding to the total
(matter plus radiation) density perturbation in the velocity-orthogonal slicing. The equation is

D̈ + (1 + 3c2

s − 6w)HḊ + 3H2

[

−
1

2
− 4w +

3

2
w2 + 3c2

s +
c2
s

3

(

k

H

)2
]

D =

H2

1 + a

[

2 − 3w + 3c2

s −
a

1 + a
−

1

3

(

k

H

)2
]

ΩB +
2H2

1 + a

[

1 + 6w − 3c2

s +
a

1 + a
+

1

3

(

k

H

)2
]

ΠB

+2H2

[

−2w + 3c2

s + 3w2 +
w

3

(

k

H

)2
]

πF − 2Hwπ̇F , (1)

where a dot denotes derivative with respect to conformal time η, πF is the anisotropic stress of
the matter plus radiation fluid, ΩB = ρB/ρrad and ΠB = πB/ρrad. To determine the Sachs Wolfe
effect, we need to solve this equation for scales which are over the horizon at recombination.
Therefore, we can drop the terms proportional to (k/H)2.

We split the universe’s evolution in three stages: before magnetic field generation, between
magnetic field generation and neutrino decoupling, and after neutrino decoupling. Before mag-
netic field generation, the universe is filled with matter and radiation only, for which we con-
sider adiabatic initial conditions. Since at early time neutrinos are coupled to photons, their
anisotropic stress is zero. Consequently, the two last lines of Eq. (1) vanish and we solve the
homogeneous equation for D 10. At time ηB, the magnetic field is generated by a causal process
that we assume to act ‘fast’, i.e. within one Hubble time, as for example a sudden phase transi-
tion. After ηB, the second line in Eq. (1) acts as a source for D. We solve it using the Wronskian
method. In order to connect the solutions before and after the field generation, we match the
variables in such a way that the total energy momentum tensor is conserved across the transi-
tion. Following what has been done in 7 for the analogous case of the topological defects, we
find that this matching imposes the continuity of the variables φ and V at the phase transition
(see Eqs. (36) of 7). Finally, at time ην , neutrinos decouple and start to free stream. They
acquire a non-zero anisotropic stress πν that acts as a new source term in Eq. (1): πF = Rνπν

(where Rν ≡ ρν/ρrad = 0.4). Solving Eq. (1) using the Wronskian method requires to know the
time evolution of the neutrino anisotropic stress, πν . The evolution of πν in the presence of an



external constant anisotropic stress has been studied in 8 (see also 4). The neutrino anisotropic
stress quickly adjusts to the external one and compensates it (see appendix B of 6 for a detailed
derivation of πν). The final time dependence of πν is rather complicated (Eq. (B.12) of 6) , but

it can be approximated by πν(y) = 3ΠB

Rν

(

y
2

ν

y2 − 1
)

− 40a1

15+4Rν

y(y − yν), where y = η/ηrec and a1

is related to the amplitude of the primordial potential. With this approximation, we can solve
analytically for D.

3 Sachs Wolfe effect at leading order in the long wavelength expansion

With our solution for D valid through the whole universe’s history, we compute the metric
variables Φ and Ψ and the velocity perturbation V , using Einstein’s equations. We then split
the fluid into its individual components and solve for the photon density perturbation Dgγ and
velocity perturbation Vγ , using standard adiabatic initial conditions. With this we compute the
Sachs Wolfe contribution to the temperature anisotropy at large scales, given by (see e.g. 10)

∆T

T

B

(k, η0) ≃
Dg γ(k, ηrec)

4
+ Ψ(k, ηrec) − Φ(k, ηrec) (2)

≃ −
12

[

4y2
rec(yB − 2yν) + yrec(4yB + 5y2

ν − 8yν) + 6y2
ν

]

y4
rec(2 + yrec)3

ΠB

x2
rec

≡ f(yrec, yν , yB)
ΠB

x2
rec

,

where xrec ≡ kηrec ≪ 1 for superhorizon scales at recombination. This contribution is pro-
portional to the magnetic field generation time (e.g. yB ≃ 10−12 for generation at the EW
phase transition), and to the neutrino decoupling time, yν ≃ 10−6. It is therefore strongly sup-
pressed: f(yrec, yν , yB) ≃ 10−6. This contribution corresponds to the effect of the magnetic field
anisotropic stress from its time of generation to the neutrino decoupling time. The subsequent
magnetic contribution to the Sachs Wolfe effect, arising from yν up to recombination time, is
cancelled by the free-streaming neutrinos. With the above result we compute the CMB spec-
trum. Neglecting the integrated Sachs-Wolfe, and using that, for a causal magnetic field with
n ≥ 2, the power spectrum of the magnetic field anisotropic stress is constant in k up to the
damping scale kD

1,3,4

〈ΠB(k)Π∗

B
(q)〉 = (2π)3δ(k − q)|ΠB(k)|2 with |ΠB(k)|2 = Π̄

〈B2〉
2

ρ̄2

rad

1

k3

D

, we find 5 (3)

ℓ(ℓ + 1)CB

ℓ ≃ f2(yrec, yν , yB) g2(ηrec) Π̄
〈B2〉

2

ρ2

rad

η0

ηrec

1

(ηreckD)3
2 ℓ(ℓ + 1)

8ℓ3 + 12ℓ2 − 2ℓ − 3
, (4)

where g(yrec) denotes the visibility function. Therefore, we find that the CMB spectrum scales
as 1/ℓ, as in 1,2, rather than as ℓ2 as found in 3,4. The reason why refs. 3,4 do not find the
1/ℓ dependence is because the initial conditions that they insert into their Boltzmann code are
derived after neutrino decoupling, when the magnetic field anisotropic stress has already been
compensated by the neutrino one. Eq. (4) shows that the period of time between magnetic field
generation and neutrino decoupling leaves an imprint on the CMB spectrum. This imprint is
however much too small to be observable. Therefore, we now proceed to compute analytically
the next order contribution in the k/H ≪ 1 expansion, that will lead to a ℓ2-dependence in the
CMB spectrum.

4 Next-to-leading order contribution to the Sachs Wolfe

In order to compute the next-to-leading order contribution to the temperature anisotropy, we
need to solve for the metric variables at next-to-leading order in the k/H ≪ 1 expansion. The



easiest way to compute this order is to use the curvature perturbation ζ ≡ −Φ+ 2

3(1+w)

(

Ψ − Φ̇

H

)

.

Indeed, starting from the leading order solution that we computed for D, we can calculate the
next-to-leading order in the curvature a. We use then this solution to compute the next-to-
leading order in Φ, by integrating from the definition of ζ. This can be done analytically if
we approximate the time evolution of the neutrino anisotropic stress at next-to-leading order
as πν(y) = (d1ΩB + d2ΠB)(y − yν)

2x2
rec, where d1 and d2 are two arbitrary constants that we

determine from the conservation equations of the neutrino and photon fluids. With this, we find

for the temperature anisotropy at next-to-leading order ∆T

T

B
≃ −0.2ΩB − 2.7ΠB.

The energy density spectrum and the cross-correlation one have been calculated in 1,3,4, and
they share the same k-dependence as the anisotropic stress spectrum, Eq. (3). Denoting Ω̄ the
amplitude of the energy density spectrum and C̄ the cross-correlation one, we find for the CMB
spectrum

ℓ(ℓ + 1)CB

ℓ ≃ g2(ηrec)
[

0.04 Ω̄ + 7.29 Π̄ + 0.54 C̄
] 〈B2〉

2

ρ̄2

rad

ℓ(ℓ + 1)

π (η0kD)2
. (5)

Therefore, we confirm that the next-to-leading order contribution to the Sachs Wolfe effect scales
as ℓ(ℓ + 1)CB

ℓ
∝ ℓ2, as found numerically in 3,4.

5 Conclusion

In this work we present an analytical computation of the Sachs Wolfe effect induced by a
primordial magnetic field. We have restricted our analysis to a magnetic field generated by a
causal process, such as a first order phase transition. In this case, the initial conditions for
the metric and fluid variables are determined unambiguously by imposing conservation of the
total energy momentum tensor across the transition. Using these initial conditions, we have
computed analytically the leading order and next-to-leading order magnetic contribution to the
Sachs Wolfe effect. We have found that the leading order contribution is sourced only by the
magnetic field anisotropic stress, and leads to a CMB spectrum scaling as 1/ℓ. However, this
contribution is strongly suppressed once the magnetic field anisotropic stress is compensated by
the one of the neutrinos. As a consequence, the dominant contribution to the Sachs Wolfe is the
next-to-leading order one, that generates a CMB spectrum scaling as ℓ2. Our analytical work
solves therefore the discrepancy regarding the ℓ-dependence of the magnetic Sachs Wolfe.
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Abstract

We describe a nearly optimal method to test for small Gaussian statistical anisotropies
in Cosmic Microwave Background temperature maps. We show how to account for realistic
sky-coverage, anisotropic instrumental noise, and effects from beam asymmetries, providing
a fast and robust method to derive cosmological constraints from real data. We apply our
estimators to the WMAP temperature maps: we first constrain an empirically motivated
spatial modulation of the observed CMB fluctuations, reproducing marginal evidence for a
dipolar modulation pattern with amplitude 7% at l . 60, but demonstrate that the effect
decreases at higher multipoles and is . 1% at l ∼ 500. We also look for evidence of a
direction-dependent primordial power spectrum, finding no evidence for signal. However ac-
counting for beam asymmetries is crucial to reach this conclusion: we find that the anisotropy
due to non-circular beams is highly significant and must be subtracted to infer constraints
on the primordial power spectrum.

1 Introduction

The temperature fluctuations of the Cosmic Microwave Background (CMB) are often assumed
to be a realization of a statistically isotropic Gaussian random field, in which case the statistical
properties of the fluctuations are completely described by the power spectrum ⟨ΘlmΘ∗

l′m′⟩ =
δll′δmm′CΘΘ

l . However there are already tantalizing hints in the WMAP data for violation of
statistical isotropy (see e.g. Ref. [1] and references therein). It is therefore important to have
robust methods to test the isotropy assumption.

We discuss estimators to constrain Gaussian but anisotropic models, such that the statistics
are still fully described by a covariance matrix, but it is no longer diagonal. We shall assume
that the off-diagonal terms are perturbatively small, as indicated by the good fit to statistically
isotropic models. There are many good reasons to consider such models. Secondary effects that
are linear in the CMB temperature result in a guaranteed signal of this form at the O(10−3) level:
gravitational lensing [2], patchy reionization [3] and the doppler shifting due to the motion of our
frame relative to the CMB, for example, may be thought of in this context and should become
observable with the upcoming generation of CMB measurements. Many non-linear effects and
non-standard models can be considered as a fixed modulation of an initially Gaussian field,
which is still Gaussian but anisotropic if the modulation is considered fixed. More speculatively,
recently proposed anisotropic models of inflation could lead to primordial fluctuations that are
anisotropic [4, 5].

Assuming that the instrumental noise is also Gaussian, the rigorous approach to an analysis
of these models is clear: calculate the log-likelihood L of the observed CMB, given by

− L(Θ̂|h) = 1

2
Θ̂†(CΘ̂Θ̂)−1Θ̂+

1

2
ln det(CΘ̂Θ̂), (1)

where h are parameters characterizing the anisotropy, Θ̂ is the observed CMB and CΘ̂Θ̂ ≡
CΘΘ +CNN is its covariance, incorporating the theoretical (anisotropic) covariance as well as
instrumental noise. In this work, we will take a quadratic estimator approach, expanding the
likelihood to low order in the anisotropy. This approach is not a new one: it was originally



discussed for the purpose of lens reconstruction by Ref. [6], and some of the estimators that we
will discuss here have also been derived for full-sky coverage as minimum-variance estimators
with quadratic form [7, 3, 8, 9]. In this paper we will generalize these estimators for application
to real data.

Although we will frame our discussion here on Gaussian but statistically anisotropic models,
we note that every statistically anisotropic Gaussian model is related to a statistically isotropic
but non-Gaussian model: if there is a preferred direction, taking the direction as being a random
variable (e.g. by a random rotation) makes the distribution statistically isotropic at the expense
of complicating the statistics [10]. In the statistically isotropic interpretation the anisotropy
estimators we discuss would always have zero expectation, but the non-zero disconnected four-
point function gives the estimators a variance above that expected for a Gaussian isotropic field,
giving an equivalent means of detection.

We shall focus on the CMB temperature, since this is measured with much lower noise than
the polarization, especially on smaller scales. This paper summarizes results from Refs. [11, 12].

2 Anisotropy estimators

We begin by introducing the methodology of anisotropy estimation as a likelihood maximization,
loosely following Hirata and Seljak who pioneered this approach for CMB lensing [6].

Differentiating the likelihood of Eq. (1) with respect to a set of parameters h which charac-
terize the anisotropy gives

δL
δh† = −1

2
Θ̂†(CΘ̂Θ̂)−1 δC

Θ̂Θ̂

δh† (CΘ̂Θ̂)−1 +
1

2
Tr

[

(CΘ̂Θ̂)−1 δC
Θ̂Θ̂

δh†

]

. (2)

The trace term results in a “mean field” over realizations of the observed CMB. To see this,
consider the identity Tr(A) = ⟨x†AC−1x⟩, where A is any matrix and x is a vector of Gaussian

random variables with covariance C. Making this substitution with C = CΘ̂Θ̂ and maximizing
the likelihood by setting δL/δh† = 0 gives the simple equation

δL
δh† = ⟨H⟩ −H = 0, (3)

where

H =
1

2

[

(CΘ̂Θ̂)−1Θ̂
]† δCΘ̂Θ̂

δh†

[

(CΘ̂Θ̂)−1Θ̂
]

. (4)

The maximum-likelihood (M-L) point can be determined iteratively using Newton’s method

hi+1 = hi −

[

δ

δh† (⟨H⟩ −H)†
∣

∣

∣

∣

†

i

]−1

(⟨H⟩i −Hi), (5)

where quantities subscripted with i are evaluated for the estimate hi of the ith iteration.
We are working under the assumption that any anisotropy which we will be studying is

“weak”, and so a single iteration of Eq. (5), starting from h = 0 should give a sufficiently
accurate estimate of h. For simplicity, the derivative term is replaced with its ensemble average

⟨

δ

δh† (⟨H⟩ −H)†
⟩

=

⟨

δ

δh†
δL
δh

⟩

=

⟨

δL
δh†

δL
δh

⟩

=
[⟨

HH†
⟩

− ⟨H⟩ ⟨H⟩†
]

= F ,

where F is the Fisher matrix. Putting all of this together, we have an approximate, quadratic
maximum-likelihood (QML) estimator of the form

ĥ = F−1[h̃− ⟨h̃⟩]. (6)



The inverse Fisher matrix can be thought of as the estimator normalization, as well as its
covariance in the limit of no anisotropy. The quadratic part of the estimator is given by

h̃ = H0 =
1

2
Θ̄† δC

Θ̂Θ̂

δh† Θ̄

∣

∣

∣

∣

∣

h=0

=
1

2

∑

lm,l′m′

[

δCΘ̂Θ̂
lm, l′m′

δh†

]

h=0

Θ̄∗
lmΘ̄l′m′ , (7)

where Θ̄ = (CΘ̂Θ̂)−1|0Θ̂ is the observed sky after application of inverse-variance filtering with
h = 0. The inverse-variance filtering can be calculated relatively quickly by using conjugate
gradients with a good preconditioner [13, 14]. The resulting quadratic estimator can often be
re-cast in a form that can be calculated quickly using real-space filtered fields.

The QML formalism makes it straightforward to construct estimators for any form of Gaus-
sian but statistically anisotropic model which is accurately parameterized as a linear function of
a set of parameters h. The ⟨h̃⟩ ‘mean field’ term in Eq. (6) is the term that must be subtracted
to account for anisotropies of non-cosmological origin. In general it can be evaluated by Monte
Carlo simulations, and will include anisotropic effects from non-uniform sky coverage, anisotropic
noise, beam asymmetries, and any other relevant systematics. A simple analytic model that can
be used to simulate and then subtract the beam asymmetry mean field for WMAP is described
in Ref. [12].

We will test the assumption of statistical anisotropy in the WMAP 5-year maps, which are
provided in HEALPix format at Nside = 512 [15]. The mean field and estimator normalization
are generally determined for each data map using Monte-Carlo simulations.

3 Modulation on the sky

A popular form of modulation anisotropy which has been tested in the literature is given by

Θf (n̂) = [1 + f(n̂)]Θi
f (n̂), (8)

where Θi
f (n̂) is some intrinsic statistically isotropic CMB temperature, f(n̂) is a modulating field,

and the f subscript denotes restriction to some range of angular scales (e.g. l ≤ lmax). The dipole
part of f(n̂) has received particular attention since the work of Ref. [16], which found evidence
for a large-scale hemispherical power asymmetry in the WMAP data. This pathfinding work
was followed by more rigorous likelihood analyses [17, 18, 19], and recently Refs. [20, 21] have
extended the analysis to smaller angular scales, arguing for increased detection significance as
more data is added. Previous analyses were limited by computational requirements to multipoles
l ≤ 80, but with the QML estimator no such difficulties arise, so we can extend our analysis to
the limit of current observations. We apply our QML estimators to estimate f1m, the dipole
components of the modulation field (we find no evidence for anomalies in the other low moments).
Our results for lmax . 60 show some evidence for a ∼ 7% dipole modulation in the direction of
(l, b) = (225o,−22o)± 24o, but only at O(99%) significance (not accounting for the a posteriori
choices). We have tested that the apparent dipolar modulation of low multipoles cannot be
explained by the cold spot or other anomalies at l < 10. However we find that the large
modulation indicated by the low-l data does not persist on smaller scales, constraining the
modulation to . 1% at l ∼ 500, consistent with the tight constraint on the anisotropy in the
quasar distribution [22].

4 Primordial Power Anisotropy

Refs. [5, 4, 23] consider anisotropic models of the early universe, where at late times the universe
isotropizes so that the only evidence is an angular-dependent power spectrum on large scales:
the primordial spectrum Pχ(k) depends on the direction of k and not just the magnitude.



Again we can apply our QML estimators to constrain the anisotropy parameters, in this case
the multiple moments of Pχ(k). If we exclude beam asymmetry effects from the mean-field term,
we find a highly significant quadrupolar signal aligned with the ecliptic plane [11]. This arises
because of a similarity in form between anisotropies generated by beams and the anisotropy due
to an anisotropic primordial power spectrum, with the preferred direction of the beam signal
being set by the symmetry of the WMAP scanning strategy. However when we include beam
asymmetries in the mean field subtraction, the quadrupolar signal is consistent with isotropy
(except in W4, where we find an additional asymmetry that can be explained as due to noise
correlations). We can constrain any component of a quadrupolar primordial power spectrum
to be less than 7%, so there is no evidence for statistical anisotropy in the primordial power
spectrum.
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ΛCDM and the WMAP power spectrum beam profile sensitivity
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We first discuss the sensitivity of the WMAP CMB power spectrum to systematic errors
by calculating the raw CMB power spectrum from WMAP data. We find that the power
spectrum is surprisingly sensitive to the WMAP radiometer beam profile even at the position
of the first acoustic peak on ≈ 1 degree scales. Although the WMAP beam profile core is only
12.′6 FWHM at W, there is a long power-law tail to the beam due to side-lobes and this causes
significant effects even at the first peak position. We then test the form of the beam-profile
used by the WMAP team which is based on observations of Jupiter. We stacked radio source
beam profiles as observed in each WMAP band and found that they showed a wider profile in
Q, V, W than the Jupiter profile. We have now checked that this is not due to any Eddington
or other bias in our sample by showing that the same results are obtained when radio sources
are selected at 1.4GHz and that our methods retrieve the Jupiter beam when it is employed
in simulations. Finally, we show that the uncertainty in the WMAP beam profile allows the
position as well as the amplitude of the first peak to be changed and how this could allow
simpler cosmologies than standard ΛCDM to fit the CMB data.

1 Introduction

The standard ΛCDM cosmological model is a quite perplexing mixture of impressive observa-
tional successes (e.g. Hinshaw et al. 1, Komatsu et al. 2, Hicken et al. 3, Kessler et al. 4) coupled
with wider implications which make the model complicated to the point of implausibility (eg
Weinberg 5). Some fundamental and astrophysical issues for the standard model are as follows:

• The exotic, weakly interacting, particles envisaged as candidates for the dark matter com-
ponent of the standard model are still undetected in the laboratory (eg Aprile et al. 6).

• The inclusion of a cosmological constant means that ratio of the vacuum energy density
to the radiation energy density after inflation is 1 part in 10100, a fine-tuning coincidence
which leads to appeals to the anthropic principle for an explanation (eg Efstathiou 7).

• Even if fine-tuning arguments are regarded as unsatisfactory, the problem is that inflation
was set up to get rid of fine-tuning in terms of the ‘flatness’ problem (Guth 8) and so the
introduction of more fine-tuning with the cosmological constant appears circular.

• Λ has the wrong sign for string theorists who prefer a negative Λ than a positive Λ, ie a
cosmology which is approximately Anti-de Sitter rather than de Sitter (eg Witten 9).

• The standard inflationary model predicts not just one but 101077

Universes (Steinhardt10).
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Figure 1: The red line shows the raw WMAP W band power spectrum estimated from the cross-correlation of
the WMAP5 W1 and W2 maps. The blue diamonds + line shows the final WMAP5 spectrum after ‘de-beaming’
using the Jupiter beam( +‘cut-sky’ correction). The large effect of de-beaming even at the first acoustic peak
(≈ 1deg) is caused by beam sidelobes, even though the beam’s Gaussian core has a width of only 12.′6 FWHM.

• Astrophysically, any CDM model in the first instance predicts a featureless mass function
for galaxies whereas the galaxy luminosity function shows a sharp ‘knee’ feature (eg Benson
et al. 11).

• CDM models predict that large structures should form last and therefore should be young
whereas, observationally, the largest galaxies and clusters appear old (eg Cowie et al. 12).

• To fix the above two problems, large amounts of feedback (eg Bower et al. 13) are invoked
which results in more energy now being used to prevent stars forming than in forming
them under gravity.

2 WMAP CMB Power Spectrum

The above issues mean that the standard model requires remarkable observations in its support
and the most remarkable of these is represented by the acoustic peaks in the CMB power-
spectrum as measured by WMAP (eg Hinshaw et al. 14) and other CMB experiments. Much
therefore depends on the accuracy of these observations and in particular on the position of
the first acoustic peak at wavenumber l=220 or ≈ 1deg. A first peak at scales as large as
these strongly favours a CDM model. Attempts have been made to move the first peak using
cosmic foregrounds such as large clusters via the SZ effect (Myers et al. 15, Bielby et al. 16) or
gravitational lensing (Shanks 17) or even inhomogeneous reionisation at z ≈ 10 but generally the
effects have been small.

At first sight, it seems unlikely that any observational effect of the resolution of CMB
radiometers such as those used by WMAP on the position and amplitude of the first peak could
be significant. The highest resolution of the WMAP satellite comes at the 94GHz W band
where the core of the beam profile has 12.′6 FWHM (eg Page et al. 18) and it seems unlikely
that such a narrow beam profile would have an effect at the ≈ 1 degree scale of the first peak.
However, Sawangwit and Shanks 19 have recalculated the WMAP5 power spectrum, Cl, by
cross-correlating the maps from the W1 and W2 detectors as an example. This raw spectrum is
compared in Fig. 1 to the WMAP5 spectrum that is usually fitted by the standard model and
large differences can be seen even at the scale of the first acoustic peak, where the raw spectrum
is a factor of ≈ 2 lower than expected. Most of the reason for this difference (≈ 70%) is the effect
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Figure 2: Stacked radio source beam profiles for the Q, V and W WMAP bands. Open black diamonds represent
sources from the WMAP catalogue of Wright et al. and open magenta circles represent NVSS sources. The
Jupiter beam is shown in each case (blue solid line). The radio source profiles appear wider than the Jupiter
profiles particularly in the V and W bands. The dashed green and red lines are the power-law fits of Sawangwit

and Shanks to the observed WMAP radio source profiles.

of the WMAP beam profile with the remainder being due to sky incompleteness. Although the
W band beam profile has its narrow, 12.′6, core, it also has wide sidelobes which fall off as a
power-law with angle, rather than as a Gaussian. The WMAP beam profile is usually estimated
by measuring bright planetary sources such as Jupiter and the beam must be known to high
accuracy at 1 degree scales where the profile reaches 0.1% of its peak value. Thus the effects
of ‘de-beaming’ are ≈ 70% of the first peak height and even more at the position of the second
and third peaks.

3 Testing the WMAP beam using radio sources

The sensitivity of the WMAP power spectrum to the beam profile suggests that it is important
to test the profile used by the WMAP team. Sawangwit and Shanks 19 stacked the CMB data at
the positions of ≈ 150− 250 WMAP5 radio sources as catalogued by Wright et al. 20, excluding
all sources identified as extended in ground-based, higher resolution 5GHz surveys (see Fig. 2).
They found that at the Q, V and W bands, the stacked source profiles looked increasingly broad
and broader than the Jupiter profile on scales of 10− 30′. Beyond these scales, the noise on the
stacked radio-source profile means that little information about the profile can be obtained by
this method. Sawangwit & Shanks 19 also found more marginal evidence that the profile width
may increase as source flux decreases, possibly suggesting that there was a non-linearity in the
WMAP flux scale.

In Fig. 2 we also show a new WMAP stack on the positions of a flux limited selection of
NVSS sources at the 1.4GHz frequency, now rejecting any source with a neighbour within a 1
degree radius. As can be seen, we find an almost exactly similar result to that based on selecting
sources from the WMAP5 catalogue. We have further found that the result reproduces in the
sample of sources detected using the ‘CMB-free’ method of Chen and Wright 21. Sawangwit 22

has also checked our result in 100 CMB sky simulations, each containing a similar number of
sources as in the WMAP5 source list and with each source assuming the Jupiter beam profile.
We found that in this simulated case our stacked radio source profile retrieved the Jupiter beam
almost perfectly. All of these tests suggest that our results are not subject to any ‘Eddington
bias’ or any other bias.



4 Other models that fit the WMAP CMB Power Spectra

Sawangwit and Shanks 19 fitted power-laws to the WMAP radio source beam profile (see Fig. 2)
and showed how sensitive the height of the first acoustic peak is to relatively small deviations
away from the Jupiter profile. Here we show that beam profiles that are consistent with the
radio sources can also significantly shift the position of the first peak from the standard l = 220
multipole to l > 300. We do this by reverse engineering a beam profile, bs(θ), from the square
of the beam window function, bl, obtained by dividing the Cl of a model with Ωbaryon = 1,
H0 = 35km s−1Mpc−1 and τ = 0.35 (Shanks 24,25,26) by the ‘raw’, W1W2 Cl shown in Fig. 1.
Transforming back to the beam profile, bs(θ), leaves a profile which shows a ‘ringing’ at large θ

and which oscillates between positive and negative values. After only taking the small-scale part
of the profile which is positive and ‘squeezing’ the profile to smaller scales by 25% to compensate
for the loss of the negative parts gives us a ‘do-it-yourself’ profile for the large scales. At θ < 20′

we fit the radio source profile with a Gaussian and then an exponential which helps match the
Gaussian smoothly onto the large scale part. The resulting profile is shown in Fig. 3, where it
is compared to the WMAP and NVSS radio source W band profile and the Jupiter profile. It is
the spike at ≈ 35′ which is vital to move the l = 220 peak to match the Ωbaryon = 1, Cl peak at
l = 330. The resulting ‘diy’ debeamed W band Cl compares well to the theoretical Ωbaryon = 1,
low H0 Cl on which it is based (see Fig. 4); the raw W1W2 Cl is also shown. Beyond l = 600
where the S/N for the WMAP spectrum drops, the Cl from the QUAD experiment (Brown et

al. 23) is also plotted. Again, we see broad agreement with the Ωbaryon = 1 model, although
there is some detailed disagreement with QUAD peak positions at l > 1000.

Figure 3: A partly ‘reverse-engineered’ or ‘do-it-yourself’
WMAP W band beam profile comprising a Gaussian in
the centre (solid black line), then an exponential (dashed
black line) and then a spike (dot-dashed black line). This
beam is not inconsistent with the radio source profiles
and produces the Cl given by the red solid line in Fig. 4.

Figure 4: The Cl debeamed using the ‘diy’ beam from
Fig. 3 is shown as the red line and the Ωbaryon = 1, low
H0 model and the raw WMAP5 W1W2 Cl from which
it was partly reverse engineered are shown as the solid
black and blue lines. This model is also compared to the

QUAD results at l > 600 (red open circles).

5 Conclusions

We have discussed various fundamental and astrophysical problems for the standard ΛCDM
cosmological model, including its requirement for undiscovered physics in terms of the weakly
interacting CDM particle and in the one part in 10100 fine-tuning in terms of the small size
of the cosmological constant. But the model has received overwhelming support from CMB



experiments such as WMAP in terms of the position of the first acoustic peak in the power
spectrum. However, Sawangwit and Shanks 19 have shown the high sensitivity of the amplitude
of the first acoustic peak to the detailed form of the WMAP instrumental beam profile and
that stacking unresolved radio sources indicates wider beams than expected in the Q,V and W
bands. Here we have shown that a WMAP W band beam which is not inconsistent with the
radio source beam profile can also reproduce the power spectrum of a simple inflationary model
with Ωbaryon = 1 and a low value of H0. This model produces a peak at multipole l = 330 rather
than l = 220. It also reproduces the broad form, although not the detailed peak positions, of
the observed power spectrum in the 600 < l < 2000 region from e.g the QUAD experiment.
However, the l = 330 WMAP peak was basically ‘reverse-engineered’ to fit the Ωbaryon = 1
model, using the freedom afforded by the loose constraints on the stacked radio source profiles
at scales θ > 30′ and it remains to be seen whether the actual WMAP beam is consistent with
this very simple cosmological model.
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The Small Scale Angular Anisotropy at 148 GHz as seen by the Atacama
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The small scale anisotropy pattern of the Cosmic Microwave Background (CMB) encodes pre-
cious cosmological information, in the form of both effects arising at very young stages of the
Universe and at much more recent epochs. Here we present the observations of the Atacama
Cosmology Telescope of a southern strip centered at ecliptic declination δ = −530 and span-
ning the R.A. range 0h – 7h36m. With an angular resolution close to 1 arcmin, this telescope
sweeps the sub-degree and arcminute range (l ∈ [400, 8000]). Once the brightest point sources
are removed, the angular power spectrum of the covered field reveals the damped acoustic
peak structure expected for CMB intrinsic temperature anisotropies in the Silk damping tail,
which is buried by an excess at multipoles higher than l = 2, 500. This excess can be ex-
plained by a single Poisson distributed population of unresolved point sources, and prompts
no evidence for clustered point sources nor SZ from a galaxy cluster population. This allows
setting the constraint of σ8 < 0.85 at 95% CL after assuming an ASZ ∝ σ7

8 scaling for the
Sunyaev-Zel’dovich (SZ) power spectrum as described by the model of Sehgal et al. [16]

1 Introduction

1.1 The CMB sky

In the Standard Cosmological scenario, the Cosmic Microwave Background (CMB) radiation is
a thermal photon bath that was released when the universe was ∼ 400, 000 years old, at the
time when the electrons in the medium recombined the protons to form neutral hydrogen, and
radiation (formerly linked to matter via Thomson scatter) started to propagate freely in space.
Although isotropic to the level of 10−5, this radiation field contains contains small inhomo-
geneities in the angular intensity and polarization distribution that encode precious information
of our universe at the time of hydrogen recombination. These anisotropies are prominent at the
angular scales corresponding to the angle subtended by the sound horizon of the universe at that
epoch. Indeed this is a fundamental angular scale, since it generates harmonics or acoustic peaks
in the anisotropy pattern of the CMB intensity. On much smaller angular scales (correspond-
ing to few arcmins and below), the imperfect coupling of photons with electrons via Thomson
scattering blurred the anisotropies in the photon distribution, in such a way that the anisotropy
pattern shows an exponential decrease that is known as the Silk damping tail. The detection
of the first (bigger in angular scale) acoustic peaks prompted the determination of the angular
distance to the surface of last scattering (where recombination took place), together with strong
constraints on the energy density of baryons and cold dark matter in our universe, [e.g., 3, 7, 9].

This field of intrinsic CMB anisotropies crosses the observable universe before reaching the
observer, and in its journey it witnesses an evolving universe with uneven matter and gravi-



tational potential distributions. The CMB photons are hence deflected by those gravitational
fields, and this introduces a smoothing of the acoustic peak anisotropy structure in the damping
tail. The extent of this effect of gravitational lensing on CMB intensity anisotropies has not
been detected yet, since there are no high precision observations of the CMB fluctuations at
such small angular scales.

1.2 Secondary anisotropies and foregrounds

As the CMB radiation flies towards the observer, density fluctuations in the universe grow
hierarchically, giving first rise to stars (that re-ionize the medium), clusters, galaxies and clusters
of galaxies. In this scenario, there is a wealth of processes than modify the CMB angular and
spectral pattern. During the reionization of the medium, the free electrons interact again with
the CMB photons via Thomson (e.g, Siuniaev [19]) and resonant [2] scattering, while at later
stages the CMB radiation undergoes red and blue shifting when crossing gravitational potential
wells in evolution, [13, 15]. All these are just some of the secondary anisotropies imprinted on
the CMB.

On the smallest angular scales some of the dominant CMB secondary anisotropies are asso-
ciated to galaxy clusters. These structures are the largest bound objects in the universe, and
contain a large amount of hot electrons that scatter CMB photons. If this electrons are hot
enough, then there exists an energy transfer to the CMB photon field that translates into a
spectral distortion of the CMB black body spectrum (which manifests as frequency dependent
temperature anisotropies). This is the so-called thermal Sunyaev-Zel’dovich effect [hereafter
tSZ, 17]. Even if there is no energy transfer in the scattering, the cluster’s peculiar motion
introduces a Doppler kick to all CMB photons, that is proportional to the projection of that
peculiar velocity along the observer’s line of sight. This is known as the kinematic Sunyaev-
Zel’dovich effect, [hereafter kSZ, 18]. Galaxy clusters constitute an important cosmological
tool, since their abundance and peculiar velocities tell us about the dynamics ruling the growth
of structure in our universe.

There are also other astrophysical sources that add their emission on the CMB photon
bath, the most important being radio and star forming galaxies. Accretion phenomena on
supermassive black holes in galaxies accelerate particles and generate radio emission that can
be seen from very large distances, [10, 11]. On the other hand, merging episodes in galaxies
trigger star forming activity. The newly born stars produce a background of UV radiation that is
absorbed by dust particles, which re-emit this energy in the millimeter and sub-millimeter range,
and is then redshifted into the microwave range. All these point sources constitute contaminants
to CMB observations, and their flux and angular distribution on the sky must be understood if
CMB anisotropies are to be properly distinguished and interpreted.

CMB experiments like the Atacama Cosmology Telescope a[hereafter ACT, 6] or the South
Pole Telescope [14] are by first time probing the angular scales in which all these effects are of
relevance, providing a first glance to the physics behind them.

2 Observations and Data Analysis

The results presented in this and successive sections attempt to summarise those presented in
more detail in this paper [1], to which we refer for a deeper description of the observations and
their analysis.

The Atacama Cosmology Telescope operates from Cerro Toco, at an elevation of 5190 m in
the chilean Atacama desert, where the median precipitable water vapor (PWV) was 0.49 mm for
the data presented here. It is an off-axis Gregorian telescope with a main mirror of 6 m diameter,

ahttp://www.physics.princeton.edu/act/



and is observing the sky in three bands centered at 148 GHz, 218 GHz and 277 GHz. We present
here the data taken from mid-August to December 2008 with the Millimeter Bolometer Array
Camera (MBAC). This camera consists on three set of detector arrays, each containing 1000
transition edge sensor (TES) bolometers and centered in one of the three central frequencies
quoted above, although here we shall present the analysis of the data corresponding to 148
GHz only. More particularly, we shall focus on an area of 228 deg2, centered around a band of
declination δ = −530 spanning the RA range from 0h to 7h36m. For the 148 GHz band, the
effective elliptical beam of the telescope has full widths at half-maximum (FWHM) at 1.40’ by
1.34’, [8]. The telescope is scanning at a constant elevation of 500, the first half of each observing
night the rising field in the eastern sky, the second half the same setting field in the western sky.
This ensures cross-linking observations in celestial coordinates, while minimizing the changes
in the local observing conditions of the telescope. After cutting observations made under high
values of PWV or instrument performance tests and data coming from detectors with abnormal
behavior, the effective sensitivity of the remaining 148 GHz data is close to 30 µK s1/2 in CMB
temperature units. Uranus is used for calibration, with a temperature uncertainty at the 6%
level caused by uncertainties in the planet’s brightness temperature and in the solid angle of
the telescope. A similar level of indetermination in the calibration is found when using WMAP
data [7] for cross-calibration. The pointing errors for the considered field are close to 5” after
following 20 known radio sources in preliminary maps. After iteratively solving the mapping
equation projecting the detector data on the sky, we end up with Npix ∼ 107 pixels of 30”×
30” size in a Cylindrical equal-area projection. In this process, low frequencies (more affected
by the atmospheric emission) were down-weighted, and other systematics associated to detector
correlations, the common mode, and the atmospheric gradient were accounted and corrected
for. The resulting map is shown in Fig. (1), where the three panels show the a temperature
map (top), a difference map (center) and the sensitivity map for the field under consideration,
(bottom).
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Figure 1: ACT southern field at 148 GHz (top panel), followed by a difference map (middle panel) and the
sensitivity map (bottom panel). The thirteen square 40.2×40.2 patches used in the power spectrum computation

are also shown.

Regarding point sources, a matched filter approach using noise weighting was used to identify
all pixels above 5σ with at least three neighbors above 3σ as point sources. In the 228 deg2 of the
patch, this threshold roughly corresponds to 20 mJy, and yielded 108 point source detections,
105 were identified as radio sources present in radio catalogs, one in the 2MASS infrared catalog,



and the remaining two not having previously detected counterparts. The source count and flux
densities compared well with the radio models of Toffolatti et al. [20] and de Zotti et al. [5].
An area of 10 arcmin2 was masked around each source before computing the angular power
spectrum, (∼ 2.3 deg2 in total), although other masks inferred from galaxy clusters’ positions
and radio catalogs were built and used, yielding negligible changes in power spectrum estimates.

The field is first filtered with a squared sine function in Fourier space in order to remove
the large scale contamination introduced by the instrument, scan strategy and atmospheric
contamination. Next it is divided into 13 different patches, of 40.2 × 40.2 size each. For each
patch, four different maps are obtained after storing data from four different but successive
nights, providing four independent estimates of the sky for each field. Following the procedure
given by Das et al. [4], the maps are prewhitened (which avoids to great extent the leakage
from low to high spatial/angular frequencies – or multipoles l-s). All possible cross and auto-
power spectra for the four maps of each patch are then computed, after applying the mask and
the adaptively weighted multi-taper method outlined in Das et al. [4] with Ntap = 5 tapers at
resolution parameter Nres = 3. This method increases the coupling between different multipoles,
so that power spectrum estimates are binned in annuli of width ∆l � 300 rather than ∆l � 90
as it would correspond for patches of size 40.2, (∆l � 2π/θpatch � 90). These power spectrum
estimates are then divided by the mode coupling matrix introduced by the masking and tapering,
and corrected by the bias introduced by the high-pass filter, the pre-whitening filter and the
beam. The resulting quantities should be unbiased estimates of the sky angular power spectrum.
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Figure 2: Comparison of the scatter in the power spectrum estimates obtained from subsets of data (filled circles)
with the analytical predictions for the noise, sample error and Poisson source contributions, (solid lines).

At every multipole bin b centered at l = lb and for each patch j we compute the angular
power spectrum (defined as Dj

b = lb(lb + 1)/(2π)Clb ) as the average of the 6 cross-power spectra
estimated from the four independent maps. The dispersion of these power spectrum estimates
around the average value provides an idea of the uncertainty of the patch estimate Dj

b . The in-
verse of this dispersion is used as a patch weight (wj) when combining power spectrum estimates
for the 13 patches into a final and unique estimate for every multipole bin b,

Db =
∑

13

j=1 wjDj
b

∑

13

j=1 wj

. (1)

The covariance matrix of the power spectrum estimates Σb,b′ ≡ 〈∆Db∆Db′〉 is computed from
the dispersion of each patch estimate around the average value of Eq.(1). A simple analytical
model for this covariance matrix including the instrumental noise (estimated from the difference



of the average auto-power spectra and cross-power spectra for each patch), the sample error
(due to the finite patch area), and the Poisson scatter (introduced by the unresolved population
of point sources and galaxy clusters) reproduced the measured diagonal terms of Σb,b′ , as Fig.(2)
shows. The power of the difference maps (from the four different maps per patch) is found to
be compatible with zero, and no evidence for anisotropy in the power spectrum is found.

3 Results

Figure 3: Angular power spectrum measured in the ACT southern field at 148 GHz.

The binned power spectrum estimates, ranging from l = 800 up to l = 8, 000 are shown
in Fig.(3). For l < 2, 500, the measured anisotropy power is compatible with the accordingly
smoothed ΛCDM WMAP – 5th year prediction [after including BAO and SN data, blue solid
line, 7], but above l � 2, 500 there exists a clear excess. We model the measured angular power
spectrum at 148 GHz as

Db = DCMB
b + ASZDSZ

b + Ap

(

l

3000

)2

+ Dcorr
b . (2)

While DCMB
b gives the intrinsic CMB prediction, the SZ power spectrum template (DSZ

b ) con-
siders both the (dominant) tSZ and the kSZ components, and is obtained from the cosmological
simulations of Sehgal et al. [16]. The scaling factor ASZ accounts for offsets of real data with
respect to this prediction. For Poisson distributed sources the power spectrum scaling is ∝ l2,
and Ap provides its normalization at l = 3000. The multipole pattern for clustered sources
is more complicated. Motivated by the scaling of the galaxy correlation function ξ(θ) ∼ θ−0.8

[12], which yields Cl ∼ l−1.2, we adopted the scaling Dcorr
b = Acorr

(

lb
3000

)

. By introducing the
above estimated power spectrum covariance matrix Σb,b′ in the definition of the data likelihood,
we solve for the probability distribution of the model parameters ASZ , Ap and Acorr. We find
marginalized constraints on Ap = 11.2 ± 3.3 (µK)2, but no evidence for any SZ contribution
(ASZ < 1.63 at the 95 % CL), which translates into the constraint σ8 < 0.85 at 95% CL if one
assumes a ASZ ∝ σ7

8 scaling.



4 Future Prospects

Future observations at 220 GHz and 280 GHz should allow to better separate the contribution
from SZ (which cancels at 220 GHz) and IR sources, whose clustering properties should be more
easily accessible at these higher frequencies too. The peculiar motion of clusters might as well be
detected by first time by looking at cluster’s positions in the 220 GHz maps in which the tSZ is
greatly suppressed. Apart from a better characterization of the radio and IR source populations,
upcoming data should also enable the study of lensing of intrinsic CMB anisotropies and the
chase for missing baryons.
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PLANCK STATUS
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The Planck satellite has been operating with outstanding success since its launch on May 14th

2009. This paper gives a brief description of the operations and an outline of the status of the
spacecraft and its instruments. It recalls the pre-launch performance of the instruments and
the main scientific objectives of the mission.

1 Planck goals

The Plancka satellite (Fig. 1) is the 3rd generation space CMB experiment (Lamarre et al. 1). It
aims at a gain of a factor 2.5 in angular resolution and one order of magnitude in sensitivity with
respect to WMAP. It is nearly photon noise limited in the CMB channels (100-217 GHz) and
its temperature power spectrum sensitivity is limited by the ability to remove the foreground
emissions. For this purpose it has a very broad frequency coverage from 30 GHz to 1 THz. The
HFI (High Frequency Instrument) is based on direct detectors (bolometers) cooled to 100mK
distributed in 6 bands from 100 to 857 GHz read in total power mode with a white noise from
10 mHz to 100Hz (no 1/f noise in the signal range). The LFI (Low Frequency instrument) uses
coherent detection based on HEMT amplifiers distributed in 3 bands from 30 to 70 GHz, with
photometric reference loads on the 4 K box of the HFI focal plane unit. The Planck Blue Book

(http://www.rssd.esa.int/Planck) gives all detailed informations about the Planck mission and
its goals.

aPlanck (http://www.esa.int/Planck) is an ESA project with instruments provided by two scientific Consortia
funded by ESA member states (in particular the lead countries: France and Italy) with contributions from NASA
(USA), and telescope reflectors provided in collaboration between ESA and a scientific Consortium led and funded
by Denmark.



Figure 1: The Planck satellite in the Centre Spatial Guyannais clean hall S1B in Kourou before its integration in
the fairing of the Ariane 5 ECA launcher (credit ESA-CNES-Arianespace / Optique Video du CSG - L. Mira).

2 Planck operations

All informations and illustrations are taken from public information at the time of the conference.
The injection of the spacecraft on the L2 orbit was performed on July 2nd 2009. At the same time
the HFI detectors reached their operating temperature close to 100 mK (Fig. 2). The calibration
and performance verification activities followed until August 13th 2009. The 4K cryocooler
unexpectedly shut down on August 6th 2009: the HFI cryochain was lost but recovered to the
same operating point in 6 days. This did not reoccur since. The spacecraft operation is very
smooth, with only minor events on pointing and thermal control. The scanning strategy is fully
implemented. The first light survey (August 13th-27th 2009) was followed by the first all-sky
survey in continuity until February 13th 2010 The second all-sky survey is in progress.

2.1 Planck status

The 4 stages of the cooling chain are regulated at their nominal temperatures: the 18 K stage at
17.5 K, the 4 K stage at 4.72 K, the 1.6 K stage at 1.38 K. The dilution is regulated at 101 mK,
operated with the lowest flow of isotopes providing a potential 30 months survey duration. The
HFI detectors at their 103 mK operating temperature behave exactly as during ground tests.
For more information on Planck, refer to the special issue of A&A on Planck pre-launch status
papers (in press).

2.2 Planck data processing

The timelines consisting in circles (20 to 40 typ. per pointing) are processed into rings: the
very stable pointing (5-10 arcsec) allows an efficient removal of glitches. The solar activity is at
its minimum. This translate into a higher cosmic particules rate getting into the Solar system.



Figure 2: Cooldown profile of the Planck instruments cryochain.

The time transfert function is beeing carefully determined because it directly impacts the Cl
spectrum. A first order calibration is derived from the CMB dipole or from the Galaxy in the
day to day trend analysis. The mapmaking process already produced tantalizing pictures such
as the one presented in the ESA/HFI/LFI press releases. All sky absolute calibration will be
performed on the CMB orbital dipole or on the FIRAS data. Polarisation maps requires relative
band to band fine calibration, as well as beams, side lobes and far side lobes determination. At
all levels, a strict control of the systematics is needed to reach the most ambitious CMB science
goals of Planck.

3 Conclusion

In August 2010 the DR2 ”first all sky survey” internal data release will be released to the Planck
scientists. These data are the basis for early papers on foregrounds which should be original,
robust, and submitted by the end of 2010. They will be presented in January 2011 at a dedicated
Planck conference in Paris on the missions performances, foreground emissions, and implications
on the CMB science. At the same time the early release compact sources catalogue (ERCSC)
public release will be done. The nominal mission (2 surveys) internal release is planned beginning
of 2011, and its public release in mid-2012. The operations extention is approved by ESA until
November 2011, for a 4 all sky surveys expected total duration of the mission. The potential
impact of the extended mission on the CMB science is large. In particular an improved B-mode
detection potential have been shown in Efstathiou and Gratton 2.
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B-mode CMB spectrum estimation using a pure pseudo cross-spectrum approach
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I describe the pure pseudo-spectrum formalism for the estimation of the Cosmic Microwave
Background polarized power spectra, as proposed by [Smith 2006] and extended to incorporate
cross-spectra of the multiple maps of the same sky area by [Grain et al. 2009]. I summarize
the performance of the method as compared to other existing algorithms and their implemen-
tations. In particular, I show that the statistical uncertainty of the estimated B-mode spectra
is typically found to be within a factor ∼ 2 of the variance derived from the most optimistic
Fisher matrix predictions accounting only for the sampling and noise uncertainty of the B-
modes alone. I conclude that the presented formalism thanks to its speed and efficiency can
provide an interesting alternative to the CMB polarized power spectra estimators based on
the optimal methods.

1 Introduction

The reliable characterization and scientific exploitation of the polarized Cosmic Microwave Back-
ground (CMB) Anisotropy signal is one of the main challenges facing the CMB research at the
present. We discuss the CMB power spectrum estimation via the pure pseudo spectrum tech-
nique as published in [Grain et al. 2009]1. Pseudo-C` algorithms provide a computationally quick
and flexible framework for estimating the power spectra. However, it has been long recognized 2

that a straightforward application of the pseudo spectrum technique to cut-sky polarized CMB
maps leads to the so-called ”E-to-B” leakage, or power aliasing. A consequence of which the
cosmologically important information contained in the CMB B-modes is overwhelmed by the
statistical uncertainty of the (much larger) E-modes. [Grain et al. 2009]1 propose an approach
that relies on a suitably chosen sky apodization to remove from the map harmonic modes which
are neither solely E nor B as introduced by [Smith 2006]3.

2 Angular Power Spectrum Estimation

Maps of I, Q and U components of the CMB signal are decomposed into spherical harmonics
aT

`m, aE
`m and aB

`m. From these coefficients, one can construct the 6 angular power spectrum :
CTT

` , CEE
` , CBB

` , CTE
` , CTB

` and CEB
` . Systematic effects need to be taken into account in this

process. In particular, beam smoothing effects or partial coverage of the sky must be accounted
for. Even for full sky missions, foreground residuals usually still dominate the noise in the
Galactic plane. To avoid any contamination of the angular power spectra, a mask is applied
to suppress pixels in which parasitic signal are strong, leading to less than full-sky effective
coverage. Angular power spectra estimators can be separated in two main categories:



• Maximum Likelihood methods5,7,6 which estimate angular power spectra using the angular
correlation function M by maximizing the probability of C` considering the maps T:

P(C`|T ) ∝ exp
[
−1

2
(
T T M−1T + Tr(lnM)

)]
.

The algorithm scales as O(NbinsN
3
pix) for CPU time and O(N2

pix) for memory. This implies
that maximum likelihood methods are not well adapted to surveys such as Planck which
should deliver high resolution maps with more than 107 pixels.

• Pseudo-C` methods 8,9,10,11 compute the angular power spectra directly from the observed
maps before correcting for instrumental effects such as beam smoothing effects (B`), partial
sky coverage (M``′ which is computed analytically using the spherical transform of the
weight mask) or filtering of data (F`). The biased spectrum (called pseudo-spectrum) C̃`

rendered by the direct spherical harmonics transform of a partial sky map is different from
the full sky angular spectrum C` but their ensemble average are linked by :

˜〈C`〉 =
∑
`′

M``′F`′B2
`′〈C`′〉+ ˜〈N`〉.

˜〈N`〉 is the noise contribution to the estimated pseudo-spectra and vanishes, whenever
the noise in the two data sets is not correlated, as for example, in a case of two data sets
produced by two different experiments or two uncorrelated detectors of a single experiment.
This emphasizes one of the biggest advantages of the cross-spectrum based estimators,
which do not need such a correction. Pseudo-C` estimators make use of the fast spherical
harmonics transform that scales in O(N3/2

pix ). Moreover they are often nearly optimal in
practice (at least for temperature). Nevertheless, they need a precise description of the
instrument (beam, filtering, noise) that requires a large number of Monte-Carlos.

3 E-B mixing

Due to the limited sky coverage, and non-uniform, pixel-dependent weights, the above pseudo-C`

estimator is biased and its average over CMB realizations,
〈
C̃X

`

〉
, involves a mixing between

different ` modes (or bins) and polarization states (X = E,B). The latter can be described by
a so-called mixing kernel M``′ . The unbiased estimator CX

` is thus obtained by inverting the
following linear system,(

Mdiag
``′ Moff

``′

Moff
``′ Mdiag

``′

)(
CE

`′

CB
`′

)
=
(

C̃E
` −NE

`

C̃B
` −NB

`

)
. (1)

In the ensemble average sense the above expression is unbiased as a result of a subtle cancellation
of the E mode power present in the pseudo-B and E spectra. Such a cancellation does not
however apply to the variance of the estimator and as a result the variance of the spectra of
one type will include a contribution from the other preventing any detection of the primordial
B-mode (figure 1).

4 Pure pseudo-C` estimators for cross-spectrum

Using the two differential operators DE(B)
s which generalize to arbitrary spin the operators used

in [Bunn et al. 2003]2, we can write the harmonic representation of the field P = (Q,U) in the
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Figure 1: B-mode reconstruction with error bars from a Fisher analysis (red) and a pseudo-C` estimator (blue)
based on a B-mode with r=0.05. The shown B-mode spectrum (black) is decomposed into primordial (plotted for

three different values of r=0.01, 0.05, 0.1) and lensing parts.

E/B subspace. We introduce the sky coverage setting W = 1 for pixel in the sky area and
W = 0 elsewhere. In particular, for the B mode

aB
`m =

∫
4π

W · (Q,U)×DBY`m

=
∫

Ω
DB(Q,U)× Y`m +

∮
CΩ

(Q,U)∂Y`m +
∮

CΩ

∂(Q,U)Y`m (2)

The two contour integrals represent the so-called ”ambiguous” modes that are responsible for
the E-to-B leakage. Pseudo-C` estimators of the polarization power spectra which do not mix
E and B modes can be constructed in projecting the polarization fields on the “pure” E and B
subspaces 2. Pure B multipoles on a partial sky are defined as follows 3:

aB
`m =

∫
4π

(Q,U)×DB(WY`m)

=
∫

Ω
W ·DB(Q,U)× Y`m +

∮
CΩ

(Q,U)× ∂(WY`m) +
∮

CΩ

∂(Q,U)×WY`m (3)

We choose W a spin-0 window function in order to satisfy the Dirichlet and Neumann conditions
on the boundary of the observed sky region. Such conditions on the window function are
optimized for the estimated multipoles to be free of a E/B leakage due to partial sky either
analytically or numerically 3,4,1 (figure 2). This translates into vanishing mixing matrices

Moff
``′ = 0.

Our numerical implementation proceeds in two steps 1:

1. from the spin-0 window function W0, we define two spin-weighted windows

W1 = ðW and W2 = ð2W

2. we calculate the pure multipoles a
(s)
`m of the s-spin fields P̃s = W †

s (Q + iU). The pure
estimated multipoles coefficients then reads as linear combinations of the a

(s)
`m

AB
`m = a

(2)
`m + λ1,`a

(1)
`m + λ0,`a

(0)
`m (4)

The code is fully parallel (both in CPU time and memory) and very fast (less than 30min
for 1000 simulations on 1024 procs) using the pureS2HAT library12. We can recover the B-mode
angular power spectrum without bias and with a significant improvement in the level of error
bars compared to ”standard” pseudo-C` methods (figure 3).
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Preparation to the CMB Planck analysis : contamination due to the polarized
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The Planck satellite experiment, which was launched the 14th of may 2009, will give an
accurate measurement of the anisotropies of the Cosmic Microwave Background (CMB) in
temperature and polarization. This measurement is polluted by the presence of diffuse galactic
polarized foreground emissions. In order to obtain the level of accuracy required for the Planck
mission it is necessary to deal with these foregrounds. In order to do this, have develloped
and implemented coherent 3D models of the two main galactic polarized emissions : the
synchrotron and thermal dust emissions. We have optimized these models by comparing
them to preexisting data : the K-band of the WMAP data, the ARCHEOPS data at 353
GHz and the 408 MHz all-sky continuum survey. By extrapolation of these models at the
frequencies where the CMB is dominant, we are able to estimate the contamination to the
CMB Planck signal due to these polarized galactic emissions.

1 Introduction

The PLANCK satellite 2 which is currently in flight and acquiring data, should give the most
accurate measurement of the anisotropies of the CMB in temperature and polarization with a
sensitivity of ∆T/T 2 × 10−6 and an angular resolution of 5 arcmin. Thanks to its range of
frequencies between 30 and 857 GHz it will give a great amount of information about galactic
and extra-galactic emissions. In order to obtain the level of accuracy required for the Planck
mission it is necessary to deal with these foregrounds and the residual contamination due to
these foreground emissions. While, for the full sky, these emissions have the same order of
magnitude than the CMB in temperature, they dominate by a factor 10 in polarization 2. The
principal polarized Galactic microwave emissions come from 2 effects: thermal dust emission and
synchrotron emission. The synchrotron is well constrained by the 408 MHz all-sky continuum
survey7, by Leiden [Leiden/DRAO] between 408 MHz and 1.4 GHz16, by Parkes at 2.4 GHz5, by
the MGLS Medium Galactic Latitude Survey at 1.4 GHz15 and by the satellite WMAP Wilkinson
Microwave Anisotropies Probe (see e.g. 8). The synchrotron emission is due to ultrarelativistic
electrons spiraling in the large-scale galactic magnetic field. The thermal dust emission which
has already been constrained by IRAS13 and COBE-FIRAS3 is due to dust grains heated by the
the interstellar radiation field. Those grains emit a polarized submillimetric thermal radiation 3

as observed by e.g. ARCHEOPS1. The polarization of these two types of radiation is orthogonal
to the field lines. We developed models of those emissions using the 3D galactic distribution
of the magnetic field and the matter density. The models are constrained using pre-existing
data and used to estimate the residual contamination to the CMB Planck signal due to these



polarized galactic emissions.

2 3D modelling of the Galaxy

A linearly polarized emission 10 at a given frequency ν in GHz, can be described by the Stokes
parameters I, Q and U. For the polarized foreground emissions integrated along the line of sight
we obtain, for synchrotron:

Is = IHas

(

ν

0.408

)βs

, (1)

Qs = IHas

(

ν

0.408

)βs
∫

cos(2γ)psne

(

B2
l + B2

t

)

∫

ne

(

B2
l + B2

t

) , (2)

Us = IHas

(

ν

353

)βs
∫

sin(2γ)psne

(

B2
l + B2

t

)

∫

ne

(

B2
l + B2

t

) , (3)

where Bn, Bl and Bt are the magnetic field components along, longitudinal and transverse to
the ligne of sight. The polarization fraction ps is set to 75%. IHas is the template map 7. The
maps are extrapolated at all the Planck frequencies using the spectral index βs which is a free
parameter of the model.

For the thermal dust emission the Stokes parameters are given by:

Id = Isfd

(

ν

353

)βd

, (4)

Qd = Isfd

(

ν

353

)βd
∫

nd

cos(2γ) sin2(α)fnormpd

nd

, (5)

Ud = Isfd

(

ν

353

)βd
∫

nd

sin(2γ) sin2(α)fnormpd
∫

nd

, (6)

where the polarization fraction pd is set to 10 %, βd is the spectral index (set to 2.0) and fnorm

is an empirical factor, fitted to the ARCHEOPS data. The Isfd map is the model 8 of Schlegel
et al.13.

The models are based on an exponential distribution of relativistic electrons on the Galactic
disk, following 4, where the radial scale hr is a free parameter. The distribution of dust grains
nd is also exponential 1. The Galactic magnetic field is composed a regular and a turbulent
components. The regular component is based on the WMAP team model 12 which is close to
a logarithmic spiral to reproduce the shape of the spiral arms 6. The pitch angle p between
two spiral arms is a free parameter of the model. The turbulent component is described by a
Kolmogorov’s law 6 spectrum with a relative amplitude Aturb.

3 Comparison to data

We computed Galactic profiles in temperature and polarization for various bands in longitude
and latitude and various values of the free parameters. In order to optimize these 3D models
we compare them to Galactic profiles computed with preexisting data using a χ2 test. For the
synchrotron emission in temperature, we use the 408 MHz all-sky continuum survey 7 as shown
on Figure 1. In polarization we use the K-band WMAP 5 years data. The thermal dust emission
model is optimized using the polarized ARCHEOPS data 1 at 353 GHz.

The best fit parameters for the 3D model in polarization are given in Table 1. The results
are consistent for the three sets of data. In particular we obtain compatible results for the



Figure 1: Galactic profiles in temperature at 408 MHz Haslam data in black and our synchrotron emission model
for various values of the pitch angle p (form green to red).

synchrotron and thermal dust emission models. Aturb and hr are poorly constrained as was
already the case in Sun et al 14. The best fit value of the pitch angle p is compatible with results
obtained by other studies 14,12. The best fit value for the spectral index of the synchrotron
emission is lower than the value found by 14,12, but this is probably due to the choice of
normalisation for the regular component of the magnetic field. With these models we reproduce
the global structure of the data (see for instance the Figure 1) apart from the Galactic Center.

Table 1: Best fit parameters for synchrotron and thermal dust emission models.

p(deg) Aturb hr βs χ2
min

WMAP −30.0+40.0
−30.0 < 1.25 (95.4 % CL) > 1 (95.4 % CL) −3.4+0.1

−0.8 5.72

HASLAM −10.0+70.0
−60.0 < 1.25 (95.4 % CL) 5.0+15.0

−2.0 ∅ 5.81

ARCHEOPS −20+80
−50 < 2.25(95.4%CL) ∅ ∅ 1.98

4 Conclusions

From the above best fit parameters we estimated the contamination of the CMB PLANCK data
by the polarized galactic emissions. We compared power spectra computed with simulations
of the CMB PLANCK data a. Figure 2 shows the temperature and polarization power spectra
at 143 GHz for the CMB simulation (red) and the Galactic foreground emissions, obtained by
applying a Galactic cut |b| < 15◦ (black). The foreground contamination seems to be weak
but for the B modes an accurate foreground subtraction is extremely important concerning the
detection of the primordial gravitational waves.
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In these proceedings, we discuss the extraction, in WMAP 5 year data, of a clean CMB map,
of foreground emission (dominated by emission of the interstellar medium of our galaxy), and
of the tiny signal from Sunyaev Zel’dovich effect in the direction of known galaxy clusters. The
implementation of an Internal Linear Combination method locally in both pixel and harmonic
space, with the use of a decomposition of WMAP maps onto a frame of spherical needlets,
permits to extract a full sky CMB map, with good accuracy even in regions close to the galactic
plane. Proper subtraction of this estimated CMB from WMAP original observations provides
us with CMB–free foreground maps, which can be used for the analysis of the emission of
the galactic interstellar medium and for detecting and measuring emissions from compact
sources. Finally, while the Sunyaev-Zel’dovich cannot be detected for individual clusters in
WMAP data, due to lack of spatial resolution and sensitivity, a stacking analysis of tentative
detections towards a number of known ROSAT clusters permits to detect the SZ effect in
WMAP data and measure how the SZ flux scales with cluster mass and X-ray luminosity.

1 Introduction

The separation of emissions from different astrophysical or cosmological origin in Cosmic Mi-
crowave Background (CMB) observations is a crucial aspect of CMB data analysis. Component
separation consists in extracting maps (or any set of relevant parameters) describing the emis-
sion of individual components of interest, from a set of observations containing emissions from
several such components 1. For this purpose, one makes use of prior information about the
morphology or the shape of individual components, about their color (emission law as a func-
tion of wavelength), about their statistical independence. Sky emission as observed by the
WMAP satellite contains essentially emission from CMB anisotropies, from the galactic inter-
stellar medium (ISM), and from a small number of strong radiosources. Other emissions, such as
the Sunyaev-Zel’dovich (SZ) emission from galaxy clusters, or the emission from a backgound of
numerous and unresolved radio and infrared sources, are too faint to be clearly seen in WMAP
data. In these proceedings, we discuss briefly some recent work on the extraction of a clean
CMB map, of maps of foreground emission, and of the detection of thermal SZ effect towards a
set of 893 known ROSAT clusters.

2 A clean CMB map from WMAP data

The CMB is a very special component. Its spectral emission law is perfectly known theoretically.
Its anisotropies are known to be very close to Gaussian, and are not significantly correlated to
other emissions (with the exception of a small correlation with tracers of large scale structure such



as galaxies and clusters of galaxies, as such large scale structure can induce CMB anisotropies
via the Integrated Sachs-Wolfe effect).

The simplest model of multifrequency CMB observations such as those of the WMAP satellite
is xxx = aaas+nnn, where xxx is the vector of observations (e.g. five maps), aaa is the response to the CMB
for all observations (e.g. a vector with 5 entries equal to 1 if WMAP data only are considered)
and nnn is the noise (including any foreground contaminants). Here it is assumed (for the moment)
that all observations are at the same resolution. Assuming that we know the noise covariance
Rn, the (generalised) least square (GLS) solution gives an estimate ŝGLS of s as follows:

ŝGLS =
aaat Rn

−1

aaat Rn
−1 aaa

xxx =
aaat Rx

−1

aaat Rx
−1 aaa

xxx (1)

where the noise covariance matrix Rn is a 5 × 5 matrix, and Rx is the covariance matrix
of the total signal including CMB. The last equality comes from the fact that, recalling that
Rx = Rn+σ2aaaaaat, where σ2 is the variance of the CMB, and making use of the inversion formula:

[

Rn + σ2aaaaaat
]

−1
= R−1

n − σ2
R−1

n aaaaaatR−1
n

1 + σ2aaatR−1
n aaa

(2)

we have aaat Rx
−1 ∝ aaat Rn

−1.
In the absence of prior information about the foregrounds, the GLS solution cannot be

implemented using Rn
−1 in equation 1. Diagonal terms in Rn contain contributions from

instrumental noise and from foregrounds, whereas off-diagonal terms arise from the covariance
of the foreground emission between WMAP channels, which is not known a priori .

An alternate solution is to use the so-called Internal Linear Combination (ILC) method,
which estimates the CMB as the linear combination of the input maps with minimum variance
(in fact, minimum power) and unit response to CMB. The ILC CMB estimate is:

ŝILC =
aaat

̂R−1
x

aaat ̂R−1
x aaa

xxx (3)

where ̂Rx is the empirical covariance matrix of the observations, i.e. an estimate of the true
covariance Rx, estimated on the observed maps. Hence, the ILC method is, in some sense,
an approximation of the GLS method. The ILC uses, instead of the unknown Rn or Rx, the
empirical covariance matrix ̂Rx of the observations.

An ILC estimate of the CMB map from WMAP data has been obtained by a number of
authors. The ILC solution is just a linear combination of the inputs. However, it is clear
that the optimal linear combination should depend on scale as well as on the region of the sky
considered. This can be achieved by implementing the ILC using wavelets of some sort on the
sphere. Here we use a decomposition on a needlet frame. The initial observations (WMAP and
a 100 micron map tracing the dust emission) are decomposed in sets of needlet coefficients, for
a set of scales and a set of pixels on the sphere. The 100 micron observation helps subtracting
dust emission on small scales, which is otherwise essentially significant in the W channel only
(and hence cannot be removed by linear combinations of WMAP channels alone). The ILC
is then implemented independently on sets of such coefficients, and a final CMB map, at full
WMAP W channel resolution, is obtained by reconstructing the full sky CMB from the needlets
coefficients of the CMB map obtained in this way 2. The resulting map is displayed in figure
1. Comparison with earlier work shows that the needlet ILC (NILC) map is less contaminated
by galactic foregrounds than most other ILC maps obtained by various authors without making
use of the needlet decomposition. The NILC CMB map can be downloaded from a dedicated
web page a.

ahttp://www.apc.univ-paris7.fr/APC/Recherche/Adamis/cmb wmap-en.php



Figure 1: CMB map obtained with WMAP 5 year data by needlet ILC (units are mK thermodynamic).

3 Foreground emission in WMAP data

Once a clean CMB map has been obtained, it is quite natural to subtract it from the original
observations to get foreground maps free of CMB contamination. It should be noted, however,
that on small scales the CMB map at the resolution of the WMAP W channel contains more
noise than CMB. Direct subtraction of the CMB map from the observation of one WMAP
channel, with simple smoothing to put it at the resolution of the channel considered, would
result in significant small scale extra noise. This noise, in addition, would be correlated from
channel to channel. Hence, we subtract from each band-averaged map a Wiener-filtered version
of the NILC CMB map 3. After this is done, latitude-dependent additional smoothing, using a
Gaussian beam which maximizes the signal to noise ratio at that latitude, is performed. The
impact of the various stage of the processing for a patch of the WMAP K-band map at moderate
galactic latitude (l = 70◦, b = −30◦) is illustrated in figure 2.

4 Cluster SZ emission in WMAP data

The thermal SZ effect, due to inverse Compton scattering of CMB electrons off hot electrons
in intra-cluster gas, leaves in principle a detectable (albeit small) inprint in CMB observations.
WMAP, however, is not an ideal instrument for its detection. The pixel sensitivity is not quite
good enough, and the angular resolution of 15 to 60 arcminutes (depending on the channel) does
not permit to resolve the large majority of galaxy clusters.

Given a cluster profile and the WMAP beam profiles for all frequency bands, one can build
multifrequency matched filters 4 to detect clusters in WMAP data. A blind search does not
yield any significant detection. It is possible, however, to look for known SZ clusters observed
by ROSAT, using a prior model profile derived from X-ray observations for each of them. The
detection does not depend much on this profile, as for unresolved clusters the actual cluster
profile on the maps is essentially set by the beam.

For each individual ROSAT cluster, no significant SZ signal is detected, even when making
use of prior information about the cluster location and profile. It is possible, however, to
average the estimated SZ flux (the YSZ parameter) from clusters in redshift bins, in bins of X-
ray luminosity, or in bins of mass (the mass being estimated from the X-ray flux). The SZ signal
is then clearly detected. This permits to measure how the SZ flux depends on the cluster mass



Figure 2: Top: left = K-band map, right = CMB. Bottom: left = after CMB subtraction, right = after filtering.

and on the X-ray luminosity. Hence, even if clusters are not detected individually, a filter which
makes use both of the frequency dependence and of the expected profile of the clusters permits
to extract relevant information about a component which is, in this data set, very subdominant.
The reader is invited to look for additional details in the relevant publication 5.

5 Conclusion

Component separation is an important aspect of the analysis of CMB observations. Examples
of extraction of the CMB, foreground emission, and thermal SZ effect from WMAP data have
been discussed. No single component separation method is optimal for the extraction of all
components. Instead, one has to design methods adapted to the component(s) of interest and to
the scientific objectives. A component separation pipeline must chain several such methods and
put them all in a coherent frame. This is becoming crucial for upcoming sensitive experiments,
for which instrumental noise will be a subdominant source of error as compared to the confusion
due to emissions from a large number of astrophysical processes.
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We present forecasts for constraints on deviations from Gaussian distribution of primordial
density field perturbations from future X–ray surveys of galaxy clusters. We use the WFXT
surveys that have high–sensitivity and wide–area to detect about 2.5× 105 extended sources,
and to provide reliable measurements of robust mass proxies for about 2× 104 clusters. Com-
puting the Fisher–Matrix for number counts and large-scale power spectrum of clusters, we
constrain at once nine cosmological parameters and four nuisance parameters, which define
the relation between cluster mass and X–ray flux, using the so-called self-calibration approach.
Because of the scale dependence of large–scale bias induced by local–shape non–Gaussianity,
we find that the power spectrum provides strong constraints on the non–Gaussianity fNL pa-
rameter, which complement the stringent constraints on the power spectrum normalization,
σ8, from the number counts. To quantify the joint constraints on the two parameters, σ8

and fNL, that specify the timing of structure formation for a fixed background expansion,
we define the figure-of-merit FoMSFT = (det [Cov(σ8, fNL)])−1/2. We find that our surveys
constrain deviations from Gaussianity with a precision of ∆fNL ' 10 at 1σ confidence level,
with FoMSFT ' 39. We point out that constraints on fNL are weakly sensitive to the un-
certainties in the knowledge of the nuisance parameters. As an application of non–Gaussian
constraints from available data, we analyse the impact of positive skewness on the occurrence
of XMMU-J2235, a massive cluster z ' 1.4. Its presence turns out to be a rather unlikely
event, even evading either the available constraints on fNL or on σ8.

1 Introduction

Generalizations of the most standard model of inflation give rise to seed primordial density
fluctuations that follow a non-Gaussian probability distribution 1. Therefore, testing at what
precision we can measure possible deviations from Gaussianity with available and future obser-
vations has important implications on our understanding of the mechanism that seeded density
fluctuations in the early Universe.

Analyses of the Cosmic Microwave Background (CMB) provide at present the tighest con-
straints on the amount of allowed non-Gaussianity 2, but non-Gaussian perturbations are also
expected to leave their imprint on the pattern of structure growth, at least in two different
ways. First, a positively skewed distribution provides an enhanced probability of finding large
overdensities, that means that the probability of forming large collapsed structures enhances at
high redshift, changing the timing of structure formation and the shape and evolution of the
mass function of dark-matter halos. Second, non-Gaussianity affects the large-scale clustering of
halos in such a way that the linear biasing parameter acquires a scale dependence. This modifies



the power spectrum of the distribution of any tracer of cosmic structures at small wavenumbers
and offers a unique way of testing the nature of primordial fluctuations.

To test non-Gaussianity in the regimes where its effects are more apparent, we need surveys
that cover a large enough volume at high redshift and whose sensitivity and angular resolution
are high enough to warrant an accurate measurement of robust mass proxies. Surveys with these
characteristics can be provided by an already proposed X–ray telescope, WFXT 3, in which a
Wide survey covering most part of the extragalactic sky is complemented by a Medium and by
a Deep surveys.

In our analysis 4 we derive forecasts, based on the Fisher–Matrix approach, on the capability
of future X–ray cluster surveys such WFXT to constrain deviations from Gaussian perturbations.

2 Method

The deviation of primordial density fluctuations distribution from the Gaussian one can be
parameterize writing the Bardeen’s gauge invariant potential Φ as Φ = ΦG +fNL ∗

(

Φ2
G
− 〈Φ2

G
〉
)

,
where fNL is the parameter that denotes the amplitude of the deviation from Gaussianity and is
related to the skewness of the distribution. If the distribution of primordial density perturbations
is not Gaussian, it cannot be fully described by a power spectrum expressed as PΦ(k) = Bkn−4,
but we need higher-order moments such as the bispectrum. In particular, different models of
inflation give rise to different shapes of the bispectrum: we adopt the local shape,one giving the
largest effects especially on bias, for which the bispectrum is maximized for configurations in
which one of the three momenta is much smaller than the other two (”squeezed” configurations).

Through the presence of skewness and bispectrum two of the ingredients that critically
affect the observed properties of the cluster population are influenced by non-Gaussian initial
conditions: the halo mass function and the linear bias of dark-matter halos. For non–Gaussian
mass function different prescriptions exist: we adopt the one from Lo Verde et. al. (2008)5 (Eqs.
(4.19) and (4.20) of that paper), where the authors approximated the probability distribution
for the smoothed dark-matter density field using the Edgeworth expansion. The non–Gaussian
halo bias can be written, following Matarrese & Verde (2008)6, as the sum a Gaussian term and
a term encapsulates the non–Gaussian dependence on the scale.

Our analysis is based on computing the Fisher Matrix (FM) for the information provided
by the evolution of mass function and power spectrum of galaxy clusters.

An important problem in cluster analysis is that we don’t actually measure the mass of
clusters so we have to relate, under some assumptions, the observable quantities like luminosity
or temperature , to the halo mass; this gives rise to a systematic bias in the estimation of the
mass and an intrinsic scatter. We include them , both function of redshift, following Lima &
Hu (2005) 7 in our analysis. According to the self–calibration approach 8, the model parameters
entering in the FM estimate are nine cosmological parameters (reference values from WMAP-7)
and 4 nuisance parameters, defining the clusters observable–mass relation.

To include clustering information in deriving FM survey forecasts we follow the approach
by Tegmark (1997) 9 where different scales are weighted by the effective volume, means the
volume accessible by the survey at redshift z at wavenumber k weighted by the shot noise level
associated the the cluster distribution.

An alternative method to include clustering information is the so called count–in–cell ap-
proach 7: one makes a partition of the sky area covered by a survey into regular cells of a fixed
angular size and then computes the fluctuations in the cluster counts within such cells. Since
this method does not explicitly include the covariance between counts within different cells 10,
it only samples clustering at a fixed angular scale. Cunha et al. (2010) 11 use the count-in-cell
approach by also including the information from the covariance. Therefore, in the count-in-cell
approach the information on the large-scale power spectrum is conveyed by the covariance terms.



Figure 1: Constraints at the 68 per cent confidence level on non–Gaussian parameter fNL and power spectrum
normalization σ8: Left: coming from number counts alone (short-dashed green curve), power spectrum alone
(dotted blue curve) and from the combination of the two (solid red curve). The analysis refer to the clusters
detected in the Wide Survey. No prior is assumed for the values of the nuisance parameters. Center: from the
Deep, Medium and Wide surveys (dot-dashed cyan, dotted blue and solid red curves, respectively), by combining
number counts and power spectrum information, by using no priors on the nuisance parameters. Also shown
with the short-dashed green curve are the constraints obtained from the combination of the three surveys. No

prior is assumed for the values of the nuisance parameters. Right: by assuming no prior (solid red curve), weak

prior (dashed green) and strong prior (dotted blue) on the nuisance parameters. Constraints are obtained by
combining cluster number counts and power spectrum information for the three surveys together. The FM from

Planck experiment is included in the calculation of all constraints.

3 Results

We present 4 forecasts on constraints from non-Gaussian models. These results will be shown
in terms of constraints on the σ8–fNL plane after marginalizing over the other cosmological and
nuisance parameters. The reason for this choice is that, for a fixed Friedmann background, σ8

and fNL are the two parameters which determine the timing of structure formation and, there-
fore, the evolution of number density and large-scale clustering of galaxy clusters. Information
on such constraints are quantified by introducing the figure–of–merit for structure formation
timing defined , in analogy with 12, as FoMSFT = (det [Cov(σ8, fNL)])−1/2 . The main results
obtained from our analysis can be summarized as follows.

1) Power spectrum and number counts of galaxy clusters are highly complementary in pro-
viding constraints (Fig. 1, left pannel): while number counts are highly sensitive to the value
of σ8, the weak sensitivity of the high-end of the mass function to non-Gaussianity provides
only very weak constraints on fNL; conversely, the scale-dependence of bias makes the power
spectrum a powerful diagnostic for non–Gaussianity, while providing only loose constraints on σ8.

2) Combining number counts and power spectrum information for the three surveys turns into
∆fNL ' 10 for the 1σ uncertainty with which a deviation from Gaussianity associated to a “local
shape” model can be constrained. Correspondingly, we find FoMSFT ' 39 for the figure-of-merit
of structure formation timing (Fig. 1, center pannel). Most of the constraining power is provided
by the Wide survey for two main reasons. First, the Wide survey provides the largest statistical
baseline out to z ' 1.5, when including all clusters down to the mass limit corresponding to
detection. This implies a better determined mass function and, therefore, stronger constraints
on σ8. Second, the larger area coverage of the Wide survey allows it to better sample long-
wavelength modes, where the scale–dependence of the bias induced by non–Gaussianity can be
better assessed, thus turning into stronger constraints on fNL.



3) We presented results by assuming prior on cosmological parameters from Planck experiment
and no prior knowledge on the nuisance parameters: this is probably too much a conservative
approach, in view of the calibration of the relation between robust mass proxies (e.g., YX and
Mgas) and X–ray luminosity for a large number of clusters within the planned surveys. In the
right pannel of figure 1 we show the effect of assuming a prior knowledge of the nuisance param-
eters. If we assume the weak priors for these parameters, constraints are very slightly improved.
Quite interestingly, even assuming the strong prior (i.e. nuisance parameters fixed) improves
the constraints on σ8, while having a relative smaller impact on those for fNL.

4) As an application of non–Gaussian constraints from available data, we analyse the impact of
positive skewness on the occurrence of XMMU-J2235, a massive distant cluster recently discov-
ered at z ' 1.4. We confirm that in a WMAP-7 Gaussian ΛCDM cosmology, within the survey
volume, ' 5 × 10−3 objects like this are expected to be found. To increase the probability of
finding such a cluster by a factor of at least 10, one needs to evade either the available constraints
on fNL or on the power spectrum normalization σ8.
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We present the spectroscopic follow-up of 3 galaxy clusters detected using the Sunyaev-
Zel’dovich Effect (SZE) with the South Pole Telescope. We obtained the redshift of several
member galaxies (from 18 to 37) and derived dynamical masses using the velocity dispersion
of each cluster. In the near future, we hope to get additional data to provide a dynamical
scaling relation between the SZE flux and the cluster mass competitive and complementary
to other probes like X-ray observations.

1 Introduction

The Sunyeav-Zel’dovich Effect (SZE) is a small distorsion of the CMB spectrum by Compton
scattering of the CMB photons with the hot gas of the clusters (Sunyaev and Zel’dovich 1972).
This provides an interesting method to detect massive galaxy clusters because the SZE is almost
redshift-independent (Carlstrom et al. 2002). The 10-m South Pole Telescope (SPT, Carlstrom
et al. 2009) was designed for large scale, multifrequency surveys of the CMB with arcminute
resolution (Ruhl et al 2004). Therefore, the SPT survey is well suited to deliver large, essentially
mass selected samples of clusters that extend over the full redshift range where those clusters
exist. Indeed, we published the discovery of 4 high mass SPT clusters in Staniszewski et al.
(2008) and recently submitted a new catalog with 17 additional SPT clusters from our initial
200 deg2 survey (Vanderlinde et al. 2010). The SPT survey continues and will cover more than
1400 deg2 by the end of the 2010 season.

To study cosmic acceleration using clusters (Haiman et al 2001) requires that the SPT cluster
selection be very carefully characterized, and the relationship between cluster SZE signatures
and cluster mass (the scaling relation) be understood over a broad redshift and mass range. The
evolution of cluster mass with the redshift puts direct constraints on the growth of structures
and therefore on the expansion history of the Universe (e.g. Vikhlinin et al. 2009). Thus, the
accuracy reached in the scaling relation has a direct impact on the cosmological constraints
provided by the SPT cluster sample.

Galaxy velocity dispersions are known to be a good mass proxy because galaxies are not
affected by the hydrostatic state of the gas in the cluster. Therefore, velocity dispersions do not
depend on the gas physics such as magnetic fields, AGN feedback and cosmic rays. Evrard et
al. (2008) showed an intrinsic scatter of 5% on the mass using velocity dispersions derived from
N-body numerical simulations. A key issue is possible kinematic biases of galaxies relative to
dark matter. This systematic is expected to be a 10% effect (e.g. Carlberg et al. 1990), making
it appropriate for us to obtain a dispersion mass calibration with this statistic precision and
thus, at the level of the systematics uncertainties affecting the X-ray mass calibration (Vikhlinin
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Figure 1: Selection of the red sequence (red dots) on color-magnitude diagrams. The identified members are
indicated in black.

et al. 2009).

In this paper, we present the first dynamical mass estimates for 3 clusters detected by the
SPT.

2 Observations

2.1 SPT-SZE

The SPT survey observed a uniform 196 deg2 area (177.5 deg2 after point-source masking)
for 1500 hr in 2008 (Carlstrom et al. 2009). Details of the data processing, map-making,
cluster extraction and significance estimates are given in Vanderline et al. 2010. We report the
spectroscopic follow-up of 3 SPT clusters at S/N > 5 in their SZE decrement at 150 GHz and
in an intermediate range of redshift (0.46 < z < 0.77).

2.2 Optical imaging

The Blanco Cosmology Survey (BCS) is an NOAO survey program to obtain deep optical griz
imaging over 100 deg2 in a subset of the SPT 05hr and 23hr fields (Ngeow et al. 2009, High et
al. 2010). The BCS data typically reach 5σ AB depths of 24.75, 24.65, 24.35 and 23.5 in g′r′i′z′.
BCS data was available for 2 of our clusters: SPT-CLJ0528-5300 and SPT-CLJ0509-5342.

For SPT-CLJ0600-5249 that fell outside the BCS coverage, g’r’i’z’ Magellan imaging was
obtained as part of a larger program to get an optical confirmation of the SPT clusters. The
observing strategy was to expose roughly 100s in g’r’i’z’, to search for a cluster in the images
and to continue additional exposures if none was found (see High et al 2010 for additional
informations).

2.3 Gemini spectroscopy

Multi-object spectroscopy towards the 3 clusters was acquired on the 8.1-m Gemini South tele-
scope from UT December 2009 to January 2010. Galaxies with r′ − i′ or i′ − z′ color consistent
with a cluster red-sequence at the appropriate redshift (Song et al. 2010) and having non-
stellar PSFs in the Gemini i-band pre-image were used to populate two masks, allowing us to
get 40-45 spectra/cluster using the R150-G5326 grism and the GG455-G0329 filter. Figure 2.3
represents the selected red sequence for each of our clusters as well as the identified members.
For each mask, the total exposure time was 90 min, 30 min and 40 min for SPT-CL0528-5300,
SPT-CLJ0509-5342 and SPT-CLJ0600-5249 respectively.

The IRAF Gemini reduction package was used for standard CCD processing. The wavelength-
calibrated 2D spectra were sky-subtracted using an in-house routine, after which the 1D spectra
were extracted from the coadded 2D spectra.



Figure 2: Redshift dispersions

3 Results

3.1 Redshifts

We developped our own tool to compute the redshift for galaxies exhibiting absorption features.
This algorithm relies on a χ2 minimization between the observed spectrum and the SDSS early-
type galaxy template. The convergence of the algorithm was checked by visual inspection and
judged by the presence of absorption lines.

We got secure redshifts for roughly half of the selection and selected the cluster members
by a 3-σ clipping around the mean value. Eventually, we identify the redshift for 37/74, 18/39
and 20/43 members for SPT-CLJ0600-5249, SPT-CLJ0509-5342 and SPT-CLJ0528-5300 respec-
tively.

3.2 Velocity dispersion

Because the redshift distributions of our clusters (figure 3.2) are not gaussian, we used the
robust biweight estimator of Beers et al. (1990) to estimate the mean velocity and velocity
dispersion. The errors (68% confidente interval) are gotten from bootstrap resampling. The
obtained velocity dispersions are 1070+200

−100
km/s, 720+90

−70
km/s and 1160+370

−190
km/s for SPT-

CLJ0600-5249, SPT-CLJ0509-5342 and SPT-CLJ0528-5300 respectively.

We derived dynamical masses for our clusters following the Evrard et al. 2008 calibration
between the line-of-sight velocity dispersion and the halo mass. The uncertainty in the derived
mass is largely dominated by the poisson noise in the velocity dispersion since M ∼ σ3. Table
3.2 summarize our results for these 3 clusters.

Cluster SZ S/N redshift σ (km/s) M200 (1014M⊙)

SPT-CLJ0600-5249 9.28 0.61 1070+200

−100
10.47.1

−2.8

SPT-CLJ0509-5342 6.61 0.46 720+90

−70
3.51.5

−1.0

SPT-CLJ0528-5300 5.45 0.77 1160+370

−190
12.015.3

5.2

Table 1: Dynamical masses

Compared to the SZ derived masses given in Vanderlinde et al. 2010, our dynamical mass is in
agreement within 1-σ for SPT-CLJ0509-5342 (MSZ = 5.43±1.24) and tends to be overestimated
for SPT-CLJ0600-5249 and SPT-CLJ0528-5300 (MSZ = 6.61 ± 1.34 and MSZ = 3.67 ± 0.95
respectively). Given that we only have 3 dispersions available, further studies on more clusters
are needed to efficiently compare our masses with SZ mass estimates and with other proxies like
X-ray.



In the near future, we hope to obtain spectroscopic observation time at the Gemini, Magellan
and VLT telescopes. These observations would allow us to calibrate a scaling relation relying
on dynamical masses and to put some constraints on the evolution of this relation dividing the
full sample in several redshift bins. We also aim to compare the systematics between dynamical
mass measurement and masses derived using others probes like X-rays.
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Beyond the standard lore of the SZE: opportunities offered from future space
born mm and sub-mm experiments.

S. COLAFRANCESCO
ASDC-ASI, Via G. Galilei, c/o ESA-ESRIN, 00040 Frascati, Italy

The SZ effect is a unique tool to study the complex physics of cluster atmospheres because
it is sensitive to the specific features of the spectra of the various electronic populations.
Multi-frequency observations of galaxy clusters indicate, in fact, that the atmospheres of
these systems consist of a complex structure of thermal (hot and warm) and non-thermal
(with different origin and spectra) distribution of electrons (and protons) which is, therefore,
far from its modelling as a single, thermal electronic plasma. This evidence requires to go
beyond the standard lore of the SZ effect. Such a task is challenging for both the theoretical
aspects of their modelling and for the experimental goals to be achieved, but it will return
a large amount of physical information. In such a context, the coming SZ experiments from
space will open a new path in the exploration of the SZ effect as a probe for Cosmology and
Astro-Particle Physics

1 Galaxy cluster physics: more than basics

The electronic distribution of the atmospheres of galaxy clusters is neither simple nor unique.
There are, in fact, various matter components in clusters that can provide different sources of
electrons: baryons, relativistic plasmas, Dark Matter annihilation.
Many galaxy clusters contain, in addition to the thermal intra-cluster gas, a population of rela-
tivistic electrons (with Ee ≈ 16GeV B−1/2(ν/GHz)1/2 ∼ a few GeV to radiate at ν ∼> 30 MHz
in a μG magnetic field) which produce a diffuse radio emission (radio halos and/or relics) via
synchrotron radiation in a magnetized atmosphere (see, e.g., Govoni & Feretti 2004 for a re-
view). The origin of such relativistic electrons is not clear and models of bottom-up production
(i.e., re-accelerated by intra-cluster turbulence) or top-down origin (i.e., secondarily produced
by Dark Matter WIMP annihilation) can fit the observed radio-halo features (see Ferrari at this
Meeting). The presence of Extreme UV/soft X-ray excesses in a few nearby clusters indicate
the presence of an additional population of secondary relativistic electrons or a combination of
warm (reproducing the EUV excess) and (quasi-)thermal (reproducing the hard X-ray excess



by bremsstrahlung) populations of distinct origins (see Colafrancesco 2008 for a review and
references therein). The evidence for further physical phenomena occurring in the cluster atmo-
spheres – e.g., non-thermal heating in the cluster cores (see, e.g., Colafrancesco, Dar & DeRujula
2004, Colafrancesco & Marchegiani 2008 and references therein), AGN and radio-galaxy feed-
back, intra-cluster cavities (McNamara et al. 2005) and radio bubbles (Birzan et al. 2004) filled
with relativistic electrons, multi-scale magnetic fields (see, e.g., Govoni & Feretti 2004) – imply
the presence of additional electronic components with peculiar spectral and spatial characteris-
tics. Finally, the viable Dark Matter candidate annihilation/decay can produce copious amounts
of secondary electrons with a spatial distribution which is strictly related to that of the original
DM (see Colafrancesco et al. 2006).
In conclusion, cluster electronic atmospheres are a complex combination of thermal (hot and
warm) and non-thermal (quasi-thermal due to stochastic acceleration, relativistic due to DM
annihilation and/or to AGN injection) distributions with different energy spectra and spatial
distributions. Each one of the electron populations which reside in the cluster atmosphere
inevitably produces a distinct SZE with peculiar spectral and spatial features (see, e.g., Co-
lafrancesco 2007 for a review). To describe the various forms of SZE in a unique and consistent
theoretical framework, we must go beyond the standard lore of the SZE.

2 Beyond the standard lore of the SZ effect

The generalized relativistic expression for the SZE which is valid in the Thomson limit (γhν �
mec

2 in the electron rest frame) for a generic electron population and includes also the effects
of multiple scatterings and the combination with other electron populations has been derived
by Colafrancesco et al. (2003). According to these results, the spectral distortion of the CMB
spectrum observable in the direction of the specific structure is

ΔI(x) = 2
(kBTCMB)3

(hc)2
y g̃(x) , (1)

with x ≡ hν/kBTCMB, where the Comptonization parameter y is

y =
σT

mec2

∫
Ped� , (2)

in terms of the total pressure Pe of the electronic populations. The spectral function g̃(x) is

g̃(x) =
mec

2

〈εe〉
{

1
τe

[∫
+∞

−∞
i0(xe−s)P (s)ds − i0(x)

]}
(3)

in terms of the photon redistribution function P (s) and of i0(x) = I0(x)/[2(kBTCMB)3/(hc)2] =
x3/(ex − 1), where 〈εe〉 ≡ σT

τe

∫
Ped� is the average energy of the electron plasma (see Co-

lafrancesco et al. 2003) and τe = σT
∫

d�ne is the optical depth of the electron population.
In addition to the intensity spectral distortion (see eq.1), a polarization of the SZE arises

ubiquitously as a consequence of the Compton scattering process (see Leahy et this Meeting).
Analogously to the derivation for the SZE intensity, a general derivation of the polarization
patterns of the SZE can be obtained in the full relativistic approach and for a generic combination
of electron populations in terms of the generalized expressions of the Stokes parameters of the
polarized radiation after the SZE process (Colafrancesco & Tullio 2010 in preparation).

3 Observational strategy

To fully exploit the richness of the physical information contained in the SZE, a spectro-
polarimetric study of the SZE signals is required. The simultaneous study of the SZE spectral



Figure 1: The spectral shape of the SZE intensity from various electronic populations (left): thermal IC gas
(blue), warm gas (cyan), relativistic electrons (yellow), DM-produced secondary electrons (red). The kinematic
SZE is also shown for positive and negative values of the peculiar velocity (green curves). The spectral shape
of the polarized SZE is also shown for various polarization mechanisms (right): the CMB quadrupole and the
SZE due to transverse gas motion both (red solid), the SZE due to double scattering in the cluster thermal gas

(dotted) and due to the cluster bulk motion (dashed). The zero level of the polarized SZE is also drawn.

and polarization features over a wide frequency range (from ∼ 100 to ∼ 500 GHz), and with the
appropriate spatial resolution (∼ arcsec to arcmin) for the large variety of astrophysical cases
(see Colafrancesco 2007), is only possible from space since the atmosphere blocks most of the
high frequency microwave radiation coming from these cosmic structures, leaving only a few
frequency bands available for ground-based observations.
To achieve the wide spectral range necessary for the full study of the SZE spectra with imaging
capabilities (with resolution of ∼ arcsec to arcmin), a Fourier Transform spectrometer would
be an optimal experimental solution. Specific technical solutions for space-borne projects using
Martin-Puplett architecture (Martin & Pupplett 1970) have been presented for studies of space
experiments (see DeBernardis et al. 2010). These experimental solutions allow a clean differen-
tiation of the spectra coming from two independent inputs covering two continuous areas of the
telescope focal plane, so that the measured spectrum is the difference in the spectra of the target
source and an offset reference field. For this differential configuration, even small SZE signals
can be extracted from a strong background generated, e.g., by the CMB itself, and the intrinsic
emission from the telescope, in addition to other signals from the Earth and other astronomical
foreground sources. With such experimental choice, a large detector array can be arranged in
the focal plane of a sub-mm telescope, thus increasing the mapping speed. A low-to-medium
resolution configuration (i.e., a ∼ 1 to 10 GHz resolution, but constant over a large frequency
band) for the spectrometer envisaged here is completely suitable to study the smooth features of
the continuum SZE spectra (see Fig.2). In addition, the experimental design of such instrument
allows to evolve it into an spectro-polarimeter that is sensitive to any polarization orientation,
thus allowing to extract even small polarized fractions from the SZE signal.
With a 12 m diameter dish the angular resolution, which is limited by diffraction at the telescope
entrance aperture, goes from ≈ 1 arcmin FWHM at 100 GHz, to ≈ 12 arcsec FWHM at 500
GHz. With a reduced 4 (3) m diameter dish, the corresponding angular resolution, of the pre-
vious bands used to measure the SZE are ≈ 3(4) arcmin FWHM and ≈ 0.6(1) arcmin FWHM,
respectively. The capabilities of such experimental device must be coupled to high-sensitivity
detectors to fully exploit the large amount of information enclosed in the SZE signal. Achievable
photon noise limited NEP of each detectors can be (with the technology today available) in the
range ∼ 10−17 W/

√
Hz to ∼ 10−19 W/

√
Hz for a passive or active cooling, respectively, therefore

allowing full exploitation of even the smallest SZE signals.
We finally note that spectroscopic and polarimetric devices operating in the sub-mm and



Figure 2: SZE spectra obtainable with typical exposures for Coma (10 min.: upper left) and MS0735+7421
towards one of the cavities (1 hour: upper right). We also show (bottom panel) simulated SZE maps obtainable
for the cluster MS0735+7421 at two frequencies (150 and 350 GHz) and for two dish configurations (4 and 12 m).

mm bands enables to explore the physics of a wide range of astrophysical sources, from galaxy
clusters to AGNs, from millimeter to starburst galaxies, from galactic molecular clouds, SNRs
and star forming regions to planetary atmospheres.
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We present a model, relying on a simulation of the millimetric sky and taking into account
known clusters properties, which predicts the observed flux distribution and completeness of
a Planck-like cluster catalogue. A Fisher matrix application of this model is shown here.

1 Introduction

The galaxy clusters are the largest structures formed by gravitational collapse. Their abundance
is a powerful cosmological probe. In particular, the Sunyaev-Zel’dovich effect provides a way of
observing galaxy cluster in millimetric wavelenghts by the characteristic deformation it induces
in the CMB spectrum. Furthemore, it provides a mass proxy which is found to be robust with
the dynamical state of the cluster.

Nevertheless, the exploitation of the SZ cluster catalogues requires to quantify and under-
stand the systematic effects which affect cluster detection. This can be obtained through a
Monte-Carlo based on a reliable simulation of the sky taking into account instrumental effects
and on an unbiased cluster extraction algorithm. In addition, we need a reliable association
procedure which allows the identification of the recovered clusters among the detected sources.

We present an observation model which directly links the theoretical expectation for cluster
abundance in function of SZ flux (Y ) and redshift (z) to the observed one in terms of photometry,
contamination and completeness.

During all this study, we use ΛCDM model. The cosmological parameters are assumed to
be ΩM = 0.3, ΩΛ = 0.7, σ8 = 0.8 and h = 0.75.

2 Monte-Carlo simulation

Our simulated maps contain the four main astrophysical components of the millimetric sky which
are the primordial CMB anisotropies (excluding the dipole), the bright infra-red (IR) galaxies,
the IR emission of the Galaxy and SZ clusters.

The cluster abundance is computed using Jenkins et al [ 3] mass function. The scaling
relations to link cluster mass with its observable properties and cluster profiles are derived from
published relation based on X-rays observation [ 2]. The clusters are assumed elliptical following
the prescription of Cooray (2000).

We assume white instrumental noise so that the pixel noise is : noispix = neqT×
√
NBOL × tpix

where neqT is the noise at each frequency band, NBOL the number of bolometers at this partic-
ular frequency and tpix the time spent on each pixel. These are given following the experiment



Figure 1: Model of photometry cor-
rected from the threshold effect

Figure 2: Model of completeness.

Figure 3: Contamination

characteristics as given for a Planck-like nominal survey. In particular, we simulate the sky
outside the Galactic plan.

Using a wavelet ILC component separation, we recover a noisy SZ map that we convoluate
with a Gaussian and apply SExtractor to extract the clusters. This provides a catalogue of
detected sources without any assumption on the cluster shape or profile.

We need to identify the true detected clusters among all the sources to characterize the
detected catalogue. This is done through an association algorithm based on cluster position
in the map. We determine a spherical region around each cluster of the simulated catalogue
starting by the brightest ones. The radius of this region dASSO varies in function of the flux
and the size of the cluster. We plot the histograms of the number of associated clusters in
function of their distance of association for different ranges of cluster flux and size to determine
its dependancies. These distributions exhibit a global maximum before decreasing and flattening
at dASSO ≈ 0.5×θ200 for the resolved clusters (θ200 ≥ 5 arcmin). We fix a distance of association
of 5 arcmin for the unresolved clusters. We estimate the rate of false association given by the
flat tail of the distribution at 1% to 2% (depending on the cluster sizes).

3 Observation model

The observation model is a tool which allows to take into account the survey limitations in
the predictions of the cosmological constraints. It quantifies the systematics in the photometry,
completeness and contamination.

The photometry is the error on the measured flux. It is really important because it is the
mass estimator. Therefore, this error has to be taken into account in addition to the expected
dispersion of the mass-SZ flux relation when one intends to compare the observation with the
theory. Then, for a theoretical number of clusters of Nth and given the experiment, we will
observe Ndet sources which is the sum of the true recovered clusters Nobs and the contamination
Ncont. While the contamination is directly given by the association process, the number of
detected cluster is obtained through the application of the selection function of the survey on
the theoretical distribution of clusters. Thus, in the plan (Y, z), we can write :

dNobs

dzdYobs
(z, Yobs) =

∫
dNth

dzdYth
(z, Yth)× C(z, Yth)× P (Yth|Yobs) (1)

where C(z, Yth) is the completeness and P (Yth|Yobs) the photometry of the observed catalogue.
Here, we computed each quantities separately.



3.1 Photometry

When we compare the reconstructed flux with the corresponding simulated one, there are mainly
two aspects and each one can be described by a Gaussian :

• the first one is the increase of the dispersion. It is the global resolution of the photometry.

• the second one is the systematic effects at low and high flux. At low flux, we see a bias
due to a threshold effect. As we approach to the detection threshold only the clusters
for which the noise fluctuations make them brighter will be detected. This induces a bias
illustrated by a systematic overestimation of the flux of the faint clusters. On the contrary
at high flux, we underestimate the flux of the brightest clusters due to their extension on
the sky.

In addition to the effects described above, we notice a systematic offset of the measured
flux. Indeed it is 10% up to 20% under the simulated value for a measured flux spanning from
Yobs ∼ 9 × 10−4 to ∼ 2 × 10−1 arcmin2. This indicates that the flux is not integrated over the
full size of the cluster but corresponds instead to only ≈ 0.8− 0.7×R200

a.
To isolate the effect of the photometry from the selection effect of the flux limited selection,

we symetrise the distribution at low flux. The value of the flux where the threshold effect starts
is given by the position of the second gaussian when its mean becomes lower than the mean of the
first gaussian. In the case of the Planck-like experiment it is found to be at Y ≈ 6×10−3 arcmin2.
The result is shown in figure 1.

3.2 Completeness

The completeness of the catalogue comes from the efficiency of detecting a cluster depending
on its characteristics, here taken as its redshift and integrated flux. Using the results of the
Monte-Carlo, we estimate the completeness by computing the ratio between the distribution of
the simulated clusters and the distribution of the recovered clusters in the plan (Y, z).

At each redshift, the completeness is well described by a Fermi-Dirac function :

P (Y, z) = 1− 1
1 + exp (Y − YA(z))/YB(z))

where YA(z) is the value of the flux for which the completeness fall at 50% of the simulated
sample and YB(z) is the slope. The slope increases and the 50% threshold decreases as we go
towards high redshift. Indeed, at high z, the signal becomes more concentrated whereas at low z,
clusters are more extended so the signal is dimmer. Both the slope and the threshold evolution
flatten around z ∼ 1.

3.3 Contamination

The contamination is given by the number of sources detected but not associated to any
simulated clusters. As expected, it is almost 100% of the sources detected at low flux (
Y ∼ 10−4 arcmin2) and fall close to zero at high flux with a 50% contamination at Y ∼ 10−3

(figure 3).

aThe radius where the density of the cluster is 200 times larger than the critical density of the Universe ρc(z)
at the redshift of the cluster



4 Fisher analysis

The method and results presented here are general to compute the selection function of a SZ
survey. Only the parameters of the fits used to model the photometry and the completeness
change. We compute the observation model in the case of a smaller survey but with a higher
resolution allowing a larger fraction of clusters to be resolved.

A straightforward application of this model is to use it to compute the observed abundance
of clusters dNobs/dzdY which is used to constrain the cosmological parameters. We use the
formalism of the Fisher matrix to compute the sensibility on ΩM , ΩΛ and σ8. We compare the
results obtained assuming a simple cut in flux at 50% of completeness at high redshift, with
those using our model.

The result is shown in figure 4 a) and b). Using a simple cut in flux leads to an optimistic
estimation of the constraints. The difference is mainly due to the fact that we overestimate
the number of clusters especially at low redshift compared to the case based on the model of
completeness.

a) b)

Figure 4: Prediction of the cos-
mological constraints assuming
all the other parameters known :
a) In the plan ΩΛ,ΩM . b) In the
plan σ8,ΩM . The dashed lines
are the constraints obtained with
a simple cut in flux in the theoret-
ical abundance of clusters and the
solid lines are obtained with the
application of the model of com-

pleteness.

5 Discussion and conclusions

We presented an observation model which offers analytical expressions to characterise SZ clus-
ter catalogues. It includes a photometric characterisation, a completeness and contamination
modeling for large SZ surveys.

It is a way to directly relate theoretical cluster distribution to the observed one taking into
account all the systematics due to the reconstruction of the clusters. In particular, the angular
size of the clusters is an issue for both the completeness and the photometry, extended clusters
(mostly low redshift ones) being less accurately reconstructed. It is crucial to take this fact into
account when exploiting SZ cluster catalogues to cosmology.
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The Planck Surveyor satellite currently surveying the whole sky is expected to detect more
than a thousands clusters of galaxies via their Sunyaev-Zel’dovich signature on the CMB.
This catalogue will be one of the major scientific outcome of this mission. Beyond number
counts and 2D correlation functions, the optimisation of the scientific exploitation of this
catalogues will require the combination of Planck data with ancillary data such as optical
and X-ray data. In this perspective I will discuss the current status for this mission in terms
of predictions, detection methods, assembly of X-ray ancillary data, physical information
expected from combined optical/X-ray/SZ joint analysis and scientific objectives of envisioned
multi-wavelengths follow-up programs.

1 Introduction

With the launch of the Planck Surveyor satellite this spring, a new window is opening for the
study of galaxy clusters. Hundreds of new massive halos are expected to be detected by the
Planck satellite via their Sunyaev-Zeldovich effect [SZE – 21]. Their studies at the Planck
frequencies and their follow-up at other wavelengths (such as in X-rays) will shed new light on
our understanding of the formation and evolution of these large scale structures, and on their
tight link to the overall matter and energy content of the Universe.

In the standard model of hierarchical structure formation, clusters form through gravita-
tional collapse of dark matter (DM) around primordial over-densities [3]. The population of
clusters is a powerful tool in cosmology as well as in the study of the formation and evolution
of structures. Their mass function, N(M,z), their spatial distribution, their content in gas, are
directly correlated with the (dark and baryonic) matter and energy content of the Universe, thus
to the power spectrum of primordial density fluctuations, P (k). Cosmological constraints from
clusters are complementary to constraints from the Cosmic Microwave Background (CMB) or
from supernovae. Also, clusters are especially fitted to probe the Universe bellow z = 2, where
the effect of dark energy is predominant [1, 11]. In the standard model, the collapse of structure
is mainly driven by gravitation. However, we know that non-gravitational processes play an
important role in the formation and in the evolution of structures: pre-heating of the gas by
AGNs or supernovae, galactic winds, radiative cooling, metal enrichment... [e.g 6, 23, 20]. The
respective roles of all these processes have still to be understood and disentangled. They can
be studied through their impact on the overall structural and scaling properties of clusters. [e.g
7, 18, 19, 2]. The inaccurate knowledge we currently have of these statistical properties limits
our ability to properly understand the history of clusters formation, its coupling with the galaxy



formation and evolution.

In this framework, we highlight in this paper the expection and work plans from the catalogue
of Planck detected clusters.

2 The Planck satellite and the SZ effect

The Planck Surveyor satellite was lauch on May 14th 2009. After one year, Planck has already
surveyed the whole sky in the frequency range of 30-857 GHz. With the primary scientific
objective of mapping the temperature fluctuations of the Cosmic Microwave Background [CMB
– 15], Planck also provide access to secondary anisotropies such as the Sunyaev-Zel’dovich effect
[SZE – 21]. Indeed the inverse Compton scattering of CMB photons by the hot ICM electrons
shifts the energy distribution of CMB photons towards higher temperature. This effect therefore
produces a characteristic distortion of the CMB spectrum in the direction of galaxy clusters.
The intensity of this thermal SZE is directly proportional to the electron thermal pressure
integrated along the line of sight (i.e the ICM pressure). A companion effect is due to the
intrinsic cluster velocity in a comobile volume. This Doppler effect, or kinetic SZE, is at least
an order of magnitude smaller than the thermal SZE. The following equations gives the basics
of SZ quantities.

The thermal SZE monochromatic brightness is expressed as:

∆Iν

Iν

∣∣∣∣∣
th

= y f(x) (1)

where f(ν, Te) depicts the spectral shape of the SZE which has a second-order dependance
to the hot gas temperature due to weakly relativistic electrons [16]. e subscript refers to electron
intra-cluster quantities. y is the Comptonisation parameter, which reads as:

y =
k

mec2
σT

∫
l

Tg(r)ne(r) dl′ (2)

The measure SZE flux can be expressed as:

FSZ =

∫
Ω

y′dΩ′

∫
ν

f(ν ′, kT )dν ′ (3)

where Y is the integrated Comptonisation parameter:

Y =

∫
Ω

y(Ω′)dΩ′ =
kT

mec2

σT

d2

A

Ne ∝ fgaskT
Mtot

d2

A

(4)

As shown by the equation above, the SZ flux is directly proportional to the ICM thermal
pressure, i.e Pgas = Mgas × Tgas, thus to the cluster total mass (through the gas fraction, fgas).

3 Expectations from the Planck all sky survey

Assuming a ΛCDM comology, current predictions for the Planck survey gives a range of ∼1000-
1500 clusters to be detected in the Planck survey. It will provide us with a unique, all sky, mass
limited, complete cluster sample that should be efficient up to high redshifts. It is worth to stress
that massive and distant clusters are rare objects, thus the most constraining for cosmology and
formation of structures in a Universe where evolution is driven by gravitation.

Taking into account the Planck sensitivity, we expect to detect hot and massive clusters (i.e
M > 3 − 6 × 1014 M⊙, kT > 5 − 7 keV) are expected to be detected in the survey. One of
the baseline method for cluster detection in the Planck data is based on a multi-matched filter



approach as described in Melin et al. [12]. From the overlap of Planck SZ measurements and
X-ray catalogues of clusters, we will constrain the SZ scaling relations in the local Universe as
well as their evolution up to z ≃ 0.5. Constraints on relations such as the Y − M and Y − LX

will provide solid basis to further study the physics of formation of massive clusters. Moreover,
on the basis of knows catalogues of clusters (from the X-rays or the optical), we should be able
to push down the Planck detection limit via stacking analysis, thus to investigate the SZ scaling
relations down to a lower mass regime compare to what is accessible from direct measurements.
For instance, to date we know nearly 2000 X-ray clusters [see the homogenised compilation by
14], mainly from the ROSAT all sky survey cluster catalogues [NORAS and REFLEX – 4, 5]
and from ROSAT serendipitous catalogues.

To date, we know only a handful of clusters above z = 0.6 and with kT > 7 keV. Beyond this
redshift and temperature, we expect from 100 to 200 new detected clusters in the Planck survey.
A considerable increase in number that will allow us to investigate in details the statistical
properties of the high mass end of the distant cluster population. More specifically we will look
at the ICM X-ray properties of this new SZ clusters (i.e LX , kT , Mgas); derive their (distributions
in) dynamical mass (under the hypothesis of the HE and sphericity) and entropy; look at their
content in gas (i.e fgas); calibrate the evolution of the YSZ −M relation at high z, mandatory to
proceed with the full scientific exploitation of a catalogue of SZ clusters, especially in cosmology.

These objectives obviously require for each cluster candidate: (i) an optical identification
and redshift estimation, (ii) a cross-combination of Planck SZ data with X-ray observations of
these clusters. Therefore, we will undertake an systematic optical and X-ray follow-ups of a
well defined and selected sampe of new detected Planck clusters. Validation and identification
work are inherent to such survey mission [e.g SPT – 22, 10]. An optical follow-up will deliver a
photometric/spectrometric measurement of their redshift, a prerequisite quantity. The scientific
implications of an X-ray follow-up are deeper as X-ray and SZE probe the same physical com-
ponent of clusters, the hot intra-cluster gas. As these clusters are massive, they are expected to
be X-ray luminous even at high redshifts (i.e 0.8 < z < 1.0): fX [0.5–2 keV] > 1013 erg/s/cm2).
Such fluxes are encouraging for the perspective of an X-ray follow-up program with XMM-
Newton. We can compare to similar existing X-ray observation of high redshift clusters. For
instance, the temperature of MS 1054-0321 (z = 0.83, fX [0.5-2 keV] = 2.5 × 1013 erg/s/cm2)
was derived with a 10% precision with an exposure time of 25ks [8]. So based on the aforemen-
tioned expected number of high redshift clusters and considering an exposure time of 25-50ks
per target, as an indication of what could be done with XMM-Newton, we would need a large
program to follow-up few tenth of Placnk selected new clusters.

Complementary ground based SZE follow-up might prove very useful as well. Ground based
SZE facilities have higher angular resolution than Planck (of the order of 1 arcmin wrt 5-
10 arcmin). The combination of SZ detailed images with X-ray images (even when no X-ray
spectroscopy is available) can lead to good enough estimation of physical properties such as
the gas temperature (thus the cluster mass) as originally demonstrated by Pointecouteau et al.
[17], Kitayama et al. [9]. More recently such a method have been successfully applied to high
resolution SZ data from the APEX telescope [13] showing impressive and promising results for
the cluster internal structure study.

4 Conclusion

The Planck satellite is currently surveying the sky and is expected to provide us with the
detection of about 1000-1500 clusters. From this unique all sky survey, we will study the
statistical properties of clusters via cross-correlation with their X-ray or optical properties. The
all sky coverage of Planck will also provide us with a uniq opportunity to draw a sub-sample
of SZ selected distant massive clusters, and follow it at various wavelengths to scrutinize the



distant clusters properties.
This overall characterisation accross redshifts will allow us to provide strong constraints on

the evolution of massive halos, and altogether, in the framework of the study of galaxy clusters,
Planck should allow us to derive constraints to address questions among which: (i) How do
non-gravitatinnal processes produce departure from the simplest gravitational model. (ii) How
does the ICM history depends on each of these physical individual processes. (iii) How do cluster
of galaxies evolve. (iv) How do the first large scale structures form. (iv) What comsmological
constraints can we draw from Planck clusters studies.
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GALAXY CLUSTERS NUMBER COUNTS WITH SUNYAEV-ZEL’DOVICH EFFECT AND
SCALING LAWS EVOLUTION

PIERRE DELSART
Laboratoire Astrophysique de Toulouse-Tarbes, Université Paul Sabatier

14 avenue Edouard Belin, 31400 Toulouse, France

The study of the galaxy cluster population is a powerful tool to determine the properties of the Universe.
However their inner properties must be well understood. In this paper, I present results from X-ray study.
By modeling the temperature function of the clusters, I will show that there is an inconsistency between
the model and the observation for the distant cluster, can be explain by a new kind of heating not being
taken into account in the standard scaling laws. With a Monte-Carlo Markov Chain method, I constrain
this heating called redshift evolution and I will demonstrate this latter modify both the cluster number
counts in the X-ray band and also for the Sunyaev-Zel’dovich effect.

Introduction

The galaxy clusters are the biggest objects in the Universe and a very good representation of the content
of the Universe. Their population can be used to gather information on the properties of the Universe. The
local population gives information on the cosmology whereas the distant population gives information
on the evolution of the growth factor of the structure and on evolution of the Universe. Because they
are very sensitive to the growth factor and the geometry, they can be used to place constraint on the
cosmological parameters.

1 Cluster modeling

The population of galaxy cluster is a powerful cosmological tool to determine nature of our Universe.
The main ingredient to estimate this population is the mass function. This function was developped at
first by Press and Schechter10 using numerical simulation of a spherical collapse. Hence, for a given mass
we can write the density of objects by the following relation :

N(M) =
ρ

M
f (ν)

dσ
dM

where f(ν) =

√
2
π

exp
(
−ν

2

2

)
(1)

with ν = δ(z)D(z,Ωm)
σ(M)D(0,Ωm

, δ(z) the critical overdensity at a redshift z( revoir), σ(M) the amplitude of the density
fluctuation inside a sphere of mass M and D the growth factor of the structures. However, because the
Press and Schechter mass function underestimates the population of massive objects, I decided to use the
Sheth, Mo and Tormen mass function12.

f (ν) = C

√
2A
π

1 + 1(
Aν2

)Q

 exp
(
−Aν2

2

)
(2)



Name Number Mean redshift Temperature interval (keV) Energy band (keV)
Local sample ∼ 40 0.05 3-10 0.5-2

400 square degrees15 ∼ 30 0.5 3-11 0.5-2
MACS3 12 0.6 7-11.6 0.1-2.4

Table 1: Summary of the used samples to calculated the observationnal temperature function

with A = 0.707, C = 0.3222, Q = 0.3. Other arguments to explain my choice are : the function is well
defined at every masses and is in good agreement with the numerical simulations.

But, if we make measurements on a cluster, especially on the mass, we get either a bias or a very
bad precision. That’s why, it was suggested by Kaiser in 19916 to study the relation betweem the mass
and another observable quantity. The galaxy clusters are a result of a gravitationnal collapse and they
are virialized objects. This means that their kinetic energy compensate the gravitationnal collapse. So,
one can derived a relation between the mass and the temperature of the object. This relation is called the
scaling law, and for this work I used the one below :

T = AT M(hMv)2/3
(
ΩM
∆(z,ΩM)

178

)1/3

(1 + z) (3)

where T is the temperature of the cluster in keV, AT M a normalization constant, Mv the virial mass
expressed in 1015 solar mass, ΩM the matter density parameter, z the redshift and ∆ × −ρ = 3M∆

4πr∆
. From

this point, it becomes easy to calculate the population of galaxy clusters using the temperature, that I call
hereafter the temperature function. In that way, the temperature function is related to the mass by the
following relation :

N(> kBT )theo =

∫ T

0
N(M)

dM
dX

dX (4)

Note that the above definition gives the density of objects hotter than a given temperature.

2 Contraints from X-ray observations

To place constraints means that is necessary to compare the observations to a model. The model of the
clusters’ population is given in the paragraph (1). In this part, I develop the estimation of the observation-
nal temperature function. From table (1), I assessed the clusters population and their standard deviation
by the estimators below4 :

N(> kBT )obs =
∑

i

1
Vmax,i

σ2(> kBT )obs =
∑

i

1
V2

max,i

(5)

In this work, the statistical analysis was made by a bayesian approach. I used the COSMOMC
package8, which estimates the maximum likelihood of the parameters, thanks to the Monte-Carlo Markov
Chain method. For this, the CMB data from WMAP 7yr5, the SN data from SDSS7, LOWZ, ESSENCE,
HST, the power spectrum of the SDSS LRG DR711 and my own temperature function were combined
in order to place constraints on the cosmological parameters and also on the AT M parameter from the
scaling relation Mv − T . Note, in that way, the AT M parameter is contrained auto-consistently with the
cosmological parameters.

The first analysis was only made with the local sample in order to get the cosmology. The figure (1)
show the result of this analysis. The model, represented by the blue solid line, is in good agreement with
the observations.



Figure 1: Temperature function of the local sample Figure 2: Temperature function of the local and deep samples

The complication comes from the distant clusters. The figure (2) shows the model, in yellow solid
line, for a sample with a mean redshift of z = 0.5. In this case, the local model is still consistent with the
observations but not the deep model. As mentionned previously, the cosmology is well determined by
the local population. In other words, the problem is not in the cosmology but elsewhere.

In order to remove this inconsistency, Blanchard et al.20002 and Vauclair et al.200314 suggested to
add a redshift evolution in the scaling law Mv − T . This come to multiply the standard scaling relation
by (1 + z)β. Consequently, with the combination of the previous datasets, it becomes easy to constrain
this new parameter β in the same way as the other parameters. A new statistical analysis was performed
including this latter parameter, what is shown on the figure (3). Now the deep model is in good agreement
with the observations where the result of the analysis gives AT M = 7.22 keV and β ∼ −1.

3 Sunyaev-Zel’dovich number counts

Figure 3: Temperature function of the local and
deep samples including the evolution Figure 4: Sunyaev-Zel’dovich source.

The Sunyaev-Zel’dovich (SZ hereafter) effect is an inverse Compton scattering of the CMB photons
on the electrons of the cluster gas. The result of this collision is a shift in frequency (or a shift in energy).
This can be seen as distorsion of the blackbody spectrum with a null point near 220GHz, an absorption
part before this point and an emission part after.



The estimation of the SZ clusters number counts is performed in the same way as previously. The
scaling relation used here is between the mass and the SZ flux. The latter is given by S S Z = j(ν) × Y1,
where j(ν) is a frequency function and Y , the Y-Compton parameter. In order the compare different ex-
periences, the frequency function is removed. Hereafter I will call the SZ flux the Y-Compton parameter.
Thus the SZ scaling relation can be written as :

Y = 2.49.10−4AT M × fB × M5/3
v h8/3 ×

(
Ωm
∆(z,Ωm)

178

)1/3

× D−2 (in arcmin2) (6)

Note that in the above equation, the X-ray scaling relation with redshift was inserted because the defini-
tion of Y is Y ∝ M × T . The reason why I added the redshift evolution is because the effect of this latter
is strong on the X-ray population as shown in figure (3). Consequently the figure (4) shows the clusters
number counts with the case without evolution (solid line) and with evolution (dashed). Also, the two
vertical dashed lines are the SZ flux threshold of Planck and South Pole Telescope (SPT hereafter) se-
lected from the work of Melin et al.20069 in an optimistic case (2.10−3 and 3.10−4 arcmin2 respectively
for Planck and SPT). This plot shows that the redshift evolution of the scaling law modifies the number
count by a factor of about 2 for Planck and of about 3 for SPT.

Conclusion

The galaxy clusters demonstrated that they are a powerful tool for determining the properties of the
Universe. But, through this work, they also demonstrated that they must be well understood before being
used as cosmological test. In this work, I focused on the scaling relations of these objects. I showed, in the
X-ray band, that the models are inconsistent with the observation when the distant population is studied.
To remove this disagreement, I added a new parameter called the redshift evolution and I constrained
this parameter auto-consistently with the cosmological parameters. The result of this analysis provided
a value for this parameter β ∼ −1, thus modifying strongly the temperature function at high redshift. For
the SZ population estimation, I had to take this result into account and the consequence was a difference
by a factor of 2 to 3 between a case without redshift evolution and with evolution.
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We present preliminary results from the gravitational lensing follow-up of the X-ray brightest clusters
(i.e. the most massive) selected from a representative sample of intermediate redshift (0.4 < z < 0.6)
galaxy clusters observed with XMM-Newton, the EXCPRES sample (Evolution of X-ray Properties in
a REpresentative Sample). Using high-quality multi-colorwide field imaging obtained with MegaCam
at CFHT, we performed a weak lensing investigation of these clusters. We derived a direct total mass
(dark matter and baryons) estimated from the weak lensing shear signal and another from the hydrostatic
equilibrium hypothesis from the X-ray. We present a comparison of the lensing analysis with the X-ray
results and discuss preliminary implications for the derivation of a reliable cluster mass in this sparsely-
studied redshift range.

1 Introduction

Clusters of galaxies have been attracting considerable interest for their cosmological applications for
more than three decades (e.g. Perrenod1). Most surveys aimed at determining the observed cluster
abundance and the cluster mass function are based on the so called scaling relations, i.e. the relations
that give an estimate of the mass from observables such as thetemperature or the richness of the cluster.
Therefore, it is of prime importance to characterise these relations (normalisation, scatter) with accurate
mass measurements on some well defined samples of custers. Here we present a preliminary analysis of
a sample of clusters at intermediate redshifts, using the complementarity of lensing and X-ray-derived
mass estimates. In the following we mainly focus on the calibration/validation of the lensing estimates.
Further, an ongoing work involves the calibration of these mass proxies.

2 Data

The initial sample of clusters is EXCPRES, a sample of medium-distant clusters selected by their X-
ray luminosity, without consideration of their morphological characteristics (Arnaudet al., in prep.) .
The sample lies in the redshift range [0.4 < z < 0.6] and covers a wide dynamic range in temperature
(2.5 < kT < 12 keV), which is necessary to fully assess the evolution of cluster scaling and structural
properties. This sample is the distant equivalent of the local representative sample REXCESS2 and covers
the same X-ray temperature range. Each of the 20 clusters of the EXCPRES sample were observed with
XMM-Newton with deep pointings (a minimum of 25 ks for each cluster, depending on the cluster X-ray
flux). More details about this sample can be found in Arnaud etal. (in preparation).

For the WL analysis, we selected all clusters with total X-ray luminosity LX > 5 1044 erg s−1 (i.e.
only the most massive ones). This limit is close to a mass limit and allows to keep clusters in different



dynamical stages (merging clusters, cool core ones, etc ...). In total 11 clusters fulfill the criteria. For
each cluster, we have megacam (@ CFHT) observations in 4 bands (g’, r’, i’ and z’) in good seeing
conditions and large exposure time (7200 sec. in the r’ band,which is used for the lensing anlaysis).

3 Methodology

For each cluster, we perform an X-rays (see e.g. Arnaud3 for a global review on the method) and WL
analysis. X-ray mass profiles are produced for all clusters (Prattet al., in prep.). Density and tempera-
ture profiles, derived including projection and PSF effects, are also produced (e.g., Crostonet al.4, Pratt
& Arnaud5 and Pointecouteauet al. 6); the total masses are then calculated assuming the standard as-
sumptions of hydrostatic equilibrium and spherical symmetry. With the WL analysis, we derive shear
profiles (Foexet al., in prep.) following a standard procedure (e.g. Bartelmannet al. 7 for theoretical
and technical details of WL with galaxy clusters). Both the shear and mass profiles are then fitted to
analytical models (e.g. the NFW profile8 motivated by numerical simulations of dark matter) to allowa
direct comparison between the two methods.
Our WL pipeline can be summarized as following. First we detect the objects on the images with SE-


9, measure their parameters (e.g. flux, magnitude, size) and sort the stars and the galaxies.
The second step is to measure the shape of the galaxies corrected by the PSF field (we have used here
I2 10). The third step is to select the background galaxies. We usea magnitude cut to remove
most of the foreground members and a color/magnitude selection to reject most of the cluster members
(located within the red sequence of the cluster). We also estimate photo-z (with HZ11) and use them
as an extra selection criterion by integrating the (normalized) probability distribution in redshift (PDZ)
to determine the most probable redshift range for each galaxy.

This standard procedure in building a weak lensing mass is hampered by several difficulties due to the
moderately-high redshift of our clusters. The fraction of foreground galaxies not sheared by the cluster
is quite significant in the catalogues and they have to be eliminated with care. The photo-z criteria are
therefore of prime importance but they imply that the background galaxy density is cut by a factor of 2 for
a given observed depth compared to low redshift clusters. Moreover the shearγ and the convergenceκ are
two quantities that are proportional to the geometrical factor β(zl , zs) = Dls/Dos (e.g. Hoekstraet al.12).
For clusters at high redshifts,β covers a broad range of values for the redshifts of background galaxies
and we need to determine< β(z) > averaged over the right redshifts distributionp(z). To estimatep(z),
we use the photo-z distribution of galaxies detected in the CFHTLS Deep fields. The photo-z catalogue
was kindly produced by R. Pello with HZ and validated with spectroscopic redshifts from the VVDS
survey. The main advantage is that these data were taken withthe same instrument (Megacam@CFHT)
and the same filters. It is thus straightforward to apply the selection cuts used to build up our catalogues of
background galaxies to the Deep catalogues and have an accurate value< β(z) > on a similar distribution
as the one detected behind each cluster.

In addition to these intrinsic difficulties, each step of the WL pipeline introduces uncertainties that
need to be corrected as much as possible in odrer to avoid any bias or systematic in the final mass
reconstructions. This is especially true for the measurement of the galaxies shape parameters. To test our
pipeline and the way we implement the I2 software, we used the STEP simulations13 provided
to the lensing community. With these simulations we can caracterize the PSF residuals and the shear
calibration of the method. Our pipeline gives an underestimate of 10% for the shear which translates into
a+10% correction to the measured shear profiles.
Another uncertainty comes from the purity and the completness of the background galaxy catalogues.
We built simulated catalogues to adjust the PDZ threshold above which a galaxy can be classified as a
background member. This must be a compromise between a strong reduction of the source density which
increases the noise in the shear profile and a limit in the foreground contamination which otherwise
introduces some shear dilution.
The last limitation in the mass reconstruction comes from the fact that at these redshifts (0.4-0.6), we



Figure 1: Weak lensing mass estimates (y-axis) versus X-rayestimates (x-axis). The black crosses are the clusters fromB07
and D06. The red open circles are the clusters used in this work.

cannot expect too many radial bins and this reduces the spatial resolution because the linear size of the
bins is large compared to the dimension of the virial radius.Thus we lose information near the center
of the cluster and we have only a few points to fit analytical models, increasing the error on the mass
estimates.

4 Results

For each cluster we fitted a NFW profile (two free parameters, the concentrationc and the massM500)
separately to the mass profile obtained with the X-ray analysis and to the shear profile derived from the
lensing analysis. Not surprisingly, the WL analysis is unable to constrain the central mass distribution
of the clusters. This impacts the possibility to evaluate the concentration parameterc which strongly
depends on the inner radial profile. Therefore we chose to fit only M500 with the shear profiles andc is
fixed to the fiducial valuec = 4 derived from the c-M relation (e.g. Duffy et al.14) for a typical mass and
reshift corresponding to our clusters.

4.1 Comparison of the mass estimates

We compare our approach with previous studies where detailed comparisons between lensing and X-ray
mass estimates were proposed: at lower redshifts, Zhanget al.15 used the lensing masses from Bardeau
et al. 16 (B07) and Dahle17 (D06) and compared them to their X-ray estimates. Figure 1 shows our
results overplotted. The agreement is satisfying althoughthe scatter between the two mass estimates is
still large and there remain some discrepancies which can bediscussed.
First, our sample was build to be unbiased towards any specific kind of clusters, so we expect to have
unrelaxed or dynamically disturbed clusters. In these cases, the X-ray mass estimates are questionable
and more detailed 2D and 3D analysis are necessary to better characterise these clusters.
The WL masses can also be uncorrect. The extraction of this signal crucially depends on the quality of
the data like the bright star contamination (with extended diffraction wings or ghost images), the depth
and the seeing of the images (crucial factors to have high densities of background galaxies). We can also
invoke the presence of other mass structures (filaments, sub-clumps, ...) that can distort the radial WL
analysis.

In the present work, the X-ray mass estimates have smaller uncertainties than the lensing ones (Figure
1). With the high sensitivity of XMM-Newton and the deep pointings, the final error bars of the X-ray
masses are considerably reduced. On the contrary the WL analysis is done with ground-based data and
despite the high quality of the CFHT seeing these data cannotcompete efficiently. However, we observe



a good correspondance between the masses for most of the sample : WL gives robust masses that can
be used to calibrate the mass proxies with a completely different approach than X-ray and this remains
valid up toz∼ 0.5 or higher.

4.2 Combining the two data sets

Although the X-ray mass estimates have lower error bars compared to the WL ones, we tried to combine
the two data sets, taking advantage of the qualities of each method (information on the central parts and
small error bars for the X-ray, lesser dependance on the dynamical state and large scale measure for the
lensing anlaysis). Previous works have already proposed tocombine the two methods for data of similar
quality (e.g. Mahdaviet al. 18). In the present case, we simply implemented a global fit of the X-ray
mass profile and the reduced shear profile, with a globalχ2 minimisation and no weighting of the data
sets. As expected the final results are mainly driven by the X-ray data (MX+WL/MX ∼ 1), because of the
smaller error bars on the mass profiles than the shear profilesand we do not improve the mass estimates
(i.e. errX+WL/errX ∼ 1.1) compared to the X-ray only analysis.

5 Conclusion

We have performed an X-ray and WL anaylsis of 11 medium-distant galaxy clusters, resulting in a set of
two mass estimates that are completely independant. We havepointed out the difficulties of conducting
a WL analysis at high redshifts and characterised the limitations of such an analysis (quality of the
data, WL approximation, shear calibration, spatial resolution). The relatively good agreement we found
between the WL and X-ray analysis seems to validate our WL analysis at high redshifts and we will be
able to use it as a second robust mass estimate. The next step will be to calibrate the scaling relations
(M-T, M-L X, ...) that are mandatory to derive cosmological informations from large surveys of galaxy
clusters via their mass function. Moreover, we will be able to put constraints on the model of structure
formation and their evolution with time by comparing our results with the local sample REXCESS.
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Université de Nice Sophia Antipolis, CNRS, Observatoire de la Côte d’Azur,
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The existence of cosmic rays and weak magnetic fields in the intracluster volume has been
well proven by deep radio observations of galaxy clusters. However a detailed physical charac-
terization of the non-thermal component of large scale-structures, relevant for high-precision
cosmology, is still missing. I will show the importance of combining numerical and theoretical
works with cluster observations by a new-generation of radio, Gamma- and X-ray instruments.

1 Introduction

Deep radio observations of the sky have revealed the presence of extended (∼ 1 Mpc) radio
sources in about 50 merging galaxy clusters (see [1, 2] and references therein). This diffuse radio
emission is not related to unresolved radio-galaxies, but rather to the presence of relativistic
particles (γ >>1000) and magnetic fields of the order of µGauss in the intracluster volume. The
physical mechanisms responsible for the origin of this non-thermal intracluster component are
matter of debate (e.g. [3, 4]), as well as the effects of intracluster cosmic rays (CRs) and magnetic
fields on the thermodynamical evolution and mass estimate of galaxy clusters (e.g. [5, 6]). A
deep understanding of the evolutionary physics of all the different cluster components (dark
matter, galaxies, thermal and non-thermal intracluster medium – ICM) and of their mutual
interactions is indeed essential for high-precision cosmology with galaxy clusters [7].

In the following, I will give an overview of our current knowledge of the non-thermal compo-
nent of galaxy clusters. I will also stress the importance of a new generation of multi-wavelength
telescopes – such as the Low Frequency Array (LOFAR), and the Gamma- and hard X-ray (HXR)
satellites Fermi and NuSTAR – for a deep understanding of the non-thermal cluster physics.
The ΛCDM model with H0=70 km s−1Mpc−1, Ωm = 0.3 and ΩΛ = 0.7 has been adopted.

2 The discovery of the non-thermal intracluster component: radio observations

The presence of intracluster CR electrons (CRes) and magnetic fields was pointed out in 1970
by Willson [8], whose detailed radio analysis of the Coma cluster followed the first detection in
1959 of a noticeably diffuse cluster radio source – Coma C – by Large et al. [9].

Diffuse cluster radio sources are very elusive. On the one hand their low-surface brightness
(∼ µJy/arcsec2 at 1.4 GHz) requires low angular resolution observations in order to achieve the
necessary signal-to-noise ratio. On the other hand complementary high-resolution observations
are needed in order to identify and remove emission from point sources. Samples of clusters
hosting diffuse radio sources started to be available from the 90’s (e.g. [10]), with the advent



Figure 1: The galaxy clusters Abell 2163 (left), RX J1347.5-1145 (middle) and ZwCl 2341.1+0000 (right) observed
in X-rays (brown scale image) and at radio wavelengths (solid contours) (adapted from [15, 16, 18]). A2163 is
the hottest Abell cluster and it hosts one of the most luminous radio halos [15]. A radio-mini halo is at the
center of the most X-ray luminous cluster RX J1347.5-1145 [16]. Double radio relics have been discovered in
ZwCl 2341.1+0000 [18]. Diffuse radio emission has also been detected in this cluster along the optical filament of

galaxies shown here by dashed contours [19].

of continuum radio surveys such as the NVSS [11]. It emerged that the non-thermal plasma
emitting at radio wavelengths could be not a common property of galaxy clusters (see [12] and
references therein). It was also found that a common feature of intracluster radio sources is a
steep synchrotron spectral slope (α & 1a, [13]). Based on the observed difference in other physical
properties (e.g. position in the host cluster, size and morphology) a working classification with
three main classes of intracluster radio sources was soon adopted [14]:

• radio halos are extended (&1 Mpc) sources that have been detected at the centre of merging
clusters. Their morphology is similar to the X-ray morphology of the cluster (Fig. 1, left
panel);

• radio mini-halos are smaller sources (.500 kpc) located at the centre of cool-core clusters.
They surround a powerful radio galaxy (Fig. 1, middle panel);

• radio relics have extensions similar to halos and are also detected in merging clusters, but
they are usually located in the cluster outskirts and have an elongated morphology (Fig. 1,
right panel). In some clusters double relics have been detected (see [17, 18] and references
therein).

The discovery of a non-thermal intracluster component through radio observations has opened
a number of astrophysical questions: How do cosmic rays and magnetic fields originate within
the intracluster volume? Are all the clusters hosting a non-thermal component? How does it
affect the thermodynamical evolution and the mass estimates of galaxy clusters? As detailed in
the following sections, new observational facilities will allow us to address most of these open
questions in the next few years.

3 Non-thermal component of galaxy clusters: the known and unknown

3.1 Magnetic fields

The intensity of intracluster magnetic fields can be measured [4, 20]:

aS(ν) ∝ ν−α



• through Faraday rotation measures (RM) of polarized radio sources within / behind clus-
ters (current measurements: ∼1–10 µGauss);

• by comparing synchrotron radiation from diffuse radio sources with non-thermal HXR
emission due to Inverse Compton (IC) scattering of CMB photons by relativistic electrons
(current measurements: ∼0.1–0.3 µGauss);

• by assuming energy equipartition between intracluster CRs and magnetic fields (current
measurements: ∼0.1–1.0 µGauss);

• through the study of cold fronts in merging galaxy clusters (current measurements: ∼10
µGauss).

The discrepancy between these different measurements can indeed be related to the complex
structure of intracluster magnetic fields. Magnetic field models where both small and large scale
structures coexist must be considered, as recently shown by joint observational and numerical
studies (e.g. [21, 22]). A radial decline of the magnetic field strength has also been observed in
agreement with different magneto-hydrodynamic simulations ([23, 24] and references therein).
This can have important consequences in comparing, for instance, volume averaged magnetic
field measurements (such as those obtained through the equipartition and IC methods) with
RM estimates, that are very sensitive to local variations in the magnetic field and ICM struc-
ture. Consistent magnetic field measurements have been recently obtained in Coma by firstly
determining a model of magnetic field strength, radial profile and power spectrum, and then
deriving with the different methods an average magnetic field strength over the same cluster
volume [23]. Finally, magnetic field measures based on IC scattering of CMB photons have also
to take into account the controversial detection of HXR flux from galaxy clusters (Sect. 3.3)
and that radio (≈1.4 GHz) and XHR (≈50 keV) radiations come from different populations of
intracluster relativistic electrons [20].

Magnetic fields at the observed intensity level (≈ 1 µGauss) could result from amplification
of seed fields through adiabatic compression, turbulence and shear flows associated to the hierar-
chical structure formation process. Seed fields could have been created by primordial processes
and thus fill the entire volume of the universe, or through different physical mechanisms, such
as the “Biermann battery” effect in merger and accretion shocks, or the outflow from AGN and
starburst galaxies in proto-clusters at z ≈ 4− 6 (see [25] for a recent review).

3.2 Cosmic rays

Different mechanisms can produce CRs in galaxy clusters. Primary relativistic particles can
be accelerated by processes internal to cluster galaxies, i.e. galactic winds or AGNs, and then
ejected into the intracluster volume. Intracluster CRs gyrate around magnetic field lines which
are frozen in the ICM. The expected diffusion velocity of relativistic particles being of the order
of the Alfvén speed (∼ 100 km/s), CRs need &10 Gyr to propagate over radio halo and relic
extensions. The radiative lifetime of relativistic electrons is however much shorter (.0.1 Gyr) due
to IC and synchrotron energy losses. Therefore CRes cannot simply be ejected by active galaxies
and propagate over the cluster volume, but they have to be continuously (re-)accelerated in situ
[26]. Electrons can be (re-)accelerated to GeV energies by shocks and turbulence generated
by major cluster mergers, and to TeV energies at the strong accretion shocks [27], where cold
infalling material plunges in the hot ICM of massive galaxy clusters and shock Mach numbers
range between 10 and a few 103 (see Fig. 2).

The timescales for energy losses as well as the diffusion timescales are instead longer than
the Hubble time for CR protons (CRps). They thus can be continuously accelerated both by
internal and by external processes, resulting in an effective accumulation of relativistic and
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Figure 2: Simulated maps of the gas temperature (left) and Mach number (right) in a region of side 80 Mpc
(from [29]). Accretion shocks (due to large scale matter infall on massive clusters) have significantly higher Mach
numbers compared to shocks that develop in the central regions of major merging clusters. Accretion shocks are
expected to be highly efficient sources of particle acceleration, with steeper spectra of injection compared to the

shocks internal to clusters.

ultra-relativistic CRps in clusters. Hadronic CRs can subsequently produce Gamma-rays and
secondary relativistic electrons through inelastic collisions with the ions of the ICM (see e.g. [28]
and references therein). Other possible physical mechanisms that could accelerate electrons up
to ultra-relativistic energies (TeV–PeV) are related to interactions of CMB photons with ultra-
relativistic CRps [30], and/or very high energy intracluster Gamma-ray photons [31]. Dark
matter annihilation can also be a source of secondary relativistic electrons and positrons [32].

Relativistic electrons observed at radio wavelengths can thus have a secondary origin [33],
and/or have been (re-)accelerated by ICM shocks and turbulence developed during cluster merg-
ers [34, 35]. Current radio observational results are mostly in agreement with this latter hy-
pothesis (e.g. [36]). The strongest point leading to this conclusion is the fact that giant radio
halos and relics have been detected up to now only in merging clusters. However, as detailed in
Sect. 3.3, deeper radio, Gamma-ray and HXR observations are required to get firm conclusions
about the origin of intracluster CRes.

At the light of current results different questions still need to be answered. First of all we have
to understand if relativistic electrons are really hosted only in merging systems (as present radio
observations suggest) or if all clusters have a radio halo/relic. In addition extended radio sources
have not been detected in all merging clusters. If shocks and turbulence related to cluster mergers
are the mechanisms responsible for electron re-acceleration, the absence of observational evidence
of intracluster CRes in several merging systems could be related to other physical effects. The
observed correlation between radio power and cluster mass seems to indicate that only very
massive cluster mergers are energetic enough to accelerate electrons at relativistic velocities in
the intracluster volume [12]. This scenario needs however to be tested through higher sensitivity
radio observations, since the non-detection of radio halos/relics in many merging clusters could
be related to a lack of sensitivity of current instruments. Deep future radio surveys (Sect. 4)
will allow us to study the evolution of the luminosity function of radio halos, giving important
constraints on current models for electron acceleration in galaxy clusters [37].



Table 1: The non-thermal “Pandora’s vase” for galaxy clusters. We can expect multi-wavelength emission and
particle acceleration from different kinds of interactions between: (first row) intracluster magnetic fields, CMB
photons and ICM ions, and (first column) relativistic / ultra-relativistic cosmic rays accelerated by different
possible physical mechanisms in galaxy clusters (see Sect. 3.2). Note in addition that the interaction between

CMB photons and intracluster Gamma-ray photons can produce ultra-relativistic CRes.

& Magnetic Fields CMB photons ICM ions

Rel. CRes Radio emission Hard X-rays
(Synchrotron) (Inverse Compton)

Rel. CRps Gamma-rays + Secondary CRe
(Hadronic collisions)

Ultra-rel. CRes Hard X-rays Gamma-rays
(Synchrotron) (Inverse Compton)

Ultra-rel. CRps Ultra-rel. CRes
(Bethe-Heitler)

3.3 A multi-wavelength view of the non-thermal intracluster component

An increasing number of theoretical and numerical analyses (e.g. [38, 39]) are exploring the
possibility that a combination of CR protons and electrons of primary and secondary origin can
reproduce the multi-wavelength radiation of the non-thermal intracluster component. Besides
synchrotron radio emission from GeV electrons and intracluster magnetic fields, we can expect
(see also Table 1):

• HXR emission from IC scattering of CMB photons by GeV electrons or from synchrotron
emission of TeV electrons;

• Gamma-ray emission from IC scattering of CMB photons by TeV electrons or from in-
elastic collision of CRps with the ions of the CMB.

Radio synchrotron emission from galaxy clusters is now firmly confirmed (Sect. 2). Evidence of
non-thermal (IC) HXR emission from several clusters hosting diffuse radio sources has been ob-
tained mostly through the X-ray satellites Beppo-SAX and RXTE (e.g. [40, 41]). The detection
and nature (thermal or non-thermal) of the HXR excess in galaxy clusters is however strongly
debated ([42] and references therein). Up to now, only upper-limits have been derived for the
Gamma-ray emission of galaxy clusters, which imply a CR energy density less than 5-20% of the
thermal cluster energy density. If we assume intracluster magnetic fields of the order of µGauss
(Sect. 3.1) and cluster radii of a few Mpc, it can easily be derived that intracluster CR and
magnetic field energy densities are not far from equipartition [43].

4 Perspectives

In order to make a proper comparison between observational results and current theoretical
models about the origin and physical properties of the non-thermal intracluster component, we



Figure 3: Evolution with redshift of the X-ray luminosity limit of clusters whose diffuse radio emission can be
detected with LOFAR at 30, 60 and 120 MHz down to the sensitivity limit of the All-Sky Survey (left) and Deep
Survey (right), at a resolution of 21 arcsec, assuming to detect at least 50% of the radio flux at 10σ level (our
estimates). The detection limits expected for the Planck cluster catalogue are shown with black crosses (courtesy

of A. Chamballu and J. Bartlett).

need multi-frequency observations of statistical samples of clusters hosting diffuse radio sources.
The study of galaxy cluster SED b from Gamma-rays to low radio frequencies, for instance, is
essential to discriminate between the different particle acceleration scenarios and to improve the
measure of magnetic field intensity (see e.g. [44]).

In the next decades several radio facilities – such as LOFAR, LWA, ASKAP, MeerKAT and,
last but not least, SKA – will allow to significantly improve our knowledge about the radio
emission of the non-thermal intracluster component (e.g. [45]). We are now assisting to the
opening of a spectral window largely unexplored by previous radio telescopes (ν < 200 MHz)
thanks to LOFAR. Due to the steep synchrotron spectrum oh halos and relics, the detection of
diffuse cluster radio sources is favored at this low frequencies (see Fig. 7 in [2]). The planned
LOFAR All-Sky survey is expected to detect about 350 radio halos at redshift z .0.6 [46].

At other wavelengths and based on what detailed in previous sections, important constraints
about the non-thermal cluster emission are expected from the Gamma-ray Fermi satellite, and
from telescopes observing in the HXR band, such as NuSTAR and, possibly, IXO (e.g. [39]).
The detection of statistical samples of radio halos and relics through on-going and up-coming
radio surveys (e.g. “K.P. Extragalactic Surveys” of LOFAR [47], “EMU” survey of the ASKAP
telescope c) will need complementary multi-frequency projects for:

• obtaining complementary cluster catalogs to verify the presence of galaxy clusters corre-
sponding to diffuse radio sources (see for instance the nice complementarity between the
clusters that could be detected with LOFAR All-Sky and Deep Surveys and with Planck,
Fig. 3);

• getting a precise physical characterization of the detected cluster – and in particular of its
redshift, mass and dynamical state – in order to test current models of CR acceleration.

bSpectral Energy Distribution
chttp://www.atnf.csiro.au/people/rnorris/emu/



To conclude, after the huge progress in the last fifteen years of our knowledge of the evolutionary
physics of cluster galaxies and of the thermal ICM, we are now living in the “golden age”
for non-thermal cluster studies: the opening of the few spectral windows largely unexplored
by astronomical observations (i.e. the HXR, Gamma-ray and low-frequency radio bands) will
allow us to study the non-thermal physics of galaxy clusters with unprecedented statistics and
thoroughness.
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STATISTICAL INVESTIGATION OF THE NON-THERMAL EMISSION OF
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A diffuse non-thermal component has now been observed in massive merging clusters. To
better characterise this component, and to extend analyses done for massive clusters down
to a lower mass regime, we are conducting a statistical analysis over a large number of X-
ray clusters (from ROSAT based catalogues). By means of their stacked radio and X-ray
emissions, we are investigating correlations between the non-thermal and the thermal baryonic
components. We will present preliminary results on radio-X scaling relations with which we
aim to probe the mechanisms that power diffuse radio emission ; to better constrain whether
the non-thermal cluster properties are compatible with a hierarchical framework of structure
formation ; and to quantify the non-thermal pressure.

1 Introduction

Galaxy clusters are the largest gravitationally bound systems of the Universe. Most of their
mass is in the form of dark matter (∼ 85%). A few percents is in the form of galaxies. The rest
(∼ 12%) is in the form of diffuse hot gas, which is the intracluster medium. This gas cools down
via thermal Bremsstrahlung emission observed at X-ray wavelengths. But diffuse radio sources
were also observed in ∼ 50 massive and merging clusters. Their radio emission is related to
highly relativistic electrons and magnetic fields that populate the intracluster space. These non-
thermal components are observed at radio wavelengths due to their synchrotron emission. To
date, there are two main hypothesis to explain their origin: violent acceleration processes such
as mergers occurring during clusters lifetime, and secondary electrons injected during proton-
proton collisions. We observe three different types of diffuse radio sources in galaxy clusters:
halos, relics and mini-halos (e.g. Ferrari et al. 20085 for a review). The non-thermal component
contributes to the total pressure of the intracluster medium and can bias mass proxies up to
∼ 15% (Dolag et al. 2000 4).

Gas properties are following dark matter properties (e.g. Arnaud 2005 1 for a review).
Studying the correlation between the thermal and the non-thermal components then allow us
to observe whether the population of electrons is following the gas, and so the dark matter in
the process of structure formation. Liang et al. (2000) 8 were the first to show a correlation
between the radio and X-ray luminosities in galaxy clusters. This correlation was confirmed by
subsequent works such as Giovannini et al. (2009) 7 or Brunetti et al. (2009, B09 hereafter) 2.
But this correlation has only been highlighted for samples of massive clusters with radio halos
or relics and showing features of merging processes.

In this work, we study this correlation down to a lower mass regime of clusters. So far,
we have been limited by the sensitivity of radio observations. For instance, Cassano et al.



(2008) 3 searched for radio halos in clusters using the NVSS and the GMRT. They found that
for clusters with X-ray luminosities higher than 1045 erg/s, only 40% showed radio halos, and
that this percentage decreases rapidly with lower X-ray luminosities. Moreover, radio halos and
relics have only been found in merging clusters, i.e. in clusters dynamically disturbed. However,
it is not trivial to derive the dynamical state of clusters from available data. Therefore, we
investigated the correlation via a statistical approach. We applied statistical and stacking tools
to a X-ray (RASS) and a radio (NVSS) all-sky surveys, working with large cluster catalogues
derived from ROSAT.

We used the following ΛCDM cosmology: H0 = 70 km s−1 Mpc−1, Ωm = 0.3 and ΩΛ = 0.7.

2 Data sets and catalogues

We made use of a X-ray and a radio survey : the ROSAT All Sky Survey (RASS) in the 0.1-2.4
KeV band and the NRAO VLA Sky Survey (NVSS) at 1.4 Ghz that covers the entire sky north
of a declination of −40◦.

We used a compilation of X-ray cluster catalogues assembled by Piffaretti et al. (2010) 9.
This compilation was homogenised to give physical quantities within an over-density δ500 such as
R500, L500, M500, etc. This compilation is based on RASS catalogues such as NORAS, REFLEX,
NEP, BCS,... and serendipitous catalogues from ROSAT PSPC such as 400SD, SHARC,... We
used 1,428 clusters of this compilation for which we produce estimates of Lradio and LX .

3 Methodology

We derive LX and Lradio from the RASS and NVSS using the following steps :

• In order to weight properly the luminosities, we masked the brightest point sources out-
side an aperture of R500 around the location of each cluster of our list using associated
catalogues: the Bright and Faint Source Catalogues for the RASS, and the NVSS Source
Catalogue for the NVSS.

• We then computed count rates and radio fluxes within R500 taking into account the local
background. For the radio fluxes, we derive as well an estimate of the radio luminosities
after the removal of point sources within R500.

• We derived X-ray and radio luminosities within R500. Assuming a standard self-similar
evolution (Arnaud 2005 1), we scaled all luminosities as LX ∝ n2

eV ∝ h−1(z) and Lradio ∝
neV ∝ h(z) with h(z) = h0

√
(1 + z)3ΩM + ΩΛ.

• From the computed X-ray and radio luminosities, we draw the Lradio − LX correlation
using bisector methods taking into account the errors in both directions.

4 Sanity Checks

In order to double-check the validity of our X-ray and radio luminosities, we performed a series
of sanity checks and tests. We compared our X-ray luminosities with those of Piffaretti et al.
(2010) 9. Beside a few outliers, we are in very good agreement with their luminosities. The
cross-check of our radio luminosities was more problematic as we don’t have large samples. We
compared them with the radio luminosities of 20 out of 24 clusters from the sample of B09 2,
and we are compatible with their luminosities.

We then reproduced the computation of our X-ray and radio luminosities for 1,500 random
positions on the sky with |b| > 15◦. To derive those, we attributed an artificial redshift, R500



Figure 1: Distribution of 20 clusters from the sample of B09 in the radio-X luminosity plane. Black points mark
luminosities from their work, red points mark our computed luminosities for the same clusters. Solid lines show

the corresponding Lradio − LX best fits.

and kT500 accordingly to the respective distributions of those quantities in our list of clusters.
We performed F-tests and Kolmogorov-Smirnov tests between the distributions of clusters and
of random fields. The results of both tests are compatible with 0, and the distributions are
therefore different.

Finally, we drew the Lradio − LX correlation for the random fields, and we found a flat
correlation. Nevertheless, the fit showed a nonzero mean radio background. Thus, we subtracted
it from all our luminosities (Figure 2, right panel).

5 Lradio − LX correlation

As a first step, we reproduced the work of B09. We plotted their clusters and correlation.
We then identified those clusters in our list of clusters and we plotted them as well as the
corresponding correlation using our computed luminosities (Figure 1). We derived a slope of
∼ 1.7. B09 derived a slope of ∼ 2.6 for luminosities corrected from evolution (∼ 2.2 with no
evolution). We are marginally compatible with their results. However, it matches very well the
slope of ∼ 1.7 derived with linear methods (e.g. Feretti et al. 2005 6 for 16 clusters, Giovannini
et al. 2009 7 for 33 clusters).

In a second step, we drew the Lradio − LX correlation for the clusters of our list (Figure 2,
left panel). We compared the results obtained with the two different radio luminosities that
we computed (luminosities with all the fluxes within an aperture of R500, and luminosities
subtracted from known point sources). We found the same slope, but with a lower normalization
for the cleansed luminosities. We then drew the correlation for a sub-selection of 476 clusters
with LX > 5× 1043 erg/s (M > ∼ 1014M⊙). We then binned our X-ray luminosities in bins of
equal number of clusters, i.e. 60. We fitted the binned data and derived a slope of ∼ 0.9.

6 Discussion and Conclusion

We have investigated the Lradio − LX correlation for clusters of galaxies. We extended this
analysis down to a lower mass regime (M > 1014M⊙) with respect to previous works dealing



Figure 2: Distribution of clusters in the radio-X luminosity plane for clusters of our list (left panel) and for clusters
with X-ray luminosity higher than 5 × 1043 erg/s (right panel). Red crosses mark individual radio luminosities
with all the fluxes within R500, blue crosses mark individual radio luminosities with the fluxes subtracted from
known point sources, and black points mark clusters from the sample of B09. Diamonds mark binned luminosities.

Solid lines show the corresponding Lradio − LX best fits.

with limited samples of massive and dynamically disturbed clusters.
We found a correlation with a flatter slope (∼ 0.9) compared to pre-cited works. This is

likely to be explained by the fact that our radio luminosities contains a component of unresolved
point sources. In other terms, all the point sources (i.e. AGN) are not subtracted within R500.
This population of unresolved AGN (in the used radio data, i.e. NVSS data) may be the main
contributor to our radio luminosities on the top of a diffuse emission linked to the intracluster
medium.

To go further in this analysis, we need to quantify the contribution of AGN in the radio
emission of galaxy clusters. This will allow us to constrain the population of AGN in dense
media ; to characterize diffuse radio emissions of clusters down to the low mass regime ; and to
probe the mechanisms that power them.
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Within the CLUES project (http://clues-project.org — Constrained Local UniversE Sim-
ulations) we perform numerical simulations of the evolution of the local universe, the best
observed part of the universe. We discuss the radial distribution of matter in the Local Group
halos as well as the preferred directions of infall of satellites.

1 Introduction

During the last decade a flat Friedmann universe whose mass-energy content is dominated by a
cosmological constant (the Λ term), a cold dark matter (CDM) component and baryons became
the standard model of cosmology. This model specifies the cosmological expansion history, within
which structures on all scales have been formed starting from tiny initial density fluctuations.
The knowledge of the physical laws governing the dynamics of the dark matter and baryons
in the expanding universe provide the framework within which a successful model of galaxy
formation can be developed. The basic paradigm of cosmological structure formation suggests
the dark matter forms halos, within which galaxy formation takes place via complex baryonic
physics. This process can be followed by numerical simulations which take into account the
gravitational interaction and clumping of matter as well as in some approximation the baryonic
physics. This approximation includes the radiative cooling of the baryonic gas, the formation of
stars and the feedback of these stars on the baryonic gas.

Cosmological simulations must cover a large dynamical and mass range. A representative
volume of the universe should be large, but this comes at the expense of the mass resolution. A
smaller volume could possibly be not representative. To overcome this problem we simulate the
evolution of a small volume which, however, is specifically designed to represent the observed
local universe. The algorithm of constrained realisations of Gaussian field provides a very attrac-
tive method of imposing observational data as constraints on the initial conditions and thereby
yielding structures which can closely mimic those in the nearby universe. The prime motivation
of the CLUES project (http://clues-project.org — Constrained Local UniversE Simula-
tions) is to construct simulations that reproduce the local cosmic web and its key ’players’, such
as the Local Supercluster, the Virgo cluster, the Coma cluster, the Great Attractor and the
Perseus-Pisces supercluster. Observational data of the nearby universe is used as constraints on
the initial conditions and thereby the resulting simulations reproduce the observed large scale
structure. The implementation of the algorithm of constraining Gaussian random fields 1 to
observational data and a description of the construction of constrained simulations has been
described in more detail in Gottlöber et al. 6.



Figure 1: Left panel: The dark matter distribution in the simulated Local Group. Right panel: The gas distribu-
tion in the same region.

We run our simulations within the standard ΛCDM model assuming a WMAP32 cosmology
with Ωm = 0.24, Ωb = 0.042, ΩΛ = 0.76 with a power spectrum normalisation of σ8 = 0.73
and slope n = 0.95 slope of the power spectrum. We used the PMTree-SPH code GADGET2 3 to
simulate the evolution of a cosmological box with side length of Lbox = 64h−1Mpc.

Using a constrained realisations of the initial conditions we are able to simulate the evolution
of our local group in an environment which closely mimics the environment of the observed local
group. In order to improve the mass resolution in the region of interest we simulate the evolution
of a sphere of radius 2h−1Mpc using the full resolution (equivalent to 40963 particles in the box)
whereas outside this region, the simulation box is populated with lower resolution (i.e higher
mass) particles. We have used the same set of initial conditions to run two simulations, one
with dark matter only and another one including gas dynamics. For the second one we populate
only the high resolution region by dark matter and gas particles. We follow the clustering of
gas particles using an subgrid model 4 which includes cooling, star formation and supernova
feedback. Thus we are able to achieve high resolution and follow gas-dynamical processes in the
region of interest, while maintaining the correct external gravitational environment by following
the evolution of more massive dark matter particles on low computational costs.

2 The Local Group

The three main galaxies of our simulated Local Group - the Milky Way (MW), M31 and M33 -
have been reproduced with masses in good agreement with the observed masses of these objects.
In Figure 1 we show the dark matter and gas distribution in and around these three objects. One
can clearly see the three main objects of the local group as well as a number of smaller objects.
In order to identify and study all isolated objects as well as objects residing inside another
on (called sub-halos) we have used the AHF halo finder 5, which locates local over-densities as
prospective halo centres. For each isolated halo the virial radius rvir has been computed and
the properties of the halo are related to the mass distribution inside a sphere of virial radius.
Sub-haloes are defined as haloes which lie within the virial radius of a more massive halo, their
host halo. Since sub-haloes are embedded within the enlarged density of their host halo their



Figure 2: Left panel: The average total matter density profile of the three main halos in the DM (black) and
SPH (red) simulations, normalised to the virial radius and virial over-density. Right panel: The cumulative
radial density profile of sub-halos. The solid and dashed lines show this quantity for SPH and DM sub-haloes

(respectively) with z = 0 masses larger than 2 × 108h−1M⊙.

size cannot be characterised by their virial radius but rather by a characteristical upturn of
the density. The corresponding distance is assigned as the sub-halo’s radius and the sub-halo’s
properties are calculated within this radius. We follow the evolution of halos and sub-halos by
cross-correlating haloes in consecutive simulation outputs using the particle ids which are stored
within the AHF module.

In Fig. 2, left panel we plot the mean density profile averaged over the three main halos
(MW, M31, M33) in the DM only and gas-dynamical simulations. Across most of the halo’s
radius the density profiles are the same: only within ∼ 0.1 rvir does the total density profile in
the SPH simulation rise significantly above the DM one 7. In Fig. 2, right panel we show the
cumulative radial profile of sub-halos in the DM only and gas-dynamical simulations at z = 0.
We only consider sub-halos with masses larger than 2 × 108h−1M⊙, in order to roughly obtain
the right number of satellites per host. One can clearly see, that the substructures in the SPH
simulation are significantly more centrally concentrated than in the DM one. Simply put, this
is due to the interplay between adiabatic contraction, tidal stripping and dynamical friction. In
simulations with cooling, baryonic substructures grow deeper potential wells, which inhibit tidal
stripping by allowing substructures to retain more mass, making the satellites more massive and
thus more prone to dynamical friction. This feature does not depend on sub-halo mass 7. This
result in consistent with Weinberg et al. 8, who compared the radial distribution of much more
massive substructures (Msub ∼ 1010M⊙) in more massive systems (Mhost ∼ 1012−14M⊙) in dark
matter only and SPH simulations of galaxy groups.

Of interest to the z = 0 spatial distribution of satellites, is the question of whether satellites
are uniformly or anisotropically accreted. In order to address this issue, we defined a dynamic
coordinate system locked on the members of the Local Group. We then record each time a
satellite (with mass larger than 2 × 107h−1M⊙) enters the virial radius. In Fig. 3 left panel,
we show the angular distribution on the sky of these satellite entry points and note that it is
inconsistent with a uniform distribution. Furthermore, the angular pattern of infalling satellites
seen at rvir, mimics that of satellites crossing shells located much further out, for example at
3 rvir (Fig. 3, right panel). This implies the existence of a collimated flow of satellites that



Figure 3: The location on the sky of accretion points for satellites entering the virial radius (left panel) and for
those crossing shells 3 rvir (right panel). The red circles indicate the region on the sky with the highest density of
entry points. Not only are the accretion points not uniformly distributed over the sphere, but the angular pattern

is coherent over a large radial extent.

originates far from the virial radius, thus providing halos with a preferred direction from which
to accrete satellites.
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2. D. N. Spergel, R. Bean, O. Doré, M. R. Nolta, C. L. Bennett, et al. ApJS 170, 377 (2007)
3. V. Springel, MNRAS 364, 1105 (2005)
4. V. Springel, L. Hernquist, MNRAS 339, 289 (2003)
5. S. R. Knollmann, A. Knebe, ApJS 182, 608 (2009)
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Merger events with galaxy-gas separation in the hot galaxy cluster A2163.
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Located at z=0.203, A2163 is a rich galaxy cluster showing outstanding gas properties –in
particular exceptionally high X-ray luminosity and average temperature–, but also a powerful
and extended radio halo. We present a multiwavelength analysis about merger events observ-
able in this hottest cluster. From XMM-Newton and Chandra spectral-imaging, we evidence
the westwards motion of a cold gas clump embedded in the hotter atmosphere of A2163, and
delimited by a cold front. From gas brightness and temperature profile analysis performed in
two opposite regions of the main cluster, we show that average pressure of the Intra-Cluster
Medium (ICM) have been raised behind the moving cold clump, leading to a strong ICM
departure from hydrostatic equilibrium possibly due to shock heating. Interestingly, we fur-
ther show that this gas clump has been spatially separated from a galaxy sub-cluster recently
detected from optical data. In a similar way to what has been observed in the so-called ”bullet
cluster”, 1E0657-56, we infer from these findings a merging scenario where a fast sub-cluster
has been accreted along the East-West elongation of A2163, while his gas content has been
spatially segregated from galaxies. Extensively observed at various wavelenghts, A2163 would
thus provide us a secondary case study of gas-galaxy separation in a merging galaxy cluster.

1 Introduction

A2163 is a rich galaxy cluster (richness class 2) located at z = 0.203. After initial X-ray
detection by HEAO 1 A-1 [1], combined observations by the Ginga and Einstein X-ray satellites
revealed the extraordinary properties of its hot gas content, with exceptionally high luminosity
and average temperature [LX = 10.2 × 1038 W, kT = 13.9 keV, 2] a. Follow-up observations
have further revealed several signatures of major merger events at various wavelengths in this
hottest cluster. ROSAT observations showed an irregular X-ray morphology [3], while ASCA
observations revealed complex thermal structure [4], more recently confirmed from Chandra data
[5, 6, 7]. Evidence for clear cluster substructuring has been seen in weak lensing [see e.g. 8, 9] and
in the galaxy density distribution [10]. Moreover, A2163 is known to host a prominent radio halo
[11, 12] and to be a possible source of non thermal hard X-ray emission [13, 14]. Due to its high
thermal energy content, A2163 is also a favoured target for SZ observations. A recent analysis
of optical data [10, hereafter, M08] has revealed the complex galaxy structure and dynamics in
A2163, where a main cluster, A2163-A, is connected to a smaller sub-cluster to the North, A2163-
B, via a galaxy bridge. The main cluster, A2163-A, itself has two brightest galaxies (BCG1 and

a1038 W ≡ 1045erg.s−1; X-ray luminosity has been corrected for luminosity distance assuming H0 = 70 km s−1

Mpc−2, and Λ = 0.7.



Figure 1: A2163. Left and middle panels: X-ray emission overlaid on galaxy maps. Optical observations performed
at the MPI 2.2m telescope, see also [10]. X-ray images obtained from B-spline wavelet analyses of a Chandra
exposure in the 0.5-2.0 keV band. Left: overall cluster emission. Middle: high resolution details corresponding to
angular sizes lower than 2 arcmin. Inserted plot: ICM brightness (top-left) and projected temperature (top-right)
profiles corresponding to the sector illustrated on the map, with 3d modelling of the ‘cold-front’ density and
temperature jumps (bottom left and right, respectively). Right panel: ICM temperature maps obtained from
wavelet spectral-imaging analysis of the EPIC-XMM-Newton data set. Black iso-contours from high resolution
Chandra residue (same as bottom-left map); white iso-density contours from galaxy density map (see also [10]).

BCG2), a bimodal morphology, and an exceptionally large velocity dispersion (1434 ± 60 km
s−1). From analyses of XMM-Newton and Chandra observations of the Intra-Cluster Medium
(ICM), we investigate the merger scenario involving the various components of A2163.

2 A gas ’bullet’ crossing the main cluster atmosphere separately from galaxies

The Chandra-ACIS brightness map in the left panel of Fig. 1 show us the complex and irregular
morphology of the ICM in A2163. This map reveals us a main component (A2163-A) and a
Northern sub-cluster (A2163-B), the main component itself appearing irregular with an eastern
extension at large scale and a triangular shape in the central region. As shown on the middle
panel of Fig. 1, restricting a wavelet analysis of this data set to high resolution details has enabled
us to separate a brightness peak located close to the brightest cluster galaxy (BCG1, see also
M08) from a sharp-edged, wedge-shaped feature located to its west. Interestingly, overlaying
the high resolution image obtained from this wavelet analysis to a gas temperature map (EPIC-
XMM-Newton data) enables us to associate the wedge-like feature with a cold clump. The 3d
structure of this cool core has been investigated by extracting the brightness and temperature
profiles corresponding to the ICM sector illustrated on Fig. 1. Consistent with disrupted density
and temperature distributions, these profiles identify the western edge of the cool core as a cold
front. By analogy with 1E0657-56 (the so-called ‘bullet-cluster’, [15]), the location of the cold
front with respect to the wedge-shaped residual emission might indicate the westwards motion
of a stripped cool core embedded in the hotter atmosphere of A2163-A.

To try and constrain the history of a possible sub-cluster infall associated with this cool
core, in the right panel of Fig. 1 we overlay the galaxy iso-density contours obtained from WFI
data (see also M08) on the ICM temperature map of A2163. As discussed in M08, the galaxy
iso-density contours map a complex, bimodal galaxy distribution in A2163-A. This bimodal
distribution corresponds to an E-W elongation of the cluster dark matter halo, as revealed from
weak lensing analysis [9]. Interestingly, we now observe that the less dense of the two galaxy
sub-clusters in A2163-A is located near the cool core, but is separated from it at a projected
distance of about 30 arcsec. Its location to the west of the cool core suggests a scenario in which
a sub-cluster has crossed the A2163-A complex from east to west; the offset wedge-shaped



Figure 2: Left panel: A2163 gas temperature map with two complementary profile extraction regions overlaid.
Middle panel: Gas surface brightness (top) and ICM pressure profiles (bottom) modelled to fit the surface
brightness and projected temperature corresponding to the overall cluster (in black) and the eastern and western
cluster sectors shown on the map (in red and blue, respectively). Right panel: A2163 mass profiles computed

assuming ICM hydrostatic equilibrium in the same colour-coded cluster regions.

residual emission then suggests sub-cluster gas loss gas due to ram pressure of the main cluster
atmosphere, leading to its present separation from the constituent galaxies.

3 Merger effect on the gas pressure

The evidence for a gas ‘bullet’ separated from its galaxies crossing the A2163 atmosphere suggests
that the main cluster has recently accreted a sub-cluster along the East-West direction. In order
to investigate the effects of this major merger event on the ICM thermodynamics, we extracted
three sets of ICM brightness and temperature profiles corresponding to the eastern and western
cluster sectors shown on Fig. 2, and to the overall cluster A2163-A. Fitting spherically symmetric
distributions of the ICM density and temperature to these projected profiles has enabled us to
model the ICM pressure structure in the two complementary cluster regions, and in the overall
cluster. As observed for the brightness profiles, the eastern and western pressure profiles differ
in the innermost region of A2163-A, then cross each other at a radial distance of about 800 kpc,
above which the eastern profile has a higher pressure than the western profile by a factor ∼ 2.
This pressure excess may be related to ICM shock heating behind the crossing ‘bullet’, leading
to an adiabatic compression of the gas. The overall cluster pressure profile seems to reflect the
higher pressure values corresponding to the eastern cluster sector, so that the on-going merger
event is likely to have strongly disturbed the shape of the overall cluster pressure profile.

4 Mass measurements

The exceptionally high ICM temperature of A2163 and the evidence of an ongoing major merger
event in its central region makes this cluster an interesting test case for cluster mass measure-
ments. Assuming hydrostatic equilibrium, the ICM density and temperature profiles used to
model gas pressure have been used to derive the integrated cluster mass profile, shown as a
grey shaded area in the left panel of Fig. 2. The total cluster mass estimate, M500 = 24.7+0.5

−0.9,
obtained from this profile is inconsistent with the estimate obtained from the YX proxy, defined
as the product of gas mass Mg,500 and average temperature kT [16], and expected to be robust
to merger events from numerical simulations of cluster evolution: M500,YX

= 18.7+2.0
−2.4. To inves-

tigate the origins of this inconsistency, we derive two additional integrated cluster mass profiles
using the density and temperature profiles from the eastern and western cluster sectors shown



in Fig. 2. The eastern and western cluster mass profiles significantly differ in shape. We observe
that the western profile has a higher integrated mass than the eastern profile near the cluster
centre but then flattens at a lower radius, leading to a lower integrated mass estimate in the
cluster outskirts. Similar to the pressure profiles, we further observe that the overall cluster mass
profile appears to reflect the pressure of the eastern cluster side. The inconsistency observed be-
tween eastern and western profiles show us that the shock heating of the cluster ICM induced by
the accretion may have transiently taken gas away from hydrostatic equilibrium in this region.
For this reason, the cluster mass estimates assuming hydrostatic equilibrium in this region and
hence in the overall cluster are likely to be overestimated. Assuming hydrostatic equilibrium in
the western cluster side might instead provide with us an estimate of the cluster mass before
the on-going merger event, M500,HE,West = 14.5+0.6

−0.3, while the sub-cluster accretion might have

raised the total cluster mass up to the value provided by the YX proxy: M500,YX
= 18.7+2.0

−2.4.

5 Discussion and conclusions

From evidence of a stripped cool core crossing the main cluster atmosphere separately from
a nearby galaxy overdensity, we infer that A2163 might have recently accreted a sub-cluster
along its East-West elongation. We suggest that this merger event has shocked the main-
cluster atmosphere, and adiabatically compressed the ICM behind the crossing cool core. This
indication of shock heating and the evidence of a galaxy-gas separation lead us to infer that
the sub-cluster has been accreted to a supersonic velocity. Shock heating may further have
transiently pulled cluster gas away from hydrostatic equilibrium, leading to large uncertainties
on the cluster mass estimate from X-ray analysis. Assuming the YX proxy to indicate the mass
of the overall system A2163 and the western cluster sector to represent the ICM in hydrostatic
equilibrium before sub-cluster accretion, we may infer a merger scenario between two sub-units
of mass-ratio 1:4, leading to the present system with mass M500,YX

≃ 1.9× 1015 M⊙.
A fast sub-cluster accretion with evidence of galaxy-gas separation was first seen in 1E 0657-

56, the so-called ‘bullet cluster’ [15]. It is interesting to note that both 1E 0657-56 and A2163 are
exceptionally massive, favouring ram pressure stripping of the gas content of an incoming sub-
cluster due both to the high density of these accreting cluster atmospheres, and by exceptionally
high collision velocities assuming free fall encounters. It is thus likely that the comparable
mass of A2163 and 1E 0657-56 has favoured similar merger scenarios. Moreover, both 1E
0657-56 and A2163 exhibit similar global properties such as exceptionally high luminosity and
gas temperature (about 15 and 12 keV for 1E0657-56 and A2163, respectively), and powerful
emission from an extended radio halo. These common properties are likely point to the recent
dissipation of a large amount of kinetic energy through shock heating and turbulence.

As extensively studied in the textbook case of the ‘bullet cluster’, observing a high-velocity
sub-cluster accretion within a massive cluster may provide interesting constraints on ICM
physics, galaxy evolution, and dark matter properties. Better constraints on the dynamics
of the exceptional merger event in A2163 would thus be obtained from deeper X-ray or SZ
observations, and high resolution weak lensing analyses.
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Our understanding of the Universe today includes overwhelming observational evidence for
the existence of an elusive form of matter that is generally referred to as dark. Although
many theories have been developed to describe its nature, very little is actually known about
its properties. The launch of the Fermi Gamma-ray Space Telescope in 2008 opened a new
window for the indirect experimental search for dark matter through high-energy gamma-rays.
The principal instrument onboard, the Large Area Telescope (LAT), is designed to measure
gamma-rays with energies ranging from 20 MeV to more than 300 GeV. The first year of
Fermi-LAT data has allowed for a large variety of dark matter searches and we present here
a review of the results from the different analyses.

1 Introduction

The existence of dark matter (DM) was first proposed already in 1933 by Zwicky1, after studying
the radial velocities of eight galaxies in the Coma galaxy cluster. The observed velocity dispersion
was unexpectedly large, which suggested additional matter that was non-luminous (so-called
“dark” hereafter). A large variety of observations supporting the existence of such matter have
been performed since then and relate to the Big Bang Nucleosynthesis (BBN) 2, gravitational
lensing 3 and the cosmic microwave background (CMB) 4. The most visual evidence of DM
to date comes from the merging galaxy cluster 1E 0657-558 (“Bullet Cluster”), where a clear
separation of the mass (determined from gravitational lensing) and the X-ray emitting plasma
can be seen 5.

Combined, these observations have constrained the fractions of the energy density in the
Universe in the form of matter and in the form of a cosmological constant to ΩM ∼ 0.3 and
ΩΛ ∼ 0.7, respectively, with ordinary baryonic matter only constituting about ΩB ∼ 0.05 6.
Non-baryonic matter therefore seems to be the dominating form of matter in the Universe.

A favored model of the Universe that is in reasonable agreement with observations is the
so-called ΛCDM model, which features long-lived and collisionless Cold Dark Matter (CDM)
and a contribution from a cosmological constant (Λ).

aSpeaker



A potential candidate for the CDM, that naturally provides the correct present-day relic
abundance of DM, are Weakly Interacting Massive Particles (WIMPs). These are thought to
annihilate or decay into Standard Model particles and one of the possible resulting particles are
gamma-rays. These gamma-rays can be categorized into continuum signals and spectral line sig-
nals, which are produced mainly through the decay of neutral pions created in the hadronization
of e.g. quark-antiquark final states and via loop-suppressed channels directly into monochro-
matic gamma-rays, respectively.

Continuum signals represent excesses in the overall energy spectrum that can not be ac-
counted for by the existing components, which include the diffuse galactic emission, the isotropic
diffuse emission and point sources. This type of search is limited by the precision to which the
existing components can be described.

Many viable DM candidates can also give rise to spectral lines via annihilation or decay
channels directly into monochromatic gamma-rays. The final state then constitutes one gamma-
ray and some other particle X with a mass of MX , which can e.g. be another gamma-ray, a
Z-boson, a Higgs boson, a neutrino or a non-Standard Model particle. The photon energy
Eγ , produced in a non-relativistic annihilation process, is then given by the equation Eγ =

Mχ

(

1 − M2

X
/4M2

χ

)

, where Mχ is the mass of the DM particle. The corresponding equation for

decays is provided by the substitution Mχ → Mχ/2.

An observation of a spectral line would be a “smoking-gun” for DM, since no other astro-
physical process should be able to produce it. However, many models also predict either low
branching fractions or low cross-sections for those channels, which means that a halo with a large
central concentration, the existence of substructure that boosts the signal or the Sommerfeld
enhancement 7 might be needed to be able to observe the signal.

The distribution of DM on galactic and sub-galactic scales is currently still a matter of
debate but plays an important role in the detection of DM signals. A phenomenological halo
density profile is generally used to describe most of the observed rotation curves of galaxies and
it is based on N-body simulations. This smooth and spherically symmetric profile is given by
Eq. 1,

ρ(r) =
δcρc

(r/rs)γ [1 + (r/rs)α](β−γ)/α
, (1)

where r is the angular radius from the galactic center, rs is a scale radius, δc is a characteristic
dimensionless density, and ρc = 3H2/8πG is the critical density for closure. A variety of halo
profiles following this equation exist and differ in the values of the (α,β,γ) parameters. Two ex-
amples of profiles that are commonly used are the Navarro, Frenk and White (NFW) model with
(1,3,1) 8 and the isothermal profile with (2,2,0) 9. Another halo profile, which is observationally
favored, is the Einasto profile 10,11. The Einasto profile takes the form as given in Eq. 2,

ρEinasto(r) = ρse
−(2/a)[(r/rs)

a
−1], (2)

where ρs is the core density and a is a shape parameter.

For a specified halo profile, the total energy-dependent flux of gamma-rays from annihilating
DM is the sum of the fluxes from the different final states of branching fraction Bf and depends
on the mass of the DM particle, the velocity-averaged cross-section 〈σv〉, the solid angle Ω of the
observed region-of-interest and the integral of the square of the halo profile over the line-of-sight
according to Eq. 3.

dΦ

dEγ

(Eγ , φ, θ) =
1

4π

〈σv〉

2M2
χ

∑
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dNf
γ

dEγ

Bf ×

∫

∆Ω(φ,θ)

dΩ′

∫

LoS
ρ2

(

~r
(

l, φ′, θ′
))

dl (3)



In the extragalactic case, the flux is the integrated flux from all redshifts. The equation above
therefore also depends on the optical depth, which governs the absorption, an assumed model
for the enhancement of the annihilation signal due to substructure and the parametrization of
the energy content in the Universe.

2 Fermi Large Area Telescope

The Fermi Gamma-ray Space Telescope (also called Fermi), was successfully launched on a
Delta II heavy launch vehicle from Cape Canaveral in Florida, USA, on June 11, 2008. The
satellite was formerly known as the Gamma-ray Large Area Space Telescope (GLAST) but was
renamed after its launch. The satellite orbits the Earth at an altitude of about 565 km and with
an inclination angle of about 25.6◦. One orbit takes about 90 minutes and full-sky coverage
is reached in only two orbits. The satellite consists of two detector systems, the Large Area
Telescope (LAT) and the Gamma-ray Burst Monitor (GBM).

The LAT covers the approximate energy range from 20 MeV to more than 300 GeV. The
instrument is a pair-conversion telescope, designed to measure the electromagnetic showers of
incident gamma-rays over a wide field-of-view while rejecting incident charged particles with
an efficiency of 1 to 106. It consists of a 4 x 4 array of 16 identical modules on a low-mass
structure. Each of the modules has a gamma-ray converter tracker for determining the direction
of the incoming gamma-ray and a calorimeter for measuring its energy. The tracker array is
surrounded by a segmented anti-coincidence detector. In addition, the whole LAT is shielded
by a thermal-blanket micro-meteoroid shield.

The performance and sensitivity of the LAT are unprecedented. The field of view is ∼2.4 sr
(at 1 GeV), the effective area > 1 GeV is ∼8000 cm2 on-axis and the energy resolution is <15%
at energies >100 MeV.

3 Dark matter searches

The Fermi -LAT instrument allows for a large variety of searches for dark matter in the gamma-
ray region. The sensitivity of such searches, however, depends on the spatial region selected
for the search. Any region has its advantages and disadvantages. Although the galactic center
region has fairly large photon statistics, it is affected by source confusion and a strong diffuse
photon background. Alternative locations, which may give a better signal-to-noise ratio include
for example dark matter satellites (substructures containing only dark matter), dwarf spheroidal
galaxies (substructures with optical counterparts but with high mass-to-light ratios) and galaxy
clusters at high galactic latitudes, where the photon background is lower and the source iden-
tification is better. The extragalactic background has large photon statistics, but is limited by
astrophysical uncertainties.

We present here the results from all dark matter searches performed by the Fermi -LAT
Collaboration after one year of observations.

3.1 Clusters of galaxies

Clusters of galaxies are a distant source type but they are dark matter dominated and typically
at high galactic latitudes, which make them ideal targets for DM searches.

In this analysis, six clusters were selected from the HIghest X-ray FLUx Galaxy Cluster
Sample (HIGFLUGCS) catalog and an unbinned likelihood fit with both spatial and spectral
models was performed. No significant gamma-ray emission was, however, detected from the
selected clusters for 11 months of data 12. Assuming an NFW profile, the upper limits at 95%



confidence level, shown in Fig. 1, begin to constrain the allowed phase space, especially for models
where the results from the PAMELA experiment are interpreted in terms of DM annihilations.

Figure 1: Upper limits at 95% confidence level for cluster of galaxies and for assumed bb̄ (left) and µ+µ− final
states (right) 12.

3.2 Cosmological dark matter

The search for cosmological DM includes the contribution from DM from all halos at all redshifts.
The search is based on the measured isotropic diffuse gamma-ray background emission 13 and
a number of cases have been considered. These include 4 annihilation clustering enhancement
models, 3 particle physics models for dark matter, 2 absorption models and 2 upper limit
calculations (conservative and stringent). For more details, see 14. As can be seen in Fig. 2, the
upper limits can be very constraining for some cases. However, there are large uncertainties in
the modeling of the evolution of DM structure and substructure as well as in the estimation of
the isotropic background, which make the interpretation more challenging.

Figure 2: Upper limits for cosmological dark matter for an assumed bb̄ final state in the conservative (left) and
stringent (right) case 14.

3.3 Galactic center

The galactic center (GC) coincides with the cusped part of the theorized DM halo density profile,
which is expected to be the strongest source of gamma-rays from DM annihilations.



The literature devoted to the possible signatures from DM in the gamma-ray region at
the GC is extensive. The vicinity of the GC, however, also constitutes the most violent and
active region of our galaxy and harbors numerous objects capable of accelerating cosmic rays to
very high energies. The resulting gamma-rays are produced by inverse Compton scattering of
electrons or pion decays following from e.g. proton-proton interactions.

A bright and very high energy gamma-ray point source has been observed by several other
experiments and it is now widely considered to be a standard astrophysical source associated
either with the bright compact radio source Sgr A∗ or with the candidate pulsar wind nebula
G359.95-0.04 15. This source is a formidable background for DM studies in this region.

In Fig. 3, a preliminary fit from the ongoing analysis of the GC region is shown 16. The
observed region is composed of the square 7◦ × 7◦ around the GC and the modeled components
include the galactic diffuse emission, based on GALPROP, the isotropic diffuse emission and
point sources from the first Fermi -LAT catalog. As can be seen in the figure, the model mostly
reproduces the data within the uncertainties, but a residual gamma-ray emission is left, not
accounted for by the above model. However, the disentanglement of a potential DM signal
requires a detailed understanding of the conventional astrophysics.

Figure 3: A preliminary fit (top) and residuals (bottom) to the gamma-rays from the galactic center region 16.

3.4 Dark matter subhalos

DM subhalos can be categorized into DM satellites and optically observed dwarf spheroidal
galaxies. The former represent substructures that contain only DM. These may then shine in
radiation from DM annihilations/decays. The analysis is at the time of writing still ongoing.
However, preliminary results on 10 months of Fermi -LAT data include no detection of such
structures.

The second category refer to low luminosity optically observed galaxies that are companions
to a larger host galaxy. They are characterized by high mass-to-light ratios in the range 10-1000,
which makes them dark matter dominated. Many of them are also nearby.

In the analysis, 14 dwarf spheroidal galaxies were selected, based on their proximity, galactic
latitude and dark content as inferred from recent stellar velocity measurements 17. A binned
profile likelihood search on 11 months of Fermi -LAT data, assuming an NFW halo profile, was



then performed. No gamma-ray excesses were, however, observed and 8 limits with DM densities
inferred from stellar data were derived. As is shown in Fig. 4, the upper limits at 95% confidence
level are beginning to constrain the mSUGRA, MSSM and AMSB parameter spaces.

Figure 4: Upper limits at 95% confidence level as compared to mSUGRA, MSSM, Kaluza-Klein and AMSB
parameter spaces using data from dwarf spheroidal galaxies with the Fermi-LAT 17.

A dedicated analysis on a specific dwarf spheroidal galaxy, Segue 1, has also been per-
formed 18. The analysis combines a binned likelihood analysis with CMSSM parameter scans
via DarkSUSY using a nested sampling algorithm. However, the disfavoured models are already
strongly disfavoured by relic density constraints.

3.5 Spectral lines

The search for spectral lines from dark matter consists of an unbinned fit to the data using
the profile likelihood technique and can be used for both detection and upper limits. The
likelihood model is constructed within the RooFit framework and requires an accurate modeling
of the energy dispersion of the detector. These are determined from full detector simulations at
specified energies and interpolations at intermediate energies. The data selection used for the
spectral line search differs from standard analyses, since additional cuts with respect to the public
data event class have been performed in order to reduce the charged particle contamination. In
addition, the profile energy has been used instead of the standard energy.

The region-of-interest, chosen for this search, is defined by the sum of the regions |b| > 10◦

and a square of 20◦ × 20◦ around the galactic center. Point sources inherent in a preliminary
point source catalog, corresponding to 11 months of Fermi -LAT data, were masked.

The search did not result in a detection and upper limits on the velocity-averaged cross-
section and the decay lifetime at 95% confidence levels were calculated 19 as is shown in Fig. 5.
These are still about a factor of 10 from the allowed MSSM and mSUGRA parameter spaces.
However, the results disfavor, by a factor of 2–5, a model where the wino is the lightest super-
symmetric particle 20. At 170 GeV, the model predicts 〈σv〉

γZ
= 1.4 × 10−26 cm3 s−1.



Figure 5: Upper limits at 95% confidence level on the cross-section (left) and the decay lifetime (right).

3.6 Electrons and positrons

The Fermi -LAT instrument can also be used to measure electrons and positrons, but the lack of
a magnet prohibits the separation of the two. This kind of study is most relevant for cosmic-ray
propagation models and the investigation of possible nearby sources, but a rejection power of
103–104 for protons is required. This is achieved via a separate series of trigger settings and cuts
on detector variables.

The preliminary spectrum from combining a low-energy and high-energy analysis is shown in
Fig. 6 in addition to an intermediate step in the analysis that shows the separation of electrons
from hadrons for data and simulation 21. The results indicate that any reasonable model (e.g.
GALPROP), where a simple continuous distribution of sources is assumed, is not compatible
with the measured spectrum.

Figure 6: An intermediate step in the analysis chain (left) and preliminary electron-positron spectrum (right).

Many possible interpretations of the shape of the measured spectrum, in combination with
the results from other experiments and measurements, have been suggested. These include
e.g. nearby pulsars, source stochasticity and a revision of our understanding of cosmic-ray
acceleration 22,23. Although a DM contribution is not required to explain the measurements, it
cannot be ruled out at this point either.



4 Summary and conclusions

Fermi Gamma-ray Space Telescope has opened a new era in DM searches and a large variety
of analyses have been developed for clusters of galaxies, DM subhalos, cosmological DM and
spectral lines. No significant detections have been made, but constraints that start to probe
the available phase space have been put on the annihilation cross-section and decay lifetimes.
In addition, several ongoing analyses are now being finalized, including studies of DM satellites
and the complicated galactic center region. The Fermi mission is expected to continue for 5-10
years and the future therefore promises a plethora of interesting results.
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Nucléaire et de Physique des Particules in France, the Agenzia Spaziale Italiana and the Isti-
tuto Nazionale di Fisica Nucleare in Italy, the Ministry of Education, Culture, Sports, Science
and Technology (MEXT), High Energy Accelerator Research Organization (KEK) and Japan
Aerospace Exploration Agency (JAXA) in Japan, and the K. A. Wallenberg Foundation, the
Swedish Research Council and the Swedish National Space Board in Sweden. Additional sup-
port for science analysis during the operations phase is gratefully acknowledged from the Istituto
Nazionale di Astrofisica in Italy and the Centre National d’Études Spatiales in France.
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Excitation of multicomponent dark matter in the galactic center has been proposed as the
source of low-energy positrons that produce the excess 511 keV γ rays that have been ob-
served by INTEGRAL. Such models have also been promoted to explain excess high-energy
e± observed by the PAMELA, Fermi/LAT and H.E.S.S. experiments. We investigate whether
one model can simultaneously fit all three anomalies, in addition to further constraints from
inverse Compton scattering by the high-energy leptons. We find models that fit both the 511
keV and PAMELA excesses at dark matter masses M < 400 GeV, but not the Fermi lepton
excess. The conflict arises because a more cuspy DM halo profile is needed to match the
observed 511 keV signal than is compatible with inverse Compton constraints at larger DM
masses.

1 Galactic cosmic ray anomalies and DM collisions

There are several hints of unexplained sources of electrons and positrons in our galaxy, which
could be due to collisions of dark matter (DM). The longest-standing one is the excess of 511
keV γ rays from the galactic center, first seen by balloon-borne detectors in the 1970’s, and most
recently measured by the SPI spectrometer aboard the INTEGRAL satellite (for a review, see
ref. 1). More recently, a number of experiments have found evidence for e± at higher energies, in
excess of those understood to be coming from known sources. Among these, PAMELA2 reports
an excess in the positron fraction at energies of 10 − 100 GeV, while the Fermi Large Area
Telescope (LAT)3 and H.E.S.S.4 observe an excess of e+ + e− in the 100 − 1000 GeV energy
range.

Although many different astrophysical explanations have been proposed as the source of
the low-energy positrons that produce the 511 keV signal, there is no consensus.a Pulsars have

afor example, the argument of ref. 5 that low-mass x-ray binaries are most likely source has been criticized in
ref. 6.



been proposed as a likely source of the PAMELA and Fermi leptons (see for example refs. 7,8)
but the uncertainties in the parameters characterizing such sources still leave room for other
interpretations.

1χ

2χ
3χ

δM

>~δM

~100 keV23

   1 MeV12

Figure 1: Inverted mass
hierarchy for excited DM

states.

Although DM annihilations had previously been suggested as the
source of some of these anomalies, ref. 9 was the first to point out a
class of DM models that could potentially explain all of them (and
a few others: the WMAP haze and the DAMA/LIBRA annual mod-
ulation). Namely, these are models where the DM has a mass M

near the TeV scale, and has several components that acquire natu-
rally small mass splittings δM <

∼ 1 MeV from radiative corrections.
A new hidden sector Higgs or gauge boson with mass µ <

∼ 1 GeV
mediates annihilations of the DM into e± but not antiprotons (since
µ < 2mp), of which no excess has been observed by PAMELA. All of
this can be economically achieved by assuming the hidden sector gauge symmetry is nonabelian
and spontaneously breaks near the GeV scale. Then the mediator is one of the gauge bosons
Bµ, which can mix with the standard model hypercharge Yµ through the dimension-5 gauge
kinetic mixing operator Λ−1∆aBa

µνY
µν , where ∆a is a hidden sector Higgs field in the adjoint

representation that gets a VEV. Some of the simplest examples involving SU(2) gauge symmetry
were considered by us in ref. 10,11.

2 Exciting Dark Matter in the Galactic Center

The excited DM mechanism (XDM) for explaining the 511 keV excess was first proposed in
ref. 13. The ground state DM particles undergo inelastic scattering to the excited state by
χ1χ1 → χ2χ2, followed by decays χ2 → χ1e

+e− into nonrelativistic e±. However a quantitative
computation of the excitation cross section was not used there, and ref. 14 argued that the rate
of excitation was too small to account for the observations unless many partial waves were at
their maximum values allowed by unitarity.

In refs.10,12 we numerically computed the excitation cross section by solving the Schrödinger
equation, and showed that indeed the suspicion of ref. 14 was correct, the rate of e+ production
is too small, even varying all the model parameters and DM halo properties over a wide range.
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Figure 2: Left: contours of the rate of positron production, log(R
e
+/Robs) (for INTEGRAL 511 keV γ rays) in

plane of gauge boson mass µ versus DM mass M for δM23 = 100 keV mass splitting and halo Einasto profile
parameters α = 0.17, rs = 15 kpc, ρ⊙ = 0.4 GeV/cm3, v0 = 250 km/s.18 Heavy contours match the observed
rate. Dashed curves are contours of inverse Compton (IC) signal over IC bound. Shaded regions are excluded by
IC constraint. Right: same, but with δM23 = 25 keV, α = 0.20, rs = 15 kpc, ρ⊙ = 0.3 GeV/cm3, v0 = 220 km/s.



At the same time, we proposed a solution, involving the existence of a stable excited state that
undergoes scattering χ2χ2 → χ3χ3, followed by the decay χ3 → χ1e

+e−. This can have a
smaller mass gap δM23 ∼ 100 keV which is easier to excite in DM collisions than the larger one
δM13 > 2me. This “inverted mass hierarchy” is shown in figure 1.
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Figure 3: Observed angular distribution of
INTEGRAL 511 keV signal, and theoreti-
cal predictions for different Einasto parameter
values α = 0.17, 0.20, 0.23, rs = 20, 25 kpc.

Figure 2 (left panel) shows an example of our new
contours for the rate of positron production compared
to the observed rate in the M -µ plane,18 using the
mass splitting δM23 = 100 keV, and the gauge coupling
αg = 0.031 (M/TeV) required for getting the right relic
density.11 The DM density profile is taken to be of the
Einasto form,

ρ = ρ⊙ exp

[

−
2

α

((

r

rs

)α

−

(

r⊙

rs

)α)]

(1)

with ρ⊙ = 0.4 GeV/cm3, r⊙ = 8.3 kpc, α = 0.17,
rs = 15 kpc, consistent with best-fit values of N -body
simulations,17 and a high value of the circular velocity
v0 = 250 km/s. In this example, the heavy contours
show that there exist parameters leading to a large enough rate, but these tend to disappear
rapidly if one increases the values of δM23 (since the χ2 states do not have enough kinetic energy
to produce χ3), or α or rs (since then ρ becomes too small in the central region of the galaxy,
reducing the rate). This can be compensated by decreasing δM on the other hand, as illustrated
in the right panel of fig. 2. The shaded regions are ruled out by constraints on inverse Compton
gamma rays,16 as we discuss in the next section. Fig. 3 shows that the more cuspy DM profile
with α = 0.17 gives a better fit to the angular distribution of the 511 keV signal.

3 High energy e± from annihilations

Although in refs. 10,11 we showed that the XDM mechanism with inverted mass hierarchy can
work for the 511 keV signal, we did not consider whether it could also be compatible with
the PAMELA and Fermi lepton excesses. The same model can also explain the high energy
leptons through annihilation to hidden sector gauge bosons, χ1χ1 → BB, followed by the decays
B → e+e−15. However, this scenario has come under increasing pressure from various constraints,
the most stringent being due to inverse Compton scattering of e± on starlight in the galaxy,
which should produce γ rays with energies up to several hundred GeV. Demanding that this
new source not exceed recent observations excludes the annihilating DM interpretation of Fermi
leptons unless the galactic DM density profile is less cuspy near the center16 than is generally
expected on the basis of N -body simulations of halo evolution.17 This limit requires taking small
values of δM <

∼ 100 keV in order to get a large enough rate for 511 keV γ rays, as illustrated in
fig. 2.

The ability of the models to explain the high-energy lepton observations while respecting
the IC constraints are summarized in figure 4 taken from ref. 19. The left figure is an example
using a cuspy halo profile compatible with the PAMELA and 511 keV excesses, at M < 400
GeV, while the right one shows the result of a noncuspy profile where the PAMELA and Fermi
excesses can be marginally explained, but not the 511 keV.

4 Conclusions

We have found that annihilating multistate DM can explain two out of three galactic cosmic ray
anomalies, either PAMELA/Fermi or PAMELA/INTEGRAL, but not all three simultaneously.
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Figure 4: Allowed regions for PAMELA and Fermi lepton excess in σv-M plane,19 and predictions of multistate
DM annihilation that are compatible with inverse Compton constraint. Left: for Einasto parameters α = 0.17,
rs = 25 kpc, ρ⊙ = 0.28 GeV/cm3; Right: for α = 0.20, rs = 30 kpc, ρ⊙ = 0.3 GeV/cm3. 1/f is fraction of total

DM mass density occupied by annihilating DM ground state χ1.

Although it is possible to marginally predict all the correct rates using Einasto profile parameter
α = 0.20, the angular distribution of 511 keV γ rays is too wide in this case. Of the two
possibilities, the PAMELA/INTEGRAL combination seems preferable from the standpoint of
the required DM halo parameters, since in this case we are able to adopt standard values that
are quite compatible with N -body simulations of galactic structure evolution. Moreover we
can match the anomalous lepton rates well for PAMELA/INTEGRAL. The PAMELA/Fermi
possibility requires stretching the halo parameters to their maximal values, while only marginally
giving a large enough rate of leptons, yet a small enough rate of associated inverse Compton γ

rays.
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Direct searches for dark matter in CMS
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Many models propose candidates for dark matter, the most popular being supersymmetry
and models with extra spatial dimensions. Direct search for dark matter in CMS is presented
in these frameworks, with emphasis on topologies with missing transverse energy.

0.1 Introduction : the LHC and CMS

The LHC has provided its first proton-proton collisions at 900 GeV and 2.36 TeV center-of-mass
energy at the end of 2009. The high energy run, with 7 TeV in the center-of-mass, started in
March 2010 at the time of the conference. The CMS detector is described in detail elsewhere 1.
To perform the commissioning of the detector, the CMS collaboration has made extensive use
of (i) cosmic-ray muon data taken performed in summer 2009 and (ii) 900 GeV and 2.36 TeV
proton-proton collision data. This ensured excellent performance of the CMS detector before
high energy data taking, and has permitted CMS to publish a first physics paper on minimum
bias events 2 already in February 2010. The total integrated luminosity expected to be collected
by CMS in the years 2010 and 2011 is expected to be around 1 fb−1. This report describes the
CMS potential for discovery, using simulated (by Monte-Carlo technique) data.

0.2 Dark matter searches

Three paths are actually followed in the search for dark matter (DM) production : (i) direct de-
tection experiments, searching for WIMP interactions with nuclei, (ii) indirect DM searches
(searching for γ-ray annihilation products of WIMPS, astronomical measurements, satellite
based experiments, ...), and (iii) searches at colliders. These three methods are complemen-
tary. The advantages of collider searches, in particular at the LHC, are a large center-of-mass



Figure 1: MSUGRA benchmark points (see text) studied by CMS.

energy, a potentially large cross section production for new state production, and the possibility
to investigate detailed properties as masses and couplings.

Many models provide candidates for DM. The most popular models are supersymmetry,
where the DM candidate is the lightest stable particle (LSP), for example the lightest neutralino
or the gravitino, and models with extra spatial dimensions, in which the DM candidate is the
lightest stable ”Kaluza-Klein” particle.

In order to lower the number of free parameters, the search is often performed in the
mSUGRA framework, in which only five free parameters are left : M0, the common boson
mass at the GUT scale; M1/2, the common fermion mass at the GUT scale; tanβ, the ratio of
the two Higgs vacuum expectation values; A0, the common GUT trilinear coupling; and µ, the
sign of the Higgs potential parameter. Constraints can be set by the relic density, measured for
example by WMAP.

CMS studied scenarios corresponding to benchmark points in mSUGRA, in parameter-space
region consistent with other experiment results (LEP, WMAP), with focus on significantly dif-
ferent event topologies. This allows easy comparison between different experiments. The bench-
mark points are shown in Figure 1 in the M1/2 and M0 plane, together with a table of the values
of the five corresponding mSUGRA parameters. In the following, emphasis is put on LM1 (in
the bulk region, at low M0 and low M1/2 values), and LM9 (in the focus point region, at high
M0 and low M1/2 values).

0.3 SUSY final states with MET + multi-jets

In SUSY searches, the easiest topology for a discovery at LHC is the final state with missing
transverse energy (MET) and multi-jets 3. The production rate is high : as an example, for
sgluino and squark masses of the order of 1 TeV, a rate of one event per day is expected for an
instantaneous luminosity of 1031 cms−2 s−1 (the design LHC luminosity being 1034 cms−2 s−1).
The challenge of this channel is the control of an important background (Z→ νν̄, tt̄, QCD) using
data driven methods. The irreducible background from Z→ νν̄ + jets can be measured directly
from data from Z→ µµ+jets events or γ+jet events, where the µµ pair or the γ is removed to
mimic MET due to the escaping νν̄ pair 4.

Another analysis strategy aims at being as much as possible independent of MET mea-
surements. It uses the variable αT =

√
ET (jet2)/ET (jet1)/

√
2(1− cos∆φ), where ET is the

transverse energy of the jet and ∆φ the azimuthal angle between the two jets. This variable
distinguishes between the QCD background (where jets are usually back to back and αT ≈ 0.5)
and the signal (typically at higher values of αT ). The αT distribution for analysis considering



Figure 2: The αT distribution; left: for di-jets (
√
s = 14 TeV and L = 1 fb−1); right: for multi-jets (

√
s = 10 TeV

and L = 100 pb−1).

the two highest ET jets (di-jets) 5 at
√
s = 14 TeV and L = 1 fb−1 is presented in Figure 2 (left),

and for multi-jets production 6 at
√
s = 10 TeV and L = 100 pb−1 in Figure 2 (right). In

the latter case, the discrimination power of αT against Standard Model background from QCD
events provides, for favourable SUSY benchmark points, signal over background ratios of 4 to
8, depending on the considered jet multiplicity bin.

0.4 SUSY final states with MET + jets + leptons

This channel has lower production rate and lower background than the MET + jets channel. It
is characterised by a decay chain of a squark or a gluino into a slepton, via for example heavy
neutralinos, giving in the final state MET and two isolated leptons with the same flavour and
opposite charges. The typical shape of the 2 lepton invariant mass distribution (”mass edges”)
can shed light on neutralino and slepton masses. This distribution is presented in Figure 3 for√
s=10 TeV and L = 1 fb−1 for the mSUGRA points LM1 and LM9. The CMS 5 σ discovery

potential for LM1 (LM9) is expected to be achieved already with L=250 (350) pb−1 7.

Figure 3: Two lepton invariant mass distribution for
√
s=10 TeV and L = 1 fb−1, for two mSUGRA points; left

: LM9; right : LM1.



Figure 4: Left : CMS discovery potential (
√
s=14 TeV and L = 1 fb−1) for different channels; right : diagram of

a cascade decay for a squark in SUSY or for a Q1 in Universal Extra-Dimension.

0.5 Summary and discussion

A summary of the CMS discovery potential in different channels 3 is given in Figure 4 (left) for
mSUSGRA (tanβ =10, A0=0 and µ > 0), for

√
s=14 TeV and L = 1 fb−1. The MET+jets

channel is observed to have the highest sensitivity. While the excess of events in some of
these searches can be observed with already a handful of data, it it important to realize that
understanding the origin of the excess may take some substantial time.

Indeed, similar signatures can be realized in the case of other models. For example, in
the Universal Extra-Dimension (UED) model, a new extra compact dimension is introduced,
in which all Standard Model fields can propagate. Phenomenologically, the model predicts the
existence of new states (called ”Kaluza-Klein” (KK) towers). This model leads to signatures
very similar to those of SUSY : several jets, large MET, leptons, and opposite sign dilepton mass
edges. A difference, however, is that KK-partners have the same spin as the Standard Model
ones. As an example, Figure 4 (right) shows the diagram of a cascade decay for a squark in
SUSY or for a ”Kaluza-Klein” heavy quark in the Universal Extra-Dimension (UED) model,
leading to similar final states.
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IceCube is a km3 scale neutrino detector being constructed deep in the Antarctic ice. When
complete, IceCube will consist of over 5000 optical modules deployed on 86 strings between
1450 and 2450 m of depth. Of these, 6 strings will comprise a densely packed subarray
in the deepest, clearest ice called DeepCore, which will extend the sensitivity of neutrino
searches below 100 GeV. In 2010, 77 strings will be operational. IceCube can be used to
indirectly probe the spin-dependent dark matter scattering cross-section. Data taken with
partial detector configurations has been used to search for neutrino signals of dark matter
annihilations in the sun, halo, and galactic center. We present the current state of these
searches as well as the projected sensitivity of the full detector.

1 Neutrino Detection

A neutrino traveling through the Earth will occasionally interact with a rock or ice nucleus,
resulting in the creation of a daughter lepton. In the case of an electron or tau, the energy
will be quickly dispersed in an electromagnetic cascade. A muon, on the other hand, can travel
for several kilometers, depending on the medium. These high energy muons emit Cherenkov
radiation as they travel, which can be detected if the medium is optically transparent, such as
water or ice. By recording the arrival times and intensities of these photons with optical sensors,
the direction and energy of the muon and parent neutrino may be reconstructed.

2 The IceCube Telescope

The IceCube detector 1 is an array of Digital Optical Modules (DOMs) deployed on strings in
the glacial ice of the South Pole between depths of 1450-1250 m. Scheduled to be completed
in 2011, IceCube will consist of over 5000 DOMs on 86 strings. Of these, 6 strings will feature
more densely spaced DOMs with higher quantum efficiency, making up a subarray known as
DeepCore. DeepCore will increase the sensitivity of the detector at low energies and reduce
the threshold to near 10 GeV. In addition, by using the surrounding IceCube strings as a veto,
DeepCore will enable searches at low energies in the southern hemisphere, transforming IceCube
into a full sky observatory. A surface array, called IceTop, is used for cosmic ray studies and
as a muon veto. Each DOM consists of a 25 cm photomultiplier tube (PMT) and associated
electronics enclosed in a glass pressure sphere. 2 Following the 2010 construction season. 79
strings have been deployed, including all 6 strings of DeepCore.

asee http://www.icecube.wisc.edu for full author list
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Figure 1: Upper limits on the spin-dependent neutralino-proton scattering cross section for hard (W+W−) and
soft (bb̄) annihilation channels. Results from the 22-string IceCube analysis are shown along with the predicted
sensitivity for the completed detector. The shaded region depicts the model space allowed by direct detection

experiments.

3 Solar WIMPs

Weakly Interacting Massive Particles (WIMPs) are one of the most promising candiates for the
universal dark matter.3 In the Minimally Supersymmetric Standard Model (MSSM), the WIMP
can take the form of the lightest neutralino. 4 These neutralinoss are swept up by the sun on
its transit through the galactic halo. They scatter weakly with solar nucleons and may become
gravitationally bound. Over time, this leads to an accumulation of dark matter in the center of
the sun which may then self-annihilate. A flux of neutrinos will be generated which is spectrally
dependant on the annihilation channel and neutralino mass and which can be searched for as a
point-like source with neutrino telescopes such as IceCube.

Such a search has been performed on data taken with the 22-string configuration of the
IceCube detector. 5 Sophisticated background rejection techniques were employed to suppress
background due to cosmic-ray induced muons and neutrinos. Once a final event selection was
achieved, a likelihood comparison was made to determine whether a significant excess of neutrino
candidates existed from the direction of the Sun. No such excess was detected and limits on
the spin-dependent WIMP-proton scattering cross-section were set. These are shown in Fig. 1
and represent the most stringent limits to date. With this analysis, we are beginning to probe
the still-allowed parameter space, and the full 86-string detector will be able to meaningfully
constrain the models.

Rather than a neutralino, dark matter could arise from Kaluza-Klein excitations in the
framework of universal extra dimensions (UED). 6 In this case, WIMPs would be the lightest
KK particle (LKP), with a possible mass range of 300 GeV to several TeV. In the case of an
LKP WIMP, the spin-independent WIMP-proton scattering cross-section would be very small,
but the spin-dependent contribution could be large enough to probe with neutrino telescopes.
Using the same dataset as for neutralino dark matter, a search was made for neutrinos arising
from LKP annihilations in the Sun.7 The method used was similar to the neutralino search, and
no excess from the direction of the sun was observed. Based on the observations, limits on the
spin-dependent scattering cross-section were set, as shown in Fig. 2. These first limits already
restrict the allowed parameter space and it is expected that the full IceCube detector will be
able to provide a factor of 10 improvement in sensitivity.



Figure 2: Upper limits on the spin-dependent LKP-proton scattering cross section. Results from the 22-string
IceCube analysis are shown fro several possible LKP masses. The shaded region depicts the allowed parameter

space, while the darker region corresponds to the the favored relic density as measured by WMAP.

4 Dark Matter from the Galactic Halo

IceCube can also be used to probe dark matter annihilation in the halo. The dark matter density
profile is dependent on the distance from the galactic center and is highly model dependent. For
the analyses considered here, we have chosen to use the Einasto model baseline, while also
considering the Moore, NFW, and Kravtsov models. For each, the density profile may be
parameterized and integrated along the line of sight. Combined with channel-dependent dark
matter annihilation spectra, this allows the calculation of expected neutrino fluxes.

A search was conducted using the 22-string configuration of IceCube for such annihilations.8

Since the galactic center is below the viewable horizon, this search focused on the outer halo
and looked for a large scale anisotropy in the neutrino event rate from the region surrounding
the galactic center, and a region diametrically opposite. No such anisotropy was observed, and
limits were set on the self-annihilation cross-section for various potential annihilation channels,
shown in Fig. 3.

With the 40-string IceCube detector, a filter was devised to select down-going tracks that
originated in the detector volume, by using the upper DOM layers as a veto. This preferentially
selected neutrino events, while rejecting cosmic-ray induced muon background and allowed the
search to extend to the direction of the galactic center. As in the 22-string search, no anisotropy
in event rates was observed between on and off source regions and limits were set on the self-
annihilation cross-section. Since the dark matter density profile and hence neutrino rate varies
greatly by model close to the galactic center, the average model is shown in Fig. 3.

The results of these analyses are competitive with recent limits derived from Super-Kamiokande
data.9 It is expected that these limits will improve substantially with the full IceCube detector
and the improved vetoing capabilities introduced with DeepCore.

5 Outlook

Following a very successful deployment season, the IceCube detector is nearly complete, with 79
out of 86 strings in the ice. Included in this number is the full DeepCore subarray of 6 strings,
which will reduce the energy threshold of IceCube to around 10 GeV. DeepCore will increase
the sensitivity of IceCube to low WIMP masses as well as allowing the measurement of neutrino
oscillation. In addition, by using the surrounding IceCube strings as a veto, we will be able to



Figure 3: Preliminary upper limits for the dark matter self-annihilation cross-section at 90% C.L. For the 22-string
analysis which looked at the outer halo, the bands represent the spread in model predictions. For the 40-string
results, the average (Einasto) dark matter density profile is shown. Limits derived from Super-K data are shown

for comparison.

extend searches to the southern sky, including the galactic center.
We have performed searches for dark matter annihilations in the sun and galactic halo using

partial detector configurations. Results for the 22-string detector have been published, and 40
and 59-string results are forthcoming. To date, no dark matter signal has been detected and
limits have been placed on both the spin-dependent WIMP-nucleon scattering cross-section as
well as the self annihilation cross-section.
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Results from the Search for Ultra-High Energy Neutrinos with ANITA-II
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The ANtarctic Impulsive Transient Antenna (ANITA) is an innovative balloon-borne radio
telescope, designed to detect coherent Cherenkov emission from cosmogenic ultra-high energy
(UHE) neutrinos with energy greater than 1018 eV. The second flight of the ANITA experiment
launched on December 21st, 2008, and flew for 31 days. We discuss the most sensitive search to
date for UHE neutrinos, including calibration techniques, analysis methods, and background
rejection. In a blind analysis, we find two candidate neutrino events on a background (thermal
and man-made noise) of 0.97 ± 0.42.

1 Introduction

Ultra-high energy (UHE) neutrino astronomy (above 1018 eV) is a new frontier in particle
astronomy which promises to open up a window to the UHE distant universe where classical
photon and cosmic-ray astronomy is limited. UHE neutrinos may also help reveal the origin of
UHE cosmic rays (UHECRs), a longstanding mystery in astrophysics. A population of neutrinos
above 1018 eV is a “guaranteed” bi-product of the Greisen Zatsepin Kuzmin (GZK) process,
whereby cosmic rays above 1019.5 eV interact with the CMB within tens of Megaparsecs of the
source 1. Via a Delta resonance, the interaction yields a pion and a proton or neutron, and the
charged pion decay chain produces UHE neutrinos.

The ANtarctic Impulsive Transient Antenna (ANITA) is a Long Duration Balloon experi-
ment that searches for coherent radio Cherenkov emission from electromagnetic cascades induced
by UHE neutrinos interacting with the Antarctic ice. Strong, coherent radio emission from UHE
electromagnetic showers within a dielectric was first predicted by Askaryan in the 1960’s 2, and
later confirmed in the lab 3. Radio frequency (RF) signals at the payload from neutrino inter-
actions are largely vertically-polarized because ANITA views the top of the radially-polarized
Cherenkov cone and Frensel effects at the surface of the ice favor the vertical polarization.

ANITA is also sensitive to radio geosynchrotron emission which reflects off of the Antarc-
tic ice surface from extended air showers of UHECRs. Geosynchrotron emission detected by
ANITA is predominantly horizontally polarized because the Earth’s magnetic field in Antarc-
tica is mostly vertically polarized, causing the electrons and positrons in the shower to split
horizontally, and Fresnel effects at the reflection surface favor the horizontal polarization.

The first flight of ANITA saw no neutrino candidates 4. Further analysis of ANITA-I data
revealed 16 observed UHE cosmic rays 5, with energy of order 1019 eV.



Figure 1: Left: A picture of the ANITA-II payload before launch. Right: An RF image of Antarctica, seen with
ANITA-II. The best direction for all 21.2 M Quality Events is shown; the color of each bin is the average value

of the peak of the interferometric map for events which fall in that bin.

2 The Second Flight of ANITA

The second flight of ANITA (ANITA-II) launched from Williams Field, Antarctica on December
21, 2008 and landed near Siple Dome after a 31-day flight with 28.5 live days. ANITA-II has
40 quad-ridged horn antennas, is sensitive from 200-1200 MHz, and triggers on fast, broadband
signals in the vertical polarization. ANITA-II’s sensitivity to UHE neutrinos was improved by
about a factor of four compared to ANITA-I because of improments to the trigger, front-end
electronics, flight path, and live time. ANITA-II recorded ∼ 26.7 M events, over 98.5% of which
are thermal-noise triggers. Figure 1 shows a picture of the ANITA-II payload.

3 Data Analysis

The analysis described here is reported in Reference 6 and described in detail in Reference 7. We
performed a blind analysis on the data, setting all analysis cuts and estimating the background
based on sidebands before looking at events in the hidden signal region, which comprises single,
isolated plane-wave events.

For each event, we create an interferometric image in each polarization by cross-correlating
waveforms from neighboring antennas and summing the total normalized cross-correlation value
for each elevation and azimuth. We construct a “coherently summed” waveform given the
direction of the largest peak in either map using the antennas that are closest to that peak.
The analysis pointing resolution, determined using ground-to-payload calibration impulses, is
0.2◦ − 0.4◦ in elevation and 0.5◦− 1.1◦ in azimuth, depending on the signal-to-noise ratio (SNR)
of the event.

Table 1 shows the number of events cut and the efficiency of each set of cuts in the analysis.
Figure 1 shows the best direction for all 21.2 M Quality Events, and the color of each bin is the
average value of the peak of the interferometric map for events which fall in that bin. The blue
background is consistent with thermal-noise triggers, and can easily be rejected to a level of
2.5×10−8 with a set of cuts on the peak value of the interferometric map and the peak envelope
of the coherently summed waveform. An expected background of 0.50 ± 0.23 thermal events
passes these reconstruction cuts.



Table 1: Event totals vs. analysis cuts and estimated signal efficiencies for ESS spectral shape 8.

Cut requirement Passed Efficiency
Vpol HPol

Hardware-Triggered Events ∼ 26.7M -
(1) Quality Events ∼ 21.2M 1.00
(2) Reconstructed Events 320,722 0.96
(3) Not Traverses and Aircraft 314,358 1.00
(4) Isolated Singles 7 4 0.64
(5) Not Misreconstructions 5 3 1.00
(6) Not of Payload Origin 2 3 1.00

Total Efficiency 0.61

The bright spots in Figure 1 are consistent with clusters of man-made noise. After re-
construction cuts, 320,722 Reconstructed Events (mostly clusters of man-made noise) remain,
314,358 of which are not associated with Traverses and Aircraft tracks. Events which remain
at this stage are clustered with other events which remain, known places of human activity
(camps), and bright spots on the right panel of Figure 1 (Hot Spots).

Any remaining unclustered events are deemed Isolated Singles, and remain in the hidden
box. We used seven largely independent methods to estimate that the anthropogenic background
remaining after our clustering cuts is 0.65±0.39 vertically polarized (VPol) events and 0.25±0.19
horizontally polarized (HPol) events.

The polarization angle of remaining events is then calculated using Stokes parameters to
separate VPol (> 50◦) and HPol (< 40◦) events. Two final cuts are applied by hand. Any event
that has a high probability of being a Misreconstruction is removed by hand, e.g. we remove
any event that clearly peaked at a sidelobe of the pattern in the interferometric image. Any
remaining event which is clearly of Payload Origin is also removed by hand.

4 Results

After all cuts are applied, two events remain in the VPol channel, and three in the HPol channel.
After clustering cuts, the thermal noise background reduces to 0.32± 0.15 in each channel. The
total background is 0.97 ± 0.42 events in the VPol channel, and 0.67 ± 0.24 events in the HPol
channel.

All three HPol events show characteristics which identify them as radio emission from
UHECR air showers, reflecting from the ice surface, as described in the ANITA-I results 5.
While ANITA-I saw 16 such events, the much smaller number of HPol events seen in ANITA-II
is due to the change of the trigger to favor VPol events to maximize neutrino sensitivity.

In Figure 2 we show some of the characteristics of the two VPol neutrino candidates, includ-
ing the waveforms, frequency spectra, and interferometric maps. The waveforms and frequency
spectra are within the range of simulated neutrino events. We set a limit including systematic
errors 9, shown in the right panel of Figure 2, using the 28.5 day livetime, the energy-dependent
analysis efficiency, and the average acceptance from the two independent simulations 10.

The expected limit from this data in the absence of signal, is about a factor of four more
sensitive than ANITA-I 4. The actual limit, shown in Figure 2, includes our two observed
candidates. Because ANITA-II saw more than the expected background, the actual limit is only
a factor of two better than ANITA-I even though the discovery potential is four times higher
for ANITA-II.

ANITA-II’s constraint on cosmogenic neutrino models strongly excludes models with maxi-
mally energetic UHECR source spectra which saturate other available bounds13,14. ANITA-II is



Figure 2: Top: Waveforms of incident field strength for the two surviving VPol events. Event 8381355 is shown
filtered between 235-287 MHz to remove weak CW noise from above the horizon. Middle: Corresponding frequency
power spectra. Bottom: Corresponding interferometric maps showing the pulse direction. The dashed line is the
horizon. Right: ANITA-II limit on the UHE neutrino flux. The red curve is the expected limit before unblinding,
based on seeing a number of candidates equal to the background estimate. The blue curve is the actual limit,
based on the two surviving candidates. Other limits are from AMANDA, RICE, Auger, HiRes, and a revised

limit from ANITA-I 11,6. The GZK neutrino model range is determined by a variety of models. 8,12,13,14,15,16

now probing several models with strong source evolution spectra that are plausible within cur-
rent GZK source expectations 13,14,16, some at > 90% confidence level. These are the strongest
constraints to date on the cosmogenic UHE neutrino flux.
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Trajectories of test bodies may be used for a potential reconstruction, in particular, one can
get constraints on a theory choice and/or on a choice of a specific model for a selected object.
We mention an opportunity to put limits on alternative theories of gravity from planetary
motions in our Solar system. We discuss constraints on DM concentration near the Galactic
Center from apocenter shift data.

Shapes of celestial body trajectories may be used for a gravitational potential reconstruction
similarly to nuclear physics where people reconstruct interaction potentials. In particular, we
use planetary orbits in Solar system to put severe constraints on alternative theories of gravity
such a f(R) theory [1, 2, 3].

Advancements in infrared astronomy are allowing to test the scale of the mass profile at
the center of our galaxy down to tens of AU. With the Keck and VLT telescopes, the proper
motions of several stars orbiting the Galactic Center black hole have been monitored and almost
entire orbits, as for example that of the S2 star, have been measured allowing an unprecedent
description of the Galactic Center region [4, 5, 6]. Measurements of the amount of mass M(< r)
contained within a distance r from the Galactic Center are continuously improved as more
precise data are collected. Observations extend down to the periastron distance (' 3 × 10−4

pc) of the S16 star and they correspond to a value of the enclosed mass ' 3.67 × 106 M¯
within ' 3× 10−4 pc [4]. Here and in the following, we use the three component model for the
central region of our galaxy based on estimates of enclosed mass proposed in [7]. This model
is constituted by the central black hole, the central stellar cluster and the DM sphere (made of
WIMPs), i.e.

M(< r) = MBH + M∗(< r) + MDM (< r) , (1)

where MBH is the mass of the central black hole Sagittarius A∗. For the central stellar cluster,



the empirical mass profile is

M∗(< r) =





M∗
(

r
R∗

)1.6
, r ≤ R∗

M∗
(

r
R∗

)1.0
, r > R∗

(2)

with a total stellar mass M∗ = 0.88 × 106 M¯ and a size R∗ = 0.3878 pc. As far as the mass
profile of the DM concentration is concerned, we have assumed a mass distribution of the form
[7]

MDM (< r) =





MDM

(
r

RDM

)3−α
, r ≤ RDM

MDM , r > RDM

(3)

MDM and RDM being the total amount of DM in the form of WIMPs and the radius of the
spherical mass distribution, respectively.

A likelihood analysis has allowed to estimate for the DM mass the value MDM ' 105 M¯
while the DM sphere size results to be in the range (10−4 − 1) pc. It is clear that present
observations of stars around the Galactic Center do not exclude the existence of a DM sphere
with mass ' 4×106M¯, well contained within the orbits of the known stars, if its radius RDM is
. 2×10−4 pc (the periastron distance of the S16 star in the more recent analysis [6]). However, if
one considers a DM sphere with larger radius, the corresponding upper value for MDM decreases
(although it tends again to increase for extremely extended DM configurations with RDM À 10
pc). In the following, we will assume for definiteness a DM mass MDM ∼ 2 × 105M¯, that
is the upper value for the DM sphere in [7] within an acceptable confidence level in the range
(10−3−10−2) pc for RDM . As it will be clear in the following, we emphasize that even a such small
value for the DM mass (that is about only 5% of the standard estimate (3.67± 0.19× 106) M¯
for the dark mass at the Galactic Center [6]) may give some observational signatures.

Evaluating the S2 apoastron shift a as a function of RDM , one can further constrain the DM
sphere radius since even now we can say that there is no evidence for negative apoastron shift
for the S2 star orbit at the level of about 10 mas. In addition, since at present the precision of
the S2 orbit reconstruction is about 1 mas, we can say that even without future upgrades of the
observational facilities and simply monitoring the S2 orbit, it will be possible within about 15
years to get much more severe constraints on RDM .

We study the motion of stars as a consequence of the gravitational potential Φ(r) due the
mass profile given in Eq. (1). As usual, the gravitational potential can be evaluated as

Φ(r) = −G

∫ ∞

r

M(r′)
r′2

dr′ . (4)

According to GR, the motion of a test particle can be fully described by solving the geodesic
equations. Under the assumption that the matter distribution is static and pressureless, the
equations of motion in the PN-approximation become

dv
dt
' −∇(ΦN + 2Φ2

N ) + 4v(v · ∇)ΦN − v2∇ΦN . (5)

We note that the PN-approximation is the first relativistic correction from which the apoastron
advance phenomenon arises. In the case of the S2 star, the apoastron shift as seen from Earth

aWe want to note that the periastron and apoastron shifts ∆Φ as seen from the orbit center have the same
value whereas they have different values as seen from Earth (see Eq. (7)). When we are comparing our results
with orbit reconstruction from observations we refer to the apoastron shift as seen from Earth.



(from Eq. (7)) due to the presence of a central black hole is about 1 mas, therefore not directly
detectable at present since the available precision in the apoastron shift is about 10 mas (but
it will become about 1 mas in 10–15 years even without considering possible technological
improvements). It is also evident that higher order relativistic corrections to the S2 apoastron
shift are even smaller and therefore may be neglected at present, although they may become
important in the future.

The Newtonian effect due to the existence of a sufficiently extended DM sphere around the
black hole may cause an apoastron shift in the opposite direction with respect to the relativistic
advance due to the black hole. Therefore, we have considered the two effects comparing only
the leading terms.

For a spherically symmetric mass distribution (such as that described above) and for a
gravitational potential given by Eq. (4), Eq. (5) may be rewritten in the form

dv
dt
' −GM(r)

r3

[(
1 +

4ΦN

c2
+

v2

c2

)
r− 4v(v · r)

c2

]
, (6)

r and v being the vector radius of the test particle with respect to the center of the stellar
cluster and the velocity vector, respectively. Once the initial conditions for the star distance
and velocity are given, the rosetta shaped orbit followed by a test particle can be found by
numerically solving the set of ordinary differential equations in Eq. (6). As one can see, for
selected parameters for DM and stellar cluster masses and radii the effect of the stellar cluster is
almost negligible while the effect of the DM distribution is crucial since it enormously overcome
the shift due to the black hole (for RDM = 10−3 pc). Moreover, as expected, its contribution is
opposite in sign with respect to that of the black hole [8]. We note that the expected apoastron
(or, equivalently, periastron) shifts (mas/revolution), ∆Φ (as seen from the center) and the
corresponding values ∆φ±E as seen from Earth (at the distance R0 ' 8 kpc from the GC) are
related by

∆φ±E =
d(1± e)

R0
∆Φ, (7)

where with the sign ± are indicated the shift angles of the apoastron (+) and periastron (–),
respectively. The S2 star semi-major axis and eccentricity are d = 919 AU and e = 0.87 [6].
Taking into account that the present day precision for the apoastron shift measurements is of
about 10 mas, one can say that the S2 apoastron shift cannot be larger than 10 mas. Therefore,
any DM configuration that gives a total S2 apoastron shift larger than 10 mas (in the opposite
direction due to the DM sphere) is excluded. The same analysis is done for two different values
of the DM mass distribution slope, i.e. α = 1 and α = 2 [9, 10]. In any case, we have calculated
the apoastron shift for the S2 star orbit assuming a total DM mass MDM ' 2×105 M¯. As one
can see, the upper limit of about 10 mas on the S2 apoastron shift may allow to conclude that
DM radii in the range about 10−3 − 10−2 pc are excluded by present observations for DM mass
distribution slopes. We notice that the results of the present analysis allows to further constrain
the results [7], where it was concluded that if the DM sphere radius is in the range 10−3− 1 pc,
configurations with DM mass up to MDM = 2 × 105 M¯ are acceptable. The present analysis
shows that DM configurations of the same mass are acceptable only for RDM out the range
between 10−3 − 10−2 pc, almost irrespectively of the α value.

We have considered the constraints that the upper limit (presently of about 10 mas) of the
S2 apoastron shift may put on the DM configurations at the galactic center. When (in about
10–15 years, even without considering improvements in observational facilities) the precision of
S2 apoastron shift will be about 1 mas (that is equal to the present accuracy in the S2 orbit
reconstruction) our analysis will allow to further constrain the DM distribution parameters.
In particular, the asymmetric shape of the curve in Fig. 1 implies that any improvement in
the apoastron shift measurements will allow to extend the forbidden region especially for the



Figure 1: Apoastron shift as a function of the DM radius RDM for α = 0 and MDM ' 2× 105 M¯. Taking into
account present day precision for the apoastron shift measurements (about 10 mas) one can say that DM radii

RDM in the range 8× 10−4 − 10−2 pc are not acceptable.

upper limit for RDM . Quantitatively, we have a similar behavior curves for other choices of
slope parameters α for DM concentrations. In this context, future facilities for astrometric
measurements at a level 10 µas of faint infrared stars will be extremely useful and they give
an opportunity to put even more severe constraints on DM distribution. In addition, it is also
expected to detect faint infrared stars or even hot spots orbiting the Galactic Center. In this
case, consideration of higher order relativistic corrections for an adequate analysis of the stellar
orbital motion have to be taken into account. In our considerations we adopted simple analytical
expression and reliable values for RDM and MDM parameters following [7] just to illustrate the
relevance of the apoastron shift phenomenon in constraining the DM mass distribution at the
Galactic Center. If other models for the DM distributions are considered the qualitative aspects
of the problem are preserved although, of course, quantitative results on apoastron shifts may
be different.

We thank J. Dumarchez for his kind attention to this contribution.
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The statistics of peaks of the initial, Gaussian density field can be used to interpret the
abundance and clustering of massive dark matter haloes. I discuss some recent theoretical
results related to their clustering and its redshift evolution. Predictions from the peak model
are qualitatively consistent with measurements of the linear bias of high mass haloes, which
also show some evidence for a dependence on the halo mass M beyond the peak height ν.
The peak approach also predicts distinctive scale-dependence in the bias of haloes across the
baryon acoustic feature, a measurement of which would provide strong support for its validity.
For 2σ density peaks collapsing at z = 0.3, this residual scale-dependent bias is at the 5-10%
level and should thus be within reach of very large simulations of structure formation.

1 Peaks in Gaussian random field

The peak model introduced by 1 assumes that dark matter haloes are associated with peaks
of the initial (Gaussian) density field. Although dark matter haloes are the local maxima of
the evolved mass distribution, there is a clear correspondence with initial density maxima for
massive objects only. In the following, I will focus on the large-scale clustering properties of
initial density peaks and show there is nontrivial scale-dependence both in the linear spatial and
velocity bias. I will discuss some implications of these results.

2 First order biasing of initial density peaks

Following 1, one usually smoothes the initial density fluctuations at redshift zi ≫ 1 with a filter
of characteristic mass scale M before identifying local maxima of height ν. Even though density
peaks form a well-behaved point process, the large-scale asymptotics of the 2-point correlation
and pairwise velocity can be though of as arising from the continuous bias relation 6,8

δnpk(x) = bνδM (x) − bζ∆δM (x), (1)

vpk(x) = vM (x) −
σ2

0

σ2
1

∇δM (x) , (2)

where δnpk and vpk are the peak count-in-cell density and velocity, δM and vM are the initial
mass density and velocity field smoothed on scale M , and the (Lagrangian) bias parameters bν

and bζ are

bν(ν, γ1) =
1

σ0

(

ν − γ1ū

1 − γ2
1

)

, bζ(ν, γ1) =
1

σ2

(

ū − γ1ν

1 − γ2
1

)

. (3)



Here, ū ≡ ū(ν) denotes the mean curvature of peaks of height ν, γ1(M) = σ2
1/σ0σ2 and σ0, σ1

and σ2 are spectral moments which depend upon the shape of the linear mass power spectrum.
Note that bζ is strictly positive, whereas bν can be positive or negative. In Fourier space,
wavemodes of the peak number density δnpk(k) can be obtained by multiplying δM (k) with
(here and henceforth, I will omit the dependence on ν and γ1 for brevity)

bpk(k) = bν + bζk
2 . (4)

This defines the spatial peak bias at the first order. In practice, the peak-background split
approach, which is based on count-in-cells statistics, can also be used to estimate bν

3. In this
regards, the linear Lagrangian bias bν predicted by the peak model is exactly the same as that
returned by the peak-background split argument 8.

The peak velocity vpk(x) as defined in Eq.(2) is consistent with the assumption that initial
density peaks move locally with the dark matter. However, the 3-dimensional velocity dispersion
of peaks is smaller than that of the mass σ−1, i.e. σ2

vpk
= σ2

−1 (1 − γ2
0) with γ0 = σ2

0/σ−1σ1,
because large-scale flows are more likely to be directed towards peaks than to be oriented ran-
domly 1. As shown in 8, this leads to a k-dependence of the peak velocities as can been seen
upon taking the divergence of vpk(x) and Fourier transforming it,

θpk(k) =

(

1 −
σ2

0

σ2
1

k2

)

W(k, M) θ(k) ≡ bvel(k) θM (k) , (5)

where θ ≡ ∇ · v is the mass velocity divergence and W(k, M) is the Fourier transform of the
filter. This defines the statistical velocity bias bvel(k). Note that bvel(k) does not depend on ν

and, for the highest peaks, remains scale-dependent even though the spatial bias bpk(k) has no
k-dependence in this limit.

3 Redshift evolution of the peak correlation

Pairwise motions induced by gravitational instabilities will distort the primeval peak correlation.
The gravitational evolution of the correlation of initial density peaks can be addressed with the
Zel’dovich ansatz 14, assuming they behave like test particles moving with the dark matter.
In this first order approximation, the gravitationally-evolved peak correlation ξpk(r, z) is the
Fourier transform of the peak power spectrum 9

Ppk(k, z) = G2(k, z) [bvel(k) + bpk(k, z)]2 PM (k, 0) , (6)

where bpk(k, z) = D(zi)/D(z)bpk(k) and the function

G2(k, z) =

(

D(z)

D(0)

)2

e
−

1

3
k
2
σ

2

vpk
(z) (7)

is a damping term induced by velocity diffusion. It is similar to the propagator Gδ(k, z) intro-
duced in 4, although the latter involves the matter velocity dispersion σ−1. The first term in the
square bracket reflects the fact that peaks stream towards (or move apart from) each other in
high (low) density environments, but this effect is k-dependent owing to the statistical velocity
bias. Therefore, the Eulerian and Lagrangian linear bias parameters are related according to

bE

ν (z) ≡ 1 +
D(zi)

D(z)
bν(zi), bE

ζ (z) ≡
D(zi)

D(z)
bζ(zi) −

σ2
0

σ2
1

. (8)

The first relation is the usual formula for the Eulerian, linear scale-independent bias 11. The
second relation shows that bE

ζ
approaches −σ2

0/σ2
1 with time.



Figure 1: Large-scale bias of dark matter haloes identified with a FOF finder of linking length b = 0.2 (left panel)
and a SO finder with redshift-dependent overdensity threshold (right panel). Circles and triangles refer to halo
samples whose average mass is ∼ 1.3 and 5×1013 M⊙/h, respectively. The dotted and dashed curves are formulae

based on the excursion set theory, whereas the solid curves are fits motivated by the peak model.

4 The large-scale bias of dark matter haloes

The large-scale bias contains important information on the abundance and clustering of biased
tracers of the density field. To compare theoretical expectations with measurements of dark
matter halo bias, I will assume that peaks of height ν = δc/σ0(R, z) identified in the initial,
smoothed density field δM are associated with objects of mass M collapsing at redshift z.

The peak model predicts that, for moderate peak height, bE
ν is significantly smaller than the

value 1+ν2/δc derived for thresholded regions 10 due to the correlation between the peak height
and the peak curvature 1. However, in the limit ν ≫ 1, bE

ν (ν) ≈ 1 + (ν2 − 3)/δc which shows
that the evolved linear bias of initial density peaks of height ν indeed converges towards the
prediction of 10. This should be compared to well-known expressions derived from the extended
Press-Schechter formalism which, in the same limit, evaluate to bE

MW
(ν) = 1 + (ν2 − 1)/δc

11

and bE

ST
(ν) ≈ 1 + (aν2 − 1)/δc

12. In the latter case, a = 0.75 follows from normalising the
Sheth-Tormen mass function to N-body simulations. Note that, whereas bE

MW
and bE

ST
depend

only upon the peak height, bE
ν is a function of both ν and M (through γ1(M)).

In Fig. 1, these various predictions are compared with measurements of the linear bias of
massive haloes extracted from numerical simulations of structure formation 7. Error bars show
the scatter among various realisations. The measured halo bias appears to depart from the
Sheth-Tormen scaling at large ν, in agreement with recent measurements of the halo bias 2,13.
Furthermore, the data shows evidence for a dependence on M , but the exact magnitude of the
effect is sensitive to the halo finder. Because the best choice of filter is a matter of debate, I
treat γ1 as a free parameter and show bE

ν (ν, γ1) for γ1 = 0.4 and 0.5 (a Gaussian filter yields
γ1 ≈ 0.65 for the mass range considered), which provide a reasonably good fit to the bias of
>∼2σ haloes. Note that the peak expression bE

ν is also found to match the bias of massive haloes

in scale-free cosmologies rather well 5.

5 Peak biasing and the baryon acoustic oscillation

Having checked that the peak model predicts a large-scale halo bias bE
ν (z) consistent with simu-

lations, I consider now the impact of the scale-dependent piece bE

ζ
(z)k2. The presence of such a

term amplifies the contrast of the baryon acoustic oscillation (BAO) in the correlation of initial



Figure 2: Left: Redshift evolution of the baryon acoustic oscillation in the correlation of initial, 2σ density peaks
as predicted by Eq.(6). Results are shown at redshift z = 100, 5, 2, 1 0.5 and 0.3 (curves from bottom to top).
Middle: Same as left panel but for “linear tracers”, for which the correlation simply is bE

ν
(z)2 times the evolved

mass correlation Right: The ratio diverges at r ∼ 130 h−1Mpc because zero-crossings do not coincide

density peaks relative to that in the linear theory correlation 6. Eq.(6) can be used to estimate
how much of this effect survives at virialization redshift (a more realistic calculation should
include the mode-coupling power).

To emphasise the effect of bE

ζ
(z)k2, Fig. 2 compares the redshift evolution of the large-scale,

2-point correlation ξpk of initial density peaks (left) with that of “linear tracers”, ξlt, for which
Plt(k, z) ≡ G2

δ
(k, z)[bE

ν (z)]2 PM (k, 0) (middle). The right panel displays the ratio between the
two correlations. Results are shown for 2σ density peaks collapsing at zc = 0.3 and identified
on a mass scale 5 × 1013 M⊙/h with a Gaussian filter. The relative amplification of the BAO
contrast in ξpk(r, zi) induces a scale-dependence in the bias that decays with time owing to the
smearing from velocity dispersion. At the collapse redshift however, the model predicts residual
scale-dependence across the BAO feature at the 5-10% level (right), a measurement of which in
numerical simulations would provide strong support for the validity of the peak approach.
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In this talk I will present a numerical modelling of the matter power spectrum at high redshift
using full hydrodynamical simulations that incoporate neutrinos in two different ways: either
as a set of (fast-moving) particles or by solving the gravitational potential on a particle-mesh
grid. I will focus in particular on the mildly non-linear regime probed by Lyman-α forest
observations (z = 2 − 4 and scales of the order of tens of Mpc). Moreover, I will quantify the
impact that neutrinos have on the most relevant quantity, namely the Lyman-α 1D flux power
spectrum that probes intergalactic medium (IGM) structures and that at present provides the
tightest constraint on the quantity Σmν .

1 Introduction

The Lyman-α forest, the absorption of neutral hydrogen along the line-of-sight to distant
quasars, is a powerful cosmological tool. Measurements of the matter power spectrum from
Lyman-α forest data extend to smaller scales (∼ 1 − 80 comoving Mpc) and probe a redshift
range (z = 2 − 4) complementary to estimates of the matter power spectrum from Cosmic Mi-
crowave Background (CMB), galaxy surveys or weak gravitational lensing observations (for a
review see 1,2). At present the thightest constraints (2σ upper limit) is provided by a combina-
tion of large scale structure data set where the most important probe is the SDSS Lyman-α flux
power spectrum 3 and gives Σmν < 0.17 eV 4. Very important constraints can be achieved
also on the coldness of cold dark matter using a combination of high and low resolution data
and state-of-the-art simulations 5,6,7. While linear theory is sufficient to quantify the impact of
neutrinos on large scales and on the cosmic microwave background, the non-linear evolution of
density fluctuations has to be taken into account on smaller scales at lower redshift. A range of
numerical studies of the effect of neutrinos on the distribution of (dark) matter has been per-
formed some while ago (e.g.8 and references therein) with a renewed interest in the last couple
of years (9,10). These numerical studies of the non-linear evolution have been complemented by
analytical estimates based on the renormalization group time-flow approach perturbation theory
or the halo model 11. The use of Lyman-α forest data for accurate measurements of the matter
power spectrum benefits tremendously from the careful modeling of quasar absorption spectra
with hydrodynamical simulations (e.g. 12,13). No such modeling has yet been performed includ-
ing the effect of neutrinos on the matter power and here I will present results of the modeling
of Lyman-α forest data in the non-linear regime including the effect of neutrinos by using a
modified version of the hydrodynamical code GADGET-3. The results summarized in this talk
could be found in this recent paper by Viel, Haehnelt & Springel (2010) 14.



2 Numerical Hydrodynamic Modelling of Neutrinos

We use the hydrodynamical TreePM-SPH (Tree Particle Mesh-Smoothed Particle Hydrodynam-
ics) code GADGET-3, which is an improved and extended version of the code described in Ref. ?.
We have modified the code in order to simulate the evolution of the neutrino density distribu-
tion. The neutrinos are treated as a separate collisionless fluid, just like the dark matter. In
order to save computational time, most of our simulations assume however that the clustering
of neutrinos on small scales is negligible and the short-range gravitational tree force in GAD-

GET’s TreePM scheme is not computed for the neutrino particles. This means that the spatial
resolution for the neutrino component is only of order the grid resolution used for the PM force
calculation, while it is about an order of magnitude better for the dark matter, star and gas
particles calculated with the Tree algorithm (gravitational soft. 4 com. kpc/h). We also imple-
mented memory savings such that the number of neutrino particles can be made (significantly)
larger than the number of dark matter particles, which helps to reduce the Poisson noise present
in the sampling of the (hot) neutrino fluid. In the grid based implementation the power spectra
of the neutrino density component is interpolated in a table produced via CAMB of one hundred
redshifts in total spanning logarithmically the range z = 0 − 49. The gravitational potential is
calculated at the mesh points and the neutrino contribution is added when forces are calculated
by differentiating this potential. We have checked that we have reached convergence with this
number of power spectrum estimates and also explicitly checked that increasing the linear size
of the PM grid by a factor two has an impact below the 1% level on the total matter power for
the wavenumbers k < 10h/Mpc. For the grid simulations the starting redshift has been chosen
as z = 49, well in the linear regime. Power spectra are computed for each component separately
(gas, dark matter, stars and neutrinos), as well as for the total matter distribution. The results
presented refer to a 60 comoving Mpc/h box with 3 × 5123 gas+neutrinos+dark matter parti-
cles. The PM grid is chosen to be of 5123 mesh points. Tests have been made to test resolution,
dependence on initial redshift, velocities in the initial conditions, different matter content etc.
(see 14).

3 Results in Terms Matter and Flux Power Spectra

In Figure 1, we compare the non-linear power spectra from the numerical simulations with the
results predicted by linear theory, shown as thick curves. The suppression of the matter power
spectrum increases with increasing Σmν (recall that these simulations are normalized at the
CMB scale). Note the plateau of constant suppression predicted by linear theory, which is
approximately described by ∆P/P ∼ −8 fν , and depends only very weakly on redshift. Linear
theory provides a good description of the matter power spectrum at z = 2 − 4 up to scales of
about k ∼ 0.4 h/Mpc, and the agreement is more accurate for the smaller neutrino masses. The
non-linear matter power spectrum does, on the other hand, depend strongly on redshift and the
dependence on scale becomes steeper with decreasing redshift. For Σmν =0.6 eV, a good fit
to the suppression at z = 3 in the range that deviates from linear theory, k (h/Mpc) ∈ [0.3, 3],
is given by Pfν

/Pfν=0 = Tν(k) ∝ log10(k)−0.15,−0.11,−0.08 at z = 2, 3, 4, respectively; while for
Σmν =0.3 eV, we find Tν(k) ∝ log10(k)−0.08,−0.06,−0.04 at the same redshifts. We also note that
the maximum reduction of power shifts to larger scales with decreasing redshift.

The maximum of the non-linear suppression can be described by ∆P/P ∼ −10.5 fν (green
thick curves in Fig. 1) for neutrino masses Σmν =0.15, 0.3, 0.6 eV, respectively. For the
most massive case we considered the suppression is about ∆P/P ∼ −9 fν . Our results differ
somewhat from those of Ref. 9, who reported ∆P/P ∼ −9.8 fν (at z = 0) while we measure
∆P/P ∼ −9.5 fν , apart from the most massive case in which the suppression is smaller, ∆P/P ∼
−8 fν . We must remind, however, that the above linear approximation starts to break down for
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Figure 1: Effect of different fν on the matter power and comparison with linear prediction. Ratio between
matter power spectra for simulations with and without neutrinos for four different values of the neutrino mass,
Σmν = 0.15, 0.3, 0.6, 1.2 eV, from left to right. Different line-styles refer to different redshifts: z = 2 (red
dashed), z = 3 (black continuous) and z = 4 (blue dotted). Linear theory is shown as the thick curves. An
estimate of the overall suppression based on the hydrodynamical simulations is shown as a thick short green line,

∆P/P ∼ −10.5 fν .

large neutrino masses and is already very poor for Σmν =1 eV (e.g. 11).

We show the measured flux power spectra for our different simulations in Figure 2. Note
that the results have not been smoothed. We recall that the useful range of high resolution
spectra reaches to k = 0.03 s/km while we can reach to k ∼ 0.018 s/km with low-resolution
SDSS spectra. We are here primarily interested in quantifying the effects over this range of
wavenumbers. For Σmν =0.15 eV, the only effect of neutrinos on the flux power is a < 5%
suppression at z = 4. As expected the effect becomes larger with increasing neutrino mass. At
the largest scales the flux power in the simulations with neutrinos is suppressed by 5, 7 and 15%
for Σmν = 0.3, 0.6 and 1.2 eV, respectively. There is some dependence of the suppression on
wavenumber with an upturn at small scales of about 0.01 s/km and a bump at k ∼ 0.05 s/km.

4 Conclusions

We presented a suite of full hydrodynamical cosmological simulations that quantitatively address
the impact of neutrinos on the (mildly non-linear) spatial distribution of matter and in particular
on the neutral hydrogen distribution in the IGM, which is responsible for the intervening Lyman-
α absorption in quasar spectra. The free-streaming of neutrinos results in a (non-linear) scale-
dependent suppression of power spectrum of the total matter distribution at scales probed by
Lyman-α forest data which is larger than the linear theory prediction by about 25 % and strongly
redshift dependent. By extracting a set of realistic mock quasar spectra, we quantify the effect of
neutrinos on the flux probability distribution function and flux power spectrum. The differences
in the matter power spectra translate into a ∼ 2.5% (5%) difference in the flux power spectrum
for neutrino masses with Σmν = 0.3 eV (0.6 eV). This rather small effect is difficult to detect
from present Lyman-α forest data and nearly perfectly degenerate with the overall amplitude of
the matter power spectrum as characterised by σ8. If the results of the numerical simulations
are normalized to have the same σ8 in the initial conditions, then neutrinos produce a smaller
suppression in the flux power of about 3% (5%) for Σmν = 0.6 eV (1.2 eV) when compared to
a simulation without neutrinos. If we implement the results obtained we can get constraints on
neutrino masses using the Sloan Digital Sky Survey flux power spectrum alone and we find an
upper limit of Σmν < 0.9 eV (2σ C.L.), comparable to constraints obtained from the cosmic
microwave background data or other large scale structure probes.
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Figure 2: Effect of fν on the flux power spectrum. Ratio between flux power spectra with and without neutrinos
as a function of wavenumber in s/km. Four different cases are presented with Σmν = 0.15, 0.3, 0.6, 1.2 eV,
from left to right. Different line-styles refer to different redshifts: z = 2 (red dashed), z = 3 (black continuous),
and z = 4 (blue dotted). The shaded area indicates the range of wavenumbers probed by the SDSS flux power

spectrum.
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WEIGHING NEUTRINOS WITH THE LARGEST PHOTOMETRIC
REDSHIFT SURVEY: MEGAZ DR7

S.A. THOMAS, F.B. ABDALLA & O. LAHAV
Department of Physics and Astronomy, University College London, Gower Street, London, WC1E 6BT

We present a new upper limit of
∑

mν ≤ 0.28 eV (95% CL) on the sum of the neutrino masses
assuming a flat ΛCDM cosmology. This relaxes slightly to

∑
mν ≤ 0.34 and

∑
mν ≤ 0.47

when quasi non-linear scales are removed and w 6= −1, respectively. These bounds are derived
from a new photometric redshift catalogue of over 700,000 Luminous Red Galaxies (MegaZ
DR7) with a volume of 3.3 (Gpc h−1)3, extending over the redshift range 0.45 < z < 0.65 and
up to angular scales of `max = 300. The data are combined with WMAP 5 CMB fluctuations,
Baryon Acoustic Oscillations, type 1a Supernovae and an HST prior. This is the first combined
constraint from a photometric redshift catalogue with other cosmological probes. The upper
limit is also one of the tightest and ‘cleanest’ constraints on the neutrino mass from cosmology
or particle physics. Furthermore, if the aforementioned bounds hold, they all predict that next
generation neutrino experiments, such as KATRIN, are unlikely to obtain a detection.

1 Introduction

Studies of the neutrino have traditionally been the realm of particle physics experiments with
bounds placed on the splitting between the neutrino mass eigenstates from solar, accelerator
and atmospheric experiments1. However, currently both the absolute scale and the hierarchy of
the masses remain hidden. KATRIN, a kinematic beta decay experiment 2, aims to provide a
constraint in the future.

Cosmology not only probes the absolute mass scale of the neutrino but is a completely
independent method. A cosmological constraint on the sum of the neutrino masses is primarily
a constraint on the relic Big-Bang neutrino density Ων . One can relate this density to the sum
of the mass eigenstates

∑
mν as given by,

Ων =
∑

mν

93.14h2eV
. (1)

The direct effects of the neutrinos depend on whether they are relativistic, non-relativistic and
the scale under consideration. Neutrinos have a large thermal velocity as a result of their low
mass and subsequently erase their own perturbations on scales smaller than the free streaming
length. This subsequently contributes to a suppression of the statistical clustering of galaxies
over small scales and can be observed in a galaxy survey. The abundance of neutrinos in the
Universe can also have a direct effect on the primary CMB anisotropies if non-relativistic before
the time of decoupling. However, one of the most clear effects at this epoch is a displacement
in the time of matter-radiation equality. All these cosmological effects can be used to impose
bounds on the neutrino mass.



Figure 1: The best fit angular power spectra C` in the combined analysis (solid lines) are plotted over
the MegaZ DR7 data. The panels relate to four redshift bins with width ∆z = 0.05 from z = 0.45 (main
panel) to z = 0.65 (panel 4). The fit is also plotted for linear spectra (dashed lines). The dotted line
demonstrates the effect of introducing

∑
mν = 1 eV neutrinos with all parameters, except Ωc, held fixed.

In 3 we utilise the new SDSS MegaZ LRG DR7 galaxy clustering data that we produce
in 4 to provide the first photometric galaxy clustering constraint on the neutrino. With an
almost comprehensive combination of probes this renders one of the tightest constraints on the
neutrinos in cosmology and therefore physics. We assume a flat Universe with Gaussian and
adiabatic fluctuations and a constant spectral index. The effective number of neutrinos are fixed
to Neff = 3.04. The constant dark energy equation of state is at first set to w = −1 and later
relaxed. Finally, we consider the neutrinos to be mass degenerate given that current inferred
bounds are much greater than the splitting hierarchies.

2 Analysis

Although parameter degeneracies and a mild insensitivity to relativistic neutrinos limit the upper
bound one can place on

∑
mν with the CMB its high statistical discrimation of the remaining

cosmological model facilitates a competitive combination of probes. We therefore start by using
the latest 5-year WMAP data and likelihood5 to vary seven ΛCDM parameters: Ωbh

2, Ωch
2, ΩΛ,

ns, τ , ln(1010As) and ASZ , in addition to
∑

mν. τ , ns and As are defined at k = 0.002/Mpc.
The contributions from the Sunyaev-Zeldovich fluctuations are included with the pre-factor ASZ

and is allowed to vary as 0 < ASZ < 2 5.
Our CMB run yields

∑
mν < 1.271 eV at the 95% confidence level consistent with 6. This

bound implies the neutrinos were relativistic at decoupling and as such induces a degeneracy
between the neutrino masses and Ωm as well as h. This can be seen in Figure 2 and 6. This
degeneracy can be improved by adding supernovae data from the first year Supernova Legacy
Survey and the BAO data from 7. Our analysis for WMAP + SNe + BAO gives

∑
mν < 0.695

eV (95% CL) similar to 6 (
∑

mν < 0.67 eV).
In order to go beyond such studies we include the MegaZ LRG (DR7) photometric redshift

survey that will be presented in 3, which we have checked to be compatible with earlier SDSS
clustering and photo-z analyses8. This adds galaxy clustering information that is sensitive to
the growth of structure suppressed by the free streaming neutrinos. The SDSS colours provide
reliable photometric redshift estimates and, due to their high luminosity, probe a large region of



Figure 2: Left Panel: The marginalised 1D distribution for the neutrino from three incrementally combined
analyses. The vertical dashed lines correspond to 95% CL. Other Panels: 68% and 95% marginalised
distributions for Ωm, h and ns against the total neutrino masses. The contours correspond to (from
bottom layer) WMAP-only (red/dark), WMAP+MegaZ (yellow/light), WMAP+SNe+BAO (blue/dark)

and WMAP+SNe+BAO+MegaZ+HST (green/light).

cosmic volume. Encapsulating 7746 deg2, we utilise 723,556 photometrically determined LRGs
in four redshift bins of width ∆z = 0.05 between 0.45 < z < 0.65 in a spherical harmonic
analysis of the galaxy distribution until a maximum multipole `max = 300. Specifically we use
the angular power spectrum defined as,

C` ≡< δ2Dδ∗2D >= 4π

∫
∆2(k)W 2

` (k)
dk

k
. (2)

where ∆2(k) is the dimensionless power spectrum calculated with CAMB. The matter distri-
bution is projected onto a plane in the sky with weight W 2

` (k) described by both Wl(k) =∫
f(z)jl(kz)dz and f(z) = n(z)D(z)( dz

dx), with the spherical Bessel function jl(kz), the linear
growth factor D(z) and the normalised redshift distribution n(z). The effects of redshift space
distortions are included. The likelihood combines the four measured redshift bins and includes
the full covariance as a result of photometric errors scattering galaxies between bins and there-
fore correlating slices. There are four additional parameters included in the study as a result
of the galaxy bias in each bin (b1, b2, b3 and b4), i.e. modestly accounting for the redshift
dependence. Despite the non-linear contribution becoming significant only at scales ` > 300 we
use halofit to model the non-linear power spectrum.

This survey is not only one of the largest to date but is one of the most competitive available.
However, these power spectra provide an additional incentive for this combined measurement.
This because the BAOs, which were shown to be so advantageous before, can be used in conjunc-
tion to MegaZ with no cross-covariance. The BAO data is extracted at z = 0.2 and z = 0.35,
whereas MegaZ is defined at a higher redshift. They therefore constitute independent data.

By combining the MegaZ LRGs as described above with the previous CMB, SNe and BAO
data we find a significantly lower bound of

∑
mν < 0.325 eV at 95% CL. Again, this is roughly a

factor 2 improvement in the neutrino masses with the addition of the LRGs and is shown clearly
against Ωm, h and the 1D marginalised distribution in Figure 2.

The information on the growth of stucture is paramount to the improvement seen in this
study. However, part of this information originates from the quasi-non-linear regime. We repeat
the combined analysis with the smaller scales removed. By truncating the multipoles at `max =
200 this more conservative approach is seen to give a similar but slightly relaxed limit of

∑
mν <

0.393 eV. While this highlights the importance of understanding non-linearities for obtaining
the most stringent constraints, it is reassuring that there is still a marked improvement on the
previous study (CMB+SNe+BAO) with linear LRGs.

It is also intriguing to compare the input of the LRGs to those of the two distance measures
(SNe+BAO). We therefore perform a joint analysis using just the WMAP5 and LRG data,
subsequently obtaining the limit

∑
mν < 0.651 eV at 95% CL. This is comparable to the spec-



∑
mν (95% CL) Analysis

< 1.271 eV WMAP5
< 0.695 eV WMAP5 + SNe + BAO
< 0.651 eV WMAP5 + MegaZ
< 0.344 eV WMAP5 + SNe + BAO + MegaZ(`200) + HST
< 0.281 eV WMAP5 + SNe + BAO + MegaZ + HST
< 0.491 eV WMAP5 + SNe + BAO + MegaZ(`200) + HST
< 0.471 eV WMAP5 + SNe + BAO + MegaZ + HST

Table 1: A summary of the bounds placed3 on
∑

mν . `200 corresponds to the truncation in the maximum
multipole scale. The top constraints are for w = −1; the bottom for w 6= −1, marginalised over.

troscopic DR7 galaxy clustering addition to the CMB in 9 with
∑

mν < 0.62 eV and illustrates
the development of photometric surveys as a competitive tool for the future.

We conclude by further restricting the parameter space with the addition of the new HST
prior 10 on h to the WMAP5 + SNe + BAO + MegaZ DR7 run. With this the final limit is
reduced to

∑
mν < 0.28 eV. This is one of the tightest constraints in the literature. The angular

power spectra C` corresponding to the best fit values are plotted in Figure 1 with the galaxy
clustering data. An overview of all the neutrino bounds are displayed in Table 1. For w 6= −1
the tighter bound relaxes slightly to

∑
mν < 0.47 eV. We note that biasing could act to mimic

the neutrino signature over smaller scale analyses. As a gauge of this effect we implement, as
an example, the ‘Q-model’ 11; resulting in a combined constraint (all data) of

∑
mν < 0.44 eV.

3 Conclusions

Using the biggest ever large scale structure survey we have set bounds on the neutrino masses
at

∑
mν < 0.28 eV (`max = 300) and

∑
mν < 0.34 eV (`max = 200) at 95% CL, when combined

with WMAP5+SNe+BAO+HST data. This is the first ever determination of neutrino masses
from a photometric galaxy redshift survey. Not only have we shown that photometric redshifts
can be used for this problem, but also that such a galaxy survey is competitive with all currently
available geometric probes (SNe+BAO) or spectroscopic clustering when added to the CMB. Our
constraint is one of the tightest current bounds available without the use of data from Lyman-
α12, which is prone to systematics. Further, all our results show that KATRIN’s projected 90%
sensitivity (

∑
mν < 0.6 eV) leaves an unlikely neutrino mass detection.
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Minimally Parametric Constraints on the Primordial Power Spectrum from
Lyman-alpha

Simeon Bird
Institute of Astronomy and Kavli Institute for Cosmology, University of Cambridge, Cambridge, UK

Current analyses of the Lyman-alpha forest assume that the primordial power spectrum of
density perturbations obeys a simple power law, a strong theoretical assumption which should
be tested. Employing a large suite of numerical simulations which drop this assumption, we
reconstruct the shape of the primordial power spectrum using Lyman-alpha data from the
Sloan Digital Sky Survey (SDSS). Our method combines a minimally parametric framework
with cross-validation, a technique used to avoid over-fitting the data. Future work will involve
predictions for the upcoming Baryon Oscillation Sky Survey (BOSS), which will provide new
Lyman-alpha data with vastly decreased statistical errors.

1 Introduction

The Lyman-α forest is the name given to a series of absorption lines in quasar spectra, caused
by the scattering of photons via interaction with neutral hydrogen at redshifts 2 − 4. At these
redshifts, a large proportion of the baryon density of the universe is contained within hydrogen
clouds. Most of the hydrogen is ionized, but a small fraction remains neutral, and absorbs
photons via the Lyman-α transition. Hence, the Lyman-α forest is sensitive to the matter power
spectrum on scales of a few Mpc, making it the only currently available probe of fluctuations at
these weakly non-linear scales. A number of authors have examined the constraints obtainable
from the Lyman-α forest in the past, including Croft et al1, Gnedin & Hamilton2, Viel, Haehnelt
& Springel 3 .

Previous analyses of constraints from the Lyman-α forest have assumed that the primordial
power spectrum is described by a nearly scale-invariant power law. This deserves further at-
tention for a number of reasons. First, it is a strong assumption; if the data are inconsistent
with it, derived constraints could be biased to some extent. Second, it is a generic prediction of
inflationary models; hence, any test of a power law primordial power spectrum which cannot be
attributed to data systematics is a test of inflation. Third, of all current datasets, the Lyman-
α constrains the smallest cosmological scales; thus, it provides the best opportunity presently
available to understand the overall shape of the power spectrum. To do this, we shall recon-
struct the primordial power spectrum in a minimally parametric way, using a technique called
cross-validation to robustly recover the signal. If the data are in agreement with theoretical
expectations, the recovered power spectrum will be nearly scale-invariant. In these Proceedings,
we discuss a minimally parametric framework for constraining the primordial matter power
spectrum, the cross-validation technique, and the methodology for obtaining constraints from
observations. Finally, some preliminary results are presented.



2 Flux Power Spectrum

In the case of Lyman-α, the observable is not a direct measurement of the clustering properties
of tracer objects, as in galaxy clustering, but the statistics of absorption along a number of
quasar sightlines. It is easiest to work with the statistics of the flux, F , defined as

F = exp(−τ), (1)

where τ is the optical depth. The primary observable here is the one dimensional flux power
spectrum, PF,

PF(k) = |F̃(k)|2, (2)

where F̃ is the Fourier transform of the flux, evaluated as a function of distance along the line
of sight,

F̃(k) =
∫
F(x)eikxdx . (3)

Current constraints on PF are given by McDonald et al 4, determined from ∼ 3000 SDSS quasar
spectra.

In order to simulate the observable flux power spectrum from a given set of primordial fluc-
tuations, a large N -body simulation is required. This makes it impractical to directly calculate
PF for every possible set of input parameters; instead simulations are run for a representative
sample. Other results are obtained via interpolation, using the following scheme of Viel &
Haehnelt 5. The flux power spectrum is assumed to be given by a Taylor expansion around some
best-fit model. For a vector of parameters pi, with best-fit model parameters p0

i , the flux power
spectrum PF is given by

PF(pi) = PF(p0
i ) + Σi(pi − p0

i )
∂PF

∂pi
+ Σi(pi − p0

i )
2 ∂2PF

∂p2
i

. (4)

Numerical simulations are used to calculate the derivatives of the flux power spectrum. Each
parameter is varied independently, and the total change in the flux power spectrum is assumed
to be a linear combination of the change due to each parameter, i.e.,

δPF =
δPF

δp1
δp1 +

δPF

δp2
δp2 + . . . . (5)

Figure 1 shows the error due to this approximation for a sample input primordial power spec-
trum. The error is around 1% on scales probed by current Lyman-α data (k = 0.4−2 h Mpc−1),
which is a small contribution to the total error, allowing us to proceed with confidence. Further
checks on interpolation errors are in progress, and are expected to give similar results.

3 Power Spectrum Reconstruction

Previous analyses of the Lyman-α forest 3,8 have assumed the primordial power spectrum is a
nearly scale-invariant power law, of the form

P (k) = As

(
k

k0

)ns−1

. (6)

As discussed above, we seek to test whether the data supports this assumption by reconstructing
the power spectrum with smoothing splines a, as proposed in Sealfon et al 6. Smoothing splines
are used because they have good continuity properties and are particularly suited to formulation
of a cross-validation penalty.

aSplines are piecewise cubic polynomials with globally continuous first and second derivatives, completely
specified by their values at a series of knots, where the polynomials meet.
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Figure 1: The difference between the flux power spectrum as obtained from interpolation, using Eq. 4, and
directly by simulation. Each line represents simulation output at a different redshift bin, between z = 2.0 and

z = 4.2. Red dots show the positions of spline knots. The grey band shows 1% error bars.

4 Cross-Validation

Any minimally parametric formalism, when applied to noisy data, runs the risk of over-fitting
the data. One way to avoid this problem is a technique called cross-validation, described in
Peiris & Verde 7. This technique assumes that noise in the data takes the form of additional
small-scale structure, and thus power spectra with superfluous fluctuations should be penalised.
This penalty is implemented by adding an extra term to the likelihood function, L;

logL = logL(Data|P (k)) + λ

∫
k
dk(P ′′(k))2. (7)

Here λ, the penalty weight, is a free parameter. In the limit λ →∞ this likelihood becomes
functionally identical to linear regression, while λ → 0 is appropriate in the case of noiseless
data. In order to determine the optimal value for λ, the data points are first divided into two
sets, the training set, or CV1, and the validation set, or CV2. CV1 and CV2 are composed of
alternating data bins. Next, to calculate the CV score, a value is chosen for λ, and the best fit
power spectrum based on the CV1 dataset is found. The χ2 is then calculated for this power
spectrum with the CV2 dataset. This is repeated, replacing CV1 with CV2 and vice versa, and
the CV score is the sum of both χ2 values.

The key to cross-validation is that signal in the CV1 dataset will predict signal in the CV2
dataset well, while noise in CV1 will predict noise in CV2 poorly. The optimal choice of λ is
therefore the one which allows maximal predictivity between CV1 and CV2; in other words,
minimizes the CV score.

5 Results

We performed a large grid of N -body simulations using Gadget-II 9 . Convergence checks were
carried out to ensure PF was not significantly affected by simulation settings 10 , such as particle



resolution or box size. Initial conditions included a variety of input power spectra, on scales
ranging from k = 0.45− 2 h Mpc−1.

A significant departure from a power law primordial power spectrum translates to a de-
tectable feature in the flux power spectrum, which is more noticeable at higher redshifts. This
is due to the way in which the matter power spectrum evolves: a feature in the matter power
spectrum will create extra non-linear growth on smaller scales, making the feature in PF stand
out less. The results of the simulations provide a mapping between primordial and flux power
spectra, which in turn provides a likelihood function for any given primordial power spectrum
from SDSS data. The full data analysis, including cross-validation, is currently being carried
out.

6 Future Prospects

The best constraints on the flux power spectrum currently come from the Sloan Digital Sky
Survey (SDSS 4), which contains ∼ 3000 quasar sightlines. In the near future, better constraints
will be available from the Baryon Acoustic Oscillation Sky Survey (BOSS 11), part of SDSS-
III. This will contain 160000 quasar spectra between redshifts of 2.2 and 3, and should further
increase the statistical power of the Lyman-α forest. We plan to make forecasts for BOSS in
forthcoming work 12.
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IS THE 2MASS DIPOLE CONVERGENT?
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We study the growth of the clustering dipole of galaxies from the Two Micron All Sky Survey
(2MASS). We find that the dipole does not converge before the completeness limit of the
2MASS Extended Source Catalog, i.e. up to about 300 Mpc/h. We compare the observed
growth of the dipole with the theoretically expected, conditional growth for the ΛCDM power
spectrum and cosmological parameters constrained by WMAP. The observed growth turns out
to be within 1σ confidence level of the theoretical one, once the proper observational window
of the 2MASS flux dipole is included. For a contrast, if the adopted window is a top hat, then
the predicted dipole grows significantly faster and converges to its final value at a distance
of about 200 Mpc/h. We study the difference between the top-hat window and the window
for the flux-limited 2MASS survey and we conclude that the growth of the 2MASS dipole at
effective distances greater than 200 Mpc/h is only apparent. Eventually, since for the window
function of 2MASS the predicted growth is consistent with the observed one, we can compare
the two to evaluate β ≡ Ω0.55

m /b. The result is β ≃ 0.38 ± 0.05, which gives a rough estimate
of Ωm ≃ 0.2 ± 0.1.

1 Introduction

For more than 20 years now, many attempts have been made to measure the peculiar gravitational
acceleration of the Local Group of galaxies (LG). Such a measurement is possible with the use of
all-sky galaxy catalogues, under the assumption that visible (luminous) matter is a good tracer
of the underlying density field.

The general procedure is to calculate the so-called clustering dipole of a galaxy survey, d,
and use it to infer the acceleration of the LG, g. Within linear theory of gravitational instability,
these two quantities are proportional, although under several assumptions. First, the survey
should cover the whole sky; second, the observational proxy of the gravitational force should
have known properties and last but not least, the survey should be deep enough for the dipole
to be convergent to the final value that we want to measure. If one or more of these assumptions
are not met, the dipole d is a biased estimator of the acceleration g and the inference of the
latter from the former may be done only when the mentioned effects are properly accounted for.

We focus on the third of these effects, i.e. the question of convergence of the clustering dipole,
using the data from the Two Micron All Sky Survey (2MASS, Skrutskie et al.15) Extended Source
Catalog (XSC). The XSC is complete for sources brighter than Ks ≃ 13.5mag (∼ 2.7mJy) and
resolved diameters larger than ∼ 10–15 arcsec. The near-infrared flux is particularly useful for
the purpose of large-scale structure studies as it samples the old stellar population, and hence
the bulk of stellar mass, and is minimally affected by dust in the Galactic plane (Jarrett 4).
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Figure 1: Growth of the 2MASS clustering dipole. Left : as a function of the number of galaxies used for the
calculation. Right : as a function of the effective distance. Top axes show corresponding cut-off magnitudes. Solid
lines represent the amplitude of the dipole; dotted and dashed lines illustrate Galactic Cartesian components.

The gravitational instability scenario of large-scale structure formation relates peculiar ve-
locities of galaxies with their peculiar gravitational accelerations. In linear theory, this relation
has a particularly simple form (Peebles 13):

v = β g , (1)

where β ≡ Ω0.55
m /b, Ωm is the current value of the cosmological density parameter of non-

relativistic matter, b is the linear biasing parameter and the acceleration g is expressed in units
of velocity. Applying Eq. (1) to the motion of the Local Group as a gravitationally bound system,
we can evaluate the β parameter from LG’s peculiar velocity and acceleration. If we have some
additional knowledge on the biasing, we can estimate the value of the density parameter Ωm.

The velocity of the LG is known from the dipole component of the temperature distribution
of cosmic microwave background (CMB). When reduced to the barycenter of the LG, it equals
to vCMB = 622 ± 35 km/s in the direction (l, b) = (272◦ ± 3◦, 28◦ ± 5◦) in Galactic coordinates.
As for the acceleration of the LG, it can be estimated from a two-dimensional all-sky catalog,
i.e. one containing astro- and photometric data only, provided that we know the behaviour of
the mass-to-light ratio in the band(s) of the survey.

2 Growth of the 2MASS dipole

The main interest of the study presented here was to examine the growth of the clustering dipole
of galaxies from 2MASS XSC as a function of increasing depth of the sample. For that purpose
we used positions and fluxes in the near-infrared Ks band (2.16µm), obtained from the cataloga,
corrected for extinction and other effects, such as Zone of Avoidance. The growth was calculated
by decrementing the minimum flux of the objects in the sample (i.e. incrementing the maximum
Ks magnitude). Results are presented in Fig. 1. The left panel shows the growth of the dipole
as a function of the number of galaxies, together with Galactic Cartesian components. Such
a presentation was used by Maller et al. 11 and would suggest convergence of the dipole, just
as they concluded. However, a linear scale in the number of galaxies on the x-axis is not a
convenient measure of the sample depth. What is needed is a linear scale in distance on the
abscissa. For that purpose we related magnitudes of galaxies with effective distances. As an
estimator of the latter we propose the median value of distance given the flux. Its calculation
involves the luminosity function (LF) parameters for a given band. For the LF in the Ks band

ahttp://pegasus.phast.umass.edu/data_products/all_sky_catalog/index.html
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Figure 2: Left : Growth of the 2MASS clustering dipole (solid line), compared with the theoretical expectation
for conditional velocity of the Local Group in the ΛCDM model (dashed line) and the latter rescaled by the β

parameter (dot-dashed line). The dotted lines show 1σ variances for the theoretical curves. Right : Theoretically
predicted conditional velocity of the Local Group for known vCMB using two different observational windows: the
flux window of 2MASS (dotted line) and top-hat (dashed line). The horizontal solid line is the velocity of the Local
Group with respect to the CMB and the shaded strip represents confidence intervals of the vCMB measurement.

as given by Jones et al. 7, we find reff ≃ 0.59 × 10 0.2 K Mpc/h for the magnitude K. This proxy
of distance is used in the right panel of Fig. 1. The growth of the clustering dipole up to the
completeness limit of 2MASS XSC (≈300Mpc/h) is now evident.

3 Observations vs. theory

Taken at face value, this divergence is consistent with the findings of some other authors, who used
various datasets and methods. On the other hand, it contradicts existing claims of convergence
(even at scales as small as 60–100Mpc/h). However, this discrepancy most probably stems from
the different nature of catalogs and methods used for the calculation, and in particular is due to
distinct observational windows. Knowledge of these windows is necessary to correctly confront
such results and is also essential if we want to make comparisons with theoretical expectations.

We thus pose the following question: is the behaviour of the 2MASS flux dipole consistent
with the predictions of the currently accepted cosmological model, namely Lambda–Cold-Dark-
Matter (ΛCDM)? Looking for the answer, we compare our results with the expectation value
for the amplitude of the acceleration of the LG knowing its peculiar velocity. The relevant
formulae can be found in Juszkiewicz et al. 8 and Lahav et al. 9. Results are presented in Fig. 2
(left panel). The expectation value of the acceleration (dot-dashed line) is obtained from the
conditional velocity (dashed line) rescaled by the β parameter according to Eq. (1). This velocity,
calculated from eq. (8a) of Juszkiewicz et al.8, includes the CDM power spectrum (PS) of density
fluctuations and the observational window of the 2MASS flux-limited survey. For the former we
use the linear PS of CDM as given by Eisenstein & Hu2 together with WMAP 5-year cosmological
parameters (Hinshaw et al. 5). The latter is the window calculated by Chodorowski et al. 1

As can be seen in the left panel of Fig. 2, the observed growth of the 2MASS dipole is well
within the 1σ range of the theoretical prediction rescaled by β = 0.38. In the right panel of Fig. 2
we compare the prediction for the 2MASS window with the one for top-hat (i.e. a sphere of radius
R). The latter window is appropriate for all-sky catalogues that include redshifts (as for example
the 2MASS Redshift Survey, 2MRS, Huchra et al. 6). It is noticeable that the expectation value
of the conditional velocity (without rescaling) for the 2MASS window is far from converging
to the limit of vCMB = 622 km/s even for r approaching 300Mpc/h. On the contrary, the
theoretically expected dipole measured through a top-hat window has clearly converged to vCMB

for r ≃ 300Mpc/h. It should be noted, however, that even for all-sky redshift surveys, such



as 2MRS, the convergence of the dipole is rather unlikely before some 200Mpc/h, contrarily to
the measurement of Erdoğdu et al. 3, where it is claimed that the contribution from structure
beyond 6000 km/s (= 60Mpc/h) is negligible (but cf. Lavaux et al. 10). We can see that for the
latter distance, the conditional velocity for the top-hat window has reached only 75 per cent of
its final value.

The slower convergence of the dipole measured through the 2MASS window compared to
the top-hat case is easy to understand. In redshift space, the contribution to the flux dipole
from, for instance, a galaxy cluster will come from distances of plus/minus several megaparsecs
around the true value (the so-called Fingers of God). In the case of angular data only, numerous
faint galaxies of the cluster will contribute to the flux at effective distances that are significantly

greater than the true distance of the cluster.

The preliminary errorbars for our measurement of β can be evaluated from the error in vCMB

(∼6%) and taking the theoretical σg as a measure of the uncertainty on g (∼9%). This altogether
results in ∆β ≃ 0.05. The value of β = 0.38±0.05 is in accordance with Erdoğdu et al.3 and only
slightly below the lower confidence limit of Pike & Hudson 14. Using the biasing bKs

= 1.1 ± 0.2
from Maller et al. 12 we obtain a rough estimate of the density parameter: Ωm ≃ 0.2 ± 0.1.

More details of the study presented here will be given in a forthcoming paper. In the future,
we also plan to apply the maximum likelihood method to the 2MASS data, as described in
Chodorowski et al. 1, for an optimal calculation of the β parameter and its errors.
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THE CAST EXPERIMENT: STATUS AND PERSPECTIVES
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CAST (CERN Axion Solar Telescope) is looking for axions coming from the Sun, using an
LHC decommissioned prototype dipole magnet as a converter of axions into detectable x-rays.
The experiment started data-taking in 2002 and has used different configurations, keeping
the magnet bores under vacuum and using 4He as buffer gas. It has put the most restrictive
limits of the axion-to-photon coupling constant of gaγ <8.8×11−11GeV−1 for axion masses
up to ma ∼0.02 eV/c2 and gaγ <2.2×10−10GeV−1, for masses between 0.02 eV<ma <0.39 eV.
CAST is sensitive for the first time to realistic QCD-axion models at the sub-eV scale. Since
2008, 3He has been used inside the magnet, intending to reach even higher axion masses. Here
we present the current status of the experiment as well as a short discussion on the future
prospects of the helioscope technique.

1 Introduction

Axions are hypothetical particles which give an elegant solution to the strong-CP problem. They
could have been produced in early stages of the Universe, which makes them good candidates
for the Dark Matter. One of the processed they could have been produced is the so-called
misalignment (or re-alignment) effect. These relic axions could be the main component of the
Cold Dark Matter, if their masses fall in the 10−6 eV to 10−3 eV range. Microwave cavity
experiments are the most sensitive to these axions, like the Axion Dark Matter Experiment
(ADMX)1, which is scanning this low axion mass range. Axions could also have been thermally
produced and therefore could be part of the Hot Dark Matter. In any case their mass should
should not exceed 1 eV, in order to be compatible with the latest CMB data.2

Axions couple to gluons, and thus couple to nucleons and mix with pions. However the
cornerstone of all experimental efforts to look for axions so far, has been their coupling to
photons, (present as well in all QCD-axion models). This property allows for an axion-to-
photon conversion (and viceversa) in the presence of an electromagnetic field, also known as the
Primakoff effect. Therefore, axions could be produced in the core of stars like the Sun, through
the conversion of the blackbody photons in the solar plasma. In 1983, Sikivie 3 suggested that
the inverse effect could take place; if we provided the axions with an appropriate magnetic field
as they are streaming out of the Sun, so as to reconvert them to photons, which should be easily
detectable. This introduced the helioscope concept. CAST has been the third helioscope built so
far and the most sensitive one.4 It was preceded by the pioneering experiment of the Rochester,
Brookhaven, Florida collaboration 5,6 and by Sumico 7.



2 The CERN Axion Solar Telescope

The CERN Axion Solar Telescope (CAST) is looking for axions produced in the center of the
Sun (Figure 1(b)). In order to re-convert the axions to photons, it is using a decommissioned
LHC prototype dipole magnet which can reach 9 T along its 10 m-length. The magnet has two
bores, with an aperture of 14.5 cm2 each, and is sitting on a moving platform allowing it to align
itself with the center of the Sun for approximately 1.5 h during sunrise and 1.5 h during sunset.
The energy range of the expected signal is between 1 and 10 keV (Figure 1(a)), and its rate is
dependent on the very weak axion-photon coupling. Therefore, low background x-ray detectors
are necessary in order to have a high sensitivity.
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Figure 1: a) The solar axion flux as expected on the earth. It spans between 1 and 10 keV with a mean energy of
4.2 keV. b) A photograph of the CAST Experiment.

Phase I of the physics program of CAST started in 2002, when data were taken keeping the
magnet bores under vacuum. At the time, three different types of detectors were covering the
ends of the magnet looking for axions. A multiwire TPC was occupying the two bores looking
for ‘sunset’ axions, 8 while a micromegas detector 9 and a CCD were looking for ‘sunrise’ axions.
The CCD is coupled to an x-ray focusing device, forming part of an x-ray telescope prepared
for x-ray astronomy space missions, and which increases significantly the signal-to-background
ratio. 10 In the absence of an axion signal, the experiment published the most restrictive limit
on the axion-to-photon coupling constant to gaγ <8.8×11−11GeV−1 for axion masses up to
ma ∼0.02 eV/c2. 11

In 2005, the experiment passed to its second phase, when a buffer gas was introduced in
appropriate steps inside the magnet bores in order to restore coherence and therefore sensitivity
for specific axion masses, higher than those reached in the previous configuration. During 2006,
4He was used as buffer gas and it took approximately 160 discrete pressure steps for CAST to
scan the axion-mass region up to 0.39 eV/c2, supplying an upper limit for the axion-to-photon
coupling constant of gaγ <2.2×10−10GeV−1. 12 CAST entered for the first time in the QCD-
favoured axion model band. Because 4He condensates in higher pressures (and thus masses),
in order to continue with the scanning of higher masses 3He had to be employed. During 2007
the gas system was being adapted to using the new gas. At the same time, several upgrades
of different parts of the setup were made. One of them regarded the detectors: the TPC was
replaced by two, new generation, micromegas detectors, which have shown very low background
levels. 13

Data-taking with 3He started in 2008. Until the end of 2009, CAST had scanned the axion
masses up to 0.85eV/c2. Recently the experiment restarted data taking, aiming at reaching
ma ∼1.1eV/c2 by the end of 2010. In Figure 2 the results of the experiment so far are sum-
marised.
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CAST data taking with 3He until the end of 2009.

3 Towards a new generation of helioscopes

CAST is the most sensitive helioscope built so far. The main advantages it presents with respect
to the previous two are its powerful magnet and the x-ray telescope system. The Collaboration
has already started active discussions regarding the future generation of axion helioscopes. Eq.
1

g ∝ (BL)
1

2 A
1

4 (b
1

8 /t
1

8 ) (1)

shows the parameters on which the sensitivity of such devices depends. It can be easily seen
that the domains which one could aim to improve are three: the exposure time, considering, for
example, a platform that could increase the movement span of the magnet; detectors with zero
background and the use of focusing devices, in order to enhance signal sensitivity and efficiency;
and a new, powerful magnet with a big aperture. From the contribution of the three parameters
in the equation, the effect of a new magnet is evidently the strongest one.

CAST has been actively discussing the near, middle and long-term future, based on the
present and near-future technology innovations regarding magnets. An effort has been invested
on the understanding of the current detectors used in the experiment, which have shown back-
ground levels compatible with zero, as well as the possibility to employ another x-ray focusing
device apart from the x-ray telescope. The discussions so far point at encouraging prospects,
as shown in figure 3 a. Moreover, the combination of Helioscope experiments and Dark matter
axion searches (namely ADMX), would lead to the exploration of large parts of the model region
for QCD axions in the coming decade.

4 Conclusions

CAST is the most sensitive axion helioscope built so far. Although axions may still elude direct
detection, the results of the experiment have put the most stringent constraints on the coupling

aThis has been discussed in detail in the presentation of T. Papaevangelou in 14



Figure 3: A global view of the Axion and axion-like particles map. The current limits set by CAST and other
experiments (helioscopes, laser experiments, microwave cavity experiments) are shown. The limits of the mass
set by the CMB data, astrophysical limits (HB stars) and cosmological limits (Overclosure) are presented as well.
Also depicted are the prospects of the next generation helioscopes (dashed green line and gren-shaded area), a
simulation result of the prospects for a new magnet in the near future, with the current detectors of CAST. The
sensitivity is enhanced by one order of magnitude over the whole mass range, entering well in the yellow band
of the most favoured axion models. Furthermore, the future of the microwave cavity experiments (dashed purple
line and purple-shaded area). One can see that in the next decade the bulk of the yellow area, denoting the region

of theoretical preference for axion models, could be explored.

constant of axions to photons, reaching for the first time sensitivities at the QCD-favoured axion
models level. Currently the experiment it taking data at the higher end of axion rest masses,
with the aim to cover the range up to 1.02 eV/c2. At the same time, CAST is exploring the
possibility to bring build a helioscope of the next generation, with the help of a powerful and
higher aperture magnet, which would push the sensitivity of the experiment at least one order
of magnitude.
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Type Ia Supernovae and Cosmology

N. Regnault
LPNHE, IN2P3/CNRS, Universités Paris 6 and Paris 7

We review recent progress in supernova cosmology. We discuss inconsistencies recently un-
veiled by the SDSS-II collaboration, between distance measurements performed with the
SALT2 and MLCS2k2 light curve fitters. Finally, we briefly review the main systematics
affecting the measurements of the dark energy equation of state with type Ia supernovae.

1 Introduction

Comparing nearby and distant type Ia supernova luminosities allows one to study the relation
between luminosity distance and redshift and to constrain the expansion history of the Universe.
Twelve years ago, relying on the first distant supernova samples obtained in the 1990s, two
independent teams reported that the expansion of the Universe seems to be accelerating 1,2.
This acceleration implies either modifications of gravity on cosmological scales, or the existence
of a fluid with negative pressure, called “Dark Energy” 3.

This result was confirmed by complementary cosmological probes4,5. With more observations
than basic parameters, we have over-constrained the standard cosmological model, and found a
consistent explanation, with Dark Energy accounting for over 75% of the total energy density
of the Universe. To unveil the nature of Dark Energy one must measure its equation of state
parameter w, defined as the ratio of its pressure pX over its density ρX : w = pX/ρX . SN Ia
observations remain a key ingredient in this measurement. They give access to the history of
the expansion in the redshift range 0.01 < z < 1, when Dark Energy started to dominate over
matter.

Given the size of the current SN Ia samples (∼ 1000 nearby and distant SNe Ia), system-
atic uncertainties now dominate the error budgets. Recent studies seem to suggest that the
uncertainty on cosmological parameters is much larger than previously assessed and that the
uncertainties related to the empirical modeling of SNe Ia have been largely underestimated.
In this short review, we will examine these claims. We will also discuss the main sources of
uncertainties affecting the current results.

2 Constraining the Cosmic Expansion History with Type Ia Supernovae

Type Ia supernovae are rare (1 SN / galaxy / millennium), bright (1010 solar luminosities)
and transient (∼ 1 month) events. They are quite easily identified using spectroscopy. Spectra
taken around maximum luminosity reveal broad absorption features from materials ejected at
speeds of ∼ 20, 000 km/s. SN Ia spectra are characterized by their lack of hydrogen lines, and
the presence of strong silicon features. These observations suggest that SNe Ia come from the
thermonuclear explosion of white dwarfs having reached the Chandrasekhar mass by accreting



mass from a companion. However, the exact nature of the companion (evolved main sequence
star, red giant, white dwarf) is not precisely known, nor are the ignition scenarios and the
explosion mechanisms (detonation, deflagration, delayed detonation...) 6.

Type Ia supernovae display an impressive homogeneity. The dispersion of their maximum
restframe luminosity in the Johnson B-band does not exceed 40%. More importantly, the
SN Ia restframe luminosity is correlated with the shape of their light curves, and with their
restframe colors. Taking into account these two relations — respectively known as the “brighter-
slower” and “brighter-bluer” relations — allows one to reduce the dispersion of the standardized
maximum luminosities to about 15%. Hence, SNe Ia permit to measure (relative) luminosity
distances on cosmological scales with an remarkable precision of about 7%.

Several methods have been developed to derive standardized luminosity distances from multi-
band SN Ia light curve measurements. They all rely on empirical models of the supernova light
curves, build from a training sample of well measured SNe. Currently, two approaches are in
wide use in the community. We discuss them briefly below.

2.1 The MLCS Distance Estimator

The Supernova Multicolor Light Curve Shape method (MLCS2k29) allows one to directly derive
a standardized luminosity distance from a supernova light curve, measured in several bands in
the observer frame. The model is trained on a set of nearby supernovae with known relative
distances. Light curve templates in a set of pre-defined filters are derived from this training
sample, allowing to interpolate between the observations. Since the supernovae that enter the
cosmological measurements span a large redshift range, observer frame magnitudes of supernovae
at higher redshifts do not cover the same spectral region. To account for this effect, K-corrections
are applied to the light curve points. MLCS2k2 uses tabulated K-corrections that depend on the
supernova redshift, color and epoch, determined from a sample of about 100 nearby supernova
spectra, covering a large range in phase.

MLCS2k2 parametrizes the diversity of SNe Ia with a single parameter, ∆. The prediction
of the model, at a given epoch τ (relative to the maximum of luminosity) and in a given observer
band f may be written as:

mf (τ) = µ+AMW
f (τ) +Kff ′(τ) +Mf ′(τ) + pf ′(τ)∆ + qf ′(τ)∆2 +AHost

f ′ (τ) (1)

f ′ denote the corresponding restframe filters (UBV RI) for which the model is defined, Kff ′ is
the K−correction, AMW

f is the absorption by the Milky way and AHost
f ′ is the absorption by

dust in the SN host galaxy. M , p and q are the model vectors, determined during the training
set. Finally, µ is the “true” (standardized) distance modulus.

This parametrization encodes a series of strong assumptions. First, it assumes that SN Ia
form a one dimensional family, whose diversity may be accurately parametrized using the single
parameter ∆. It also assumes that the model accurately captures the full color diversity of
SNe Ia and that any remaining color dispersion is entirely due to dust reddening (in the SN host
galaxy). Finally, absorption by dust in the Milky-Way or in the host galaxy is parametrized
with the Cardelli-Clayton-Mathis (CCM) law 13. In particular, we have explicitly, for example
in the B band: AB = RB × E(B − V ) with RB = 4.1. In order to ensure that the estimates of
A are positive, the authors apply a prior, which is determined using simulations.

From a multiband supernova light curve, the trained model gives an estimate of µ along
with its uncertainty, as well as an estimate of the extinction by dust in the host galaxy. Then,
the standardized distance moduli are compared with the cosmology predictions:

µi = µ(z, ~θ) ≡ 5 log10

(
dL(zi, ~θ)

10pc

)
(2)



where dL(z) is the Hubble parameter-free luminosity distance, and ~θ is the vector of cosmological
parameters. The MLCS method was used by the High-z Supernova Search in the discovery of
cosmic acceleration. Since then it has been used in many projects 11,12,10,21.

2.2 Fitting Standardized Distances along with the Cosmology

An alternate approach consists in determining a subset of observables from the supernova light
curves (or possibly spectra), and then try to combine these observables in order to minimize
empirically the dispersion in the Hubble diagram.

In practice, three quantities are usually estimated from the supernova light curves (1) the
restframe magnitude of the supernova in a reference band, usually B-Johnson (m?

B) (2) a light
curve shape parameter, such as the stretch parameter as defined in Perlmutter et al 1 (3) and
a restframe color of the supernova, c. These quantities are estimated using an empirical light
curve model, itself derived from a training set. Following the original approach proposed by
Tripp 7, they are combined to form a standardized distance modulus µ:

µ = m?
B +MB + α(s− 1)− βc (3)

As shown above, µ is then compared to the predictions of the cosmological models under study,
µ(z, ~θ). In the equation above α accounts for the brighter-slower relation, β, for the brighter-
bluer relation, and MB is the restframe absolute magnitude of type Ia supernovae (fully degen-
erated with H0). These three quantities are nuisance parameters. They are usually fit along
with the cosmological parameters and then marginalized over.

Several light curve fitters have been developed by various collaborations in order to determine
m?

B, s and c from the supernova light curves. As an example, the Supernova Legacy Survey
(SNLS)14 have developed SALT215 and SiFTO16. These two models do not apply K-corrections
to the data, but attempt to directly predict the observed supernova fluxes as a function of
SN epoch from a restframe spectral sequence F (λ, τ), using the telescope passband functions
F (λ). The SALT2 model determines F (λ, τ) using a large training set incorporating over a
hundred supernova observed simultaneously photometrically and spectroscopically. The model
parametrization may be written as:

F (λ, τ) = x0 [M0(λ, τ) + x1M1(λ, τ)] exp (c CL(λ)) (4)

where x0, x1 and c are respectively the restframe flux is the reference (B) band, x1 a shape
parameter, and c a color parameter. M0(λ, τ) is the mean spectral sequence, while M1(λ, τ)
describes the variations that go with the shape parameter (analog to a first component in a
PCA decomposition). Finally, CL(λ) describes a color law. M0(λ, τ), M1(λ, τ) and CL(λ) are
all empirical functions (modeled as splines) determined during the training.

With this approach, the treatment of supernova diversity of foregrounds is totally agnostic.
First, it is not assumed that the supernova-to-supernova color variations is due to dust extinction.
Instead, it is accounted for empirically as can be seen in equation 3. Furthermore, they do
not assume that CCM law applies for dust in distant galaxies. Instead, SALT2 re-determines
empirically a color law CL(λ) during the training set. Another advantage of this approach, is
that the supernova luminosity information is not used in the training. Hence, the training set
can be supplemented with several hundreds of high-quality distant supernova light curves, such
as those published by the SNLS or SDSS-II.

Note that alternate methods have also been developed, following the same approach, but
using different standardization observables. For example, CMAGIC 17,18 utilizes a linear rela-
tionship found in the color-magnitude diagram of SNe Ia for an extended period of time after
maximum. Other methods rely on correlations between SN Ia luminosities and spectral flux
ratios or on the equivalent width of selected spectral features 19,20.



3 Are SN Ia Luminosity Distance Measurements Reliable ?

In an attempt to estimate the impact of the assumptions made by the various light curve fitters
on the cosmology, Kessler et al 21 analyze the first year SDSS-II dataset (supplemented with
nearby, SNLS, ESSENCE, and HST data) with two different light curve fitters: MLCS2k2
and SALT2. Combining supernova constraints with the WMAP-5 year results, and with the
measurements of the BAO feature in the SDSS Luminous Red Galaxy sample 22, they obtain
two estimates of w. Using MLCS2k2 they find: w = −0.76 ± 0.07(stat) ± 0.11(sys), while
using SALT2 they obtain: w = −0.96±0.06(stat)± 0.12(sys) respectively. These two estimates
are incompatible at the 2σ-level. This result has had a strong impact on the community and
deserves some discussion.

The source of these discrepancies is analyzed in detail in Kessler et al. They show that the
differences can be explained by two effects:

1. First, there seem to be an anomaly in the SN models in the region of rest frame U -band.
This effect is easily tested by studying the difference between the SDSS-II SN distance
moduli computed without including the restframe data corresponding to the observer
frame passbands (µno U ), or including it (µwith U ) as a function of the redshift: (µno U −
µwith U )(z) Both SALT2 and MLCS2k2 seem to exhibit this anomaly.

This effect has been studied on more recent SNLS data, with an updated SALT2 training
and an updated photometric calibration 23. It has been shown that it can be completely
explained by the impact of an inaccurate calibration of the SNLS first year sample on
the training of SALT2. For the MLCS2k2 fitter, this effect may also be explained by the
inclusion of inaccurately calibrated U -band data. Ground-based U -band observations are
indeed notoriously difficult to calibrate. Indeed, the atmospheric transmission is extremely
variable around ∼ 300 nm, and the atmospheric cutoff is also variable, making the effective
passband ill-defined.

2. The second effect tracked by Kessler et al, is related to the treatment of supernova colors.
As discussed above, MLCS2k2 assumes that the observed color variation is not intrinsic to
the supernova, but due to dust. Furthermore, MLCS2k2 ensures that the fitted extinction
is positive, using a prior. Hence, as noted by Kessler et al, since there high-redshift SNe
tend to have bluer colors, the distant moduli estimated using both methods will differ: the
method relying on SALT2 will assign them larger luminosities and distances, hence the
differences in the estimates of w. Furthermore, the authors show that the shape of the
prior on supernova colors has a very strong impact on w, that can be as large as ∆w ∼ 0.2,
explaining the main part of the effect.

There is still ongoing controversy around these two explanations. More details may be found
in 21,23. To summarize the situation, we may point out that:

1. the U -band anomaly has disappeared from the more recent SALT2 trainings. This is
mainly due to changes in the photometric calibration of the SNLS survey. There is evidence
that currently available U -band photometry suffer from large photometric errors: the
dispersion of rest-frame U -band data is much lower for high-z data that for nearby data.
Furthermore, there is significant tension in the residuals from the cosmological fit between
the nearby and distant data if U -band is included.

2. there is evidence that the β correction in equation 3 does not identify with the RB pa-
rameter of the Cardelli law. Indeed, RB ∼ 4.1, while the cosmology fits have consistently
yield β ∼ 2 over the last decade. This low value suggests either a very unusual extinction
law in the environment of SNe Ia (either in their host galaxy, or in dust shells around the
SN), or an intrinsic color variation that dominates the effect of dust.



3. there is evidence from the SALT2 training (and also from the SiFTO training) that SNe Ia
follow a color law that cannot be explained by the Cardelli-Clayton-Mathis law.

As a conclusion, the causes of the discrepancies observed by Kessler et al have been identified.
They seem to be related to photometric calibration (a solvable issue, in principle) and potentially
incorrect assumptions (that may always be relaxed).

4 Systematic Uncertainties

The most recent measurements of w with SNe Ia are now dominated by systematic uncertainties.
For example, the SDSS-II collaboration reports systematics twice as large as the statistical
uncertainties. Next generation large surveys such as DESa will study thousands of SNe Ia, while
LSST b will derive cosmological constraints with more than 105 supernovae. In this section, we
examine a few selected systematics that dominate the current budgets.

4.1 Photometric Calibration

Measuring SN Ia luminosities relies on precision photometry performed with CCD imagers. The
photometric calibration of these imagers is a key ingredient of the cosmological measurements
with SNe Ia. Indeed, thee cosmological information comes from comparing the luminosity dis-
tances of distant supernovae, observed in the redder bands of the imagers (∼ 800 nm), with
the distances of nearby SNe, observed at bluer wavelengths (around 400 nm). Therefore, a
good control of the flux intercalibration of the imager passbands is essential. Otherwise, a
redshift-dependent bias may affect the distance estimates.

Calibration consists in two steps: first, the observations are standardized onto some magni-
tude system, using a catalog of standard stars24,25,26,27. Then, it is necessary to convert from the
standard system into fluxes. This is done using a fundamental flux reference, i.e. a source with
known magnitudes and a well measured spectral energy distribution (SED). Modern supernova
surveys have greatly benefited for the Hubble Space Telescope (HST) CALSPEC c calibration
program 28. CALSPEC tied the flux calibration of the HST on observations of pure hydrogen
white dwarfs whose spectra were known theoretically. This calibration was then propagated to
a larger sample of spectrophotometric standards.

Modern surveys such as SNLS or SDSS-II have put significant efforts in improving the cal-
ibration of their datasets 29,30. Interestingly enough, both surveys have independently devised
very similar strategies, anchoring their flux calibration on red CALSPEC standards. The preci-
sion obtained with the current strategies is slightly less than 1% in the visible, and of about 2%
in the near-infrared (z-band). Despite these efforts, photometric calibration is still the dominant
contribution to the systematic uncertainty budgets.

It is likely that the precision of ∼ 0.1% in all bands, required by future surveys such as LSST
will not be attained by these methods. One has to keep in mind indeed, that the CALSPEC
flux calibration ultimately relies on theoretical models of pure hydrogen white dwarfs. Hence,
there is some unknown systematic uncertainty associated with it. Several cosmology groups have
started R&D programs, to calibrate the imagers with dedicated illumination systems 31,32,33,34.
This will allow to tie the imager flux calibration on laboratory standards instead of astrophysical
objects.

ahttp://www.darkenergysurvey.org/
bhttp://www.lsst.org
chttp://www.stsci.edu/hst/observatory/cdbs/calspec.html



4.2 Modeling of Supernova Light Curves

The analysis of SN Ia light curves requires empirical models trained from real data. Aside from
the controversies around the MLCS- or SALT-like approaches, there are additional sources of
systematics, coming from the finite size of the training sample, and also from various assumptions
made in the implementation of the model. Both may be quantified and propagated into the
analysis (see 23 for details). For SNLS for example, there are always smaller (up to a factor 2)
than the calibration uncertainties.

4.3 Gravitational Lensing

Gravitational lensing of SN light due to the presence of Dark Matter haloes along the line of
sight is expected to affect the SN signal, causing increased dispersion in the Hubble diagram.
The distorsion is asymmetric, most SN being slightly demagnified, while some are strongly
magnified. For current large surveys such as SNLS, the impact of lensing is negligible, however,
it may become an issue for future surveys targeting z > 1 supernovae 35,36.

A 2σ detection of the lensing signal in the supernova data has been published by SNLS 40,41.
With more data, it may become a powerful probe of mass of galaxies embedded in the dark
matter haloes.

4.4 Evolution of SN Ia

Evolution of SNe Ia luminosities with redshift is fully degenerate with cosmology. Observation-
ally, it can be tested either by comparing the properties of nearby and distant supernovae, or by
studying the correlations of these properties with those of their host galaxies (which are known
to evolve with redshift).

Modern surveys have undertaken large efforts to detect differences in the spectral properties
(ejecta velocities, equivalent width. . . ) of nearby and distant supernovae 38,37,39. No systematic
differences between both population have been detected yet. Before, Astier et al had performed
a similar test on the light curve properties of nearby and distant SNe and obtained negative
results.

Another way to test for evolution is to study whether the standardization relations evolve
with redshift. Kessler et al 21 unveiled a strong decrease of β with redshift using SALT2 and
MLCS2k2. These results have been put under scrutiny by the SNLS collaboration 23. The mea-
surement of β is very sensitive to the estimate of the uncertainties affecting the color estimates.
It was shown that with more sophisticated color-error modeling the effect became much smaller
than that measured by Kessler et al, and it was concluded that there is no evidence for an
evolution of α and β given the size of the current samples.

4.5 Host Galaxy Environment

Another test for evolution consists in comparing the SN Ia photometric properties, such (stretch
and color) with the properties of their host galaxies (star formation rate, mass. . . ). It is known
that galaxy properties evolve with redshift. Hence, any unaccounted-for correlation between
SNe luminosities and their host galaxies properties could translate into a redshift-dependent
bias affecting the SN Ia distance estimates.

Several authors 42,43,44,45,46 have shown that the width of SN Ia light curves is correlated
with the host galaxy morphology. Sullivan et al 47 confirmed this result, using SNLS data and
stellar evolutionary models fitted on the galaxy colors: SNe Ia have a tendency to exhibit a
smaller light curve width when exploding in a passive environment. Hence, it was shown that
there is a correlation between the SN Ia properties and their environment. However this effect
was fully accounted for by the brighter-slower relation.



More recently, several authors 48,47,49 published evidence that SN Ia residuals from the Hub-
ble diagram are correlated with host galaxy mass. The correlation between the SN absolute
luminosities and the galaxy properties are still weak (4σ at best), but the effect on the peak
absolute magnitude is substantial, of the order of 0.08 mag. There is no physical explanation
for this effect yet. It was shown however that splitting the sample by host galaxy mass, and
fitting for a different peak absolute magnitude for each sub-sample corrects for the effect.

4.6 Combining the Systematic Uncertainties

Most identified systematics affecting the distances to supernovae (calibration, light curve fitter
training, selection bias . . . ) are correlated and redshift-dependent. As a consequence, it is
necessary to publish the full covariance matrix of the supernova luminosity distances, so that
SN data can be used without loss of information. Up to very recently, this information was
not available, with the consequence that most subsequent analyses just ignored them 4. This
situation has changed recently, as authors started to provide that information 50,21.

5 Conclusion

Supernova cosmology has been a very active field over the last decade. Large surveys such as
SNLS and SDSS-II have started rolling out very high quality distant SN Ia samples of a few
hundred supernovae. The precision of the measurements is now limited by the quality of the
low-z datasets, and by the intercalibration of the high-z and low-z data.

There has been a controversy recently on the size of the systematic errors associated with
the empirical modeling of SNe Ia, as the SDSS-II collaboration published two incompatible
estimates of w from the same dataset. A careful analysis of these results show that these
discrepancies mostly come from photometric calibration problems in the U -band, and from
incorrect assumptions in the treatment of supernova colors.

The uncertainties affecting the cosmological parameter estimates is now dominated by sys-
tematic uncertainties. However, a careful analysis shows that all identified systematics may be
reduced as the size of the supernova samples grows. As an example, the quality of the empirical
light curve models will be improved with larger training samples. For the first time, correlations
between residuals in the Hubble diagrams and the environment of SNe Ia have been detected.
However, it has been shown that taking into account the host galaxy properties in the cosmo-
logical fit corrects for the effect. Despite substantial progress and considerable efforts invested
by the supernova surveys, photometric calibration remains the dominant contribution to the
systematic error budgets and obtaining the precision required by the future surveys will be a
considerable challenge.
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The discovery of accelerated expansion using supernova surveys has been one of the most
surprising discoveries in cosmology in the past ten years. Present and future surveys, among
which SNLS, JDEM or LSST, are based on samples of a few hundreds to a million supernovae.
The measurement of their spectroscopic redshifts to investigate dark energy properties is
already by far the limiting aspect of such surveys. In this paper, I will discuss and illustrate
with SNLS data an approach based solely on photometry to both select supernova candidates
and determine their redshift.

1 Introduction

From 2003 to 2008, the Supernova Legacy Survey (SNLS) collected data with the MegaCam
imager, a 1 square degree array of 36 CCD with a total of 340 million pixels, over four 1-square
degree fields. The data were obtained in a rolling search mode, with a typical time sampling of
one point every three to four nights, in four different visible frequency bands gM , rM , iM and
zM . The instrument and scanning strategy were designed specifically for the detection of Type
Ia supernovae (SNIa) in the redshift range between 0.2 and 1.0.

The standard SNIa selection for the cosmological analyses in SNLS 1 are based on real-time
detection and follow-up spectroscopy (thereafter RTA for Real Time Analysis). Despite the
significant amount of time allocated to SNLS for the spectroscopy of its candidates, a spectrum
could be obtained for roughly half of them only. This justified additional studies based solely on
photometry. The SNLS photometric analyses described here are independent of the RTA, based
on different data processing and selection. As such, they can provide a cross-check to estimate
possible biases of the standard scenario. They can also be used for studies requiring larger sets
of SNIa, as well as for the selection of other transients. For instance, a photometric analysis of
the SNLS data has already led to the identification of a sample of 117 core-collapse supernovae
(SNCC), from which was derived the most precise measurement to-date of the rate of SNCC at
a mean redshift z ∼ 0.3 (Bazin et al., 2009 2).

These proceedings present two major steps towards the use of SNIa from pure photometric
studies, i.e. without requiring any spectroscopic information, to derive cosmological constraints.
The photometric identification of SNIa, summarizing work which can be found in Bazin et al.
(2010) in prep., is described in section 2. The determination of the photometric redshift of SNIa
(see Palanque-Delabrouille et al., 2010 3 for details) is presented in section 3.



2 SNIa photometric identification

2.1 Detection catalog

Image subtraction was used to search for the appearance of transient events in the 3-year SNLS
data (from 2003 to 2006) and to measure their light curves. Because most of the signal from
SNIa in the redshift range [0.2; 1.0] is expected to lie in the iM band, this is where the catalog
of detections was built, leading to ∼ 300,000 events.

These were dominated mostly by saturated signals from bright objects which were not per-
fectly subtracted, by a large contribution from AGNs and a lesser one from variable stars. Unlike
supernovae which are expected to have a flat light-curve before the explosion or a year after,
AGNs and long-term variable stars usually exhibit variations over several years. Pollution of
the measurements from saturated stars also produces random signals over the entire light curve.
Most of the background detections were thus rejected by criteria based on the simultaneity of
the signal between the various filters, and on considerations of light curve stability outside the
time range of the main fluctuation. This led to a catalog of about 1500 detections.

To proceed with the selection of SNIa, a redshift information is required. The detections
were therefore matched with galaxies from an external catalog of galactic photometric redshifts4

obtained from stacked images of the same fields. Whenever possible (successful match between
the event and a unique host galaxy, and available photometric redshift for the galaxy) the events
were assigned the photometric redshift zgal of their host galaxy. This reduced the catalog to
∼ 1200 detections with an assigned photometric redshift.

2.2 SNIa selection

The SALT2 5 light curve fitter was applied simultaneously over the four-band light curves of
each event to provide an estimate of the colour C, the stretch X1 and the rest-frame B band
peak magnitude mB, under the assumption that the event was a SNIa. These characteristics
were used to further select SNIa and discriminate against two major contaminations:
- core-collapse supernovae,
- SNIa which were accidentally assigned a photometric redshift zgal significantly different from
their actual reshift.
The selection criteria were set up using synthetic SNIa, synthetic SNCC, and the subset of
our events which happened to have also been selected in the RTA. The latter then have a
spectroscopic redshift available (zspe) and a confirmed type (Ia or CC).

The major steps of the analysis are described below.

Long duration events (X1 > 4) were rejected because almost none of the SNIa fall in that
category, in contrast to almost all the plateau core-collapse and about 10% of the other SNCC.

As illustrated in figure 1 (left plot), rejecting extreme colors (requiring |C| < 0.35) was
very efficient against both types of contaminants. While SNIa have 〈C〉 = 0 with a r.m.s.
of 0.1, SNCC exhibit instead 〈C〉 = 0.3. The constrain on color thus rejected 40% of the
remaining SNCC. In addition, a strong correlation was observed between events fitted with
extreme color values and events with a bad redshift assignment: about 70% of the synthetic
SNIa with |zgal − zspe| > 0.2 were removed by the above constraint on color.

The final major step to purify the photometric sample of SNIa was based on color magnitude
diagrams, as the one illustrated in figure 1 (right plot). In these diagrams, SNIa populate a thin
band while SNCC lie in a broad region which is shifted w.r.t. the SNIa band.

The photometric analysis briefly summarized above selected a total of 485 SNIa. A fraction
of these (175 SNIa, thereafter the “identified” sample) had also been selected in the RTA pipeline;
they were confirmed as Type Ia from spectroscopy, and their redshift was measured at the same
time. They can therefore be used as a test sample to compare their characteristics with those
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Figure 1: Left: Difference in redshift assignments zgal −zspe as a function of color C. Extreme values are rejected.
Right: g − i vs. g color-magnitude diagram. Events below the red curve are rejected. In both plots, synthetic
SNIa are in dotted blue, data in black circles. Green filled circles stand for data events spectroscopically confirmed

as SNIa, and red triangles for spectroscopically confirmed SNCC.

of the additional SNIa solely selected from photometry (310 SNIa) and thereafter called the
“unidentified” sample. The main difference between the two subsamples lies in their magnitude
distribution. Because in SNLS a spectrum could only be obtained for events brighter than
i ∼ 23.4, the unidentified sample extends about 1 magnitude deeper than the identified one. This
translates into an average redshift of 0.6 (resp. 0.9) for the identified (resp. unidentified) sample.
Despite this difference, both subsamples exhibit similar properties. For instance, when limited
to a common range of bright events (i < 23), both subsamples exhibit similar dependences of
the residuals to the Hubble diagram with color or with stretch (the so-called “brighter-bluer”
and “brighter-slower” relations).

This photometric selection increased by about a factor of 2 the set of SNIa found in the
SNLS data. These can already allow new studies where additional statistics is necessary (e.g. to
split the events into subsamples). From simulated SNCC, the contamination of this photometric
sample was estimated to be ∼ 0 from plateau SNCC and of ∼ 3% from other SNCC.

3 SNIa photometric redshift

The above analysis was using the host galaxy photometric redshift as the assigned supernova
redshift. We saw however that the external catalog can be incomplete (resulting in a 17% loss
in our case). We can also assign the wrong host (resulting in an arbitrary supernova redshift).
Even when all goes well, the uncertainty on a galaxy photometric redshift is at present only of
order 5%. It is thus reasonable to assume that using the time-dependent information available
in supernovae light curves could result in a redshift with smaller uncertainties. The derivation
of a supernova redshift from its light curve is the aim of the work presented in this section.

Because, by definition, the redshift of the supernova shifts its spectrum towards larger wave-
lengths, the amount of flux measured in the four bands of SNLS is also affected. The main
information about redshift is thus contained in the observed colors of a SNIa. The measurement
of the time-evolution of these colors, through the use of the full multi-band light curves, is crucial
to break inherent color-redshift degeneracies.

Recently, both the SNLS 3 and the SDSS 6 experiments have developed methods to estimate
supernova redshifts using light curve fitters, where the redshift is determined as any of the other
free parameters. One of the main difficulties in such a procedure is the mandatory initialization
of the parameters, to avoid falling in an arbitrary local minimum. The initialization is usually
done in several steps. In SNLS, the first step is a scan of the fit χ2 as a function of redshift,



where both color C and stretch X1 are fixed to 0. This yields an initial estimate of the redshift
used thereafter. A second fit, with a Gaussian prior set on color, is done to determine the stretch
value. The last fit, with redshift and stretch constrained to the result of the second step, lets
the color unconstrained in order to estimate its value.

The performance of the method is estimated using the SNIa (whether spectroscopically
confirmed or selected with the photometric analysis of section 2) which have their redshift (or
that of their host) known from spectroscopy. The results are illustrated in figure 2.
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Figure 2: Photometric (zpho) vs. spectroscopic (zspe) redshift of SNIa. The green lines are for zpho = zspe ±

0.022(1 + zspe), representing the average precision attained up to z = 1, and the blue lines for zpho = zspe ±

0.15(1 + zspe) to visualize the catastrophic redshifts. Red circles for data SNIa, black points for simulated ones.

The resolution was defined as σ∆z/(1+z) ≡ 1.48 × median[|∆z|/(1 + z)] (a robust estimate
of the r.m.s.), and the outlier rate η, or rate of catastrophic errors, as the proportion of events
with |∆z|/(1+ z) > 0.15. With the method summarized here, we obtained σ∆z/(1+z) = 0.022 on
average over the entire redshift range and η = 0.7%. This is a significant improvement over the
current performance of galactic photometric redshifts, where typically σ∆z/(1+z) = 0.037 and
η = 5.5%.

SNIa photometric redshifts of this precision will be useful for future experiments (such as
the Large Synoptic Survey, the Dark Energy Survey or Pan-STARRS) which aim to discover up
to millions of Type Ia supernovae but without spectroscopy for most of them.

One should keep in mind, however, that it might remain useful to use the SNIa photometric
redshift as an improvement for an already selected sample of SNIa (based for instance on a red-
shift coming from the host galaxy, as described here). The reason is that an analysis combining
both the identification of SNIa and their redshift determination from the SNIa light curves only
(without spectroscopy nor using an external catalog of host galaxy photometric redshift) might
result in a larger contamination from SNCC for instance. Such a combined analysis will be the
topic of a future study.
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The observed brightness of Type Ia supernovae is affected by gravitational lensing caused
by the mass distribution along the line of sight introducing an additional dispersion into the
Hubble diagram. We look for evidence of lensing in the SuperNova Legacy Survey (SNLS)
3-year data set by measuring the correlation between the residuals from the Hubble diagram
and the gravitational magnification based on a modeling of the mass distribution of foreground
galaxies. We find evidence of a lensing signal with a 2.3σ significance. The current result
is limited by the number of SNe, their redshift distribution, and the other sources of scatter
in the Hubble diagram. We show that for the full SuperNova Legacy Survey sample (∼400
spectroscopically confirmed Type Ia SNe and ∼200 photometrically identified Type Ia SNe),
there is an 80% probability of detecting the lensing signal with a 3 σ significance.

1 Introduction

Type Ia supernovae (SNe Ia) have become an essential tool of observational cosmology. Although
SNe Ia can be calibrated to be good standard candles, they are affected by systematic effects
such as gravitational lensing.

Magnification of SNe Ia can be estimated in 2 ways. The Hubble diagram residuals, com-
puted assuming the best fit cosmological model, give an indirect measure of the SN magnifica-
tion. The magnification can, on the other hand, also be estimated by modeling the foreground
galaxy mass distribution using galaxy photometric measurements together with derived mass-
luminosity relations for galaxies and dark matter halo models. If a correlation between these
two estimates is found, it could give interesting insight in the modeling of the mass distribution
of the foreground galaxies. The SNLS sample is currently the best suited sample for a possible
detection of such a signal thanks to its large number of SNe Ia at high redshift. In this analysis



we present the correlation between the magnification of the SNLS SNe derived from photometric
measurements of the foreground galaxies (together with chosen mass-luminosity relations) and
the residuals from the Hubble diagram.

2 Data

The SuperNova Legacy Survey consists of an imaging survey which is part of the Canada-France-
Hawaii Telescope Legacy Survey and a spectroscopic survey done on 8m class telescopes (VLT2,1,
Gemini 10,5 and Keck telescopes 8). The imaging was done with the MegaCam imager which
detects and monitors the light curves of the SNe, over four different fields of 1 deg2 (called D1,
D2, D3, D4). The ”rolling” search method was used for the griz bands, which means observing
the same field every 3-4 days during dark and gray time for as long as it remains visible. Images
in u are also used in this analysis. The 3-year data set consists of 233 spectroscopically confirmed
Type Ia supernovae used for cosmological purposes.

3 Estimating the supernovae magnification

We here briefly describe the analysis steps followed to calculate the supernovae magnifications.
For a thorough explanation see Kronborg et al. ?

The first step is to obtain a high quality galaxy catalog. The galaxy catalogs are built for
each field on deep image stacks in the ugriz filters. The source detection and photometry is
performed using SExtractor V2.4.44 in double image mode. The detection is made in the i band.
Two categories of objects have to be identified and excluded in the catalog : stars, and the host
galaxies of the SNe. Certain areas also need to be masked out.

We need an estimate of the redshift and the rest-frame B, V and U band absolute magnitudes
for each galaxy. We have chosen to use a template based code where different templates of galaxy
spectra are fitted to the actual measurements. The templates have been optimized using galaxies
with spectroscopic redshift from the DEEP-2 survey 6,7. As for the resolution of the code, it
has been estimated using galaxies with spectroscopic redshift from the VVDS 12 and has been
proven similar to the resolution of the CFHTLS photometric redshifts provided by Ilbert et al.
2006 11.

The next step is to convert the observed luminosity of each galaxy into a mass estimate
using formerly established mass-luminosity relations. For this purpose, the rest-frame B-band
absolute magnitude of the galaxy is used. Boehm et al. 2004 3 and Mitchell et al. 2005 13 have
measured the relation between the absolute magnitude and the velocity dispersion for spirals
and ellipticals respectively. In addition, the U−V color is used to separate the galaxies into a
red and a blue population.

The last step is to compute the magnification for each SN. We select the galaxies along the
line of sight and use the publicly available software Q-LET 9, which makes use of the multiple
lens plane method. The galaxy halos are modeled as Singular Isothermal Spheres (SIS).

4 Results

The 3-year SNLS data set used in this analysis contains 233 spectroscopically confirmed Type Ia
supernovae in the redshift range 0.2-1.05 after quality cuts. However due to masking, we retain
171 SNe for the analysis. The SNLS Hubble diagram exhibits a r.m.s scatter of 0.16 mag.

4.1 Expected Signal

Before presenting the results, it is useful to have an idea of what to expect. As a criterion for
a lensing signal detection we have chosen to calculate the weighted correlation coefficient, ρ,



weighting with the inverse of the Hubble residual variance which has been found optimal for a
signal detection.

We first simulated a large number of correlated samples similar to the 3-year SNLS sample.
We compared the distribution of the weighted correlation coefficient of these samples with that
of uncorrelated samples. We find that for the current sample there is 50 % probability of finding
a 2.5 σ significance correlation or better and 35 % probability of detecting a 3 σ signal.

For the final SNLS sample we expect ∼400 spectroscopically confirmed Type Ia supernovae
and ∼200 photometrically identified Type Ia supernovae. For this sample we find that there is
80% probability of detecting a 3 σ signal or more.

Another question to be addressed is how the errors influence the possibility of a signal
detection. We find that the signal detection is highly dominated by the scatter in the SN
Hubble residuals which is not likely to decrease significantly in the near future. As a consequence
improving the signal detection will require better statistics and, if possible, higher redshift SNe.

4.2 Magnification
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Figure (a) show the magnification, µ of each of the 171 SN as a function of redshift. As
expected, most SNe are demagnified with respect to a homogeneous universe and some are
significantly magnified. Moreover, the magnification distribution peaks at a value slightly lower
than one and presents a long magnification tail.

4.3 Correlation

We are searching for a correlation between the Hubble residuals from a best fit cosmological
model and the estimated magnifications of the supernovae based on foreground galaxy modeling.
In Figure (b) we show a plot of the Hubble residuals, r, versus the estimated magnification in
magnitudes.

The weighted correlation coefficient for this sample is ρ = 0.18. To evaluate the strength
of the correlation we calculate the distribution of the weighted correlation coefficient for an
uncorrelated sample and compare it with the obtained value for our sample. The uncorrelated
samples are drawn by randomly associating Hubble residuals and expected magnifications of
the real sample. The probability of finding a larger weighted correlation coefficient than the
measured one from an uncorrelated sample is 1%, corresponding a 2.3σ detection.

In order to test the scale of galaxy mass estimates, we fit the slope a relating Hubble residuals
and expected magnifications : < r >= a < µm > and find a = 0.65 ± 0.30. Hence the data are
consistent with the input mass-luminosity relations at the 1.2 σ level, with a precision of 30%.



Using random lines of sight in the real data, we can estimate the increase of Hubble diagram
scatter expected from gravitational lensing, as a function of redshift. This can be roughly
described as σ(µm) = 0.08 × z. Alternatively, if we use the value of a derived from a fit of
the relation between Hubble residuals and magnifications, we obtain a lower value σ(µm) =
(0.05 ± 0.022) × z.

5 Conclusion

We have calculated the expected magnification of the SNLS 3-year sample from the foreground
galaxy properties and searched for a correlation with residuals from the Hubble diagram. A
correlation is detected at the 99% CL, compatible with a slope of 1. The expected magnifica-
tions cause an extra scatter in the Hubble diagram approximated by 0.08 × z, which becomes
(0.05 ± 0.022) × z once the mass-luminosity relations are calibrated with the supernova data.
Simulations also point to the fact that a signal detection is dominated by the number of SNe,
their redshift distribution and the scatter in the SN residuals. Reducing the scatter in the esti-
mated magnification by increasing the photometric redshift precision or reducing the scatter in
the input mass-luminosity relations have little effect on the probability of a signal detection.

Finally, simulations using the true galaxy catalog show that using the full SNLS data set
(∼400 expected spectroscopically confirmed Type Ia SNe and ∼200 photometrically identified
Type Ia SNe) there is 80% chance of detecting a 3σ signal or more.
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RECENT RESULTS FROM THE SNFACTORY EXPERIMENT.
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From 2004 to 2009, around 200 Supernovae of Type 1a spectrophotometric time series were
collected by the SNIFS instrument at the 2.2 UH telescope, with an unprecedented accuracy
of 2% on the spectral absolute calibration. With such a unique sample, we used classical
standardization techniques in order to assess the sample natural dispersion after ad-hoc cor-
rections, and found a value of of 0.16 mag. We also designed new standardization techniques
based on spectral features in order to reduce further this dispersion to 0.13 mag. In particular,
using dust-insensitive spectral indicators allows to correct for pure intrinsic variability of the
luminosity, and derive color law parameters.

1 Introduction

1.1 SNIa and cosmology

Type Ia supernovae (SNIa) are thought to be thermonuclear explosions of carbon-oxygen white
dwarfs approaching the Chandrasekhar limit either by accretion of material from a companion,
the favored scenario, or by coalescence of two white dwarves, as it was put into evidence in some
cases, in particular in our observations of SN2007if 7.

By comparing the luminosity of distant and nearby objects, one is able to cancel out the
effect of the intrinsic luminosity and the Hubble constant and to show an accelerated expansion
of the universe. Along with other probes, it is possible to derive cosmological parameters in a
concordant model, and to put constraints on the nature of dark energy, providing a large sample
of objects. Current data sets 4,5 exhibit a limited number of nearby objects, taken in conditions
where the selections biasses and the quality is difficult to assess. A set of hundreds of nearby
objects is a prerequisite of future experiments such as the JDEM project in order to enhance
their figure of merit.

1.2 Purpose of a spectrophotometric survey of nearby SNIa

The SNFactory experiment focuses on nearby supernovae, targeting them in the Hubble flow
(0.03 < z < 0.08) which is a tradeoff between peculiar motion of the galaxies and the time needed
to achieve a sufficient signal to noise. While the acquisition of hundreds of nearby objects will
reduce the uncertainty on cosmological parameters by anchoring the Hubble diagram at low
redshift, the high apparent luminosity of these objects allow to acquire spectral series with
photometric accuracy.

Such a set is unique, and will be a reference set to train supernovae model fitters and calibrate
the luminosity to color and lightcurve shape, and K-corrections. New standardization techniques



0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
Redshift

0

5

10

15

20

25

30
SNfactory

CfA3 (Hicken et al. 09)

Union (Kowalski et al. 08)

CSP (Folatelli et al. 09)

Figure 1: Redshift of SNFactory Type Ia supernovae.

can be also developed, exploiting the spectral features of the supernovae. These features can also
be used to refine the sub-typing of SNIa and to serve as an input to computational supernovae
explosion models, in order to constrain the physics of the explosion. They can serve as a reference
for evolution studies, when similar data will become available at high redshift.

2 SNFactory

2.1 The search

The supernovae of the SNFactory program come mainly from a dedicated search, with the
addition of some IAUC circular and Astronomer’s Telegram objects. They were screened and
followed by a custom built integral field spectrograph, SNIFS.

The dedicated search was performed without assumptions on already existing galaxies in
the field when defining the pointing, in order to minimize the selection biasses with respect to
hosts. It was conducted at the 1.2m Samuel Oschin Schmidt telescope at Palomar Observatory
as part of the Palomar-QUEST survey using the QUEST-II camera 6.

2.2 The SNIFS instrument.

The followup instrument, SNIFS, is permanently mounted on the UH 2.2m telescope, and in
operation three nights a week with at least a one night gap between each, from March to
December. It is operational since 2004 and reached full operations during 2006.

It comprises two spectroscopic channels, with integral field technology. The incoming beam
is split by a dichroic filter and projected in each channel on a 15×15 microlens array, representing
a 6.4′′×6.4′′ field of view with a sampling of 0.43”. The light is then dispersed by a grism so that
the blue channel covers 3200–5200 Å at a dispersion of 2.5Å/pixel, and the red channel covers
5100–10000 Å at a dispersion of 2.9Å/pixel. In addition, a photometric channel equipped with
a multifilter monitors a surrounding field of view of 10′ × 5′ in order to derive the differential
night-to-night extinction ratio for exposures on the same object by photometric analysis of stars
in the field. It provides also as an input in order to reconstruct the PSF in the spectroscopic
channel.

2.3 The dataset

During the 2004–2008 period, SNFactory discovered about 1000 supernovae of all types, 700
including third party discoveries were typed by the SNIFS instrument. Out of the 450 SNIa thus
confirmed, 190 were followed with more than 5 epochs, which amounts to 3000 spectra. Some
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supernovae proved themselves worthwhile as individual objects and were subject of individual
studies 1,7,8. This sample more than doubles the available statistics from existing sets in our
target redshift range, and is unique is its nature, providing spectrometry with photometric
precision all along the light-curve, as shown on figure 1.

3 Data analysis and first results

3.1 Calibration status

The data reduction pipeline involves classical CCD preprocessing, extraction of individual spec-
tra from the CCD, classical wavelength and relative flux calibration using arc and continuum
lamp exposures. In order to obtain an absolute flux calibration, we used exposures of standard
stars. When the night is photometric, this calibration can be propagated to the science object,
whereas in non-photometric conditions, an additional extinction found to be grey was applied
on an object per object basis. It was determined using the photometric channel. The airmass
dependance of the flux calibration varies with time, and the contribution from different compo-
nents, Rayleigh diffusion, ozone, aerosols and telluric lines was calibrated on a day by day basis
using exposures on standard stars at different airmass to derive a nightly calibration solution.
The average atmospheric extinction is presented on figure 2.

The precision obtained on the calibration was derived from standard stars calibrated as if
there were supernova, and comparing to their reference curves. Its normalized mean absolute
deviation is 1.7% on photometric nights and 3.2% on non-photometric nights, the color term
between adjacent bands being 1.1% on average. In order to assess the calibration on supernovae,
which are fainter and for which a structured background has to be subtracted, we compared
the flux in synthetic filters to the SALT2 fit 3 for the object, and obtained a dispersion of 6.0%,
mostly due to the model accuracy or the object variability.

3.2 Hubble diagram dispersion

At the present stage of data analysis, Supernovae were extracted with the assumption that the
structured background is linear. The obtained spectral timeseries were integrated on a set of
custom top hat filters and the resulting lightcurves were fit by a SALT2 model3 in order to extract
their stretch and color parameters. Then, a cosmological fit was performed, and the residuals
to the fit were found to have a dispersion of 0.16 magnitudes, which is the usual dispersion
observed on far supernovae by this technique, and is of excellent quality for nearby objects.

In order to reduce further this dispersion, various techniques were used. First, K-correction-
less analysis uses a set of custom filters which are redshift-dependant, in order to integrate the
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Figure 3: Left : correlation of EWSiII4000 and Hubble diagram residuals. Right : Hubble residuals with respect
to color excess after intrinsic contribution subtraction.

same portion of the spectrum in the rest frame. This technique can reduce the dispersion to
0.14 magnitudes.

Alternate metrics for the intrinsic parameters were also proposed. A new flux ratio variable
was introduced 2, which is shown to be a replacement of both color and stretch, and gives a
final resolution of 0.13 mag. Classical indicators, such as the pseudo-equivalent width of the
SiII(4130)Å feature were also used in replacement of the stretch parameter. When fitting the
Hubble diagram with this equivalent with in place of the stretch, the resulting dispersion is 0.16
mag also, proving that this spectral indicator is a measurement of intrinsic properties of the
object.

3.3 Determination of color law

As the SiII(4130) equivalent width is insensitive to the dust reddening of the spectrum, we can
derive, from the residuals to the Hubble diagram ∆MB a correction law for intrinsic luminosity
IBwith respect to this equivalent width. Then the difference ∆MB − IB contains mostly the
effect of color, be it dust reddening of intrinsic, and a residual of intrinsic dispersion. This
measure can be repeated in any band, and in particular, we can define the color, corrected from
the intrinsic variation, as E(B − V ) = ∆MB − IB − ∆MV − IV . Assuming the color term is
mostly dust, it is possible to fit for a Cardelli law. The fit is very sensitive on the assumption
made on the covariances between all the terms, and the value of 3.1 can’t be excluded from
preliminary analyses.
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We reanalyze the supernovae data from the Union Compilation including the weak lensing
effects caused by inhomogeneities. We compute the lensing probability distribution function
for each background solution described by the parameters ΩM , ΩΛ and w in the presence
of inhomogeneities, which are designed to mimic the observed large-scale structures. We
then perform a likelihood analysis in the space of FLRW-parameters and compare our results
with the standard approach. We find that the inclusion of lensing can move the best-fit
model significantly towards the cosmic concordance of the flat ΛCDM model, improving the
agreement with the constraints coming from the CMB and BAO.

Introduction. In the standard approach SNe observations are analyzed in the framework of
homogenous FLRW models. However, the universe is known to be inhomogenous, showing a
distribution of clusters and filaments surrounding much emptier voids of size ≈ 10 − 100 Mpc.
A known effect of these structures on any set of standard candles is weak gravitational lensing.
Weak lensing can cause either brightening or dimming of the source depending on whether the
matter column density along the line of sight is larger or smaller than the FLRW value.

The fundamental quantity describing this statistical magnification is the lensing probability
distribution function (PDF). The lensing PDF is specific both to the given FLRW model, and
to the particular spectrum of inhomogeneities introduced. It is not currently possible to extract
the lensing PDF from the observational data and we have to resort to theoretical models. Here
we use the approach based on the stochastic modelling of the inhomogeneities introduced in
Ref. 3. This method combines the flexibility in modelling with a fast performance in obtaining
the lensing PDF. To compute one lensing PDF, the numerical implementation turboGL 0.43

takes, with an ordinary desktop computer, a time of order of a second. This speed performance
makes it feasible to do an ab initio likelihood analysis in the space of FLRW-models endowed with
inhomogeneities. In this letter we will perform such an analysis for the Union SNe Compilation4.

We will treat inhomogeneities as perturbations over the FLRW model which is parametrized
as usual by the present Hubble expansion rate H0 = 100h km s−1 Mpc−1, the present matter
density parameter ΩM and the present dark energy density parameter ΩΛ and a constant equa-
tion of state w. We fix the radiation density to ΩR = 4.2 · 10−5h−2. For inhomogeneities we use
a “meatball” model5 consisting of randomly placed spherical halos made of ordinary and dark
matter. In principle these halos need not be virialized, and the spherical symmetry assumption
is not very restrictive3.

aContribution to the proceedings of the 45th Rencontres de Moriond, Cosmology Session, March 13-20, 2010.
Work done in collaboration with L. Amendola, K. Kainulainen and M. Quartin and based on1, where more details
and references can be found.



Here we use a simple single-mass halo model which is completely parametrized by the co-
moving distance between halos λc, the halo proper radius Rp and the density profile. We choose
the latter to be the NFW profile6 with a concentration parameter c ≃ 6.7 and we assume that
the halos have virialized with a contrast of 200 at a redshift zvir, whereby (for a given zvir)
the corresponding Rp can be taken constant. The halo mass is related to the comoving density
nc ≡ λ−3

c by ρc ΩM = M nc. For numerical values we used λc = 12.6h−1Mpc, and correspond-
ingly M = 5.6 · 1014h−1ΩM M⊙, and zvir = 0.8. The numerical value of Rp depends on the
background matter density at zvir. For the ΛCDM model Rp ≃ 0.7h−1Mpc.

Lensing. The meatball model incorporates quantitatively the crucial feature that photons can
travel through voids and miss the localized overdensities. This feature is not present, for exam-
ple, in “swiss-cheese” models where the bubble boundaries are designed to have compensating
overdensities. Such models have indeed been shown to have on average little lensing effects7,8.
The key quantity is the lens convergence κ, which in the weak-lensing approximation is

κ(zs) =

∫

rs

0

dr G(r, rs) δM (r, t(r)) . (1)

Here δM (r, t) is the matter density contrast and G(r, rs) =
3H2

0
ΩM

2c2a(t(r))

f
k
(r)f

k
(rs−r)

f
k
(rs)

, where the

functions a(t), t(r) and r(z) correspond to the FLRW model, rs = r(zs) is the comoving position
of the source at redshift zs and the integral is evaluated along the unperturbed light path. Also,
fk(r) = sin(r

√
k)/

√
k, r, sinh(r

√
−k)/

√
−k depending on the spatial curvature k >,=, < 0,

respectively. Neglecting the second-order contribution of the shear, the shift in the distance
modulus caused by lensing is expressed solely in terms of κ: ∆m(z) = 5 log10(1−κ(z)). In Ref.3

a fast and easy way to obtain the convergence PDF for these meatball models was derived. In
short, the formula for the convergence Eq. (1) is replaced by a discretized probabilistic expression:

κ({kim}) =
NS
∑

i=1

NR
∑

m=1

κ1im (kim − ∆Nim) . (2)

Here κ1im is the convergence due to one halo, at a comoving distance ri, which the photon
path intercepts with an impact parameter bm. The quantity kim in Eq. (2) is a Poisson random
variable of parameter ∆Nim = nc∆Vim, which gives the expected number of halos within the
bin volume ∆Vim. That is, Eq. 2 defines a convergence as a function of a configuration {kim} of
halos along an arbitrary line of sight from the observer to the source. The lensing PDF Pwl is
then constructed from a large sample of random configurations {kim}. Note that the expected
convergence computed from Eq. (2) is zero, consistent with photon conservation in weak lensing,
because for a Poisson distributed variable the expected value coincides with its parameter.

Likelihood function. After the raw lensing PDF Pwl(∆m) has been computed for a given
set of FLRW-parameters and redshifts, it still has to be convolved with the intrinsic source
brightness distribution Pin: P (∆m, zs) =

∫

dy Pwl(y, zs)Pin(∆m − y). We take Pin to be a
gaussian in the distance moduli. The actual intrinsic distribution should be a universal function
if the SN are similar at all distances. However, following Ref.4, we will combine all observational
(gaussian by assumption) uncertainties in quadrature with the intrinsic distribution, whereby Pin

becomes an effective distribution specific for each SN event Pin(x) → PSN (x, σi). The likelihood
function for a single SN-observation is then

Li(µ) =

∫

dy Pwl(y, zi)PSN (∆mi − µ − y, σi) , (3)

where ∆mi = mo,i−mt,i, mo,i is the observed magnitude and the corresponding FLRW prediction
is related to the luminosity distance dL by mt,i = 5 log10 dL(zi)/10 pc. The parameter µ is
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Figure 1: PDFs for a SN with σ = 0.25 mag at zs = 1.5 in the ΛCDM model.

an unknown offset sum of the SNe absolute magnitudes, of k-corrections and other possible
systematics. Note also that Li inherits the vanishing mean of Pwl and that its variance is simply
given by the sum of the variances of the convolving PDFs. We define the total likelihood function
as the product of all independent likelihood functions, further marginalized over µ:

L(ΩM ,ΩΛ, w) =

∫

dµ ΠiLi(µ) . (4)

Since µ is degenerate with log10 H0 we are effectively marginalizing also over the expansion rate
of the universe. A replacement of Pwl(y, z) by a cosmology-independent gaussian with a variance2

σ ≡ 0.093z, would reduce Eq. (4) to the form used in the analysis of Ref. 4. Typical forms of
Pwl, PSN and Li(µ = 0) have been illustrated in Fig. 1. Also shown for later use is Gi, which is
a gaussian with the same variance of Li(0).

Results and Conclusions. We run a global likelihood analysis using the formula (4) for two
different setups: first in the (ΩM , w)-space for flat (Ωk = 0) wCDM models and second in the
(ΩM ,ΩΛ)-space for a non-flat ΛCDM model (w = −1) using the Union SNe Compilation of Ref.4.
We show our results in Fig. 2 as confidence level contours for χ2 = −2 log L. For comparison
we have performed the analysis also using the standard PSN distribution (as done in Ref. 4) and
the distribution Gi. The idea for using Gi is that it takes into account the cosmology-dependent

extra dispersion coming from lensing, but neglects the skewness of the true distribution. So, the
contours relative to Gi give an idea of how much of the difference from the standard analysis
comes from the widening of the intrinsic distribution, and how much from the skewness of
the actual PDF. As it is evident from Fig. 2, the 1σ contours are basically determined by the
cosmology-dependent widening, whereas the skewness starts to be relevant between the 2 and
3σ levels. The general trend favoring models with smaller ΩM follows from the fact that lensing
effects in general make the fit slightly worse with than without lensing9. The effect comes both
from the cosmology-dependent widening and from the skewness of the distributions, and it is
obviously more pronounced for larger matter densities. This can be seen directly from Eq. (1),
where the magnitude of the lensing effects is explicitly seen to be proportional to ΩM . The
overall movement of the best-fit model then follows the degeneracy of the FLRW models.

We have presented a reanalysis of the supernovae data from the Union Compilation including
the lensing effects caused by inhomogeneities. Unlike in the analysis of Ref. 4, where the lensing
effects are accounted for by adding in quadrature a small z-dependent variance to the other
statistical and systematic errors, we compute the actual probability distribution functions for
each different FLRW-model with a spectrum of inhomogeneities designed to mimic the observed
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lines with a square and correspond to the ones of Ref. 5 (without systematics).

large-scale structures. In particular the large voids that dominate the late-time universe were
imposed in the model by concentrating all matter into halos. Accordingly, we chose the halos
to have the mass of a very large cluster, i.e. of order 1014h−1M⊙, which then corresponds to an
interhalo distance of order 10h−1Mpc. We found that including inhomogeneities significantly
changes the likelihood contours (the likelihood peaks, for instance, move of around 1σ) and
clearly improves the concordance of the supernova data with the CMB and the BAO, which
may be used to strengthen the case for the standard ΛCDM model.

One should be reminded that our findings could change if other effects caused by large-scale
inhomogeneities are introduced, e.g., selection or redshift effects. It also remains to be seen
how a more realistic inhomogeneous distribution, providing a better fit to the matter power
spectrum, would affect these weak-lensing corrections to the SNe contours.
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The Large Synoptic Survey Telescope (LSST) is a wide (20,000 sq.deg.) and deep ugrizy

imaging survey which will be sited at Cerro Pachon in Chile. A major scientific goal of LSST is
to constrain dark energy parameters via the baryon acoustic oscillation (BAO) signal. Crucial
to this technique is the measurement of well-understood photometric redshifts, derived from
the survey ugrizy imaging. Here we present the results of the effect of simulated photometric
redshift (PZ) errors on the reconstruction of the BAO signal. We generate many “Monte
Carlo” simulations of galaxies from a model power spectrum using Fast Fourier Transform
techniques. Mock galaxy properties are assigned using an algorithm that reproduces observed
luminosity-color-redshift distributions from the GOODS survey. We also compare these results
to those expected from a possible future spectroscopic survey such as BigBOSS.

1 Introduction

In the early universe, when the temperature is high enough so the photons and baryons are
coupled through Compton scattering in a plasma, the cosmological density fluctuations create
sound waves which propagate through this plasma. At around a redshift of 1000 the temperature
of the universe drops to a level at which the Compton scattering is no longer efficient, effectively
stalling the sound waves at the epoch of recombination. The distance these sound waves could
travel in the time between the formation of the perturbations and the epoch of recombination
imprinted a characteristic scale into the spectrum of density perturbations. Because the universe
has a significant fraction of baryons, theory predicts that this characteristic scale will also be
imprinted in the late-time spectrum of density perturbations. Since galaxies are expected to
form in the regions that are overdense in baryons and dark matter, and because this is driven
by where the initial perturbations were, there should be an small excess of galaxies at this
characteristic scale away from other galaxies. At recombination this scale is roughly 150 Mpc,
and it appears in the power spectrum of density fluctuations as a damped harmonic sequence, a
series of wiggles, which are what is known as the baryon acoustic oscillations (BAO).The position
of these wiggles measured as a function of redshift reveals information about dark energy.

It has been shown1,2 that it is possible to measure BAO using a photometric redshift survey.
The advantage of using photometric redshifts over spectroscopic redshifts is that they are much
less expensive (time consuming) to obtain and so a much larger volume of the universe can be
surveyed. Since the BAO feature is observed on fairly large scales, a volume even larger than
this must be surveyed in order to obtain a measurement with enough statistical significance
to measure the cosmological parameters precisely. The disadvantage of photometric redshifts
is that they have large errors and the exact distribution of these errors is currently not well
understood. Here we present an early result from our simulations of the performance of LSST,
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Figure 1: LHS : Interpolated SED library, all normalised to the same value at 0.4µm; Center : GOODS type-
specific luminosity functions at 0.75 < z < 1; RHS : Fitted standard deviation of photometric redshift errors in

each redshift slice of the simulation.

a future photometric wide-field survey, in measuring the BAO signal.

2 The Large Synoptic Survey Telescope

The Large Synoptic Survey Telescope (LSST) will be the first of a next generation of ground
based optical telescopes. It seeks to investigate important scientific problems of the next decade:
probing dark energy and dark matter, taking an inventory of the Solar System, exploring the
transient optical sky, and understanding galaxy formation and the structure of the Milky Way.
All these diverse science goals require wide-field repeated deep imaging of the sky in many optical
bands.

LSST will carry out such a survey by imaging 20,000 deg2 of the sky in six broad photometric
bands ugrizy, imaging each region of sky roughly 2000 times (1000 pairs of back-to-back 15-sec
exposures) over a ten-year survey lifetime. After 10 years, with 1000 visits (2x15s exposures),
it is anticipated LSST will yield a coadded map of the sky with a 5-σ depth for point sources of
r ∼ 27.5. For more details on the science goals and capabilities that will be provided by LSST,
see the LSST Science Book3.

3 Simulation of mock galaxy catalogs

We take a model linear theory matter power spectrum and generate Gaussian realisations of
over-densities. Each over-density is assigned Ni galaxies where Ni depends on the value of
the over-density and the expected mean number density of galaxies at the relevant redshift.
The mean number density of galaxies as a function of redshift is calculated by integrating the
GOODS luminosity functions (LFs)4, shown in the center panel of Fig. 1.

Each galaxy in the simulation is assigned an absolute magnitude and a broad spectral type:
early-type, late-type or starburst. This is done by creating a probability distribution using the
galaxy-type specific LFs measured from GOODS4, again see the center panel of Fig. 1. We then
create a library of spectral energy densities (SEDs) of different galaxy types by interpolating
the CWW5 and Kinney6 empirical galaxy templates, which cover the range of galaxy types from
early to starburst, shown in the left-hand panel of Fig. 1. We randomly assign each galaxy an
SED with a prior based on its original broad spectral type. Using the information simulated
so far for each galaxy (specifically: z, absolute magnitude and SED) we calculate the observed
apparent magnitudes in each LSST filter including the expected photometric and systematic
errors3. We verify the simulation method by comparing our own simulation of the GOODS data
to the real GOODS data.

Photometric redshifts are reconstructed using a χ2 fitting technique using the galaxy lu-
minosity function as a prior. Our code produces reasonable distributions of the photometric
redshift errors: zphot − zspec. The right-hand panel of Fig. 1 shows the fitted standard deviation
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Figure 2: Power spectrum measured from the simulation described in Sections 3 and 4.

of zphot − zspec in different redshift slices of ∆z = 0.05 in the simulation. The precision after
z = 1 worsens as expected due to the Balmer break having transitioned out of the y band and
the Lyman break having yet to enter the u band.

4 Early simulation result

We have simulated just a small survey at this stage: 5 Gpc3 covering 0.7 < z < 1.4 and assuming
100 visits of the simulated survey area.

We compute the power spectrum using a direct Fourier transform method as outlined in
Blake et al. (2007)2. To measure the precision on the BAO scale we use the “wiggles only” 7

method: dividing the measured power spectrum by a smooth reference power spectrum given
by the Eisenstein and Hu8 “no-wiggles” fitting formula. The “wiggles only” power spectrum is
then well approximated by a decaying sinusoid:

P (k)

Pref
= 1 + Ak exp

[
−

(
k

0.1hMpc−1

)γ]
sin

(
2πk

ka

)
(1)

where ka represents the acoustic scale.
We find the precision on the measurement of the acoustic scale from this simulation to be

3%, corresponding to an error on the dark energy equation of state w (assumed constant) of
16%. Performing a simple extrapolation to an equivalent simulation covering the LSST volume
suggests the precision of the acoustic scale measurement for LSST from BAO would be 0.4%,
corresponding to an error on w of about 2%.

5 LSST vs BigBOSS

BigBOSS9 is a proposed spectroscopic survey to measure BAO. Though it will have more precise
redshifts than LSST it will cover less volume and observe less galaxies, see Table 1. It is
interesting to compare the expected errors on the power spectrum for idealised versions of both
surveys.

An analytic expression for the expected fractional errors on the power spectrum under some
simplifying assumptions is given below:

σP

P
=

√
2(2π)3

V

1

4πk2dk

(
P + 1/n

P

)
1

〈exp (−(kzσz)2〉k)
(2)

The above equation incorporates uncertainties due to sample variance, shot noise and the photo-
metric redshift errors, assumed to have a Gaussian distribution with a standard deviation which
is constant across the survey. For BigBOSS essentially σz = 0.

Fig. 3 shows Eq. 2 plotted for the LSST survey (blue/dark solid line) and the BigBOSS
survey (green/light solid line). On the left-hand side optimistic photometric redshift errors for
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Table 1: Comparison of BigBOSS and LSST

Survey redshift range Sky Area (sq.deg) Volume (Mpc/h)3 N gals

BigBOSS 0.20< z <2.0 14,000 3x1010 3x107

LSST 0.15< z <3.0 20,000 1x1011 1010

LSST are assumed (σz = 0.01), and on the right-hand side, conservative ones (σz = 0.03).
The blue dashed line is for LSST with zero photometric redshift errors. The figure shows
that BigBOSS becomes shot noise dominated around the BAO scale. To produce competitive
constraints with BigBOSS LSST must achieve a photometric redshift precision of σz = 0.01,
though LSST performs far superior to BigBOSS on large scales for both assumed error models.

6 Conclusions

From our current simulations we find that:
• Our simulation produces a realistic observed galaxy catalog.
• Computation of photometric redshifts produces expected error distribution.
• Using our current small survey simulation we have shown that a direct 3D power spectrum

estimation with photometric redshifts can produce a reasonable constraint on kBAO:
∆ka/ka = 3%

• LSST is competitive with BigBOSS even on the BAO scale, it is superior at large scales.
∆ka/ka = 0.3% (BigBOSS/LSST optimistic)
∆ka/ka = 0.6% (LSST conservative)

References

1. C. Blake, and S. Bridle MNRAS 363, 1329 (2005).
2. C. Blake, A. Collister, S. Bridle and O. Lahav MNRAS 374, 1527 (2007).
3. LSST Science Collaborations: The LSST Science Book, arXiv:astro-ph 0912.0201v1,

http://www.lsst.org/lsst/scibook (2009).
4. T. Dahlen et al. ApJ 631, 126 (2005).
5. G.D. Coleman, C.C. Wu and D.W. Weedman ApJS 43, 393 (1980)
6. A.L. Kinney et al. ApJ 467, 38 (1996).
7. C. Blake, and K. Glazebrook ApJ 594, 665 (2003).
8. D.J. Eisenstein and W. Hu ApJ 496, 605 (1998).
9. D.J. Schlegel et al. arXiv:astro-ph 0904.0468, (2009)



Constraining Dark Energy with BOSS

Nicol’as G. Busca

APC - Universit’e de Paris 7, Laboratoire APC 10, rue Alice Domon et Lonie Duquet 75205 Paris

Cedex 13, Paris

The Baryon Oscillation Spectroscopic Survey (BOSS) will measure the redshift of 1.5 million
luminous red galaxies (at z ∼ 0.6) and 160,000 high redshift quasars (z > 2.3). By using
the baryon acoustic oscillation scale as a physically calibrated ruler, BOSS will determine the
absolute cosmic distance scale with a precision of 1% at z = 0.35, 1.1% at z = 0.6 and 1.5%
at z = 2.5 and achieve tight constraints on the equation of state of dark energy. BOSS has
been taking data in a stable manner since the end of 2009 and has currently observed about
2% of the final survey surface.

1 Introduction

This last decade has witnessed exceptional progress in the understanding of the Universe at large
scales. Very precise observations shaped the current theory for the evolution of the universe
since the end of inflation: the Λ-CDM model. However, the Λ-CDM model is far from being
completely satisfactory since it contains at least two ingredients which seem ad-hoc: the dark
matter and the dark energy.

The possibility of a direct detection of dark matter particles might be within reach of current
generation experiments, if the recent results from DAMA/LIBRA 1, Edelweiss 2 and CDMS 3

turn out to be the “tip of the iceberg”. The increased exposure of the next runs will tell. At
the same time, the LHC will also start probing the parameter space of dark matter models.

While there are working models for dark matter (for instance, those based on supersymmetric
particles), the nature of dark energy is darker. Why is the dark energy density so small? Why
are we observing the universe right when it became dominant? What is dark energy anyway?

Wide field astronomy will bring essential pieces to this cosmic puzzle. In the next decade,
data from many experimental efforts will constrain the nature of dark energy 4 by constraining
its equation of state. The Baryon acoustic Oscillations Spectroscopic Survey (BOSS) is already
underway. BOSS is part of the SDSS-III and will measure the peak in the two-point correlation
function due to baryon acoustic oscillations (BAO) with percent-precision. Comparison of the
sound horizon at decoupling with this observed scale leads then to constraints on cosmological
parameters. The measurement will be done in two redshift ranges with two different techniques:
in the range 0.3 < z < 0.6 by means of the spatial distribution of luminous red galaxies (LRG)
and in the range 2.3 < z < 3 by means of the correlations among peaks and troughs in the Ly-α
forests of distant quasars.

In these proceedings, I will briefly review the physics of baryon acoustic oscillations in the
context of BOSS, and the expected constraints that BOSS will pose on the equation of state of
dark energy.



2 Baryon Acoustic Oscillations

Baryon acoustic oscillations arise due to the tight coupling between baryons and photons in the
hot, dense primordial plasma. During this tight coupling phase, perturbations in the baryon-
photon fluid are unable to grow, but rather propagate as sound waves. After decoupling (z ∼
1000) baryons and photons decouple and sound waves are frozen in the initial distribution of
baryons. The gravitational collapse then governs the evolution of this initial distribution. The
imprint of the initial distribution of sound waves should then be observable in the late time
distribution of matter (see e.g. 6).

The typical distance between overdensities is expected to be the size of the sound horizon
at decoupling, nearly 100Mpc/h, and this “acoustic scale” can then be used as a physically
calibrated ruler. Since the initial distribution of sound waves is also imprinted as the pattern of
anisotropies in the CMB, experiments such as WMAP or Plank directly measure the acoustic
scale at decoupling. Measurements of the distribution of matter as a function of redshift are
tantamount to a measurement of the acoustic scale which can be used to constrain the expansion
history of the universe.

With enough statistics, one can measure the acoustic scale both along and across the line of
sight which implies direct measurements of two cosmological distances: the Hubble parameter
H(z) and the angular diameter distance dA(z).

This method is expected to be highly robust since the acoustic scale is much larger than the
scale of non-linear gravitational collapse.

3 The BOSS experiment

BOSS is the main SDSS-III dark time project. It uses the SDSS 4m telescope, with a field of
view of 7 deg2. BOSS is a fully spectroscopic survey which will observe 10,000 deg2 in the sky.
BOSS makes several improvements with respect to the previous spectroscopic surveys of SDSS-I
and SDSS-II: the coverage of the spectrograph is increased to the range 3,700 Å- 9,600 Å, 1,000
of 2 arcsec in diameter will replace the 640 fibers of 3 arcsec in diameter, all BOSS fibers will
be devoted to either LRG or quasar targets (previously only 10-15% of galaxy targets where
LRGs or quasars). BOSS is expected to spectroscopically observe nearly 1,600,000 LRGs at
0.15 < z < 0.7 and 160,000 quasars at z > 2.3.

These two types of observations, LRGs and quasars, sample the matter distribution in
different ways. LRGs represent a discrete sampling of the underlying matter distribution. The
correlation function can be recovered by the standard technique developed by Landy and Szalay
5. In contrast, quasars provide a sampling of matter by their Lyα forest. The absorption features
in the Lyα forest are due to the presence of neutral hydrogen in the line of sight of a given quasar.
The matter distribution is then sampled by an ensemble of “skewers”, each for each quasar line
of sight. The correlation function can be recovered in the correlation of absorption features in
the forest.

The LRG technique has been exploited by the previous SDSS surveys and the acoustic
peak in the LRG distribution has already been observed 7. BOSS will make of this detection
a precision measurement by increasing the statistics by over a factor of 10. The quasar-Lyα

technique is promising (see e.g. ?) but its power to measure the acoustic scale has not yet been
demonstrated experimentally.

4 Constraints from BOSS

With its 10,000 deg2 area, BOSS is within a factor of two of the cosmic variance limit for
BAO measurement precision at z < 0.6 so no future experiment can do substantially better in



this regime. As illustrated in figure 1(left), BAO measurements provide an interesting cross-
calibration with type Ia SN at intermediate redshift range, and extend the Hubble diagram to
much higher redshifts.

The capabilities of BOSS can be characterized by using the standard parametrization of the
equation of state of dark energy: w(z) = w0 + w1z. The Hubble parameter is then given by:

H2(z) = Ωm(1 + z)3 + Ωr(1 + z)4 + ΩK(1 + z)2 + ΩX(1 + z)3w(z) (1)

where Ωi is the present fraction of the critical density in the species i and X denotes dark energy.
The angular diameter distance is then:

dA = |K|−1f(|K|1/2χ), χ =

∫

z

0

dz

H(z)
(2)

where f(x) = sinh(x), x, sin(x) for an open, flat or closed universe respectively and |K| is the
spatial curvature.

A, somewhat optimistic, estimation of the expected uncertainties in w0 and w1 can be
obtained via a Fisher analysis by assuming that all other cosmological parameters in equation 1
are fixed to their current best fit values and that both H(z) and dA(z) are measured in 3 low z
(from LRGs) and 3 high z (from quasars) slices with nominal uncertainties at the percent level
(a more thorough treatment that rather marginalizes over these parameters and includes other
systematic effects can be found in 8).

Figure 1(left) shows the 90% constrains in the w0−w1 plane coming from H(z) alone (blue),
dA(z) (black) and combined (red).

Figure 1: left: Equivalent data points from BOSS in the Hubble diagram (red) and current SN-Ia data from the
union compilation. right: constraints on the dark energy equation of state.

5 Conclusions

BOSS is a high-precission experiment to measure the acceleration of the Universe using the
baryon acoustic oscillation technique, with low systematic uncertainties. BOSS will be the
largest effective volume yet surveyed for large scale structure, and will sample the distribution
of matter using two different tracers: LRGs at z 0.6 and the absorption in the Lyα forest of
quasars. The LRG survey will measure a quarter of a million Fourier modes at k < 0.2hMpc−1

8. The BOSS Lyα will provide complimentary high redshift constraints.
BOSS will provide an impressive advance over our current and near future state of knowledge.

The area of the constraints in the w0 − w1 plane is expected to get reduced by over a factor
of 10. But this observation understates the capabilities of BOSS. Clear evidence for departures
from the (w0, w1) parametrization would provide a direct insight into the physics of the cosmic
acceleration. The “guaranteed” return of BOSS is much tighter constrains on the parameters of
dark energy, but the “discovery” potential is larger still.
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The classical cosmological tests, SNIa Hubble diagram, CMB, BAO and power spectrum of
galaxies are allowing tight constraints on the main parameters of Lambda Cold dark matter
dominated universes. However, these constraints are established with several assumptions, the
high accuracy one obtain on these constraints does not mean that the actual characteristics of
the universe are known at the same precision level. Furthermore, astrophysical considerations
may lead to additional sources of uncertainties. These issues and their present status are
discussed.

1 Introduction

The progress in our knowledge about the universe has been remarkable over the last fifteen years.
Three sets of observational data are particularly important in this respect: type Ia supernovae
Hubble diagram, measurements of the fluctuations of the CMB, mainly provided by WMAP
and the measurement of the large scale distribution of galaxies which is supposed to trace the
underlying dark matter distribution. Measurements of the Hubble constant, the lensing signal
on large scale, or the properties of x-ray clusters provide some other constraints –among many
others– that can be added, but until now these have not reached the same level of recognition
by the community. In order to illustrate the achieved precision we provide a table of constraints
which has been recently published (Ferramacho et al., 2009) and then discussed some of the
possible limitations. Most of the content of this proceedings is based on this work as well as on
L.Ferramacho PhD thesis.

One can see that a high precision is achieved on most of the cosmological parameters,
between 1% and 5% for most of them, although the progress may not look so spectacular when
compared with the first table published using WMAP data (Spergel et al., 2003). Maybe the
most spectacular result is the one on the universe curvature: Ωk = −0.005 ± 0.0121 (which we
regard as a 1% precision estimation...). Obviously, the actual precision one can achieve depends
on the number of free parameters of the model. This is illustrated by the fact that constraints
change slightly when curvature or w 6= −1 are allowed. However, results remain remarkabily
stable: this reinforces the success of the model.



Table 1: Summary of the posterior distributions mean values for the different sets of parameters constrained,
with the corresponding 68% confidance intervals. These constraints are established by combining the three main
data sets of cosmological relevance: SNIa Hubble diagram, CMB fluctuations and power spectrum of galaxies.
The presented results have been established using a Bayesean analysis (using the COSMOMC tool) to combine
the likelihood of each data set and different parameters sets were considered. Final constraints are very similar

to those obtained with information reduced on one number like the R distance parameter for CMB.

Parameter Vanilla Vanilla + Ωk Vanilla + w Vanilla + Ωk + w

Ωbh
2 0.0227 ± 0.0005 0.0227 ± 0.0006 0.0228 ± 0.0006 0.0227 ± 0.0005

Ωcdmh2 0.112 ± 0.003 0.109 ± 0.005 0.109 ± 0.005 0.109 ± 0.005
θ 1.042 ± 0.003 1.042 ± 0.003 1.042 ± 0.003 1.042 ± 0.003
τ 0.085 ± 0.017 0.088 ± 0.017 0.087 ± 0.017 0.088 ± 0.017
ns 0.963 ± 0.012 0.964 ± 0.013 0.967 ± 0.014 0.964 ± 0.014

log(1010As) 3.07 ± 0.04 3.06 ± 0.04 3.06 ± 0.04 3.06 ± 0.04
Ωk 0 −0.005 ± 0.007 0 −0.005 ± 0.0121
w −1 −1 −0.965 ± 0.056 −1.003 ± 0.102

ΩΛ 0.738 ± 0.015 0.735 ± 0.016 0.739 ± 0.014 0.733 ± 0.020
Age 13.7 ± 0.1 13.9 ± 0.4 13.7 ± 0.1 13.9 ± 0.6
Ωm 0.262 ± 0.015 0.270 ± 0.019 0.261 ± 0.020 0.272 ± 0.029
σ8 0.806 ± 0.023 0.791 ± 0.030 0.816 ± 0.014 0.788 ± 0.042
zre 10.9 ± 1.4 11.0 ± 1.5 11.0 ± 1.5 11.0 ± 1.4
h 0.716 ± 0.014 0.699 ± 0.028 0.713 ± 0.015 0.698 ± 0.037

2 Possible systematics

The above results are impressive but one should keep in mind that these constraints are estab-
lished within a specifc model: the inflation based Cold Dark Matter picture. For instance, the
initial power spectrum of fluctuations is assumed to be a power law. Relaxing this assumption
may widen the constraints and it is unclear if there is a way to establish constraints without
such an assumption. Other factors may degrade the above constraints, such as an inacurate
model of the bias between galaxies and dark matter distribution when using LSS data.

2.1 Estimators of large scale structure

Currently the power spectrum derived from redshift surveys is used in order to carhacterize the
galaxy distribution function. This is what has been used when deriving parameters in Table 1
using the power spectrum published with the DR5 SDSS release (Tegmark et al. 2006). However,
we have also investigated the same type of constraints using the correlation function as statistical
description for the galaxy distribution(Eisenstein et al. 2005). Furthermore, a correction for non
linear effects has to be included and these papers provide slightly different prescriptions for doing
so. The fact of using such different modellings and estimators can lead to appreciable differences
in some of the estimated parameters, sometimes larger than the statistical uncertainties.

2.2 Supernovae evolution

Another source of uncertainty to consider is the possibility of evolution in the intrinsic luminosity
of type Ia supernovae. Constraints based on the SNIa Hubble diagram actually rely on the
assumption that the luminosity (after correction for ligthcurve duration and color) does not
evolve with redshift. Although there might be good arguments for that, there are no way to
confirm this hypothesis. An approach consists therefore to examine whether some evolution is
allowed and whether it would be detectable. For this we have investigated a specific model for



Figure 1: Likelihood on the density parameter using different estimators and correcting factors for non-linearities.
The (black) line on the left shows the result using the Tegmark et al. (2006) power spectrum, as well as their
non-linear recipe. The (red) curve in the middle shows the likelihood estimation using the correlation function
provided by Eisenstein et al. (2005) using their non-linear correction. The second curve (green) correspond to
the case where the curvature is left free. The (blue) curve on the right shows the likelihood estimation using the

correlation function and the Tegmark et al. non-linear correction.

the evolution:

∆m(z) = K
t0 − t(z)

t0 − t(z = 1)

where t0 is the present age of the universe in Gyr and t(z) is the age of the universe at the
redshift of the supernova explosion. K is therefore the typical change in magnitude due to
evolution at a redshift z = 1. For this specific form of evolution, a cosmological constant is not
needed anymore to explain supernovae data! Other forms of evolution have been investigated
by Linden et al. (2009). The results showed that evolution is actually tightly constrained to be
close to 0. Therefore previous results based on the supernovae diagram were entirely legitimate.

Table 2: Similar to Table 1, but including an evolution parameter for the supernovae luminosity

Parameter Vanilla Vanilla + Ωk Vanilla + w Vanilla + Ωk + w

Ωbh
2 0.0228 ± 0.0006 0.0227 ± 0.0005 0.0227 ± 0.0006 0.0226 ± 0.0006

Ωcdmh2 0.110 ± 0.004 0.109 ± 0.005 0.113 ± 0.005 0.111 ± 0.005
θ 1.042 ± 0.003 1.042 ± 0.003 1.042 ± 0.003 1.042 ± 0.003
τ 0.088 ± 0.017 0.087 ± 0.017 0.085 ± 0.017 0.085 ± 0.016
ns 0.968 ± 0.013 0.965 ± 0.013 0.963 ± 0.014 0.960 ± 0.014

log(1010As) 3.07 ± 0.04 3.06 ± 0.04 3.07 ± 0.04 3.06 ± 0.04
Ωk 0 −0.002 ± 0.007 0 −0.017 ± 0.013
w −1 −1 −1.112 ± 0.148 −1.33 ± 0.242
K −0.042 ± 0.042 −0.035 ± 0.042 −0.105 ± 0.091 −0.133 ± 0.077

ΩΛ 0.747 ± 0.017 0.745 ± 0.020 0.756 ± 0.022 0.744 ± 0.022
Age 13.6 ± 0.1 13.7 ± 0.4 13.6 ± 0.1 14.5 ± 0.7
Ωm 0.253 ± 0.017 0.257 ± 0.025 0.244 ± 0.022 0.272 ± 0.029
σ8 0.801 ± 0.026 0.794 ± 0.029 0.846 ± 0.068 0.867 ± 0.060
zre 11.1 ± 1.5 11.0 ± 1.4 10.9 ± 1.5 10.8 ± 1.4
h 0.725 ± 0.017 0.720 ± 0.036 0.748 ± 0.038 0.703 ± 0.042

The drawback of these conclusions is that the ability for future supernovae projects to



provide additional constraints will depend on their ability to disentangle possible evolution with
an acuracy better than a tenth of magnitude at redshift 1.

3 Conclusion

The first conclusion of our study is that ΛCDM is in excellent agreement with observations
after the improvement in data quality and quantity over the last ten years. Alternative views,
including the orthodox ones like w 6= −1 or including curvature do not offer any competitive
picture, in the sense that none of these alternative viewss provides an appreciable improved
description of present-day data. Although this success does not prove the theory to be right, it
confirms that the theory is a scientfic theory that could have been disproved, but is still alive
and well!
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Two recently proposed techniques, involving the measurement of the cosmic parallax and
redshift drift, provide novel ways of directing probing (over a time-span of several years) the
background metric of the universe and therefore shed light on the dark energy conundrum.
The former makes use of upcoming high-precision astrometry measurements to either observe
or put tight constraints on cosmological anisotropy while the latter employs high-precision
spectroscopy to give an independent test of the present acceleration of the universe. Both
e�ects constitute but two examples of the upcoming �eld of Real-Time Cosmology.

1 Introduction

Observational cosmology is undergoing a fast evolution, with the increase of available data and a
better understanding of the connections between models and observations. The once undisputed
principles of homogeneity and isotropy are being questioned by several observations of large
scale structures 1. This is remarkable, since the Cosmic Microwave Radiation (CMB) is widely
regarded a strong evidence for the ΛCDM model which is �rmly based on these two principles
(sometimes extended to three by an extra assumption of �atness).

Large-scale violations of the cosmological principle of homogeneity have been invoked as
explanations for the cosmic acceleration enigma (see e.g. 2,3,4,5); the possibility of other often
neglected cosmological quantities (such as shear, vorticity and anisotropic curvature) in�uencing
future observations are still not completely resolved 6,7. If one is to take into account these
possibilities, the quest for new observables for dark energy becomes a valuable one.

Any violation of the cosmological principle means that a simple Friedmann-Robertson-
Walker (FRW) metric can no longer be adopted. Arguably the simplest possibility is to adopt in
place of the FRWmetric the spherically symmetric structure of the Lemaître-Tolman-Bondi (LTB)
metric, as suggested by various authors (e.g. 2,3,4,5) ever since the discovery of acceleration. The
LTB metric allows for two spatial degrees of freedom that could be employed to reproduce any
line-of-sight expansion rate and any line-of-sight inhomogeneity. In particular, LTB models can
mimic the observed accelerated expansion rate H(z) and the observed source number counts at
the same time 8. Because of both this �exibility and the isotropy with respect to the center
observer, ruling out the LTB model is not a trivial task.

Although we sometimes take for granted that in cosmology we can only access the surface of
a single light cone, this is by no means true. We can in fact receive CMB light scattered from
distant sources, for instance from the hot intra-cluster medium of galaxy clusters through the
Sunyaev-Zel'dovich e�ect, which comes from inside our light cone. Two additional techniques
recently proposed explore instead the exterior of our present light cone by observing the same



sources at two di�erent instants of time: the so-called Sandage e�ect 9 or redshift drift 10,11,12,
and the Cosmic Parallax (CP) 13,14,15,16,12. In other words, these methods probe two or more
di�erent (albeit very close) light cones. The �rst method relies on high-precision spectroscopy
while the latter requires high-precision astrometry.

The redshift drift and the cosmic parallax form a new set of �real-time� cosmic observables.
Following 12, here we brie�y review the feasibility of measuring each in the context of LTB
void models: the redshift drift with the proposed European Extremely Large Telescope (E-ELT)
instrument CODEX 17; the CP with the Gaia Satellite 18,19.

Most of the results here presented are discussed more extensively in 12.

2 LTB Void Models

The LTB metric can be used to describe spherically symmetric inhomogeneous models. Although
most authors consider the observers to be at the center of symmetry for simplicity, there is no a

priori reason for that and one should consider the possibility of o�-center observers. The max-
imum o�-center distance observationally allowed must be in-between 26 (assuming no peculiar
velocity of the observer) and 100 Mpc 20,21,22,12. Following 12 we will stick to a conservative
estimate of 30 Mpc and consider 3 LTB void models, dubbed: �Model I�, �Model II� and �cGBH
Model�.

3 Cosmic Parallax and Redshift Drift in LTB

It has been known for a long time 9 that for any expanding cosmology the redshift z of a given
source is not a constant in time. In e�ect, observation of dz/dt gives one a direct measurement
of the expansion of the universe, and is one of the few direct ways of measuring directly H(z)
(along with e.g. longitudinal acoustic oscillations). The prospect of doing so was revisited in 10.
This redshift drift has been investigated for a variety of dark energy models currently pursued in
the literature23,24,25 and it is interesting to note that most of them predict a very similar redshift
pro�le for the e�ect, all very close to the one generated by the ΛCDM model. In ΛCDM, the
redshift drift is positive in the region 0 < z < 2.4 but becomes negative for higher redshift. On
the other hand, a dark-energy mimicking giant void produces a very distinct z dependance of
this drift, and in fact one has dz/dt always negative 12.

4 Measuring the Redshift Drift with CODEX

The possibility of detecting the redshift drift at the (E-ELT) using the high-precision spectro-
graph CODEX 17,25 was analyzed in a couple of papers 23,24,25. Contrary to most dark energy
models, LTB void models can be told apart from ΛCDM with a 4σ credibility level with 10 years
of observation 12.

It is important to note that a larger observational time-frame allows not only for a larger
redshift drift (which is linear in time) but also for smaller error bars (as more photons are
collected) and, a higher S/N (which increases as

√
∆t) can be achieved. In other words, the

�e�ective signal� increases with ∆t3/2 if one assumes a proportional telescope time is maintained.

Figure 1 depicts the Sandage e�ect for di�erent dark energy models for three possible (com-
plete observation) time-spans: 5, 10 and 15 years. Also plotted are the forecasted error bars
obtainable by CODEX at the E-ELT. Here we are assuming that the time spent observing each
quasar is the same, and this accounts for larger error bars at high redshift due to the lower
apparent magnitudes of the corresponding quasars (see 12). Table 1 contains the corresponding
χ2 and σ-levels for 5, 10 and 15 years. As can be seen, void models could be detected/ruled out
at over 4σ with less than a decade of mission-time.



Model 5 years 10 years 15 years

Models I / II 1.1σ 6.2σ 12.5σ

χ2 = 6.5 χ2 = 52 χ2 = 176

cGBH Model .5σ 4.3σ 9.2σ

χ2 = 3.7 χ2 = 30 χ2 = 100

Table 1: Estimated achievable con�dence levels by the CODEX mission in 5, 10 and 15 years.

One very interesting aspect of using the Sandage e�ect to probe void models is the fact it is
model-independent to a good degree. In fact, although in the cGBH model the signal is a little
smaller, both Models I and II here studied never di�er by more than 0.1σ and except for tiny
di�erences close to the void edge (barely resolvable in Figure 1), they both predict the very same
redshift drift pro�le. These models should be good representatives of this whole class of these
dark-energy mimicking LTB void models.

5 Measuring the Cosmic Parallax with Gaia

Distance measurements are one of the most fundamental challenges in astronomy. Measuring
a possible apparent change in the relative position of cosmological sources like quasars in any
anisotropic expansion scenario, dubbed in 13 cosmic parallax, is one of the next challenges for
astrometry. In particular, missions that perform global astrometry over the entire celestial sphere
are preferred because: (i) increasing the number of measurement helps increasing the required
accuracy; (ii) cosmic parallax is an all-sky e�ect, the multipole expansion of which depend on
(and therefore is a signature of) the underlying anisotropic model.

Figure 1 illustrates the possibility of detecting the cosmic parallax with Gaia for a possible,
though arbitrary, redshift binning. Depicted are ∆tγ for two sources at the same shell for the 3
LTB void models studied in 12 and for a time span of 10 (top), 20 (middle) and 30 (bottom plot)
years, together with Gaia forecast statistical error bars. An extension to 10 or more years allow
smaller error bars and here too we can approximate the errors to scale as (∆t)−1/2. For z > 3,
the error bars get much larger and the CP is quite small, so that higher-z bins do not add much.
Here we are not considering the two main source of systematics identi�ed in 12.

Since the cosmic parallax signal is directly proportional to such a distance, one could also
phrase the argument of detection in a di�erent way. If we ignore the CMB dipole (and all other)
dipolar-anisotropy constraints and leave the o�-center distance as a free parameter, how well
could Gaia constrain it? To estimate this one need only calculate, for a given number of mission
years, what is the o�-center distance that would produce a 1σ detection. Table 2 summarizes
the results for all 3 models in 6, 10, 20 and 30 years. Interestingly, although a Gaia-like mission
requires around 20 years to reach the constraining level of the CMB dipole, already with 6 years
it is an equivalent or even better probe of dipolar anisotropy in comparison to current supernovae
datasets, which only limit such a distance to around 200-400 Mpc depending on the model 22.

Clearly, the Gaia mission with its nominal duration of 6 years cannot detect the cosmic par-
allax in void models. Note, however, that a detection could in principle be somewhat facilitated
for two reasons. First, earlier estimates for Gaia hinted to the possibility of detecting up to 1
million quasars, which is twice the value we are considering here. Second, we only considered
here a simpli�ed strategy of binning quasars in redshift, which amounts to comparing the cos-
mic parallax of sources at same distances. But in principle one should also compare quasars at
di�erent redshifts, and this could lead to an average higher signal.
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Figure 1: Redshift drift for di�erent dark energy models for a total mission duration of 5 (top), 10 (middle) and
15 (bottom plot) years and CODEX forecast error bars. In each plot, the upper 3, solid lines represent wCDM
models for w = −1.25 (uppermost), w = −1 (second) and w = −0.75 (third). The green, dashed line corresponds
to a DGP model. The three bottommost, dot-dashed lines stand for 3 void models 12. Note that a 4σ separation
between voids and ΛCDM can be achieved in a decade. ∆tγ for two sources at the same shell for the same 3
LTB models and for a time span of 10 (top), 20 (middle) and 30 (bottom plot) years, together with Gaia forecast

statistical error bars. Here we are not considering the two main systematics discussed in 12.

One �nal note: more general (non-LTB) anisotropic models will not produce a simple
dipole 16,15 and their cosmic parallax can be more easily distinguished from local e�ects.

6 Conclusions

Cosmic Parallax and redshift drift constitute two new observables for dark energy. In the case of
LTB void models, they add to the limited number of tests that can be employed to distinguish
them from an accelerating FRW universe, possibly eliminating an exotic alternative explanation
to dark energy. It turns out that the best hope to attain a clear-cut discrimination between
LTB and FRW is with the redshift drift e�ect, since the LTB expansion is always decelerated.
We �nd that a 4σ separation can be achieved with E-ELT in less than 10 years, much before
the same experiment will be able to distinguish between competing models of dark energy. A
Gaia-like mission, on the other hand, can only achieve a reasonable detection of a void-induced
cosmic parallax in the course of 30 years.

Nevertheless, CP remains an important tool and in fact one of the most promising way to
probe general late-time cosmological anisotropy, as already discussed in 13,16. In particular, even
if it only lasts 6 years Gaia should constrain late-time anisotropies similarly to current supernovae
catalogs, but in an independent way. Also, in ΛCDM it can be used to measure our own peculiar
velocity with respect to the quasar reference frame and consequently to the CMB, therefore
providing a new and promising way to break the degeneracy between the intrinsic CMB dipole
and our own peculiar velocity. We are currently investigating this possibility and results will be
published in a subsequent paper.

Direct kinematic tests such as redshift drift and CP are conceptually the simplest probe of
expansion and of anisotropy since their interpretation do not rely on calibration of standard



Model 6 years 10 years 20 years 30 years

Model I 143 66 23 13

Model II 235 109 39 21

cGBH Model 214 99 35 19

Table 2: Estimated o�-center distance constraints (in Mpc) from the Gaia (or an extended Gaia-like) mission in
6, 10, 20 and 30 years, in the limit where the two considered systematics are arbitrarily distinguished apart.

candles/rulers nor depend on evolutionary or selection e�ects (as for galaxy ages and number

counts). The fact that in both CP and redshift drift the �e�ective signal� increases as (∆t)3/2

shows that these new real-time cosmology e�ects can become some of the most e�ective long-term
dark energy probes. For the same reason, the Sandage and CP e�ects have also the potential to
become the best inhomogeneity and (late-time) anisotropy tests, respectively. Combined, they
will form an important direct test of the FRW metric.

Although the odds of Gaia having fuel to last 10 or more years are small, one can consider
Gaia as making a �rst sub-miliarcsecond astrometric sky-map, which could be confronted with
any future global-astrometry mission. Since any proper motion signal increases linearly with
time, any future mission with a global astrometric accuracy at least as good as Gaia can be
used to detect the CP (or any other kind of late-time anisotropy) signal. In between missions,
however, the e�ective signal grows only linearly in ∆t.

Other real-time cosmology e�ects will be reviewed in an upcoming paper 26.
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MODELS OF DARK ENERGY

EDMUND J. COPELAND
School of Physics and Astronomy, University of Nottingham, University Park,

Nottingham, NG7 2RD, England

A number of models of dark energy are reviewed. These include a cosmological constant,
dynamical models where a scalar field may be responsible for the observed late time acceler-
ation through to the possibility that we are not fully in control of the gravity sector and the
acceleration may be some manifestation of modified gravity.

1 Introduction

Through the 1980’s and early 1990’s a number of observations of the large scale structure in
the universe began to question the accepted paradigm of a cold dark matter (CDM) dominated
Ωmatter = 1 universe. For example in a study of the large scale clustering of IRAS galaxies
performed in 1 it was realised that it was difficult to reconcile the observed clustering of these
galaxies with that predicted in the standard paradigm at the time. In fact it led a number of
authors to begin questioning the paradigm and in 1990 Efstathiou et al,3 actually proposed that a
better fit to the data available at that time would be a scenario with a “spatially flat cosmology
in which as much as 80 percent of the critical density is provided by a positive cosmological
constant.” This remarkable conclusion was reached well before the observations of distant Type
Ia supernova hit the headlines in 1998. Their reasoning was reinforced in the analysis of the
APM Galaxy Survey data in which there was strong evidence for more large-scale structure in
the survey than predicted by the standard scale-invariant CDM model 2. Perhaps we should not
be too surprised that there were people back in the 80’s and 90’s who were turning their attention
to the prospect of a cosmological constant. After all, there were many groups of astronomers
trying to reconcile the fact that the large scale structure data was looking so inconsistent with a
standard CDM scenario. However, I think it is fair to say that not too many people (especially
from the particle physics camp) were prepared to face the prospect that we had to have a Λ
present today if our cosmology was to make sense. Two exceptions to this were Weinberg 4 and
Linde 5, as they argued for a Λ but from an anthropic standpoint. However, as will shortly
see the real catalyst which sparked theorists into action was the reported observations by the
Supernova groups in 1998 6,7 of deviations in the Hubble diagram at large redshifts providing
evidence of an accelerating Universe. It seemed to galvanise people into action and has led to
an unprecedented amount of attention being lavished on the question of the origin of the dark
energy as the source of the accelerating universe. In this brief review I will try and give a flavour
of the many attempts that have been made to access the nature of dark energy. Given that there
have been over 2000 papers written on the subject since 1998, I apologise from the outset. I
can not cover the field properly, nor give proper references. There are a number of reviews on
the subject and I urge the interested reader to look there for details. Here are just a few of



them 8,9,10,11,12,13,14,15,16. Neither will I go into great details over any particular approach, this
is going to be a schematic review, aimed at giving the reader a flavour of the attempts that have
been made to understand the nature of the dark energy.

In what follows I will describe attempts to model the dark energy as a pure cosmological
constant Λ. This remains the best fit to the data, although from a particle physics perspective it
is fraught with problems. I will then discuss a range of dynamical dark energy models in which
we assume there is some as yet unknown mechanism which has forced the real cosmological
constant to vanish to day, and the dark energy is associated with say the potential energy of
some slowly rolling scalar field. This too has problems, not least being the fact such a field
generally has to have a very small mass, which means that it is subject to the severe constraints
that exist in the form of fifth force experiments. Finally, we will look at attempts to modify the
left hand side of Einstein’s equations, the geometry part. Perhaps it is not the matter that needs
looking at, it is the spacetime to which the matter is coupled. However, we will see that even in
this case, it is pretty hard to modify Einstein’s theory too much to accommodate the late time
accelerating universe. All in all, the dark energy issue remains one of the most interesting and
perplexing problems in physics and astrophysics.

2 The basic equations

We have principally the Friedmann and fluid equations describing the evolution of the scale
factor a(t) in an isotropic and homogeneous universe of spatial curvature K containing matter
of density ρ and pressure p, related by an equation of state p = wρ.

H2 ≡
(
ȧ

a

)2

=
8πGρ

3
− K

a2
, (1)

Ḣ = −4πG(p+ ρ) +
K

a2
, (2)

ρ̇+ 3H(ρ+ p) = 0 . (3)

where H is the Hubble parameter.
Equation (3) can be derived from Eqs. (1) and (2), which means that two of Eqs. (1), (2)

and (3) are independent. Eliminating the K/a2 term from Eqs. (1) and (2), we obtain

ä

a
= −4πG

3
(ρ+ 3p) . (4)

Hence the accelerated expansion occurs for ρ+ 3p < 0.
Let us consider the evolution of the universe filled with a barotropic perfect fluid with an

equation of state
w = p/ρ , (5)

where w is assumed to be constant. Then by solving the Einstein equations given in Eqs. (1)
and (2) with K = 0, we obtain

H =
2

3(1 + w)(t− t0)
, (6)

a(t) ∝ (t− t0)
2

3(1+w) , (7)
ρ ∝ a−3(1+w) , (8)

where t0 is constant. We note that the above solution is valid for w 6= −1. The radiation
dominated universe corresponds to w = 1/3, whereas the dust dominated universe to w = 0. In



these cases we have

Radiation : a(t) ∝ (t− t0)1/2 , ρ ∝ a−4 , (9)
Dust : a(t) ∝ (t− t0)2/3 , ρ ∝ a−3 . (10)

Both cases correspond to a decelerated expansion of the universe.
From Eq. (4) an accelerated expansion (ä(t) > 0) occurs for the equation of state given by

w < −1/3 . (11)

In order to explain the current acceleration of the universe, we require an exotic energy dubbed
“dark energy” with equation of state satisfying Eq. (11). From Eq. (3) the energy density ρ
is constant for w = −1. This is the famous cosmological constant case and it follows that the
Hubble rate is also constant from Eq. (1), giving the evolution of the scale factor:

a ∝ eHt , (12)

which is the de-Sitter universe.
Now introducing the dimensionless density parameter Ω(t) = ρ(t)/ρc(t) where ρc(t) =

3H2(t)/8πG is the critical density (gives a spatially flat universe), we can rewrite the Fried-
mann equation as an elegant algebraic expression Ωm + ΩΛ + Ωk = 1 where I have divided the
density up into three contributions arising from matter (including baryons, cold dark matter and
massive neutrinos), a cosmological constant type term and spatial curvature. Turning briefly to
the observational constraints on these three quantities. First Ωm the contribution from matter.
Well a number of surveys of large scale structure, measurements of the Baryon Acoustic Os-
cillation (BAO) scale, weak lensing tests, cluster baryon abundance measurements using X-ray
measurements of intracluster gas, or SZ measurements and numerical simulations of structure
growth all appear to indicate that Ωm ∼ 0.25. For example the most recent work measuring the
BAO scale by combining 2dFGRS and SDSS data suggests the best fit cosmological parameters
are Ωm = 0.25, Ωbh

2 = 0.0223 and h = 0.72 17. The bottom line is that Ωm � 1. Analysing the
peak structure of the CMB anisotropies provides evidence for the contribution of Ωk. In fact to
a good approximation, the position of the first peak in ` space is given by `peak ∼ 220√

Ωm+ΩΛ
.

The most recent beautiful WMAP5 data when combined with with the distance measure-
ments from the Type Ia supernovae and the BAO in the distribution of galaxies probably provides
the most powerful constraints to date on the cosmological parameters 18. For instance assuming
the standard ΛCDM paradigm the following values are obtained (including 68% uncertainties):
Ωbh

2 = 0.02265±0.00059, Ωcdmh
2 = 0.1143±0.0034, ΩΛ = 0.721±0.015, which allows for the fol-

lowing to be derived: H0 = 70.1±1.3 km s−1 Mpc−1, Ωb = 0.0462±0.0015, Ωcdm = 0.233±0.013
and Ωmh

2 = 0.1369 ± 0.0037. Tight constraints (95% CL) follow on the (constant) equation
of state for dark energy, −0.11 < 1 + w < 0.14 and on the spatial curvature of the universe
−0.0175 < Ωk < 0.0085 implying that the universe is perfectly consistent with being spatially
flat Ωk ' 0 and dominated by a true cosmological constant w = −1 18. However a slight word of
caution, always be aware that these numbers come with certain prior assumptions made about
some of the other parameters. There could well be some residual dependence on these param-
eters that has not been properly taken into account. For example when the constraint of a
constant dark energy equation of state is relaxed to allow for dynamical dark energy, we find
for the present value w0, −0.38 < 1 + w0 < 0.14 18, not as tight a bound as before.

Finally, the observations of the Type Ia supernova indicates that the Hubble diagram is no
longer well fitted by a CDM dominated universe, and prefers a universe that is dominated with
a cosmological constant today – well not actually today. We don’t know what the universe is
doing right now, we can only know what it was doing around a redshift of z ∼ 0.2 − 1 as far
as the supernova are concerned. For all we know it has actually stopped accelerating today and
we just haven’t received the information yet!



3 Models of Λ

Why is the observed value of the cosmological constant a problem? For many it isn’t, it is just
another parameter that makes up the cosmological parameter set, and its observed contribution
should just be taken as an empirical fact. However, for those who believe it has something to do
with the world of particle physics then it is a real problem because its energy scale is so small
compared to the value we would naively expect it to have. This cosmological constant problem
has been with us for a long time. It was assumed the cosmological constant (or Λ) was zero
today, but we did not have any real reason to set it to that value, rather we relied on some as yet
unknown symmetry to protect it and maintain it at zero. To be a bit more precise, as we have
seen today it is of order the critical density inferring an energy density scale of 10−47(GeV )4.
Now in the world of quantum field theory we expect that the zero point fluctuations of any scalar
fields (for example) present will contribute towards an effective cosmological constant. Moreover
the scale of that constant will be governed by the cut-off scale associated with the theory. So if I
associated that with the Planck scale, I would expect a contribution of vacuum fluctuations to be
at a scale of 1071(GeV )4 a mere 10118 orders of magnitude larger than is observed. If you didn’t
trust Planck scale physics (and who could blame you!) then how about the electroweak scale at
around a TeV. Then we would expect a contribution of around 1(TeV )4 which is a mismatch
of 1061 or so. Thus even invoking supersymmetry (which brings us down to a TeV scale) we
still have an incredible mismatch of scales. This is the cosmological constant problem, why has
the universe not been completely dominated by these energy sources before now? Why are they
effectively decoupling from the cosmological dynamics ? Needless to say there has been a great
deal of interest in the possibility that a cosmological constant may pop out of string theory and
in the braneworld. This has met with mixed success but has opened up an area of research which
has led people into the myriad of possibilities known as the String Landscape. It was known for
some time that in conventional supergravity models there were ‘No go’ theorems which forbid
cosmic acceleration in cosmological solutions arising from compactification of pure supergravity
models where the internal space is a time-independent, non-singular compact manifold without
boundary 19,20. Now one way of avoiding the theorem is to relax the conditions under which
it applies such as allowing the internal space to be time-dependent, the analogue of a time-
dependent scalar fields (radion). However, doing this, whilst leading to some solutions which
have an accelerating late time evolution, they generally had mixed fortune in that they were
preceded by a kinetic energy dominated evolution rather than a more useful matter dominated
era. An alternative approach was developed by a number of authors who were interested in
the pressing issue of stabilising the extra dimensions (moduli fields) in string theory 21,22. They
realised that by using antisymmetric tensor fields to stabilise the extra dimensions (basically by
wrapping them in fluxes), the net effect was that the resulting effective cosmological constant
was described as a combination of the bare cosmological constant and the energy density of the
fluxes (see also earlier work by Linde 5). Given suitably quantised fluxes they argued that it was
possible to have the required precision to account for the observed cosmological constant with
of order 100 fluxes. This was easy to formulate in string theory. In fact given that there are
believed to be of order 10500 possible vaccua in string theory, it opened up the possibility that
this new Landscape would inevitably have regions (possibly many of them) where the vacuum
energy matched our observed one 23. This Landscape is good and bad. The good aspect of it, is
that should it exist, it seems quite plausible that we can expect there to be many many Λ’s and
a large number of these will be in the range of values we require. Indeed in a pioneering paper
back in the late 1980’s Weinberg effectively predicted we would have to find a Λ term today with
the kind of scale it appears to have 4. Anything larger would have meant the universe would
expand too rapidly for structures to collapse to form galaxies. The downside is that it is proving
almost impossible to calculate anything properly in this framework. We dont yet have exact



solutions we can use and so tend to end up adopting Anthropic arguments to justify our claims.
The Landscape is clearly an interesting feature of string theory, and the hope for many of us
is that one day we will be able to really test the notion that this is the origin of our observed
universe. Other string related approaches to Λ include: using the extra dimensions to remove
the gravitational effect of the vacuum energy, leaving us with an effectively flat four dimensional
theory24; of using a mechanism whereby Λ relaxes through the nucleation of branes coupled to a
gauge potential 25 and by using the Cyclic universe as a means to give the cosmological constant
plenty of time to relax to its present day value 26.

4 Rolling scalar fields – Quintessence and K-essence

An alternative approach to explain the nature of the dark energy is to say that we don’t know
why Λ is zero, but accept it is and try to find an alternative explanation for the dark energy
in the form of an evolving scalar field – a late time inflaton field if you like. Many of us
have had a go at this, far too many to mention, but I will briefly describe some of the neat
features associated with it. Many Quintessence scenarios have the attractive feature that there
are attractor solutions where the system evolves so as to not dominate the dynamics at early
times but come to dominate at late times. This means that the system can evolve from a wide
range of initial conditions in the safe knowledge that it will inevitably dominate the evolution
at late times. The idea first developed by Ratra and Peebles 27 as well as Wetterich 28 in the
mid 1980’s was later used for this purpose in 29,30. I am not going to go into the details of any
of the scalar field models – there are so many of them, but I feel it should be made clear that
they all have the same basic fine tuning issues. First of all the parameters in the potential need
to be generally adjusted so that today the scalar field potential matches that required for it to
be dark energy. The potentials have to be flat enough to have slow roll inflation and this needs
to be protected against supergravity corrections. Secondly, it has to come to dominate at the
correct time, namely in the recent past. In almost all cases of Quintessence the net affect is
that the mass of the Quintessence field has to be very small, mQ ' 10−33eV, with an associated
energy density of the field being V0 ' (10−3eV )4. Such small mass scale should cause a few
alarm bells to go off. A light field implies long range interactions, hence fifth force tests. There
are strong limits on the allowed couplings of such fields to matter, and basically any such field
needs to be protected from having too strong a coupling to matter otherwise we would have seen
it as a fifth force. One possible route therefore is to consider models that have protected masses
such as through using Nambu-Goto Goldstone bosons 31,32,33. Following the equation of state
for the scalar field during its evolution we see how it tracks that of the background radiation,
then matter before coming to dominate like a cosmological constant today. However, it is not a
constant, it is evolving. One of the biggest questions we face is how can we test whether dark
energy is evolving and moreover can we see that it might be different from a true cosmological
constant?

An alternative approach to having a suitably flat potential, is to consider the case of a non-
canonical kinetic sector to the theory driving the late time acceleration34,35. Such an approach
is called K-essence and has generated a lot of interest because of the fact that non-canonical
terms appear often in string models. One of the nice features of the approach is that a long
period of perfect tracking is followed by domination of dark energy triggered by the transition to
matter domination – an epoch during which structures can form. This solution of the ‘why now’
problem is therefore addressed because rather than being put in as an arbitrary time scale, the
transition occurs around the epoch of radiation-matter equality an epoch we know happened.
However, a word of warning. It is not clear that K-essence solves the coincidence problem.
The basin of attraction into the regime of tracker solutions is small compared to those where it
immediately goes into K-essence domination, and so there may well be a degree of fine tuning



required in the scenario that is not obvious at first sight 36.
Before leaving the idea of scalar fields let me just mention that there have been a number

of dark energy papers written making use of tachyon fields, phantom fields, chameleon fields,
acceleron fields (scalar fields coupled to massive neutrinos) and chaplygin gases amongst others.
The idea of the chameleon field is worth describing in a bit more detail 37. The key idea is that
in order to avoid fifth force type constraints on Quintessence models, why not have a situation
where the mass of the field depends on the local matter density? It can then be massive in high
density regions (i.e. solar system) and light (m ∼ H) in low density regions (i.e. cosmological
scales). In that way it can explain dark energy without violating solar system bounds. There is
plenty of work currently going on to investigate the nature and consistency of chameleon fields.

5 Modifying gravity

Up to now we have worked on the assumption that the dark energy is to be explained as a new
form of matter, such as the cosmological constant. However, it could well be that it has nothing
to do with the matter, but rather the gravity of the universe that we have got wrong. In other
words perhaps we need to modify Einstein’s gravity. Two recent reviews on the subject are 12,16.
It is worth mentioning one approach in a bit more detail, but it gives a flavour of the many
attempts that have been made over the past few years. In the same spirit of the pioneering
work of Starobinsky 38, Carroll et al looked at a modification of the usual Einstein action 39

in which late time acceleration can be realized by terms containing inverse powers of the Ricci
scalar added to the Einstein Hilbert action. Unfortunately the original model (L ∝ R+ 1/R) is
not compatible with solar system experiments and this remains the real test of modified gravity
models today. A large number of people have generalised the model of Carroll et al to more
general R + f(R) type models. However usually f(R) struggles to satisfy both solar system
bounds on deviations from General Relativity and late time acceleration. It brings in an extra
light degree of freedom which once again implies fifth force constraints come into play. A possible
get out clause that has been investigated is to make the scalar degree of freedom massive in the
high density solar vicinity and therefore hidden from solar system tests by a chameleon type
mechanism. In general it appears to require a form for f(R) where the mass squared of the
scalar is large and positive at high curvature. In fact very recently Amendola and Tsujikawa
have analysed these models and concluded that the f(R) models satisfying cosmological and local
gravity constraints are practically indistinguishable from the Lambda CDM model, at least at
the background level 40. Other modified gravity models include ideas based on Braneworlds,
where the extra dimensions can lead to modifications of the four dimensional gravity we are
used to. Of particular popularity has been the model of Dvali-Gabadadze-Porrati (DGP) 41 in
which the brane is embedded in a Minkowski bulk. In a DGP braneworld, gravity remains four
dimensional at short distances but can leak into the bulk at large distances leading to infrared
modifications to Einstein gravity. There is a cross-over scale around which gravity manifests
these higher-dimensional properties. This scenario is a simple one parameter model which can
account for the current acceleration of the universe provided the cross-over scale is fine tuned to
match observations. However there are problems with the model, perhaps the most significant
and potentially lethal one being the fact that in the Self accelerating branch there are ghosts in
the spectrum for any value of the brane tension. Such an instability is serious and suggests that
all is not well with the model 42.

I will finish on an area which is proving very difficult to rule out – perhaps there is no such
thing as dark energy, we don’t need to modify General Relativity, rather we just have to abandon
the aspect of the cosmological principle that assumes large scale homogeneity. Although this
is not the view of the majority of cosmologists who are happy with the ΛCDM paradigm, it
has been suggested by a small but increasing number of authors that the apparent acceleration



is due to the fact we are in an inhomogeneous universe containing appreciable sized voids. In
other words all we need to do is solve for General Relativity in an inhomogeneous background
– easy to write, difficult to do of course. As an example Hunt and Sarkar 43 have recently
suggested that we can do away with the need for dark energy if we allow for the possibility that
we live in an inhomogeneous universe, where inflation proceeded leading to features (bumps)
in the primordial spectrum so that it is not scale free. We could be living in a local void
where the Hubble flow is 30% faster than the global rate. They acknowledge a possible problem
making their data consistent with the observed baryon oscillations in the large scale structure
power spectra but otherwise they fit the data very well. Another inhomogeneous model has also
been proposed recently by Wiltshire 44, and alternatives to Dark Matter and Dark Energy have
been proposed by Mannheim 45. Kolb, Matarrese and collaborators 46 have demonstrated the
possibility of explaining away dark energy by solving the Einstein equations in a particular class
of inhomogeneous Swiss Cheese universes and demonstrating the role averaging and backreaction
can play in interpreting the dynamical evolution of these models. I think it is fair to say that
we should always be prepared for the unexpected in this field.

6 Conclusions

Dear energy is a subject in which observations are driving us forward, transforming the field,
especially through the CMBR and LSS. The data suggests that the universe is accelerating and
its evolution is consistent with the driving force being due to a pure cosmological constant.
However we don’t really know why it is accelerating and what if anything has generated the
constant to be the value it is. Moreover we don’t even know if it is a cosmological constant and
determining that must be one of the most important questions we would like to know the answer
to. In particular, is w = −1, the cosmological constant and if not, then what value has it? On the
other hand is w(z) dynamical? Perhaps we are actually seeing some new Gravitational Physics.
There are lots of models of dark energy but it may yet prove too difficult to separate one from
another such as cosmological constant. However we need to try though! Rather frustratingly
for some of us, perhaps we will only be able to determine Λ from anthropic arguments and not
from fundamental theory. And finally, perhaps we are wrong and we do not need a lambda term
at all. The next decade is certainly going to be exciting in this field !

Acknowledgments

I am very grateful to the organisors of the 45th Rencontres de Moriond for the invitation to
participate in this fun meeting in such wonderful surroundings and with such nice people. I am
also grateful to the Royal Society for financial support through the Wolfson Merit Award.

References

1. G. Efstathiou et al, Mon. Not. Roy. Astron. Soc. 247, 10 (1990).
2. S. J. Maddox et al, Mon. Not. Roy. Astron. Soc. 283, 1227 (1996).
3. G. Efstathiou et al, Nature 348, 705 (1990).
4. S. Weinberg, Rev. Mod. Phys. 61, 1 (1989).
5. A. D. Linde, Rept. Prog. Phys. 47, 925 (1984).
6. S. Perlmutter et al., Astrophys. J. 517, 565 (1999).
7. A. G. Riess et al., Astron. J. 116, 1009 (1998); Astron. J. 117, 707 (1999).
8. V. Sahni and A. A. Starobinsky, Int. J. Mod. Phys. D 9, 373 (2000); V. Sahni, Lect. Notes

Phys. 653, 141 (2004).
9. S. M. Carroll, Living Rev. Rel. 4, 1 (2001).



10. T. Padmanabhan, Phys. Rept. 380, 235 (2003); Current Science 88, 1057 (2005).
11. P. J. E. Peebles and B. Ratra, Rev. Mod. Phys. 75, 559 (2003).
12. S. Nojiri and S. D. Odintsov, eConf C0602061, 06 (2006); Int. J. Geom. Meth. Mod.

Phys. 4, 115 (2007)
13. E. J. Copeland et al., Int. J. Mod. Phys. D 15, 1753 (2006).
14. E. V. Linder, Rept. Prog. Phys. 71, 056901 (2008)
15. J. Frieman et al., Ann. Rev. Astron. Astrophys. 46, 385 (2008)
16. T. P. Sotiriou and V. Faraoni, arXiv:0805.1726 [gr-qc].
17. W.J. Percival et al., Mon. Not. Roy. Astron. Soc. 381, 1053 (2007)
18. E. Komatsu et al. [WMAP Collaboration], Astrophys. J. Suppl. 180, 330 (2009)
19. G.W. Gibbons, Aspects of Supergravity Theories, in Supersymmetry, Supergravity, and

Related Topics, eds. F. del Aguila, J.A. de Azcárraga and L.E. Ibañez (World Scientific
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A stochastic background of primordial gravitational waves could be detected soon in the po-
larization of the CMB and/or with laser interferometers. There are at least three GWB
coming from inflation: those produced during inflation and associated with the stretching of
space-time modes; those produced at the violent stage of preheating after inflation; and those
associated with the self-ordering of Goldstone modes if inflation ends via a global symmetry
breaking scenario, like in hybrid inflation. Each GW background has its own characteristic
spectrum with specific features. We discuss the prospects for detecting each GWB and dis-
tinguishing between them with a very sensitive probe, the local B-mode of CMB polarization.

Cosmological Inflation 1,2 naturally generates a spectrum of density fluctuations responsible
for large scale structure formation which is consistent with the observed CMB anisotropies.3

It also generates a spectrum of gravitational waves, whose amplitude is directly related to the
energy scale during inflation and which induces a distinct B-mode polarization pattern in the
CMB.4 Moreover, Inflation typically ends in a violent process at preheating,5 where large density
waves collide at relativistic speeds generating a stochastic background of GW 6 with a non-
thermal spectrum characterized by a prominent peak at GHz frequencies for GUT-scale models
of inflation (or at mHz-kHz for low scale models of inflation), and an amplitude proportional to
the square of the mass scale driving/ending inflation. Such a background could be detected with
future GW observatories like Adv-LIGO 7, LISA 8, BBO 9, etc. Furthermore, if inflation ended
with a global phase transition, like in certain scenarios of hybrid inflation, then there is also a
GWB due to the continuous self-ordering of the Goldstone modes at the scale of the horizon,10

which is also scale-invariant on subhorizon scales,11 with an amplitude proportional to the quartic
power of the symmetry breaking scale, that could be detectable with laser interferometers as
well as indirectly with the B-mode polarization of the CMB.12

Gravitational waves produced during inflation arise exclusively due to the quasi-exponential
expansion of the Universe 2, and are not sourced by the inflaton fluctuations, to first order in
perturbation theory. They have an approximately scale invariant and Gaussian spectrum whose
amplitude is proportional to the energy density during inflation. GUT scale inflation has good
chances to be discovered (or ruled out) by the next generation of CMB anisotropies probes,
Planck 13 and CMBpol 14, see Fig. 1 for present bounds. At the end of inflation, reheating
typically takes place in several stages. There is first a rapid (explosive) conversion of energy
from the inflaton condensate to the fields that couple to it. This epoch is known as preheating 5
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Figure 1: LEFT: The time evolution of the GW energy density during the initial stages of preheating after hybrid
inflation, from Ref.[6]. Note the three stages of tachyonic growth, bubble collisions and turbulence. RIGHT: The
observational bounds on GW. Flat spectra correspond to GUT Inflation (dashed line) and global phase transitions

(continuous lines), while the peaks at the end of the latter spectra correspond to preheating at high scales.

and occurs in most models of inflation. It can be particularly violent in the context of hybrid
inflation, where the end of inflation is associated with a symmetry breaking scenario, with a huge
range of possibilities, from GUT scale physics down to the Electroweak scale. Gravitational
waves are copiously produced at preheating from the violent collisions of high density waves
moving and colliding at relativistic speeds 6, see Fig. 1. The GW spectrum is highly peaked at
the mass scale corresponding to the symmetry breaking field, which could be very different from
the Hubble scale.

In low-scale models of hybrid inflation it is possible to attain a significant GWB at the
range of frequencies and sensitivities of LIGO or BBO. The origin of these GW is very different
from that of inflation. Here the space-time is essentially static, but there are very large inho-
mogeneities in the symmetry breaking (Higgs) field due to the random spinodal growth during
preheating. Although the transition is not first order, “bubbles” form due to the oscillations of
the Higgs field around its minimum. The subsequent collisions of the quasi-bubble walls produce
a rapid growth of the GW amplitude due to large field gradients, which source the anisotropic
stress-tensor 6. The relevant degrees of freedom are those of the Higgs field, for which there are
exact analytical solutions in the spinodal growth stage, which later can be input into lattice
numerical simulations in order to follow the highly non-linear and out-of-equilibirum stage of
bubble collisions and turbulence. However, the process of GW production at preheating lasts
only a short period of time around symmetry breaking. Soon the amplitude of GW saturates
during the turbulent stage and then can be directly extrapolated to the present with the usual
cosmic redshift scaling. Such a GWB spectrum from preheating would have a characteristic
bump, worth searching for with GW observatories based on laser interferometry, although the
scales would be too small for leaving any indirect signature in the CMB polarization anisotropies.
Moreover, the mechanism generating GW at preheating is also active in models where the SB
scenario is a local one, with gauge fields present in the plasma, and possibly related to the
production of magnetic field flux tubes 15. In such a case, one could try to correlate the GWB
amplitude and the magnitude and correlation length of the primordial magnetic field seed.
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Figure 2: LEFT: The local B̃-polarization power spectra for tensor perturbations from inflation, cosmic strings,
textures and the large-N limit of thenon-linear sigma-model. All spectra are normalized such that they make
up 10% of the observed temperature anisotropy at ` = 10. Note that the lensed EE modes (red dashed line)
contribute as colored noise to the local-BB angular power spectrum. RIGHT: The local B̃-polarization angular
correlation functions for θ < 1o for inflation, cosmic strings, textures and the large-N limit of NL sigma model.

In the case that inflation ends with a global or local symmetry breaking mechanism, then
there generically appear cosmic defects associated with the topology of the vacuum manifold.
For instance, global cosmic strings are copiously produced during preheating if the Higgs field
is a complex scalar with a U(1) global symmetry 5. In principle, all kinds of topological and
non-topological defects could form at the end of inflation and during preheating. Such defects
will have contributions to all three different metric perturbations: scalar, vector and tensor, with
similar amplitudes16. In a recent work11, we analyzed the production of GW at preheating for a
model with O(N) symmetry. The dynamics at subhorizon scales was identical to that of the usual
tachyonic preheating. However, in this model even though the Higgs potential fixed the radial
component to its vev, there remained the free (massless) Goldstone modes to orient themselves
in an uncorrelated way on scales larger than the causal horizon. In the subsequent evolution
of the Universe, as the horizon grows, spatial gradients at the horizon will tend to reorder
these Goldstone modes in the field direction of the subhorizon domain. This self-ordering of the
fields induces an anisotropic stress-tensor which sources GW production. In the limit of large
N components, it is possible to compute exactly the scaling solutions, and thus the amplitude
and shape of the GWB spectrum. It turns out that the GWB has a scale-invariant spectrum
on subhorizon scales 10 and a k3 infrared tail on large scales 11, which can be used to distinguish
between inflation and these non-topological defects.

Apart from the IR tail, the main difference between inflationary and global defect contri-
butions to the CMB anisotropies arises from the fact that defects generically contribute with
all modes: scalar, vector and tensor modes, with similar amplitudes, while inflationary tensor
modes could be negligible if the scale of inflation is well below the GUT scale. Since (curl) B-
modes of the polarization anisotropies only get contributions from the vector and tensor modes,
the detection of the B-mode from inflation may be challenging, and dedicated experiments like
Planck and CMBpol have been designed to look for them. On the other hand, defects’ contri-
bution to the temperature anisotropies have a characteristic smooth hump in the angular power
spectrum, which allows one to bound their amplitude (and thus the scale of symmetry breaking)
below 1016 GeV. 17 However, the contribution to the B-mode coming from defects have both
tensor and vector components, and the latter can be up to ten times larger than the former, and
actually peaks at a scale somewhat below the horizon at last scattering (in harmonic space the
corresponding multipole is ` ∼ 1000).

In a recent paper 12 we analyzed the possibility of disentangling the different contributions
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Figure 3: LEFT: The signal-to-noise ratio as a function of the normalized polarization sensitivity, for inflation,
cosmic strings, textures and the large-N limit of the non-linear sigma-model. RIGHT: The relative signal-to-noise

ratio for defect models versus inflation for local (continuous lines) and non-local (dashed lines) B-modes.

to the B-mode polarization coming from defects versus that from inflation. The main difficulty,
for both defects and tensor modes from inflation, is that the B-mode power spectrum is “con-
taminated” by the effect of lensing from the intervening matter distribution on the dominant
E-mode contribution on similar angular scales. Using the temperature power spectrum to de-
termine the underlying matter perturbation from evolved large scale structures responsible for
CMB lensing, it is possible to engineer an iterative scheme to clean the primordial B-modes from
lensed E-modes 18. This procedure leaves a significantly smaller polarization noise background
∆P,eff which allows one to detect the GW background at high confidence level (3-σ) if the scale
of inflation or that of symmetry breaking is high enough. What we realized is that the usual E-
and B-modes used for computing the angular power spectra are complicated non-local functions
of the Stokes parameters, involving both partial differentiation and inverse laplacian integration.
Such a non-local function requires knowledge of the global polarization on scales as large as the
horizon, where the B-mode angular correlation function is negligible and thus prone to large sys-
tematic errors. In contrast, the so-called “local” Ẽ- and B̃-modes4,19 can be constructed directly
from the Stokes parameters and do not involve any non-local inversion. A direct consequence in
this change of variables is that the angular power spectrum of local B̃-modes has a extra factor
n` = (` + 2)!/(` − 1)! ∼ `4, which boosts the high-` peak in the defects’ power spectra. When
compared with the angular correlation function of inflation, it gives a significant advantage to
the defects’ prospects for detection in future CMB experiments, see Fig. 3 and Table 1.

Table 1: The limiting amplitude for inflation (r=T/S) and various defects (ε = Gv2), at 3-σ in the range
θ ∈ [0, 1o], for Planck (∆P,eff = 11.2µK·arcmin), CMBpol-like exp. (∆P,eff = 0.7µK·arcmin) and a dedicated

CMB experiment with ∆P,eff = 0.01µK·arcmin. We have assumed fsky = 0.7 for all CMB experiments.

S/N = 3 Inflation Strings Semilocal Textures Large-N
Planck 0.03 1.2 · 10−7 1.1 · 10−7 1.0 · 10−7 1.6 · 10−7

CMBpol 10−4 7.7 · 10−9 6.9 · 10−9 6.3 · 10−9 1.0 · 10−8

B̃ exp 10−7 1.1 · 10−10 1.0 · 10−10 0.9 · 10−10 1.4 · 10−10
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Charge, domain walls and dark energy
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One idea to explain the mysterious dark energy which appears to pervade the Universe is that
it is due to a network of domain walls which has frozen into some kind of static configuration,
akin to a soap film. Such models predict an equation of state with w = P/ρ = −2/3 and can
be represented in cosmological perturbation theory by an elastic medium with rigidity and
a relativistic sound speed. An important question is whether such a network can be created
from random initial conditions. We consider various models which allow the formation of
domain walls, and present results from an extensive set of numerical investigations. The idea
is to give a mechanism which prevents the natural propensity of domain walls to collapse and
lose energy, almost to the point where a domain wall network freezes in. We show that when
domain walls couple to a field with a conserved charge, there is a parameter range for which
charge condenses onto the domain walls, providing a resistive force to the otherwise natural
collapse of the walls.

1 Introduction and motivation

Modern cosmology has found itself a problem. If observational data are understood within the
framework of the FRW model in General Relativity, one must invent a “dark energy” component
within the content of the universe, to explain acceleration (in the absence of a cosmological
constant). The alternative is to move away from the FRW model, or to modify the gravitational
theory.

In this paper we provide fresh theoretical evidence for the viability of the elastic dark energy
model – a model which uses frozen domain wall networks to accelerate the universe 1. The
equation of state for a gas of domain walls moving at velocity v is wdw = v2 − 2/3, hence our
requirement for a frustrated “frozen” network, for which wdw = −2/3. We present a mechanism
which freezes domain wall networks. If symmetry currents interact with domain walls, a pseudo-
stable glass-like network forms.

We will begin by giving a quick review of features and results of the proto-typical domain
wall forming model. We will then discuss two models, which have the feature that a field with
discrete minima interacts with a second field with continuous U(1) symmetry.

2 Z2 domain walls

If a field theory has a potential, and if the potential has multiple disconnected vacua, domain
walls form. Domain walls are the interpolations between spatially adjacent vacuum states2. The
simplest example of such a field theory is described by the Lagrangian

L =
1

2
∂µφ∂µφ −

λ

4

(

φ2 − η2
)2

. (1)



The vacuum in this theory – the configurations of the scalar field φ(xµ) ∈ R that minimise
the potential – is just the set V = {+η,−η}. If we imagine two chunks of space, one with
φ = +η and another with φ = −η, then the field must continuously interpolate at the boundary
between the “domains”. There is a static solution to the equations of motion which captures
such an interpolation, φ(x) = ηφ tanh(x/∆), where ∆ :=

√

2/λη2, the so-called kink solution.
The symmetry properties of this model are rather interesting. Consider the full model (1),
and transforming φ → −φ: the model is totally invariant under this transformation. However,
if one expands about each of the minima, the symmetry is lost. This is a simple example of
spontaneous symmetry breaking.

By a rather simple dimensional argument, as well as substantial numerical investigations 3 4,
the number of domain walls formed by the standard Kibble scenario drops, n ∝ t−1. This result
is also observed in many other models (so long as discrete vacua are present) – even with 3 or
more vacua (with junctions). The standard result, therefore, is that domain walls collapse under
their own tension.

Numerical simulation Throughout the rest of the paper we will refer to simulations that
we have performed. We evolve the equations of motion in (2 + 1)-dimensions, using a leapfrog
evolver, imposing periodic boundary conditions. We use random initial conditions: each grid-
point is randomly assigned to be in one of the vacuum states of the theory. We also apply
damping for a small amount of the total simulation time, to ease condensation into domains:
results are only meaningful once this damped period has elapsed.

3 Kinky vortons

The kinky vorton model allows a charged condensate to live on a domain wall kink solution.
The model has Lagrangian

L = ∂µφ∂µφ + ∂µσ∂µσ̄ −
λφ

4

(

φ2 − η2
φ

)2
−

λσ

4

(

|σ|2 − η2
σ

)2
− βφ2|σ|2. (2)

The first two terms are the kinetic terms of the real and complex scalar fields, φ, σ, respectively.
Third is the symmetry breaking term of the real scalar – this allows domain walls to form. Next
is a term which has a U(1) symmetry, where the complex scalar takes on a non-zero value in
the vacuum. Finally, a quartic interaction term between the fields. This theory has a global
Z2 × U(1) symmetry. The model parameters are chosen such that the Z2 symmetry is broken
in the vacuum, and the U(1) symmetry retained. A consequence of the U(1) symmetry is that
there exists a conserved symmetry current and charge (Noether’s theorem):

Jµ := σ̄∂µσ − σ∂µσ̄, ∂µJµ = 0,
d

dt

∫

d3xJ0 = 0.

One will immediately notice that there are a large number of model parameters, whose values
must be chosen. A range of different choices have been discussed in ref. 5, but in the present
paper will only consider a single parameter set: λφ = λσ = 2, β = ηφ = 1, ησ =

√
3/2.

A kinky vorton is a stable solution to the Euler-Lagrange equations of motion, which cor-
responds to a circular kink solution with a current-carrying charged condensate living on the
domain wall 6. The radius of the loop is entirely determined by the charge and current that
reside on the loop: one can imagine the loop being stabilized by the existence of the conserved
charge/current (without the condensate, the loop collapses).

3.1 Formation from random initial conditions

The loops just described are entirely idealized: single loops, carefully setup in numerical simu-
lations. So, we ask the question: can these charged loops form from random initial conditions,
and can they aid network stabilization?



We initially setup a homogeneous charged background, and random vacuum occupation.
We specify an initial charge density ρQ(0), and let the equations of motion evolve. Figure 1
has images of the φ-field, over time, for various initial charge densities ρQ(0). It is clear from
inspecting these images that as the initial charge is increased, the rate at which the network
“dilutes” slows down. This is quantified by inspecting a plot of the evolution of the total number
of domain walls, for various initial charge densities (not included in the present paper, but can
be found another publication 7). We have also isolated some of the loops, and analyzed their
properties (winding number, charge and radius). We have shown that they have properties very
close to kinky vortons.

Figure 1: Left Images of the evolution of the φ-field at t = 80, 160, 320, 640, 1280 (left to right) for initial charge
densities ρQ(0) = 0, 0.01, 0.09, 0.25 (bottom to top). Right Image of <(σ), of the ρQ(0) = 0.09 simulation at
t = 640. In both sets of images, red/blue denotes positive/negative values (i.e. the two vacua, and a winding,

respectively).

4 Charge-coupled cubic anisotropy model

The charged-coupled cubic anisotropy model is constructed by interacting a real vector field
φ(xµ) ∈ R

N with a complex scalar field σ, so that the model has a broken O(N) × U(1) global
symmetry. It is only the O(N) symmetry that is broken in the vacuum – so that domain walls
form, and there exists a conserved charge. The potential is

V =
λφ

4

(

|φ|2 − η2
φ

)2
+ ε

N
∑

i=1

φ4
i +

λσ

4

(

|σ|2 − η2
σ

)2
+ β|φ|2|σ|2. (3)

The first two terms create discrete vacua in the vector field, then the introduction of the con-
densate field, and finally the term which interacts the condensate and vector fields. As there
are more than 2 vacua, junctions and multiple tensions of domain walls can form (a junction
is where more than two vacua cycle around a point in space: if four vacua cycle, an X-type
junction is formed, and if there are three then a Y -type junction). A known result is that the
number of domain walls in the cubic anisotropy model drops n ∝ t−1: junctions do nothing to
prevent the collapse of a network 3.

We have performed a set of simulations with this model, taking φ(xµ) ∈ R
2 . As in the kinky

vorton model, we start off with homogeneous initial charge and random initial domain occupation
(this time there are 4 vacua/colours to choose from). The parameter choice in this model becomes
less trivial, but an interesting parameter worthy of note is the interaction constant β, where we
take 4β2 = λφλσ + 4ελσ, chosen to avoid the phase-separation phenomenon 5.



In Figure 2 we display images of the φ-field, all of which are at the same time-step, but with
different initial charge densities. Again, the implication is clear: more charge freezes the pattern
in more. Plots of <(σ), charge and current densities look qualitatively identical to their kinky
vorton counterparts, having become associated exclusively with domain walls.

Figure 2: Images of the φ-field at t = 320, for ρQ(0) = 0.09, 0.16, 0.2, 0.25, 0.36.

5 Conclusions and summary

Our first result is that networks with higher initial charge density freezes wall networks in
“more”. Secondly, charge and current condense on domain walls, and almost exclusively live on
them. Finally, some of the loops that form have the specific properties of kinky vortons.

The elastic dark energy model was proposed to use domain walls as a model, requiring the
wall network to freeze in. The conserved charge of the condensate field discussed here provides a
resisting force against the tension of a domain wall, enabling a network to become pseudo-stable.
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TESTING GENERIC PREDICTIONS OF DARK ENERGY

M.J. MORTONSON
Center for Cosmology and AstroParticle Physics,

The Ohio State University, Columbus, OH 43210

Constraints on the expansion history of the universe from measurements of cosmological dis-
tances make predictions for large-scale structure growth. Since these predictions depend on
assumptions about dark energy evolution and spatial curvature, they can be used to test
general classes of dark energy models by comparing predictions for those models with direct
measurements of the growth history. I present predictions from current distance measure-
ments for the growth history of dark energy models including a cosmological constant and
quintessence. Although a time-dependent dark energy equation of state significantly weakens
predictions for growth from measured distances, for quintessence there is a generic limit on
the growth evolution that could be used to falsify the whole class of quintessence models.
Understanding the allowed range of growth for dark energy models in the context of general
relativity is a crucial step for efforts to distinguish dark energy from modified gravity.

1 Introduction

Although several ideas have been proposed to explain the observed acceleration of the cosmic
expansion rate, none has yet emerged as a clear favorite from a theoretical viewpoint. Even if we
restrict the possibilities to models where general relativity (GR) is valid even on the largest scales
and dark energy drives the accelerated expansion, there are still numerous models of dark energy
that can fit existing cosmological data. One method for distinguishing among these possibilities
is to compare constraints from probes of geometry (distances and the expansion rate) with those
from probes of the growth of large-scale structure. Here I present predictions for the growth
history from existing measurements of distances and show that while these predictions can vary
significantly depending on the specific model of dark energy, there are some generic aspects of
the growth predictions that offer the possibility of simultaneously testing large classes of dark
energy models.

To maximize the potential for cutting down the allowed space of dark energy models, the
goal here is to identify general features of broad classes of dark energy models rather than to
place constraints on specific models of dark energy individually. The example of a model class
that I will use here is the set of all scalar field quintessence models. A second important point
is that for the purposes of this study, the constraints on dark energy parameters themselves are
unimportant; instead, the main output of the analysis consists of observable predictions that
provide tests of each class of dark energy models. In particular, I will focus on predictions for
the growth of large-scale structure.

The growth function describes how initial density fluctuations in the universe grow under
the influence of gravity. On large scales, where the density fluctuations δ are small enough
that the equations for the evolution of perturbations can be linearized, the growth function is



independent of scale and can be expressed relative to its value at some redshift zMD during
matter domination as G(z) = [(1 + z)δ(z)]/[(1 + zMD)δ(zMD)]. During matter domination,
δ(z) ∝ (1 + z)−1 so G(z) = 1, but at late times cosmic acceleration typically causes G(z) to fall
below unity. The linear evolution of the growth is related to the Hubble expansion rate H(z) by

G′′ +

(

4 +
H ′

H

)

G′ +

[

3 +
H ′

H
−

3

2
Ωm(z)

]

G = 0, (1)

where Ωm(z) = Ωm(1 + z)3[H0/H(z)]2 is the fraction of density in matter with present value
Ωm, and primes denote derivatives with respect to ln a = − ln(1 + z). The Hubble constant,
H0 = H(z = 0), can also be expressed in the dimensionless form h = H0/(100 km s−1 Mpc−1).

The expansion rate is constrained observationally through measurements of cosmological
distances as a function of redshift,

D(z) =
1

√
ΩKH0

sinh

[

√

ΩKH0

∫

z

0

dz′

H(z′)

]

, (2)

where ΩK parametrizes spatial curvature. Observations of Type Ia supernovae (SNe), the Hubble
constant, baryon acoustic oscillations (BAO), and the cosmic microwave background (CMB) all
provide constraints on the distance-redshift relation at various redshifts. The inferred evolution
of H(z) can be used to predict the linear growth history G(z) using Eq. (1).

2 Methods

By varying the parameters of some model for dark energy and comparing D(z) from Eq. (2)
for each set of parameters with measurements of D(z), Markov Chain Monte Carlo (MCMC)
analysis provides an estimate of the joint probability distribution for the model parameters.
Uncertainties on the model parameters can then be propagated to redshift-dependent observables
like H(z) and G(z). The strength of these predictions depends on many factors, particularly
the precision of the available data and the choice of dark energy parameters and priors.

The range allowed for many observable quantities can be predicted from data using these
methods; for example, predictions for several different functions describing large-scale structure
growth as well as for H(z) and D(z) (at redshifts where it is not directly constrained by data)
are presented by Mortonson, Hu, and Huterer1,2 for both current data sets and forecasts. Here
I will focus on the predictions for G(z) from current data.

The data sets I use to constrain the distance-redshift relation and make predictions for the
growth history include the following: (1) A recent compilation of SN data, called the Union
compilation,3 including 307 Type Ia supernovae mostly at 0.1 < z < 1. (2) CMB observations
from the 5-year data release of the WMAP satellite.4 For the purposes of constraining dark
energy evolution, the main quantities measured by the CMB are the distance to recombination
at z ≈ 1100 and the matter density Ωmh2. [Note that Ωm(z) in Eq. (1) depends only on H(z) and
Ωmh2.] (3) A 4% constraint on the volume-averaged distance DV (z = 0.35) = (zD2/H)1/3|z=0.35

from the correlation of SDSS luminous red galaxies.5 (4) A 5% constraint on H0 from the analysis
of the SHOES team,6 which anchors the distance-redshift relation at low z.

The parametrizations of dark energy that I will consider here include (1) a cosmological
constant model (ΛCDM), characterized by a constant equation of state w = −1, and (2) scalar
field quintessence models with a time-dependent equation of state that satisfies −1 ≤ w(z) ≤ 1.
To provide a complete description of the effects of dark energy at low redshifts (z < 1.7), w(z)
for quintessence models is expressed as a linear combination of basis functions ei(z) which are
the principal components (PCs) of the Fisher matrix forecast for future space-based SN data
and Planck CMB data,1

w(z) = −1 +
∑

i

αiei(z), (3)



Figure 1: The 10 lowest-variance principal components (increasing variance from bottom to top) of w(z) at z < 1.7
for SN and CMB forecasts. Different components are offset vertically for clarity, with zero points indicated by

dotted lines. The vertical dashed line shows the assumed minimum SN redshift, z = 0.03.

where αi are the PC amplitudes. The PCs are constructed to be orthogonal for the forecasts
and remain nearly uncorrelated for current data,7 and they are ordered by the accuracy with
which they can be measured. The latter property allows the set of PCs to be truncated, keeping
only the modes of w(z) that produce measurable changes in the cosmological observables. For
current data, the first 10 PCs are sufficient for completeness (see Fig. 1).

Variations in the dark energy equation of state at high redshifts are poorly constrained by
current data and are expected to be less important than low-redshift evolution since dark energy
makes up a much smaller fraction of the total density at early times. Nevertheless, we can allow
for the possibility of early dark energy in the quintessence model class by including a constant
equation of state parameter at z > 1.7, w∞. Additionally, it is important to consider the
possibility of nonzero spatial curvature (for both ΛCDM and quintessence) due to degeneracies
between curvature and dark energy evolution.

3 Growth predictions

Figure 2 shows examples of the predicted ranges of the growth function G(z) allowed by current
data for a few representative classes of dark energy models: ΛCDM assuming a flat universe
(ΩK = 0), quintessence models without early dark energy (w∞ = −1) in a flat universe, and
quintessence models with both early dark energy and nonzero curvature.

For ΛCDM where the dark energy equation of state is fixed to w = −1, the evolution of
the growth function is very well predicted by current data with a precision better than 2%
at all redshifts. These predictions only weaken slightly if spatial curvature is allowed to vary.
Generalizing dark energy evolution to include all quintessence models (without early dark energy
or curvature) weakens the growth predictions significantly, and including uncertainty in early
dark energy and curvature has an even more dramatic effect.

Nevertheless, for each of these model classes the upper limit on G(z) is robust; even in the
most general class of quintessence models, growth cannot be larger than in the best-fit ΛCDM
model by more than ∼ 2%. This one-sided expansion of the predictions is due to the quintessence
bounds on w(z). Relative to ΛCDM with w = −1, w(z) for any quintessence model must be
equal or larger, resulting in dark energy density that can only increase with redshift (or remain
constant). This asymmetry in quintessence dark energy evolution relative to the cosmological
constant leads to asymmetric predictions for G(z) and other observables.1,2



Figure 2: Growth function predictions for three classes of dark energy models: flat ΛCDM (gray, top), flat
quintessence without early dark energy (red, middle), and non-flat quintessence with early dark energy (blue,

bottom), showing 68% CL (light shading) and 95% CL (dark shading) regions.

Predictions like these provide a way to test general classes of dark energy models by compar-
ing growth predictions from distance measurements to independent measurements of the growth
history, e.g. from weak lensing or galaxy cluster surveys. As Fig. 2 shows, measured growth that
is far below the ΛCDM prediction could falsify the cosmological constant model and indicate
the need for a more complicated dark energy model like quintessence. Measured growth that is
much greater than the ΛCDM prediction would rule out not only a cosmological constant but
also all quintessence models.

Although strong predictions are best for the purpose of falsifying models, weak predictions
that allow a broad range of observables can be useful for constraining model parameters. For
example, the ratio G(z)/G(z = 0) is strongly correlated with ΩK in growth predictions from
distance measurements for quintessence and even more general models of dark energy, so mea-
surement of this growth ratio is one way to obtain precise constraints on curvature that are
independent of dark energy modeling.8

Finally, understanding the range of growth histories allowed by distance constraints in the
context of GR is important for distinguishing dark energy from modified gravity. Many tests of
modified gravity rely on comparing the expected growth for a ΛCDM model to direct growth
measurements; however, since dark energy evolution and spatial curvature can also significantly
change the growth evolution predicted by precise distance and expansion rate measurements,
studying these predictions is a necessary step in obtaining robust tests of GR from combined
distance and growth probes.
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THE STRING REVOLVER: HOW ROTATION OF BACKGROUND GALAXIES

COULD BE A SMOKING GUN FOR THE EXISTENCE OF COSMIC STRINGS

D.B.THOMAS
Theoretical Physics, Blackett Laboratory, Imperial College, London, England SW7 2AZ

Vector perturbations sourced by topological defects can generate rotations in the lensing of
background galaxies. This is a potential smoking gun for the existence of defects since rotation
generates a curl-like component in the weak lensing signal that is not generated by standard
density perturbations at linear order. Future large scale weak lensing surveys should be able to
detect this signal even for string tensions an order of magnitude lower than current constraints.
See Phys. Rev. Lett. 103, 181301 (2009) for more detail.

1 Introduction

Weak lensing of background galaxies has earned a place in the growing observational toolkit
of the era of precision cosmology. The conventional picture first proposed in 1 is one where
correlations in the weak lensing of photon bundles can be related statistically to the power
spectrum of the evolving density field along the line of sight. The correlations can be observed by
measuring the shearing of background objects such as galaxies or higher redshift objects such as
Ly-α emitters or CMB anisotropies. The statistical effect of the weak lensing is well understood.
Scalar perturbations such as density fluctuations generate three independent components of the
matrix relating the original source to the distorted image. The first is a trace κ which gives the
amplification, or convergence of the image and the second are two shear components, γ1 and γ2,
which describe a symmetric, traceless, and divergenceless contribution to the distortion matrix.
A fourth independent component ρ, describing rotations, can be added as an anti-symmetric
contribution. However, ρ cannot be generated by linear perturbations transforming as scalars
under 3d rotations. In fact any rotational, or curl-like, component in the surveys has been used
as measure of systematic contamination of the data 2.

We suggest a source of curl-like distortions at first order in the perturbation amplitude.
The source of the signal are vector metric perturbations induced by cosmic strings along the
line of sight. The signal induced in cosmic shear surveys by the scalar source of a network of
strings is smaller than that due to dark matter density perturbations along the line of sight given
current constraints on string tensions Gµ < 0.7 × 10−6 (for the Abelian model 3). In contrast,
the signal due to vector and tensor perturbations sourced by strings generates rotations which
have no counterpart, at the same order of magnitude, from density perturbations. Thus any
observations of curl–like lensing signal would provide a candidate detection of cosmic strings.

Here, we focus on the vector mode induced signal which is expected to be an order of
magnitude greater than the tensor induced one 4. We calculate the lensing distortion generated
by a generic vector source and then specialise to cosmic strings and calculate the statistical
signal due to a network of strings. This is compared with the expected variance of future weak



lensing surveys.
Generalised, vector–type perturbations to the flat Friedmann-Robertson-Walker metric are

given by the contributions g0i = −a2Vi and gij = a2(Fi,j + Fj,i), with both Fi and Vi are
divergenceless vectors and a(η) is the scale factor. Two of the four independent modes specified
by the two vectors can be fixed by a choice of gauge and Fi = 0 is adopted for this calculation.
The geodesic equation can then be used to derive the effect of the perturbed metric on the
trajectory of photons 5. The coordinates can be aligned such that xi = (x, y, χ) ≡ χ(θ1, θ2, 1)
where χ is the comoving radial distance with dχ/dη = 1 and ~θ is the vector spanning the plane
orthogonal to the line of sight. Using the relation dη/dλ = p/a, where p is the modulus of the
photon 3-momentum, a second order differential equation for the transverse projection of the
trajectory is obtained

∂2(χθi)

∂χ2
=
V̇i

a2
+
Vχ,i

a2
−
Vi,χ

a2
(1)

where i = 1 and 2 only. In the small angle approximation the transverse deflection can be
derived as a 2 × 2 jacobian matrix relating the observed source position θi to its true position
on the transverse source plane θ′

j
as ∂θ′

i
/∂θj = δij + ψij such that

ψij=

∫

χ∞

0

dχ g(χ)

(

V̇i,j + Vχ,ij − Vi,χj

a2

)

(2)

with g(χ) ≡ χ
∫

χ∞

χ
dχ̃ (1 − χ/χ̃)W (χ̃) a weighted integral of the normalised source distribution

function W (χ) along the line of sight.
In the case examined here, the metric perturbations Vi are sourced by vector perturbations

in the cosmic string stress–energy tensor. These are described in terms of a divergenceless
vector contribution to the string momentum ωi and a divergenceless and traceless contribution
to the anisotropic stress Πi. The sources are coupled to the metric perturbation via the Einstein
equations

Vi =
16πGa2

k2
ωi

V̇i = −
8πGa2Πi

k
−

2ȧ

a

(

16πGa2

k2

)

ωi (3)

where the perturbations have been implicitly expanded in 3d plane waves exp(−i~k · ~x). Vi and
V̇i can then be eliminated to obtain the distortion tensor ψij in terms of the vector sources ωi
and Πi

ψij =
2G

π2

∫
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∫
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d3kei
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ȧ
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k
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i

2
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(4)

where k̂i ≡ ki/|~k|. The convergence, shear, and rotation modes can then be inferred from the
distortion tensor using

−ψij ≡

(

κ+ γ1 γ2 + ρ

γ2 − ρ κ− γ1

)

(5)

2 Vector power spectrum

In the presence of a network of strings the signal must be calculated in terms of power spectra
averaged over the sky. In this case the signal is assumed to be generated by a scaling network of
cosmic strings with tension µ with the limit Gµ < 10−6 set by the allowed contribution to the
scalar angular power spectrum of the Cosmic Microwave Background 3. In the small angle limit

the quantity of interest is the 2d power spectrum of ψij, 〈ψij(~l) ψ⋆
lm

(~l′)〉 = (2π)2δ2(~l−~l′)Pψ
ijlm

(l),



Figure 1: The angular power spectrum of rotation for a network of strings with Gµ = 1 × 10−7. The blue and
yellow boxes show the forecasted error for two surveys with fsky = 0.1 and fsky = 0.5 respectively. The errors

include both sample and intrinsic elipticity noise contributions.

where ~l is the 2d fourier transform reciprocal of ~θ. The 2d power spectrum for the rotation is
then

Pρ(l)=

∫

χ∞

0

dχ
g2(χ)

χ3
64π2G2 ×

(

4ȧ2χ2

a2l2
Pω(l) +

PΠ(l)

4
+

2ȧχ

al
PΠω(l)

)

, (6)

where the power spectra for the source terms Pω(l), PΠ(l), and their cross–correlation PΠω(l) in
the small angle limit (kχ ≪ l/χ) have been introduced.

The source spectra for scaling networks of cosmic strings can be written in terms of structure
functions PX(kχ, kχ′) which have been measured from numerical simulations 6,4,7 and computed
from semi-analytical models 8,9. The unequal time correlators for the source terms are related
to the structure functions through scaling laws

〈ωi(~k, η)ω
⋆

j (
~k
′

, η
′

)〉 = (2π)3δ3(~k − ~k
′)Pij

Pω(kχ, kχ
′

)
√

χχ
′

, (7)

with projector Pij = δij − k̂ik̂j and similar relations for 〈ΠΠ⋆〉 and 〈Πω⋆〉 correlations. For
this case, in the small angle limit, only the diagonal of the structure functions is relevant with
Pω(kχ, kχ

′

) → Pω(l) where l ≈ kχ. To determine whether a cosmic string network could
potentially be detected, (6) can be computed numerically. For the structure functions, an
inverse scaling with l is assumed such that Pω(l) = (Gµ)2 l−1 with relative normalisations ω :
Π : Πω = 1 : 0.25 : 0.1, from the numerical results of 10,11,7. An overall amplitude (Gµ)2 = 10−14

is used throughout.

Fig. 1 shows the power spectrum of the rotation Cρ
ℓ

where in the small angle limit ℓ ≈ l and
C
ρ

ℓ
∼ (2π)2Pρ(l). The integral in (6) is computed assuming a background galaxy distribution

as a function of redshift z as w(z) ∼ z2 exp(−z/z0) with z0 = 0.4 and taking the maximum
redshift to be z = 6. Cosmological parameters Ωm = 0.3, ΩΛ = 0.7 and h = 0.72 are used.
Expected errors for two surveys covering 10% and 50% of the sky are also shown. The errors
include contributions from both sample and intrinsic elipticity noise variance although the latter
dominates the errors at these scales. For both surveys a background galaxy density of 100
galaxies per square arcminute and an average intrinsic elipticity of 0.3 was assumed.

As shown a distinct weak lensing signal generated by cosmic strings is predicted: rotation
with a specific power spectrum. Its intensity is below current sensitivity but provides an ideal
target for projected observations. If cosmic string networks exist with Gµ ∼ 10−7 then the effect
should be detectable with the next generation of surveys 12,13. Should it not be observed then



the constraints on a string network will become considerably tighter. The only caveat is that at
this level we can no longer assume that no curl–like modes are generated by lensing. Separating
the corresponding systematics out in these surveys will therefore be more challenging. Yet,
the distinct spectral signature of the string signal is likely to provide a simple solution to this
problem.
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GRAVITATIONAL WAVES FROM COSMOLOGICAL PHASE TRANSITIONS

C. CAPRINI
CEA, IPhT & CNRS, URA 2306, F-91191 Gif-sur-Yvette, France

First order phase transitions in the early universe can give rise to a stochastic background of
gravitational waves. A hypothetical first order electroweak phase transition is particularly in-
teresting in this respect, since the signal is in the good frequency range to be detectable by the
space interferometer LISA. Three main processes lead to the production of the gravitational
wave signal: the collision of the broken phase bubbles, the magnetohydrodynamical turbu-
lence in the plasma stirred by the bubble collisions, and the magnetic fields amplified by the
magnetohydrodynamical turbulence. The main features of the gravitational wave spectrum,
such as the peak frequency, the amplitude, and the slopes both at low and high wave-number
can be predicted by general arguments based on the characteristics of the source: in particu-
lar, the structure of its space and time correlation. We find that the gravitational wave signal
from a first order phase transition occurring at electroweak symmetry breaking falls into the
LISA sensitivity range if the phase transition lasts for about one hundredth of the Hubble
time and the energy density of the turbulent motions is about twenty percent of the total
energy density in the universe at the phase transition time.

1 Introduction

It is likely that in the years to come the interferometers LIGO 1 and VIRGO 2 will provide
the first direct detection of gravitational waves (GWs). Terrestrial interferometers operate in
the frequency range 10-1000 Hz, while the space-based interferometer LISA 3 will have its best
sensitivity around the milliHertz frequency. A possible target of these experiments is a stochastic
background of GWs of cosmological origin. The detection of such a background, relic of the
early universe, would have a profound impact both on cosmology and on high energy physics.
Once GWs have been emitted, in fact, they propagate freely through the universe, carrying
direct information on the physical process that generated them: their detection would therefore
provide a new way of probing the primordial universe, and correspondingly physics at very high
energies, which would not be accessible otherwise.

One of the processes that can generate such a stochastic background of GWs is a relativistic
first order phase transition 4. In the course of its adiabatic expansion, the universe might have
undergone several phase transitions driven by the temperature decrease. The nature of the phase
transitions depends on the particle theory model, but if they are first order they proceed through
the nucleation of broken phase bubbles, which is a very violent and inhomogeneous process
capable of sourcing GWs. In the following we review the different mechanisms of generation of
GWs by a first order phase transition, and show that the characteristic frequency and amplitude
of the GW signal are related respectively to the temperature at which the phase transition occurs
and to its strength. We also review the analytical method developed in Refs.5,6,7, which predicts
the main features of the GW spectrum starting from a description of the source which we tried
to make as simple and as model independent as possible. The GW signal depends explicitly on a



few free parameters: under specific choices for these parameters, it can be potentially interesting
for observation with LISA or, more speculatively, advanced LIGO.

2 Gravitational wave background of cosmological origin

In the cosmological context GWs are small perturbations of the FRW metric represented by the
transverse-traceless tensor hij which is first order in cosmological perturbation theory:

ds2 = a2(t)(dt2 − (δij + 2hij)dxidxj) , hi
i = hi

j
|j = 0 , (1)

where we assume flat spatial sections and t denotes conformal time. Inserting the perturbed
metric into Einstein’s equations Gµν = 8πGTµν one obtains the evolution equation for the tensor
perturbation, which in a radiation dominated universe takes the form

ḧij(k, t) +
2

t
ḣij(k, t) + k2hij(k, t) = 8πGa2T

(TT )

ij
(k, t) , (2)

where T
(TT )

ij
(k, t) is the transverse-traceless part of the energy momentum tensor sourcing the

GWs, i.e. the tensor anisotropic stress. A source of GWs operating in the primordial universe
is described as a stochastic process, and generates a stochastic background of GWs statistically
homogeneous, isotropic, unpolarised and assumed to be gaussian. The energy density of the
GWs, normalised by the critical energy density of the universe today ρc, is given by the integral
over wave-number of the power spectrum

ΩGW =
〈ḣij ḣ

ij〉

8πGρca2
=

∫

dk

k

dΩGW

d log k
, where

dΩGW

d log k
=

k3|ḣ|2

2(2π)3Gρca2
, (3)

and 〈ḣij(k, t)ḣ∗

ij(q, t)〉 = (2π)3δ(k − q)|ḣ(k, t)|2 . (4)

If we consider a source of GWs operating at a given time t∗ while the universe is in a phase of
standard FRW expansion (i.e. anytime besides inflation), then causality constrains the charac-
teristic frequency of the emitted GWs to be larger than the causal horizon of the universe at
the time of generation: k∗ ≥ H∗, where H∗ denotes the conformal Hubble parameter and k∗ is
the comoving wave-number. For example, GWs generated at the electroweak phase transition
(EWPT) at T∗ ≃ 100 GeV must have a characteristic frequency k∗ ≥ 10−5Hz, while the char-
acteristic frequency of GWs generated at the QCD phase transition at T∗ ≃ 100 MeV can be
much lower, k∗ ≥ 10−8Hz. This estimation, based on the causality argument, shows that GWs
generated during the EWPT are potentially interesting for detection with the space interfer-
ometer LISA, which operates in the frequency window from 10−4 to 1 Hz. On the other hand,
GW production at the QCDPT can fall into the frequency range of detection with pulsar timing
array 8. We now proceed to analyse which kind of processes can act as sources of GWs during
a relativistic phase transition occurring in the early universe.

3 Gravitational waves from phase transitions

There are a variety of processes related to primordial phase transitions that can lead to the pro-
duction of GWs, as for example cosmic strings9 or scalar field relaxation10. Here we concentrate
specifically on the processes driven by bubble nucleation during a first order phase transition 4.
The EWPT in the standard model is a crossover, and it is not expected to lead to any appre-
ciable cosmological signal; however, deviations from the standard model in the Higgs sector or
introducing supersymmetry can lead to a first order EWPT 11. Similarly, the QCDPT which is
also predicted to be a crossover by lattice simulations 12, can become first order if the neutrino



chemical potential is sufficiently large13. GWs detection would help to probe the nature of these
phase transitions, and provide interesting information on the underlying particle theory.

A first order phase transition proceeds through the nucleation of true-vacuum bubbles, which
in the end of the transition collide and convert the entire universe to the broken phase. The
collisions break the spherical symmetry of the bubble walls, generating a non-zero anisotropic
stress which acts as a source of GWs. Moreover, bubble collision causes an injection of energy
in the primordial plasma, which has a very high Reynolds number (of the order of 1013 at 100
GeV and at the typical scale of the bubbles 7): the energy injection leads to the formation of
magnetohydrodynamic (MHD) turbulence in the fluid, which also sources GWs through the
anisotropic stresses of the chaotic fluid motions. MHD turbulence also leads to the amplification
of small magnetic fields generated by charge separation at the bubble wall, which have non-zero
anisotropic stress and act as an independent source of GWs.

There are in summary three processes which can lead to the production of GWs towards the
end of a first order phase transition. They are all related to the collision of bubbles, which in-
volves two quantities: the duration of the phase transition, commonly denoted by the parameter
β−1, and the typical size of the bubbles at the moment of collision, R∗ ≃ vb β−1, where vb is the
bubble wall velocity. The characteristic frequency of the GWs generated by the three processes
can correspond either to the duration of the phase transition or to the bubble size: k∗ ≃ β ,

R−1
∗

, depending on the details of the time evolution of the source (cf. section 4). Assuming for
the moment k∗ ≃ β, one obtains the following order of magnitude estimate of the characteristic
frequency in Hz:

k∗ ≃ 10−2
β

H∗

T∗

100GeV
mHz . (5)

The parameter β/H∗ represents the ratio of the duration of the phase transition with respect
to the Hubble time. Since the entire universe must be converted to the broken phase, the phase
transition must complete faster than Hubble time: a typical value for the EWPT is β/H∗ ≃ 100
14. From Eq. (5) one gets that the characteristic frequency of GWs emitted at the EWPT is of
the order of the milliHertz, and falls in the frequency range of the space interferometer LISA,
which covers the frequency region 10−4Hz ≤ k ≤ 1Hz. LISA reaches its best sensitivity precisely
around a milliHertz, where it can detect GWs with amplitude corresponding to ΩGW ≃ 10−12.

Starting from the perturbed Einstein equations δGµν = 8πGδTµν , one can give a simple
order of magnitude estimate of the GW amplitude, which shows how the result depends on the
duration and the energy density of the GW source. Since we are merely interested in determining
the scaling of the GW amplitude, we rewrite Einstein equations simply as β2h ∼ 8πGT , where
h denotes the amplitude of the tensor perturbation, T the energy momentum tensor, and we
inserted 1/β as the characteristic time on which the perturbation is evolving (we have dropped
indices for simplicity). This suggests that ḣ ∼ 8πGT/β, and the GW energy density becomes
then ρGW ∼ ḣ2/(8πG) ∼ 8πGT 2/β2. For the three processes under analysis here, the energy
momentum tensor of the GW source can be rewritten in all generality as T/ρ∗ ∼ Ω∗

s, where ρ∗
denotes the energy density in the universe at the GW generation time, and the parameter Ω∗

s

denotes the relative energy density available in the source for the GW generation. We can now
rearrange the equation for ρGW accounting for the fact that the phase transition takes place in
the radiation-dominated universe, that the GW energy density also evolves like radiation, and
inserting Friedmann equation 3H∗ = 8πGρ∗. It becomes then

ΩGW ∼ Ωrad

(

H∗

β

)2

(Ω∗

s)
2 , (6)

where Ωrad denotes the radiation energy density parameter today. The above equation shows
that the GW energy density scales like the square of the ratio of the GW source duration and
the Hubble time, and the square of the energy density in the source. Using h2Ωrad = 4.2 · 10−5



and H∗/β ≃ 0.01, it turns out that a GW source with relative energy density of the order of
Ω∗

s ∼ 0.1 could generate a GW signal above the lowest sensitivity of the space interferometer
LISA. A detectable signal can therefore arise only from very energetic processes, which must
involve at least 10% of the total energy density in the universe: namely, the phase transition
must be strongly first order.

4 The gravitational wave power spectrum

Having demonstrated that GWs generated by a first order phase transition have a characteristic
frequency and amplitude which can be interesting for detection, we now proceed to evaluate the
main features of the GW power spectrum. The aim of this section is to show how the form of
the power spectrum depends on the characteristics of the stochastic source, in particular the
structure of its spatial and temporal correlation. It is based on the work done in Refs. 5,6,7.

As derived in 7, Eq. (2) can be solved in the radiation era (neglecting changes in the number
of effective relativistic degrees of freedom), and once combined with definitions (3) and (4) it
leads to the following formula for the GW power spectrum today :

dΩGW

d log k
=

4Ωrad

3π2
k3

∫

tfin

tin

dt1

t1

∫

tfin

tin

dt2

t2
cos[k(t2 − t1)]Π(k, t1, t2) , (7)

where Π(k, t1, t2) is the unequal time power spectrum of the source anisotropic stress,

〈Πij(k, t1)Π
∗

ij(q, t2)〉 = (2π)3δ(k − q)Π(k, t1, t2) , (8)

and we denote Πij the dimensionless anisotropic stress: T
(TT )

ij
= (ρ + p)Πij (ρ and p are the

energy density and pressure of the primordial relativistic fluid, cf. Eq. (2) and Ref.7). The part of
the energy momentum tensor which contributes to the tensor anisotropic stress is the spatial and
off-diagonal one. In the bubble collisions case it is given by Tij = (ρ+p) vi vj/(1−v2), where vi is
the velocity of the relativistic fluid at the bubble wall position5. In the case of MHD turbulence,
the energy momentum tensor can be decomposed into a part representing the turbulent velocity
field and a part representing the magnetic field (for details, see 7). The turbulent velocity field
part takes the form Tij = (ρ + p) vivj (where we omit the gamma factor since we assume non-
relativistic velocities), and the magnetic field one takes the form Tij = BiBj/(4π). We see
that for all the three GW generation processes the tensor anisotropic stress is radiation-like,
since the phase transition takes place in the radiation dominated universe. The parameter Ω∗

s

introduced in section 3 is therefore given simply by Ω∗

s ∼ 〈v2〉 in the case of the turbulence
and Ω∗

s ∼ 〈b2〉 in the case of the MHD processed magnetic field, where bi = Bi/
√

ρrad is the
dimensionless magnetic field parameter 7. In the bubble case, the definition of Ω∗

s is a bit more
involved, depending on whether the phase transition happens in a thermal bath or in vacuum:
it is anyway related to the ratio of the kinetic energy density due to the bubble wall motions
and the total energy density in the universe 6.

Eq. (7) shows that the GW power spectrum is given by the double integral of the Green
function of Eq. (2) multiplied by the unequal time anisotropic stress power spectrum, and
its general shape as a function of wave-number k depends on the interplay among these two
quantities. In particular, the spatial and temporal correlation of the source, together with
its overall time evolution, determine the k and time dependence of the anisotropic stress power
spectrum both at equal and unequal time, and in turns the GW spectrum. Much of the analytical
work of Refs. 5,6,7 has dealt with the problem of modeling the statistical source for bubble
collisions and MHD turbulence, and here we summarise the results obtained there.

First of all, the k-dependence of the equal time power spectrum Π(k, t1, t1) is relatively easy
to determine, following mainly from a causality argument. The bubble collisions and subsequent



MHD turbulence are causal processes, characterised by a typical length-scale: the size of the
bubbles at the moment of collision R∗, which also corresponds to the scale of energy injection in
the primordial fluid generating the MHD turbulence. On scales larger than R∗, the anisotropic
stresses are not correlated and we expect the power spectrum to be flat, up to the wave-number
corresponding to the inverse characteristic scale R−1

∗
. Beyond k ≃ R−1

∗
, the power spectrum

decays with a slope that depends on the details of the source, and turns out to be k−4 for bubble
collisions 5, and k−11/3 for MHD turbulence 7. The spatial correlation structure of the source
completely determines the k-dependence of Π(k, t1, t1), shown in Fig. 1 for the MHD turbulence
case.

Concerning the time dependence of Π(k, t1, t1), it is due to the overall evolution of the GW
source in time. In the case of bubble collisions, the source turns off right at the end of the
phase transition, and lasts therefore for much less than one Hubble time. The overall time
dependence of the source in this case comes mainly from the bubble expansion 6. In the case of
MHD turbulence on the other hand, the dissipation of the turbulent motions in the primordial
fluid is not very efficient due to the extremely low viscosity of the fluid itself 7. MHD turbulence
is therefore maintained in the primordial fluid for several Hubble times, and the overall time
dependence of the source depends both on the slow decay of the turbulent motions and on the
growth of the turbulence characteristic scale associated with the decay. The influence of the
total duration of the source on the shape of the GW spectrum shows up mainly at very large
scales: if the source lasts several Hubble times, the GW signal is amplified on scales larger than
the Hubble scale at the phase transition time k < H∗

7.
Moreover, in order to find the GW spectrum one needs to know the unequal time power

spectrum of the anisotropic stress, as given in Eq. (7). This is much less obvious to determine,
but one can identify a few simple models which are easy to deal with analytically and represent
the main properties of the source. These have been discussed in 5,6,7, and in what follows we
present the main results. In the bubble collision case, the source can be modeled as completely

coherent, meaning that its time dependence is deterministic. In this case, the unequal time
anisotropic stress power spectrum can be decomposed in terms of the equal time one as

Π(k, t1, t2) =
√

Π(k, t1, t1)
√

Π(k, t2, t2) . (9)

This is a consequence of two main facts: first of all, the signal comes from the individual
collision events, and each collision event can be assumed to be uncorrelated in time with the
others; second, each collision event can also be assumed to be coherent, since the time evolution
of the anisotropic stress related to the collisions is deterministic (it is basically only due to the
growth in time of the bubbles 6). In the case of MHD turbulence, the situation is different.
The turbulence can be viewed as a superposition of eddies of different size, each with its proper
turnover time related to the eddy size. In the Kraichnan model 15, the eddy turnover time is the
typical decorrelation time of turbulent motions. Therefore, the source has a finite decorrelation
time which depends on the eddy size: this can be modeled with a top-hat decorrelation:

Π(k, t1, t2) = {Π(k, t1, t1)Θ[t2 − t1]Θ[1 − k(t2 − t1)] + t1 ↔ t2} , (10)

meaning that the source is correlated for time differences larger than about one wavelength
|t1 − t2| < k−1 7.

The behaviour of the anisotropic stress unequal time power spectrum strongly influences
the GW spectrum, and in particular the position of the peak. For a coherent source, the GW
spectrum becomes the square of the temporal Fourier transform of the source, as can be seen by
inserting Eq. (9) into (7) 6. The source is characterised by the spatial correlation scale R∗ and
the temporal correlation scale β−1, related by R∗ = vbβ

−1. Since vb ≤ 1, one has R∗ < β−1. On
scales larger than both the characteristic spatial correlation scale R∗ and temporal correlation
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Figure 1: Left panel: the anisotropic stress power spectrum at equal time as a function of the dimensionless
variable kR∗ for the MHD turbulence. On scales larger than the characteristic scale R∗ the spectrum is flat
since the source is uncorrelated, while on scales smaller than R∗ the spectrum decays as k−11/3 (we assumed
Kolmogorov turbulence). Right panel: the qualitative behaviour of the GW spectrum from the MHD turbulent
source modeled as completely coherent (red, solid line) and as top-hat decorrelation (blue, dashed line). The
peak position corresponds to the characteristic time-scale of the source k∗ ≃ β for the coherent case, and to
the characteristic length-scale k∗ ≃ 1/R∗ for the top-hat decorrelation case. The low frequency increase is
k3 by causality, and the high frequency slope depends both on the time decorrelation assumption and on the

k-dependence of the source power spectrum (left panel).

scale β−1, the space and time Fourier transforms of the source are constant because the source
is not correlated (white noise). Therefore, for wave-numbers k < β < 1/R∗, the GW spectrum
simply increases as k3 (cf. Eq. (7)). However, for k > β the time Fourier transform is no longer
constant and starts to decay as a power law, the exponent depending on the time differentiability
properties of the source 6. In the bubble collision case, it turns out that this implies a k−1 decay
for the GW spectrum at intermediate scales β < k < 1/R∗: the peak of the GW spectrum
corresponds therefore to the characteristic time of the source, k∗ ≃ β 6. For a source with finite
decorrelation time as in Eq. (10), on the other hand, the GW spectrum is no longer related to
the temporal Fourier transform of the source, and the situation changes. The spectrum still
increases as k3 on large scales, but the characteristic time of the source β−1 does not lead to
any feature in the spectrum, which peaks instead at the inverse characteristic scale of the source
k∗ ≃ R−1

∗
. The qualitative shape of the GW spectra coming from a coherent source and a

top-hat decorrelating one is shown in Fig. 1.

5 Results

Fig. 2 shows the GW spectra generated by bubble collisions and MHD turbulence, as derived in
Refs.5,6,7. The parameter representing the duration of the phase transition is set to H∗/β = 0.01,
and the parameter representing the relative energy density available in the source for the GW
generation is set to Ω∗

s = 0.2 in both cases (cf. Eq. 6). This high value of Ω∗

s implies a strongly
first order phase transition, for which the vacuum energy density is about one third of the
radiation one α = 1/3, and the bubble wall speed is close to the speed of light, vb = 0.87.
Correspondingly, the mean velocity of the turbulent motions must be of the order of the speed
of sound, 〈v2〉 = 1/3, and equipartition is assumed among the kinetic and the magnetic energies
in the turbulence such that 〈b2〉 ≃ 〈v2〉.

In the two GW spectra of Fig. 2 we can distinguish the features presented in the previous
sections. Both spectra rise as k3 for small wave-numbers: this is simply the phase space volume
(cf. Eq. (7)) combined with the k-dependence of the anisotropic stress power spectrum, which
is flat at small wave-numbers because of causality. In the GW spectrum generated by bubble
collisions the k3 slope is maintained up to the peak, while in the one generated by MHD tur-
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Figure 2: Left panel: the GW power spectrum generated by bubble collisions as a function of the dimensionless
variable k/β. The spectrum increases as k3 at low frequency, peaks at k∗ ≃ β since the source is coherent,
and decreases at high frequency as k−1, due both to the fact that the source is coherent and to the thin wall
approximation. Right panel: the GW power spectrum generated by MHD turbulence as a function of kR∗:
blue, solid by the turbulent velocity field and red, dashed by the magnetic field. The spectra increase as k3 at
low frequency, turn to a k2 increase at subhorizon scales k > H∗ because the source lasts for several Hubble
times, and peak at a frequency corresponding to the characteristic scale of the source k∗ ≃ 2π/R∗ due to the
top-hat decorrelation holding in the case of MHD turbulence. At high frequency, the spectra decay as k−5/3 for
the kinetic turbulence (Kolmogorov spectrum for the source) and as k−3/2 for the magnetic field (Iroshnikov-
Kraichnan spectrum for the source). The duration of the phase transition and the energy density of the sources

are given the values H∗/β = 0.01 and Ω∗

s
= 0.2.

bulence the slope changes to k2 at sub-horizon scales k > H∗: this difference is due to the fact
that bubble collisions are a short lasting source, while MHD turbulence acts a source of GWs
for several Hubble times 7. The GW spectrum due to bubble collisions peaks at a wave-number
corresponding to the duration of the source k∗ ≃ β, since the source is modeled as completely
coherent in its time decorrelation; while the GW spectrum due to MHD turbulence peaks at a
wave-number corresponding to the characteristic length-scale of the source, given by the bubble
size at the end of the phase transition: k∗ ≃ 2π/R∗, since the source is modeled following the
top-hat Ansatz and has a finite decorrelation time corresponding to the eddy turnover time7. At
frequencies smaller than the peak, the GW spectrum from bubble collisions decays as k−1: this
decay is related both to the fact that the source is coherent and to the thin wall approximation,
which has been inserted in the analytical analysis to recover the result of numerical simulations
16,6. The GW spectrum from MHD turbulence decays at high frequencies with slopes that also
depend both on the top-hat decorrelation structure and on the source power spectrum: they turn
out to be k−5/3 for the kinetic turbulence (coming directly from the assumption of a Kolmogorov
spectrum) and k−3/2 for the magnetic field (due to the assumption of an Iroshnikov-Kraichnan
spectrum) 7.

Fig. 3 shows the final GW power spectrum given by the sum of the bubble collisions signal
and the MHD turbulence signal for the EWPT at T∗ ≃ 100 GeV. The parameters are again
H∗/β = 0.01 and Ω∗

s = 0.2, so that the phase transition is assumed to be strongly first order.
The signal is compared with the sensitivity curves of LISA and BBO: for a strongly first order
EWPT the signal falls into the sensitivity range of LISA. Clearly this can only be achieved in
the context of theories that go beyond the standard model of particle physics. Fig. 3 also shows
an even more speculative case of a phase transition occurring at temperature T∗ = 5 · 106 GeV,
with H∗/β = 0.02 and Ω∗

s = 0.2: in this case, the signal could be interesting for advanced LIGO.
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F -TERM UPLIFTED RACETRACK INFLATION
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It is shown that two classes of racetrack inflation models, saddle point and inflection point
ones, can be constructed in a fully supersymmetric framework with the matter field F -term
as a source of supersymmetry (SUSY) breaking and uplifting. Two models of F -term SUSY
breaking are considered: the Polonyi model and the quantum corrected O’Raifeartaigh model.
In the former case, both classes of racetrack inflation models differ significantly from the corre-
sponding models with non-SUSY uplifting. The main difference is a quite strong dominance of
the inflaton by the matter field. In addition, fine-tuning of the parameters is relaxed as com-
pared to the original racetrack models. In the case of the racetrack inflation models coupled to
the O’Raifeartaigh model, the matter field is approximately decoupled from the inflationary
dynamics.

1 Introduction

Recent progress in moduli stabilization, due to the proposal of the KKLT mechanism 1, allowed
for constructing viable inflationary models within the string theory. Particularly interesting are
those in which the volume modulus drives inflation. In this kind of models, called racetrack in-
flation, superpotential consists of two non-perturbative terms (originating e.g. from the gaugino
condensation in the hidden sector) and a constant contribution from fluxes:

W = W0 + Ce−cT +De−dT , (1)

With the use of the above superpotential and the tree-level Kähler potential,

K = −3 ln(T + T ) , (2)

two different inflationary scenarios have been realized. In the first of them, inflation takes place
in the vicinity of a saddle point of the potential with the axion τ , associated with the volume
modulus, being the inflaton 2. In the second scenario, the real part of the volume modulus t
is the inflaton and inflation takes place in the vicinity of an inflection point of the potential
3. The crucial element of both scenarios is the uplifting term ∆V = E

t2
, originating from the

D3-branes, which is added to the potential in order to break SUSY and cancel cosmological
constant in the post-inflationary vacuum. However, in the effective field theoretical description
the D3-branes break SUSY explicitly. This is the main drawback of the KKLT stabilization on
which racetrack inflation models are based. In these proceedings we show that both racetrack
inflation models can be constructed in a fully supersymmetric framework with the matter field
F -term as a source of uplifting and SUSY breaking.

It is known that the moduli stabilization at a Minkowski (or dS) minimum can be achieved
using F -term uplifting 4. Nevertheless, successful F -term uplifting of inflationary models does



not have to be straightforward. The moduli stabilization is a local problem in a sense that the
only issue which matters is the stability of the potential at a Minkowski (or dS) stationary point.
On the other hand, the problem of constructing an inflationary model involves also the global
structure of the potential. The reason is that the Minkowski vacuum and the inflationary region
are in separate domains of the field space. A priori one cannot be sure that there always exists
a trajectory connecting these two regions. It is especially not obvious that such a trajectory
exists when one increases the dimensionality of the field space by introducing a matter field.
Therefore, it is encouraging that racetrack inflation models can be successfully realized with
uplifting from the matter field F -term.

2 Conditions for Kähler potential

It was pointed out in5 that the role of uplifting in racetrack inflation models is two-fold. Besides
the cancelation of the cosmological constant, uplifting is also crucial for the stability of the
vacuum and for fulfilling slow-roll conditions. We explain this point below. The necessary
condition for the stable dS vacuum and/or slow-roll inflation depends on the Kähler potential
in the following way 5,6:

R(f i) <
2
Ĝ2

, (3)

where R(f i) ≡ Rijpqf
if jfpf q is the sectional curvature of the Kähler manifold (defined by the

metric given by the second derivative of the Kähler potential Kij) along the direction of SUSY
breaking and fi ≡ Gi/Ĝ is the unit vector defining that direction. We also introduced the
quantity Ĝ ≡

√
GiGi related in a simple way to the value of the potential: Ĝ2 = 3 + e−GV .

For the tree-level Kähler potential (2) the scalar curvature RT ≡ RTTTT f
T fT fT fT = 2/3 and

the necessary condition (3) is violated for non-negative values of the potential. Nevertheless,
racetrack inflation models can be realized because the uplifting term is non-supersymmetric so
after adding it to the potential the necessary condition (3) is no longer valid.

However, our goal is to construct racetrack inflation models in which SUSY is broken sponta-
neously by the matter field F -term and without invoking explicitly SUSY breaking terms. This
cannot be achieved if the no-scale Kähler potential K = −3 ln(T + T − |Φ|2) is used because in
such a case R(f i) = 2/3 7 and the necessary condition (3) is violated. This fact motivates us to
study Kähler potentials of the form: K = K(T )(T, T )+K(Φ)(Φ,Φ). In such a case the necessary
condition (3) reduces to:

RT Θ4
T +RΦΘ4

Φ <
2
Ĝ2

, (4)

where Ri are the scalar curvatures of the one dimensional submanifolds associated with each of
the fields and Θ2

i ≡ Giif
if i (no summation over i or i) are the spherical coordinates parameter-

izing SUSY breaking. They satisfy the condition Θ2
T + Θ2

Φ = 1. For the canonically normalized
matter field (i.e. with K(Φ) = ΦΦ), the scalar curvature RΦ vanishes. Therefore, if the canoni-
cally normalized matter field dominates SUSY breaking during inflation (i.e. Θ2

T � 1) then the
condition (4) is satisfied and slow-roll inflation is possible.

3 Racetrack inflation with Polonyi uplifting

Consider a racetrack model coupled to the canonically normalized matter field as follows:

W = W0 + Ce−cT +De−dT − µ2Φ , K = −3 ln(T + T ) + ΦΦ . (5)

The matter field part of the above model corresponds to the well-known Polonyi model of
SUSY breaking. The cancelation of the cosmological constant is due to the fine-tuning of the



Figure 1: The potential for the inflection point model
coupled to the Polonyi sector for τ = θ = 0. The white

curve represents the field trajectory.

Figure 2: The potential for the inflection point model
coupled to an effective O’Raifeartaigh model for τ =
θ = 0. The white curve represents the field trajectory.

parameter µ. We found that in the above simple setup both racetrack inflation models can be
successfully realized. However, racetrack inflation with Polonyi uplifting is significantly different
from original racetrack models 2,3 with non-SUSY uplifting.

Let us focus first on the inflection point model. Potential and the trajectory of the inflaton
for this model is shown in figure 1. It can be seen that the real part of the matter field φ
dominates inflation so the volume modulus is no longer the inflaton. SUSY breaking during
inflation is strongly dominated by the matter field F -term. In consequence, R(f i) ≈ 0 and the
necessary condition for slow-roll inflation (3) is easily satisfied.

In the original racetrack inflection point inflation 3 fine-tuning of parameters, required for
obtaining more than 60 e-folds of inflation, is related to the height of the barrier which prevents
the inflaton t from running away to infinity after inflation 8. Avoiding the overshooting problem
requires fine-tuning of one parameter (e.g. W0) at the level of 10−8. In the inflection point
model with Polonyi uplifting this problem is less severe and the fine-tuning of W0 at the level
of 10−3 is enough to obtain 60 e-folds of inflation ending in the Minkowski minimum.

Saddle point racetrack inflation with Polonyi uplifting also significantly differs from the
original model 2 with non-SUSY uplifting. In the present case the imaginary part of the matter
field θ is the main component of the inflaton. Fine-tuning of parameters is of order 10−3 so it is
slightly weaker than in the original model 2 in which fine-tuning is at the level of 10−4.

4 Racetrack inflation with O’uplifting

Let us now consider the following generalization of the previous model:

W = W0 + Ce−cT +De−dT − µ2Φ , K = −3 ln(T + T ) + ΦΦ− (ΦΦ)2

Λ2
. (6)

The model with Polonyi uplifting is recovered in the limit Λ → ∞. The matter field sector of
the above model can be treated as an effective quantum corrected O’Raifeartaigh model with
the superpotential W (O′) = mXY + λΦX2 − µ2Φ in which the heavy fields X and Y have been
integrated out 9. The parameter Λ corresponds to the mass scale of the fields that have been
integrated out so a natural value of Λ is much smaller than one (in Planck units). The parameter
µ is, again, adjusted in such a way that the cosmological constant at the post-inflationary vacuum
(almost) vanishes. The value of the real part of the matter field during inflation, as well as at



the Minkowski minimum, is φ ∼ O(Λ2). So, in the region important for inflation the following
hierarchy is present: φ � Λ � 1. One can show that in the limit φ � Λ � 1 the mass matrix
is nearly diagonal and the matter field is heavier than the volume modulus. In consequence, the
matter field is approximately decoupled from the inflationary dynamics.

Both racetrack inflation models resemble original ones 2,3 with non-SUSY uplifting. As an
example illustrating this fact we present the plot for the inflection point model in figure 2. It
can be seen that the volume modulus t plays the role of the inflaton (as in the original model 3)
while the matter field is almost frozen during inflation. Another similarity to the original model
is that the fine-tuning of parameters is related to the height of the barrier which separates the
Minkowski vacuum from the runaway region. It is worth to note that in the inflection point
model with O’uplifting (or with uplifting from D3-brane) it is possible to arrange inflation with
arbitrary low scale. However, this would require extremely large values of parameters C and D.
The saddle point model with O’uplifting is also similar to the corresponding one with non-SUSY
uplifting. In particular, axion τ dominates inflation and fine-tuning of W0 is of order 10−4.

5 Conclusions

In these proceedings we have shown that both racetrack inflation models 2,3 can be constructed
in a fully supersymmetric framework with the matter field F -term being a source of uplifting
and SUSY breaking. The details of inflationary scenarios depend on the choice of the matter
field sector. If the Polonyi model is chosen for the uplifting sector, the real (imaginary) part
of the matter field dominates the inflection (saddle) point racetrack inflation. With this kind
of uplifting the fine-tuning of parameters is significantly weaker than in models with non-SUSY
uplifting (especially in the inflection point model). On the other hand, if the O’Raifeartaigh
model is responsible for uplifting, the matter field is decoupled from the inflationary dynamics
and racetrack inflation models are similar to the original ones but with one important difference:
SUSY is now broken spontaneously. In these models, the volume modulus is the inflaton even
though SUSY breaking is dominated by the matter field F -term. More detailed analysis of
models presented here can be found in 10.
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In hybrid inflation, initial field values leading to sufficiently long inflation were thought be
fine-tuned in a narrow band along the inflationnary valley. A re-analysis of this problem has
shown that there exist a non neagligible proportion of successful initial conditions exterior to
the valley, orginised in a complex structure with fractal boundaris, and whose origin has been
explained. Their existence in a large part of the parameter space has been demonstrated using
a bayesian Monte-Carlo-Markov-Chain (MCMC) method, and natural bounds on potential
parameters have been established. Moreover, these results are shown to ve valid not only for
the original hybrid model, but also for other hybrid realizations in various frameworks.

1 Introduction and original hybrid model

Recent observations of the Cosmic Microwave Background (CMB) and its anisotropies have
provided strong arguments in favour of a phase of accelerated expansion in the early universe.
If the simpler way to realize this inflation era is to assume the universe initially filled with
an unique homogeneous scalar field slowly rolling along its potential, many other realizations
have been proposed a. In hybrid models, an inflaton field is coupled to an auxiliary field, and
accelerated expansion usually occurs when inflaton slow-rolls along a nearly flat valley of the
potential and ends abruptly due to a tachyonic instability. The advantages of hybrid models are
that the energy scale of inflation can be low and initial field values do not need to be larger than
the Planck mass. Moreover, the model can be embedded in some high energy frameworks like
supersymmetry, supergravity and grand unified theories. A generic prediction of the original
hybrid model 2,3 is a blue spectrum of scalar perturbations, and thus it is strongly disfavoured
by WMAP constraints on the scalar spectral index 4. It remains nevertheless a good toy model
for other hybrid realizations in various frameworks, whose dynamics is similar.

The potential for the original hybrid model reads 2,3

V (φ,ψ) = Λ4





(

1 −
ψ2

M2

)2

+
φ2

µ2
+ 2

φ2ψ2

φ2
cM

2



 (1)

in which φ is the inflaton, ψ is the auxiliary Higgs-type field, and M,µ, φc are three mass
parameters. Inflation occurs in the false-vacuum along the nearly flat valley ψ = 0. A tachyonic
instability appears when inflaton reaches φ = φc. From this point, the trajectory falls through
one of the global minima of the potential φ = 0, ψ = ±M whereas tachyonic preheating occurs
5.

It is a natural question to ask how the fields have to be tuned initially along the inflationnary
valley in order to generate more than around 60 e-folds of inflation inside the valley. If trajectories
are initially displaced slightly in the transverse direction, they perform damped oscillations along
the valley before the slow-roll regime engages the realisation of a large number of e-folds. On the
contrary, if the initial value of the auxiliary field ψi is too large, the damping can not proceed
sufficiently quickly and slow-roll regime do not begin before the critical point of instability is
reached. Tetradis 6 and afterward Mendes and Liddle 7 determined that the successful region

asee e.g.1 for a recent review.



in the initial field space was a very narrow band along the valley such that the initial value
of the auxiliary field had to be fine-tuned compared to initial inflaton values. However, some
inconsistencies can be pointed out and have lead to the reanalysis of the problem in 8,9,10 .
Both 6 and 7 observed some unexplained successful initial conditions outside the valley, who
seem organised in some structures in 6, but apparently isolated and very subdominant in the
higher-resolution analysis of 7 . These previous studies were also restricted to some similar sets
of potential parameters. A full quantitative study of the problem of initial field values in the
whole parameter space was still lacking.

By integrating numerically the classical 2-field dynamics, the behaviour of such successful
trajectories starting outside the valley can be understood. The relative area that these points
can occupy can be evaluated for some sets of parameters, and their dominance in the whole space
of potential parameters, initial field-values and initial velocities can be probed using a statistical
Monte-Carlo-Markov-Chain method. Our results indicate that the model do not suffer of fine-
tuning any more because successful trajectories start more probably outside the valley. It is also
shown that initial velocities do not affect the probability to generate sufficient inflation. Finally,
some bounds on potential parameters can be established with the only requirement of sufficienly
long period of inflation and the absence of some fine-tuning of initial conditions. The important
questions of the robustness of these observations for other hybrid realisations, as well as the
effects of quantum fluctuations on such trajectories can be pointed out and will be adressed
briefly in the conclusion.

2 Space of initial conditions

2.1 Grids of initial field values for fixed parameters

High-resolution grids of initial field values have been plotted by integrating numerically the clas-
sical 2-field dynamics. In a flat FLRW universe, dynamics is governed by Friedmann-Lemâıtre
equations

H2 =
8π

3m2

pl

[

1

2

(

φ̇2 + ψ̇2
)

+ V (φ,ψ)

]

,
ä

a
=

8π

3m2

pl

[

−φ̇2 − ψ̇2 + V (φ,ψ)
]

, (2)

as well as Klein-Gordon equations in an expanding universe

φ̈+ 3Hφ̇+
∂V (φ,ψ)

∂φ
= 0 , ψ̈ + 3Hψ̇ +

∂V (φ,ψ)

∂ψ
= 0 , (3)

where a dot denotes derivative with respect to cosmic time, mpl is the Planck mass bH ≡ ȧ/a

and a is the scale factor. In a first step, initial velocities are assumed to be vanishing. White
regions in the grid represented in figure 1 correspond to initial conditions leading to more than
60 e-folds of inflation. As expected, a band of fine-tuned initial field values is found along the
valley, as well as successful points outside the valley. But instead of being isolated, as it was
suggessted in 7 , they form a complex structure of thin lines and crescents, and with successive
zooming it is observed that the structure form a connected set. Moreover, the fractal properties
of these successful initial conditions have been studied 8. The box-counting dimension of the
boundaries has been determined numerically and found to be non-integer. Nevertheless, the
structure itself exhibits a non-fractal finite area. These properties are similar to the well known
Mandelbrot set whose area is finite with infinite fractal boundaries.

Finally, the relative area covered by successful points have been quantified. These points are
found to cover up to 20% of the space of initial field values, depending on potential parameter
sets 9. Therefore, the amount of fine-tuning necessary to have successful inflation is strongly
reduced for these particular sets of parameters.

bMpl is used for the reduced Planck mass mpl/
√

8π
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Figure 1: Left: grid (2040x2040 points) of initial field values producing more/less than 60 e-folds of inflation
(white/black regions). The potential parameters are set to M = 0.03 mpl, µ = 636 mpl, φc =

√

2 × 10−2 mpl.
Right: typical behaviour of successful trajectory starting outside the inflationary valley, falling towards the bottom
of the potential, then climbing the inflationary valley (ψ = 0 direction) instead of being trapped by one of the

global minima of the potential (represented by crosses). Inflation occurs when it slow-rolls back.

2.2 Successful trajectories initially outside the valley

The typical behaviour of successful trajectories starting outside the inflationary valley (see fig.1,
right) has been studied more precisely. Three successive phases have been identified. First, a fast-
rollling phase pushing the trajectories through the bottom of the potential, without generating
a significant number of e-folds. Then, after some rebonds on the sides of the potential, these
trajectories become oriented along the valley, and climb it. Arriving at an extremum point with
a quasi-vanishing velocity c, they start to slow roll back along the valley while producing a large
number of e-folds.

2.3 Statistical MCMC analysis

Grids of initial conditions demonstrates that a severe fine-tuning of initial field values is not
required in hybrid inflation for particular sets of potential parameters. However, the full initial
fields and potential parameter space including initial velocities is 7-th dimentional d and thus is
hardly explored with such grids. For this reason, a statistical bayesian MCMC analysis of this
space has been performed. Priors are chosen to be flat for initial field values, initial velocities,
and for the logarithm of the potential parameters, in order to avoid fine-tuning of the initial
fields and to not favour any precise scale for the potential parameters. Only the sub-planckian
regime has been considered, but it was shown in 9 that for super-Planckian trajectories, the
realisation of at least 60 e-folds of inflation becomes generic. More details about the MCMC
method can be found in 8. Only the main results will be discussed below.

The first result concerns the posterior probability dentsity distribution of ψi marginalised
over the rest of the space (see figure 2). It exhibits a maximum at ψi = 0 corresponding to

cThis extremum point is located inside the fine-tuned successful band, thus there exists a correspondence
between each initial value inside and exterior to the valley.

dLet notice that Λ has not been considered since it only normalises the potential without influencing the
dynamics.



successful trajectories starting inside the valley. However, it is important to remark that the
probability distribution is widely spread over large values of ψi, so that the probability to have
a successful trajectory starting exterior to the valley is dominant over the probability to start
along it. It can therefore be concluded that in the original hybrid model, there is no need of
fine-tuned initial conditions along the valley to generate sufficient inflation. Concerning initial
velocities, posterior probability distributions are flat, and they do not play a role in the game
of finding trajectories leading to many e-folds of inflation. Finally, from the only requirement of
having more than 60 e-folds of inflation, natural bounds on the potential parameters φc and µ

can be established,

φc < 0.004 mpl 95%C.L., µ > 1.7 mpl 95%C.L.. (4)

From the first bound, inflaton value at instability point is shown to be smaller than the reduced
planck mass, and the last 60 e-folds are sure to be generated in the sub-planckian regime inside
the valley. The second bound is linked to the non-existence of a small field phase of inflation
along the valley for small values of µ. This regime was put in evidence in 9.

-0.2 -0.1 0.0 0.1 0.2

Ψi

Figure 2: Posterior probability density distribution for ψi (in mpl units) with the requirement of at least 60 e-folds
generated, marginalised over initial values of φ, potential parameters and initial field velocities.

3 Conclusion and discussion

By integrating the classical 2-field dynamics, it has been shown that the original hybrid model
does not require fine-tuned initial field values in order to generate a sufficient number of e-folds
to solve the standard cosmological problems. Actually, trajectories do not need to be initially
tuned inside a narrow band along the inflationary valley. They can start exterior to the valley,
and after a fast-roll phase and some rebonds on the sides of the potential, they join it and enter
in the slow-roll regime. A bayesian MCMC method has been used to show that this observation
is valid, not only for some specific potential parameter sets, but in a large part of the 7-D space of
initial field values, initial velocities and potential parameters. Initial velocities do not influence
the probability to generate sufficient inflation, and bounds on potential parameters have been
deduced from the only requirement of a sufficiently long period of inflation.

If the analysis of the successful initial conditions has been conducted essentially for original
hybrid model, the results remain generic for other hybrid realisations in various framework 9,8 .
A large part of the space of initial field values (up to 80%) has been found to be successful for
supersymmetric smooth 11 and shifted 13,14 inflation, both in their SUSY and SUGRA versions,
as well as for radion assisted gauge inflation 15. The MCMC analysis have been conducted for
F-term hybrid inflation 16 in supergravity, with similar results. In particular, a bound on the
only parameter M of the model has been established,

log(M/Mpl) < −1.33 95% C.L., (5)



comparable to the upper bound obtained from cosmic strings formation in 18.
One could argue that there is a remaining problem in the sense that successful initial con-

ditions are subdominant (they do not exeed 25% of the space of initial field values for original
hybrid model) compared to unsuccessful trajectories. However, it is without noticing that suc-
cessful points outside the valley form a complex fractal structure covering roughly all parts of the
space of initial conditions. Due to quantum fluctuations along trajectories, we can imagine that
each initial patch of the universe will contain at least one region for which inflation will undergo
while in other regions inflation will not occur. At the end, the volume occupied by the regions
in which inflation occured is largely dominant, similarly to what happens in a self-reproducing
universe. If the following reasoning is correct, all initial conditions would become successful.
This effect should be studied more in details in a future work.
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General Relativity receives quantum corrections relevant at cosmological distance scales from
conformal scalar degrees of freedom required by the trace anomaly of the quantum stress
tensor in curved space. In the theory including the trace anomaly terms, the cosmological
“constant” becomes dynamical and hence potentially dependent upon both space and time.
The fluctuations of these anomaly scalars may also influence the spectrum and statistics of
the Cosmic Microwave Background. Under the hypothesis that scale invariance should be
promoted to full conformal invariance, an hypothesis supported by the exact equivalence of
the conformal group of three dimensions with the de Sitter group O(4, 1), the form of the CMB
bi-spectrum can be fixed, and the tri-spectrum constrained. The non-Gaussianities predicted
by conformal invariance differ from those suggested by simple models of inflation.

1 Cosmological Dark Energy and the Effective Field Theory of Gravity

Observations of type Ia supernovae at moderately large redshifts (z ∼ 0.5 to 1) have led to the
conclusion that the Hubble expansion of the universe is accelerating.1 According to Einstein’s
equations this acceleration is possible if and only if the energy density ρ and pressure p of the
dominant component of the universe satisfies the inequality,

ρ+ 3p ≡ ρ (1 + 3w) < 0 . (1)

A vacuum energy with ρv > 0 and w ≡ pv/ρv = −1 leads to an accelerated expansion, a kind of
“repulsive” gravity in which the relativistic effects of a negative pressure can overcome a positive
energy density in (1). Taken at face value, the observations imply that some 74% of the energy
in the universe is of this hitherto undetected w = −1 dark variety. This leads to a non-zero
inferred cosmological term in Einstein’s equations of

Λmeas ' (0.74)
3H2

0

c2
' 1.4× 10−56 cm−2 ' 3.6× 10−122 c3

~G
. (2)

Here H0 is the present value of the Hubble parameter, approximately 73 km/sec/Mpc ' 2.4×
10−18 sec−1. The last number in (2) expresses the value of the cosmological term inferred from

the SN Ia data in terms of Planck units, L−2
pl = c3

~G . Explaining the value of this smallest number
in all of physics is the basic form of the cosmological constant problem.

If the universe were purely classical, Lpl would vanish and Λ, like the overall size or total
age of the universe, could take on any value whatsoever without any technical problem of
naturalness. On the other hand, if G = 0 and there are also no boundary effects to be concerned
with, then the cutoff dependent zero point energy of flat space could simply be subtracted, with
no observable consequences. A naturalness problem arises only when the effects of quantum zero
point energy on the large scale curvature of spacetime are considered. Thus this is a problem of
the gravitational energy of the quantum vacuum or ground state of the system at macroscopic
distance scales, very much greater than Lpl, when both ~ 6= 0 and G 6= 0.

The treatment of quantum effects at distances much larger than any ultraviolet cutoff is
precisely the context in which effective field theory (EFT) techniques should be applicable. This
means that we assume that we do not need to know every detail of physics at extremely short



distance scales of 10−33 cm or even 10−13 cm in order to discuss cosmology at 1028 cm scales. In
extending Einstein’s classical theory to take account of the quantum properties of matter, the
classical stress-energy tensor of matter T ab becomes a quantum operator, with an expectation
value 〈T ab〉. In this semi-classical theory with both ~ and G different from zero, quantum zero-
point and vacuum energy effects first appear, while the spacetime geometry can still be treated
classically. Since the expectation value 〈T ab〉 suffers from the quartic divergence, a regularization
and renormalization procedure is necessary in order to define the semi-classical EFT. The result
of the renormalization program for quantum fields and their vacuum energy in curved space is
that General Relativity can be viewed as a low energy quantum EFT of gravity, provided that
the classical Einstein-Hilbert classical action is augmented by the additional terms required by
the trace anomaly when ~ 6= 0.

Massless quantum matter or radiation fields have stress-energy tensors which are traceless
classically. However it is impossible to maintain both conservation and tracelessness of the
quantum expectation value 〈T ab〉. Instead a well-defined conformal or trace anomaly for this
expectation value in curved spacetime is obtained,2 i.e.

〈T aa〉 = bF + b′
(
E − 2

3
R

)
+ b′′ R , (3)

where

E ≡∗Rabcd ∗Rabcd = RabcdR
abcd − 4RabR

ab +R2 , (4a)

F ≡ CabcdCabcd = RabcdR
abcd − 2RabR

ab +
R2

3
. (4b)

in terms of the Riemann curvature tensor Rabcd. The coefficients b and b′ in (3) do not depend
on any ultraviolet short distance cutoff, but instead are determined only by the number and
spin of massless fields via

b =
~

120(4π)2
(NS + 6NF + 12NV ) , (5a)

b′ = − ~
360(4π)2

(NS +
11

2
NF + 62NV ) , (5b)

with (NS , NF , NV ) the number of massless fields of spin (0, 1
2 , 1) respectively. The number of

massless fields of each spin is a property of the low energy effective description of matter, having
no direct connection with physics at the ultrashort Planck scale. Indeed massless fields fluctuate
at all distance scales and do not decouple in the far infrared, relevant for cosmology.

One can find a covariant action functional whose variation gives the trace anomaly (3).
This functional is non-local in terms of just the curvature, and hence describes long distance
infrared phyiscs. The non-local anomaly action may be put into a local form, but only by the
introduction of two new scalar fields ϕ and ψ. Then the local effective action of the anomaly in
a general curved space may be expressed in the form3,4

Sanom = b′S(E)
anom + bS(F )

anom , (6)

where

S(E)
anom ≡

1

2

∫
d4x
√
−g
{
− ( ϕ)2 + 2

(
Rab − R

3
gab
)

(∇aϕ)(∇bϕ) +

(
E − 2

3
R

)
ϕ

}
;

S(F )
anom ≡

∫
d4x
√
−g

{
− ( ϕ) ( ψ) + 2

(
Rab − R

3
gab
)

(∇µϕ)(∇νψ)

+
1

2
CabcdC

abcdϕ+
1

2

(
E − 2

3
R

)
ψ

}
. (7)



The free variation of the local action (6)-(7) with respect to ψ and ϕ yields their eqs. of motion.
Each of these terms when varied with respect to the background metric gives a stress-energy
tensor in terms of these anomaly scalar fields ϕ and ψ. The scalar fields of the local form (7) of
the anomaly effective action describe massless scalar degrees of freedom of low energy gravity,
not contained in classical General Relativity. The effective action of low energy gravity is thus

Seff [g] = SEH [g] + Sanom[g;ϕ,ψ] (8)

with SEH the Einstein-Hilbert action of classical General Relativity and Sanom the anomaly
action given by (6)-(7).

2 Dynamical Dark Energy

In order to understand the dynamical effects of the kinetic terms in the anomaly effective action
(7), one can consider simplest case of the quantization of the conformal factor in the case that
the fiducial metric is flat, i.e. gab = e2σηab. In this case the Wess-Zumino form of the effective
anomaly action (6) simplifies to4,5

Sanom[σ] = − Q2

16π2

∫
d4x ( σ)2 , (9)

where
Q2 ≡ −32π2b′ . (10)

This action quadratic in σ = ϕ/2 is the action of a free scalar field in flat space, with a kinetic
term that is fourth order in derivatives.

The classical Einstein-Hilbert action for a conformally flat metric gab = e2σηab is

SEH [g = e2ση] =
1

8πG

∫
d4x

[
3e2σ(∂aσ)2 − Λe4σ

]
, (11)

which has derivative and exponential self-interactions in σ. It is remarkable that these compli-
cated interactions can be treated systematically using the the fourth order kinetic term of (9).
These interaction terms are renormalizable and their anomalous scaling dimensions due to the
fluctuations of σ can be computed in closed form4,5. Direct calculation of the conformal weight
of the Einstein curvature term shows that it acquires an anomalous dimension β2 given by the
quadratic relation,

β2 = 2 +
β2

2

2Q2
. (12)

In the limit Q2 → ∞ the fluctuations of σ are suppressed and we recover the classical scale
dimension of the coupling G−1 with mass dimension 2. Likewise the cosmological term in (11)
corresponding to the four-volume acquires an anomalous dimension given by

β0 = 4 +
β2

0

2Q2
. (13)

Again as Q2 → ∞ the effect of the fluctuations of the conformal factor are suppressed and we
recover the classical scale dimension of Λ/G, namely 4. The solution of the quadratic relations
(12) and (13) determine the scaling dimensions of these couplings at the conformal fixed point
at other values of Q2.

The positive corrections of order 1/Q2 (for Q2 > 0) in (12) and (13) show that both G−1

and Λ/G flow to zero at very large distances. Because both of these couplings are separately
dimensionful, at a conformal fixed point one should properly speak only of the dimensionless



combination ~GΛ/c3 = λ. By normalizing to a fixed four volume V =
∫
d4x one can show that

the finite volume renormalization of λ is controlled by the anomalous dimension,

2δ − 1 ≡ 2
β2

β0
− 1 =

√
1− 8

Q2 −
√

1− 4
Q2

1 +
√

1− 4
Q2

≤ 0 . (14)

This is the anomalous dimension that enters the infrared renormalization group volume scaling
relation,4

V
d

dV
λ = 4 (2δ − 1)λ . (15)

The anomalous scaling dimension (14) is negative for all Q2 ≥ 8. This implies that the dimen-
sionless cosmological term λ has an infrared fixed point at zero as V →∞. Thus the cosmological
term is dynamically driven to zero as V → ∞ by infrared fluctuations of the conformal part of
the metric described by (9).

No fine tuning is involved here and no free parameters enter except Q2, which is determined
by the trace anomaly coefficient b′ by (10). Once Q2 is assumed to be positive, then 2δ − 1
is negative, and λ is driven to zero at large distances by the conformal fluctuations of the
metric, with no additional assumptions. Thus the fluctuatiuons of the conformal scalar degrees
of freedom of the anomaly generated effective action Sanom may be responsible for the observed
small value of the cosmological dark energy density (2) inferred from the supernova data. Note
also that the fields ϕ and ψ are scalar degrees of freedom in cosmology which arise naturally from
the effective action of the trace anomaly in the Standard Model, without the ad hoc introduction
of an inflaton field. Recent progress in evaluating their effects of these anomaly scalars in de
Sitter space indicate that they have potentially large effects at the cosmological horizon.6 Even
in the absence of a complete theory of dynamical cosmological vacuum energy, it is reasonable
to assume that the conformal fluctuations of Sanom could be observable in the signatures of
conformal invariance should be imprinted on the spectrum and statistics of the CMB.

3 Conformal Invariance and the CMB

Our earlier studies of fluctuations in de Sitter space suggest that the fluctuations responsible for
the screening of λ take place at the horizon scale.4 In that case then the microwave photons in the
CMB reaching us from their surface of last scattering should retain some imprint of the effects
of these fluctuations. It then becomes natural to extend the classical notion of scale invariant
cosmological perturbations to full conformal invariance. In that case the classical spectral index
of the perturbations should receive corrections due to the anomalous scaling dimensions at the
conformal phase.7 In addition to the spectrum, the statistics of the CMB should reflect the
non-Gaussian correlations characteristic of conformal invariance.

Consider first the two-point function of any observable O∆ with dimension ∆. Conformal
invariance requires

〈O∆(x1)O∆(x2)〉 ∼ |x1 − x2|−2∆ (16)

at equal times in three dimensional flat spatial coordinates. In Fourier space this gives

G2(k) ≡ 〈Õ∆(k)Õ∆(−k)〉 ∼ |k|2∆−3 . (17)

Thus, we define the spectral index of this observable by

n ≡ 2∆− 3 . (18)



In the case that the observable is the primordial density fluctuation δρ, and in the classical
limit where its anomalous dimension vanishes, ∆ → p = 2, we recover the Harrison-Zel’dovich
spectral index of n = 1.

In order to convert the power spectrum of primordial density fluctuations to the spectrum of
fluctuations in the CMB at large angular separations we follow the standard treatment relating
the temperature deviation to the Newtonian gravitational potential ϕ at the last scattering
surface, δT

T ∼ δϕ, which is related to the density perturbation in turn by

∇2δϕ = 4πGδρ . (19)

Hence, in Fourier space,
δT

T
∼ δϕ ∼ 1

k2

δρ

ρ
, (20)

and the two-point function of CMB temperature fluctuations is determined by the conformal
dimension ∆ to be

C2(θ) ≡
〈
δT

T
(r̂1)

δT

T
(r̂2)

〉
∼∫

d3k

(
1

k2

)2

G2(k)eik·r12 ∼ Γ(2−∆)(r2
12)2−∆ , (21)

where r12 ≡ (r̂1 − r̂2)r is the vector difference between the two positions from which the CMB
photons originate. They are at equal distance r from the observer by the assumption that
the photons were emitted at the last scattering surface at equal cosmic time. Since r2

12 =
2(1− cos θ)r2, we find then

C2(θ) ∼ Γ(2−∆)(1− cos θ)2−∆ (22)

for arbitrary scaling dimension ∆.

Expanding the function C2(θ) in multipole moments,

C2(θ) =
1

4π

∑
`

(2`+ 1)c
(2)
` (∆)P`(cos θ) , (23)

c
(2)
` (∆) ∼ Γ(2−∆) sin [π(2−∆)]

Γ(`− 2 + ∆)

Γ(`+ 4−∆)
, (24)

shows that the pole singularity at ∆ = 2 appears only in the ` = 0 monopole moment. This
singularity is just the reflection of the fact that the Laplacian in (19) cannot be inverted on
constant functions, which should be excluded. Since the CMB anisotropy is defined by removing
the isotropic monopole moment (as well as the dipole moment), the ` = 0 term does not appear
in the sum, and the higher moments of the anisotropic two-point correlation function are well-

defined for ∆ near 2. Normalizing to the quadrupole moment c
(2)
2 (∆), we find

c
(2)
` (∆) = c

(2)
2 (∆)

Γ(6−∆)

Γ(∆)

Γ(`− 2 + ∆)

Γ(`+ 4−∆)
, (25)

which is a standard result. Indeed, if ∆ is replaced by p = 2 we obtain `(`+ 1)c
(2)
` (p) = 6c

(2)
2 (p),

which is the well-known predicted behavior of the lower moments (` ≤ 30) of the CMB anisotropy
where the Sachs-Wolfe effect should dominate.

Turning now from the two-point function of CMB fluctuations to higher point correlators, we
find a second characteristic prediction of conformal invariance, namely non-Gaussian statistics



for the CMB. The first correlator sensitive to this departure from gaussian statistics is the
three-point function of the observable O∆, which takes the form 7

〈O∆(x1)O∆(x2)O∆(x3)〉 ∼ |x1 − x2|−∆|x2 − x3|−∆|x3 − x1|−∆ , (26)

or in Fourier space,a

G3(k1, k2) ∼
∫
d3p |p|∆−3 |p+ k1|∆−3 |p− k2|∆−3 ∼

Γ
(
3− 3∆

2

)[
Γ
(

3−∆
2

)]3 ×∫ 1

0
du

∫ 1

0
dv

[u(1− u)v]
1−∆

2 (1− v)−1+ ∆
2[

u(1− u)(1− v)k2
1

+ v(1− u)k2
2

+ uv(k1 + k2)2
]3− 3∆

2

. (27)

This three-point function of primordial density fluctuations gives rise to three-point correlations
in the CMB by reasoning precisely analogous as that leading from Eqns. (17) to (21). That is,

C3(θ12, θ23, θ31) ≡
〈
δT

T
(r̂1)

δT

T
(r̂2)

δT

T
(r̂3)

〉
∼
∫

d3k1 d
3k2

k2
1 k

2
2 (k1 + k2)2

G3(k1, k2) eik1·r13eik2·r23 (28)

where rij ≡ (r̂i − r̂j)r and r2
ij = 2(1− cos θij)r

2.
In the general case of three different angles, this expression for the non-Gaussian three-point

correlation function (28) is quite complicated, although it can be rewritten in parametric form
analogous to (27) to facilitate numerical evaluation. In the special case of equal angles, it follows
from its global scaling properties that the three-point correlator is

C3(θ) ∼ (1− cos θ)
3
2

(2−∆) . (29)

Expanding the function C3(θ) in multiple moments as in (23) with coefficients c
(3)
` , and normal-

izing to the quadrupole moment, we find

c
(3)
` (∆) = c

(3)
2 (∆)

Γ(4 + 3
2(2−∆))

Γ(2− 3
2(2−∆))

Γ(`− 3
2(2−∆))

Γ(`+ 2 + 3
2(2−∆))

. (30)

In the limit ∆→ 2, we obtain `(`+ 1)c
(3)
` = 6c

(3)
2 , which is the same result as for the moments

c
(2)
` of the two-point correlator but with a different quadrupole amplitude. The value of this

quadrupole normalization c
(3)
2 (∆) cannot be determined by conformal symmetry considerations

alone, and requires more detailed dynamical information about the origin of conformal invariance
in the spectrum.

For higher point correlations, conformal invariance does not determine the total angular
dependence. Already the four-point function takes the form,

〈O∆(x1)O∆(x2)O∆(x3)O∆(x4)〉 ∼ A4∏
i<j r

2∆/3
ij

, (31)

where the amplitude A4 is an arbitrary function of the two cross-ratios, r2
13r

2
24/r

2
12r

2
34 and

r2
14r

2
23/r

2
12r

2
34. Analogous expressions hold for higher p-point functions.

An important point to emphasize is that all of these results depend upon the hypothesis of
conformal invariance on the spatially homogeneous and isotropic flat spatial sections of geome-
tries. This is only one way in which conformal invariance may be realized, for example, if the
universe went through a de Sitter like inflationary expansion. That this is actually related to
the geometric symmetries of de Sitter space is shown next.

aNote that (27) corrects two minor typographical errors in eq. (16) of Ref. 7



4 Conformal Invariance as a Consequence of de Sitter Invariance

In cosmology the line element of de Sitter space is usually expressed in the form

ds2 = −dτ2 + a2(τ) d~x · d~x = −dτ2 + e2Hτ (dx2 + dy2 + dz2) (32)

with flat spatial sections, and the Hubble parameter H =
√

Λ/3. This de Sitter geometry has
an O(4, 1) symmetry group with 10 Killing generators satisfying

∇aξ(α)
b +∇bξ(α)

a = 0 , α = 1, . . . , 10 , (33)

which leave the de Sitter metric invariant. In coordinates (32), (33) becomes

∂τξ
(α)
τ = 0 , (34a)

∂τξ
(α)
i + ∂iξ

(α)
τ − 2Hξ

(α)
i = 0 , (34b)

∂iξ
(α)
j + ∂jξ

(α)
i − 2Ha2δijξ

(α)
τ = 0 . (34c)

For ξτ = 0 we have the three translations, α = Tj ,

ξ
(Tj)
τ = 0 , ξ

(Tj)
i = a2δ j

i , j = 1, 2, 3 , (35)

and the three rotations, α = R`,

ξ(R`)
τ = 0 , ξ

(R`)
i = a2εi`mx

m , ` = 1, 2, 3 . (36)

This accounts for 6 of the 10 de Sitter isometries which are self-evident in the spatially flat
homogeneous and isotropic Robertson-Walker coordinates (32) with ξτ = 0. The 4 additional
solutions of (34) have ξτ 6= 0. They are the three special conformal transformations of R3,
α = Cn,

ξ(Cn)
τ = −2Hxn , ξ

(Cn)
i = H2a2(δ n

i δjkx
jxk − 2δijx

jxn)− δni , n = 1, 2, 3 , (37)

and the dilation, α = D,

ξ(D)
τ = 1 , ξ

(D)
i = Ha2 δijx

j . (38)

This last dilational Killing vector is the infinitesimal form of the finite dilational symmetry,

~x→ λ~x , (39a)

a(τ)→ λ−1a(τ) (39b)

of de Sitter space. The existence of this symmetry explains why Fourier modes of different |~k|
leave the de Sitter horizon at a shifted RW time τ , so in an eternal de Sitter space, in which
there is no preferred τ , one expects a scale invariant spectrum.

The existence of the three conformal modes of R3 (37) implies in addition that any O(4, 1) de
Sitter invariant correlation function must decompose into representations of the conformal group
of three dimensional flat space. Fundamentally this is because the de Sitter group O(4, 1) is
the conformal group of flat Euclidean R3, as eqs. (33)-(38) shows explicitly. Moreover, because
of the exponential expansion in de Sitter space, the decomposition into representations of the
conformal group become simple at distances large compared to the horizon scale 1/H 8. Thus
if the universe went through an exponentially expanding de Sitter phase for many e-foldings
when the fluctuations responsible for the CMB were generated, then the CMB should exhibit
full conformal invariance in addition to simple scale invariance. Neither the form nor magnitude



of the CMB power or bi-spectrum depend upon an inflaton or “slow-roll” parameters as in
conventional scalar models of inflation.

Another quite distinct possibility for realizing conformal invariance from de Sitter space is
if the fluctuations due to the anomaly scalars are generated in the vicinity of the cosmological
horizon at r = 1/H in the static coordinates of de Sitter space, i.e..

ds2 = −(1−H2r2)dt2 +
dr2

(1−H2r2)
+ r2dΩ2 . (40)

Conformal invariance on the sphere r = 1/H leads to a different characteristic form of the
non-Gaussian bi-spectrum and higher angular correlations. This form will be presented in a
forthcoming article.
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Abstract

The Cosmic Infrared Background (CIB) is the contribution of starburst galaxies (SB) integrated
over the whole history of the Universe. Its energy is of the order of that emitted in the optical whereas
in the local Universe the energy emitted in the infrared (IR) is around one third of that emitted in the
optical. It implies that the Universe went through an IR era billions of years ago. Indeed, the star
formation rate was dominated by SB galaxies at 0.5< z <3.
In the far-IR data are limited by confusion which makes impossible the study of the clustering of
IR galaxies using the correlation function. At small spatial scales the clustering constrains the
physics inside one halo of dark matter and at large scales it probes the linear bias of IR galaxies
and thus the underlying dark matter distribution. A way of circumventing confusion is the study of
the anisotropies of the CIB as they contain the clustering.
We present a clustering model of IR galaxies based on a dark matter distribution model linked to a
model of the evolution of IR galaxies and show how we can constrain cosmological parameters and
starburst galaxies luminosity function by applying the former to available data at several wavelength
and later to Planck and Herschel.

1 Introduction

The Cosmic Infrared Background (CIB) is the contribution of all starburst galaxies (SB) integrated
on the whole history of the Universe (Puget et al. (1996), Fixsen et al. (1998)), it peaks around 150
µm. These SB galaxies are mainly characterized by a high star formation rate, ten or even a hundred
times higher than that of the Milky Way, therefore they host many young stars that heat surrounding
dust which reprocesses UV light and reemits it in the infrared (IR). At these wavelengths (far IR
and sub-millimeter), observations are limited by confusion, small spatial scales are lost because of
the poor angular resolution of the instruments. In the near and mid IR a large fraction of the CIB
is resolved whereas in the far IR only a few percents is, unless statistical methods are used. Indeed,
Papovich et al. (2004) resolve 70 % of the 24 µm and Dole et al. (2004) resolve 23% and 7% of the
CIB at 70 and 160 µm respectively. However, Dole et al. (2006) resolve more than 70 % of the CIB at
70 and 160 µm stacking 24 µm sources. As a result, sources detected at 24 µm are the main sources
of the CIB around its peak. The CIB is dominated by objects that get more and more massive as the
redshift increases from luminous IR galaxies (LIRGs) with 1011L� < LIR < 1012L� at 0.8 < z < 1.2
with intermediate mass to extremely LIRGs with 1012L� < LIR < 1014L� that dominate at z > 2 and
with masses > 1011M� (Caputi et al. (2006)).
Using 24 µm detected sources Magliocchetti et al. (2007) was able to derive the two-point-correlation
of Ultra LIRGs at z ' 1.6 − 2.7 and found that these SB galaxies are strongly clustered and that
they are embedded in dark matter halos more massive than ' 1013.4M�. The two-point correlation
function cannot be computed in the far-IR because of confusion, but the clustering of SB galaxies
can be measured in the anisotropies of the CIB. Indeed, it has been recently detected at several
wavelengths: at 160 µm by Lagache et al. (2007) and by Grossan & Smoot (2007) in the Spitzer



Multiband Imaging Photometer (MIPS) data and from 250 to 500 µm by Viero et al. (2009) in the
Balloon-borne Large Aperture Submillimeter Telescope (BLAST) data. The three of them detected
an excess of signal at intermediate scales due to the clustering of starburst galaxies which enabled
them to derive the bias parameter b that links the fluctuations of the density field of galaxies to that
of dark matter. The former found b = 2.4 ± 0.2 and the latter b = 3 ± 0.3. The difference is due to a
selection effect: at longer wavelength, higher redshift SB galaxies are probed (Lagache et al. (2005),
Fernandez-Conde et al. (2008)) and thus are found to be more biased. Indeed, SB galaxies are a
highly biased tracer of the underlying dark matter density field as they formed in very massive DM
halos in the early times of the Universe. These measurements have been followed by those of Hall
et al. (2009) at 1.3 and 2 mm with the South Pole Telescope and by Fowler & Atacama Cosmology
Telescope Team (2010) at 2mm with the Atacama Cosmology Telescope. They either derive or set an
upper limit to the clustered power spectra and to the Poisson noise at these longer wavelengths. The
clustering has been thus measured over a large range of wavelength, and potentially a large range of
redshift has been probed.
The analysis of these measurements require a model including a description of the evolution of SB
galaxies and of the underlying dark matter distribution. Previous measurements have either neglected
the dark matter distribution assuming a linear power spectrum (Lagache et al. (2007),Hall et al.
(2009)) or used a pre-Herschel model of evolution of SB galaxies (Viero et al. (2009) used Lagache
et al. (2003)). However future measurements analysis such as that of Planck and Herschel need a
model including both description and in agreement with already existing data. Moreover we use a
trustworthy halo occupation distribution. We present a new model of the clustering of galaxies in
the CIB that contains the evolution of SB galaxies fitted on number counts at several wavelengths
(Béthermin et al. in prep) linked to the formalism of the halo model (Cooray & Sheth (2002)) that
describes the DM density field.

2 The model

2.1 The parametrised galaxies evolution

In order to reproduce measured number counts we use two galaxy populations, starburst and spirals
galaxies. The former emit most of their energy in the infrared because of their high star formation
rate and the latter are nearby ’normal’ galaxies similar to the Milky Way that emit half or less of their
energy in the infrared. At low z the emission is dominated by spiral galaxies and at higher z starburts
dominate. We compute number counts for each population.
Differential counts at a wavelength λ and at flux S are given by

dN
dS

=

∫
z

∫
L

dN
d log10 Ldz

d log10 L
dS

dz (1)

The second part of the integral is computed with spectral energy density templates from Lagache
et al. (2003) and the first part is derived with the following luminosity function (Le Floc’h et al.
(2005)):

φ(L) =
dN(L)

dVd log10(L)
(2)

= φ?(z)
(

L
L?(z)

)1−α

exp
[
−

1
2σ2 log2

10

(
1 +

(
L

L?(z)

))]
(3)

Where φ(L?) = φ? and dV the comoving volume. The luminosity function is fully described by four
parameters: α, σ which do not depend on z and L?, φ? which are redshift dependent:

L?(z) = L?(z = 0)(1 + z)rL (4)
φ?(z) = φ?(z = 0)(1 + z)rφ (5)

rL and rφ take different values for low and high z, the limit between high and low z is defined by
another parameter zbreak. The last parameters are the luminosity transition at which starburst galaxies
start to dominate the IR emission and its width.
Best parameters are computed using a χ2 minimisation with measured differential number counts



with Spitzer MIPS at 24, 70, 160 µm (Dole et al. (2006),Béthermin et al. (2010)), BLAST at 250,
350, 500 µm (Patanchon et al. (2009)) and SCUBA at 850 µm. They are very well fitted as shows
Fig. 2.1. This model will be presented in Bethermin et al. in prep.
Using best fits we compute emissivities which are an input for the CIB angular power spectrum.

Figure 1: Fits of differential number counts at 160, 24 and 70 µm.

2.2 The angular power spectrum

The CIB fluctuations angular power spectrum can be written (Knox et al. (2001)), using the Limber
assumption:

Cλλ′

` =

∫
dz

dr
dz

a2(z)
d2

A

īλ(z)īλ′ (z)Pss(k =
l

dA
, z) (6)

where r is the conformal distance from the observer, dA the comoving angular diameter distance,
īλ(z) is the mean emissivity per comoving unit volume at wavelength λ as a function of z. Pss(k) is
the galaxy power spectrum computed in the formalism of the halo model (Cooray & Sheth (2002))
which describes the dark matter distribution. Pss(k) is written as the sum of the clustering in one
single halo (1h) and in two different halos (2h):

Pss(k) = P1h(k) + P2h(k) (7)

Where

P2h(k) = Plin(k)

∫ dM
dN
dM

b(M)
〈Ngal|M〉

n̄2
gal

U(k,M)

2

(8)

P1h(k) =

∫
dM

dN
dM
〈Ngal(Ngal − 1)|M〉

n̄2
gal

U(k,M)2 (9)

(10)

Where M is the halo mass, Plin(k) is the dark matter linear power spectrum, U(k,M) is the Fourier
transform of the halo density profile (Navarro Frenk White), b(M) the galaxy bias and n̄gal the mean
number density of galaxies. 〈Ngal|M〉 is the probability of having N galaxies in a halo of mass M.
Morever the distribution of galaxies in one halo is also needed. These two descriptions are also called
the halo occupation distribution. Following the halo model, galaxies are separated between central
and satellite ones and we use the distribution of galaxies used by Tinker et al. (2009). For clarity we
now write 〈Ngal|M〉as 〈Ngal〉

〈Ngal〉 = 〈Nc〉 + 〈Ns〉 (11)

〈Ns〉 =

(
M
M1

)αsat

exp
(
−

Mcut

M

)
(12)

〈Nc〉 = erf
[
5
(
1 −

M
Mmin

)]
(13)

(14)



Where 〈Nc〉 and 〈Ns〉 are respectively the probability of having Nc central galaxies and Ns satellite
galaxies in a halo of mass M. They consider αsat = 1, M1/Mmin=15.7 and Mcut/Mmin=1.14 with
Mmin = 9 × 1011h−1M�. Mmin and αsat are some of the parameters that we constrain. The others are
cosmological ones : w0, Ω0, wA and σ8.
Emissivities are computed using the previous parametrised luminosity function following :

jν = a
dχ
dz

∫
L

S
dN

dzd(lnL)
d(lnL) (15)

where
dχ
dz

=
c

H0
√

ΩΛ + Ωm(1 + z)3
(16)

Best parameters are derived using a χ2 minimisation on measured power spectra at 160 µm (Lagache
et al. (2007), Pénin et al. in prep.), and 250, 350, 500 µm (Viero et al. (2009)).

3 A work in progress

Using the best fit parameters obtained using source counts data, we compute the associated Fisher
matrices coming from differential number counts and angular power spectra on. Fig. 3 shows like-
lihood contours computed with number counts data around selected parameters (see Sect. 2.1) of
the galaxy evolution model. Clear degeneracies are visible. In the next step of our work, we will
show how the use of angular power spectra allow to break some of these degeneracies. In principles,
this approach will allow us to constrain simultaneously and in a statistically sound manner the DM
distribution, SB galaxies luminosity functions, the clustering of starburst galaxies, their luminosity
function and its evolution. We plan to apply this model to forthcoming data in order to contrain the
1-halo term with Herschel, the 2-halo term with Planck, as well as measurements of the luminosity
functions that should alleviate further some degeneracies.

Figure 2: Likelihood ellipses (1 and 2σ) for several parameters of the model of galaxy evolution computed with number counts
data.
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Dole, H., Le Floc’h, E., Pérez-González, P. G., et al. 2004, Astrophysical Journal Supplement Series,
154, 87

Fernandez-Conde, N., Lagache, G., Puget, J.-L., & Dole, H. 2008, A&A, 481, 885

Fixsen, D. J., Dwek, E., Mather, J. C., Bennett, C. L., & Shafer, R. A. 1998, ApJ, 508, 123

Fowler, J. W. & Atacama Cosmology Telescope Team. 2010, in Bulletin of the American Astronom-
ical Society, Vol. 41, Bulletin of the American Astronomical Society, 599–+

Grossan, B. & Smoot, G. F. 2007, A&A, 474, 731

Hall, N. R., Knox, L., Reichardt, C. L., et al. 2009, ArXiv e-prints

Knox, L., Cooray, A., Eisenstein, D., & Haiman, Z. 2001, ApJ, 550, 7

Lagache, G., Bavouzet, N., Fernandez-Conde, N., et al. 2007, ApJ, 665, L89

Lagache, G., Dole, H., & Puget, J.-L. 2003, MNRAS, 338, 555

Lagache, G., Puget, J., & Dole, H. 2005, ARA&A, 43, 727

Le Floc’h, E., Papovich, C., Dole, H., et al. 2005, ApJ, 632, 169

Magliocchetti, M., Silva, L., Lapi, A., et al. 2007, MNRAS, 375, 1121

Papovich, C., Dole, H., Egami, E., et al. 2004, Astrophysical Journal Supplement Series, 154, 70

Patanchon, G., Ade, P. A. R., Bock, J. J., et al. 2009, ApJ, 707, 1750

Puget, J., Abergel, A., Bernard, J., et al. 1996, A&A, 308, L5+

Tinker, J. L., Wechsler, R. H., & Zheng, Z. 2009, ArXiv e-prints

Viero, M. P., Ade, P. A. R., Bock, J. J., et al. 2009, ArXiv e-prints





7.
Testing the

Cosmological Model





No Evidence for Dark Energy Dynamics from

a Global Analysis of Cosmological Data
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We use a variant of principal component analysis to investigate the possible temporal evolution
of the dark energy equation of state, w(z). We constrain w(z) in multiple redshift bins,
utilizing the most recent data from Type Ia supernovae, the cosmic microwave background,
baryon acoustic oscillations, the integrated Sachs-Wolfe effect, galaxy clustering, and weak
lensing data. Unlike other recent analyses, we find no significant evidence for evolving dark
energy; the data remains completely consistent with a cosmological constant. We also study
the extent to which the time-evolution of the equation of state would be constrained by a
combination of current and future-generation surveys, such as Planck and the Joint Dark
Energy Mission.

1 Introduction

One of the defining challenges for modern cosmology is understanding the physical mechanism
responsible for the accelerating expansion of the Universe 1,2. The origin of the cosmic acceler-
ation can be due to a new source of stress-energy, called “dark energy”, a modified theory of
gravity, or some mixture of both 3.
In the absence of a well-defined and theoretically motivated model for dark energy, it is gen-
erally assumed that the dark energy equation of state (the ratio of pressure to energy density)
evolves with redshift with an arbitrary functional form. Common parameterizations include a
linear variation, w(z) = w0 + wzz

4, or an evolution that asymptotes to a constant w at high
redshift, w(z) = w0 + waz/(1 + z) 5,6. However, given our complete ignorance of the underlying
physical processes, it is advisable to approach our analysis of dark energy with a minimum of
assumptions. Fixing an ad hoc two parameter form could lead to bias in our inference of the
dark energy properties.
In this paper we measure the evolution history of the dark energy using a flexible and almost
completely model independent approach, based on a variant of the principal component analysis
(PCA) introduced in Huterer (2003) 7; in order to be conservative, we begin by using data we
determine the equation only from geometric probes of dark energy, namely the cosmic microwave
background radiation (CMB), Type Ia supernovae (SNe) and baryon acoustic oscillation data
(BAO). We perform a full likelihood analysis using the Markov Chain Monte Carlo approach 8.
We then consider constraints on w(z) from a larger combination of datasets, including probes of
the growth of cosmological perturbations, such as large scale structure (LSS) data. An important
consideration for such an analysis is to properly take into account dark energy perturbations,
and we make use of the prescription introduced in 9. This method implements a Parameterized
Post-Friedmann (PPF) prescription for the dark energy perturbations following 10.



2 Analysis and results

The method we use to constrain the dark energy evolution is based on a modified version of
the publicly available Markov Chain Monte Carlo package CosmoMC 8, with a convergence
diagnostics based on the Gelman-Rubin criterion 12. We consider a flat cosmological model
described by the following set of parameters:

{wi, ωb, ωc,Θs, τ, ns, log[1010As]} , (1)

where ωb (≡ Ωbh
2) and ωc (≡ Ωch

2) are the physical baryon and cold dark matter densities
relative to the critical density, Θs is the ratio of the sound horizon to the angular diameter
distance at decoupling, τ is the optical depth to re-ionization, and As and ns are the amplitude
of the primordial spectrum and the spectral index, respectively. We bin the dark energy equation
of state in five redshift bins, wi(z) (i = 1, 2, ..5), representing the value at five redshifts, zi ∈
[0.0, 0.25, 0.50, 0.75, 1.0] and, for z > 1, we fix the equation of state parameter at its z = 1 value,
since we find that current data place only weak constraints on w(z) for z > 1. To summarize,
our parameterization is given by:

w(z) =











w(z = 1), z > 1;
wi, z ≤ zmax, z ∈ {zi};
spline, z ≤ zmax, z /∈ {zi}.

(2)

Finally, we follow 11 to determine uncorrelated estimates of the dark energy parameters.
For the CMB, we use data and likelihood code from the WMAP team’s 5-year release 13 (both
temperature TT and polarization TE; we will refer to this analysis as WMAP5). We also checked
that results don’t change if we use the latest data release from WMAP 14. Supernova data come
from the Union data set (UNION) produced by the Supernova Cosmology Project 15; however,
to check the consistency of our results, we also used the recently released Constitution dataset
(Constitution) 18 which, with 397 Type Ia supernovae, is the largest sample to date. We also
used the latest SDSS release (DR7) BAO distance scale 16,17. Weak lensing (WL) data are taken
from CFHTLS22 and we use the weak lensing module provided in 19,20, with some modifications
to assess the likelihood in terms of the variance of the aperture mass (Eq. 5 of 22) with the full
covariance matrix 21. The cross-correlation between CMB and galaxy survey data is employed
using the public code at23. We modify it to take into account the temporal evolution of the dark
energy equation of state, since the code only considers wCDM cosmologies. We refer to 24,25 for
a description of both the methodology and the datasets used. Finally, we use the recent value of
the Hubble constant from the SHOES (Supernovae and H0 for the Equation of State) program,
H0 = 74.2 ± 3.6 km s−1 Mpc−1(1σ) 26. We also incorporate baryon density information from
Big Bang Nucleosynthesis Ωbh

2 = 0.022 ± 0.002 (1σ) 27, as well as a top-hat prior on the age of
the Universe, 10 Gyr < t0 < 20 Gyr.

As we can see from Fig. 1, all values are compatible with a cosmological constant (w = −1) at
the 2σ level; in particular, there is no discrepancy between the Union and Constitution datasets.
Moreover, as we can see from Fig. 2, the addition of cosmological probes of cosmic clustering
noticeably reduces the uncertainty in the determination of the dark energy parameters, especially
at high redshifts.

To reinforce our conclusions, we also created several mock datasets for upcoming and future
SN, BAO, and CMB experiments. The quality of future datasets allows us to constrain the
dark energy evolution beyond redshift z = 1. We thus consider an additional bin at z = 1.7,
with a similar constraint: w(z > 1.7) = w(z = 1.7). We consider a mock catalog of 2,298 SNe,
with 300 SNe uniformly distributed out to z = 0.1, as expected from ground-based low redshift
samples, and an additional 1998 SNe binned in 32 redshift bins in the range 0.1 < z < 1.7, as
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Figure 1: Left: uncorrelated constraints on the dark equation of state parameters using WMAP+UNION+BAO.
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Figure 2: Results using data from a “global” dataset which includes WMAP+UNION+BAO+WL+ISW+LSS;
error bars are at 2σ.

expected from JDEM or similar future surveys 28. The error in the distance modulus for each
SN is given by the intrinsic error, σint = 0.1mag. In addition, we use a mock catalog of 13 BAO
estimates, including 2 BAO estimates at z = 0.2 and z = 0.35, with 6% and 4.7% uncertainties (in
DV ), respectively, 4 BAO constraints at z = [0.6, 0.8, 1.0, 1.2] with corresponding fiducial survey
precisions (in DV ) of [1.9, 1.5, 1.0, 0.9]% (V5N5 from 29), and 7 BAO estimates with precision
[0.36, 0.33, 0.34, 0.33, 0.31, 0.33, 0.32]% from z = 1.05 to z = 1.65 in steps of 0.1 30.
We simulate Planck data using a fiducial ΛCDM model, with the best fit parameters from
WMAP5, and noise properties consistent with a combination of the Planck 100–143–217 GHz
channels of the HFI 31, and fitting for temperature and polarization using the full-sky likelihood
function given in 32. In addition, we use the same priors on the Hubble parameter and on the
baryon density as considered above. As can be seen from Table 1 and Figure 3, future data will
reduce the uncertainties in wi by a factor of at least 2, with the relative uncertainty below 10%
in all but the last bin (at z = 1.7).
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Figure 3: Uncorrelated constraints on the dark energy equation of state parameters, for mock datasets from
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3 Conclusions

One of the main tasks for present and future dark energy surveys is to determine whether or
not the dark energy density is evolving with time.
We have performed a global analysis of the latest cosmological datasets and have constrained the
dark energy equation of state using a very flexible and almost model independent parameteriza-
tion. We determine the equation of state w(z) in five independent redshift bins, incorporating
the effects of dark energy perturbations. We find no evidence for a temporal evolution of dark
energy—the data is completely consistent with a cosmological constant. This agrees with most
previous results, but significantly improves the overall constraints. We show that future exper-
iments, such as Planck or JDEM, will be able to reduce the uncertainty on w(z) to less than
10% in multiple redshift bins, thereby mapping any temporal evolution of dark energy with high
precision. With this data it will be possible to measure the temporal derivative of the equation
of state parameters, dw/dz, useful in discriminating between two broad classes of “thawing”
and “freezing” models 33.
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THE GAMMA-RAY VIEW OF THE EXTRAGALACTIC BACKGROUND

LIGHT
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The Extragalactic Background Light (EBL) from the infrared (IR) through the ultraviolet
(UV) is dominated by emission from stars, either directly or through absorption and rera-
diation by dust. It can thus give information on the star formation history of the universe.
However, it is difficult to measure directly due to foreground radiation fields from the Galaxy
and solar system. Gamma-rays from extragalactic sources at cosmological distances (blazars
and gamma-ray bursts) interact with EBL photons creating electron-positron pairs, absorb-
ing the gamma-rays. Given the intrinsic gamma-ray spectrum of a source and its redshift,
the EBL can in principle be measured. However, the intrinsic gamma-ray spectra of blazars
and GRBs can vary considerably from source to source and the from the same source over
short timescales. A maximum intrinsic spectrum can be assumed from theoretical grounds, to
give upper limits on the EBL absorption from blazars at low redshift with very high energy
(VHE) gamma-ray observations with ground-based Atmospheric Cherenkov telescopes. The
Fermi-LAT observations of blazars and GRBs can probe EBL absorption at higher redshifts.
The lower energy portion of the LAT spectrum of these sources is unattenuated by the EBL,
so that extrapolating this to higher energies can give the maximum intrinsic spectrum for a
source. Comparing this to the observed higher energy LAT spectrum will then give upper lim-
its on the EBL absorption. For blazars which have been detected by both the Fermi-LAT and
at higher energies by Cherenkov telescopes, combined LAT-VHE observations can put more
stringent constraints on the low redshift EBL. These procedures above can also be reversed:
for sources with an unknown redshift, a given EBL model and gamma-ray spectrum can lead
to an upper limit on the source’s redshift.

1 Introduction

The night sky appears dark to the naked eye, but in fact glows faintly in the IR through the
optical and UV. At these wavelengths, the background light is dominated by emission from
the atmosphere, solar system, and Milky Way. There is also a much smaller extragalactic
component from all of the stars which have ever existed, through direct emission (in the UV-
optical) and through absorption and reradiation by dust (in the IR). Due to the weakness of
this extragalactic background light (EBL) to other components, direct measurement of the EBL
is extremely difficult 1,2,3. The other background components can be avoided to some extent
by using instruments on spacecraft which have left the atmosphere 1,4 or the solar system 5,6.
However, it is unlikely that spacecraft will leave our Galaxy in the near future, so uncertainties
in direct measurements will remain. Number counts in the IR and optical can be used to find
EBL lower limits7,8, as discussed by Beelen and Penin in these proceedings. Modeling9,10,11,12,13

has been an important tool for constraining the EBL intensity and tying it to basic astrophysics
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Figure 1: EBL models, measurements, and constraints. See Finke et al. for details and references.

such as the star formation rate density, dust absorption, initial mass function, cosmological
expansion rate, and others. Fig. 1 shows many EBL measurements, constraints and models, and
Hauser & Dwek 14 present a thorough review.

The EBL photons interact with γ-rays from cosmological sources to produce e+e− pairs,
absorbing the γ-rays so that the observed flux Fobs(E) = Fint(E) exp[−τγγ(E)] where Fint(E) is
the unabsorbed source flux as a function of observed energy E, and τγγ(E) is the EBL absorption
optical depth. If Fint(E) is known, a measurement of the observed γ-ray spectrum from these
sources can be used to probe the EBL. The intrinsic spectrum is not generally known, however it
is possible to determine an upper limit either from theory or from extrapolating a lower energy,
unattenuated spectrum to higher energies. This is discussed further in the next sections. From
the upper limit on Fint(E) and the measurement of Fobs(E) with a γ-ray telescope, an upper
limit on τγγ(E) can be calculated and compared to theoretical predictions.

2 Constraints with Atmospheric Cherenkov Telescopes

Nearby blazars—active galactic nuclei with relativistic jets pointed along our line of sight—are
γ-ray-emitting sources up to VHE energies and are located at cosmological distances. They
are thus a good candidate for constraining the EBL by measuring their γ-ray attenuation.
Atmospheric Cherenkov telescopes (ACTs) such as HESS, MAGIC, and VERITAS detect γ-rays
through the Cherenkov radiation from particle cascades produced by γ-rays interacting with the
Earth’s atmosphere. TeV blazars are located nearby and VHE γ-rays are generally attenuated
by the mid-IR EBL. Although they seem to be persistent sources, they are highly variable and
the intrinsic spectrum cannot be determined. However, theory allows the determination of a
maximum possible intrinsic spectrum. Assuming the γ-rays are produced by Compton scattering
off of electrons accelerated by näıve test particle acceleration theory, the hardest possible photon
index will be Γint,max = 1.5 where the photon flux is dN/dE ∝ E−Γ. Using this, results from
several blazars (e.g. 1ES 1011-232 15, 1ES 0229+200 16, 3C 279 17) have ruled out high levels of
the IR EBL. However, physical mechanisms have been suggested to produce intrinsic VHE γ-ray
spectra harder than Γ = 1.5 18,19,20. Without a strong constraint on Fint(E), the constraining
upper limits on the EBL intensity are not well-accepted by some in the community.

3 Constraints with the Fermi-LAT

Higher z sources can be probed in the GeV range using the Fermi telescope. The Fermi Gamma-
Ray Space Telescope’s primary instrument, the Large Area Telescope (LAT) is a pair conversion



detector which surveys the entire sky every three hours in the 20 MeV to 300 GeV range 21.
Sources located at higher z will have their VHE γ-ray spectrum completely absorbed; however, in
the range accessible by the LAT, these sources will have their spectra attenuated by optical-UV
EBL photons, yet not so attenuated that they cannot be observed. Approximately 600 blazars
are listed in the first year LAT AGN catalog 22. Unfortunately, many of these exhibit intrinsic
spectral breaks and do not have many photons ≥ 10 GeV needed to probe the EBL 23. Using
statistics of the LAT blazars, as suggested by Chen et al. 24 is thus not possible 25. However, a
smaller sample of blazars do not exhibit spectral breaks and do have high energy photons, and
these can be used to probe the EBL on a case-by-case basis. Additionally, 6 Gamma-Ray Bursts
(GRBs)a with measured redshifts have been detected by the LAT as of this writing (2010 May
13). Together, these blazars and GRBs can be used to constrain EBL models.

Abdo et al.25 use two methods to do this: the highest energy photon (HEP) method and
the Likelihood Ratio Test (LRT) method. Both of these techniques make use of the fact that
below 10 GeV, all EBL models predict essentially no attenuation. This lower energy spectrum
can be extrapolated to higher energies to give the maximum possible intrinsic spectrum, which
can then be compared to the observed LAT spectrum at > 10 GeV. The HEP method uses a
Monte Carlo simulation to randomly draw the highest energy photon from a distribution created
with the extrapolated 0.1–10 GeV spectrum and a particular EBL model. Repeating this many
times builds up a distribution of HEPs which can be compared to the actual HEP observed
from a source to give the probability of rejecting the particular EBL model used. The LRT
technique assumes as a null-hypothesis the extrapolated 0.1–10 GeV spectrum and a certain
EBL model. A fit is then performed with the normalization of this EBL model’s opacity as
a free parameter. From the likelihood ratio of these two fits, Wilks’ theorem can be used to
determine the probability of rejecting the null hypothesis, which is essentially the probability of
rejecting the EBL model being tested.

Combining the results from several sources, the Stecker et al. 10 baseline model is rejected
with a high significance. It should be noted however that this rejection is only applicable to the
UV; at the mid-IR and longer wavelengths, the model predictions are still viable. The Stecker
et al. fast evolution model predicts a greater opacity than their baseline model, and is rejected
at an even greater significance. All other EBL models tested by Abdo et al. 25 are allowed.

An additional way of using the LAT to constrain the EBL has been suggested: using the
Compton-scattering of the EBL in the lobes of radio galaxies 27. The recent detection of the
giant lobes of the nearby radio galaxy Cen A by the LAT 26 demonstrates the feasability of this
method, since Compton-scattering of the cosmic microwave background alone cannot explain
this emission. Georganopoulos et al. 27 suggest the well-constrained lobes of Fornax A would be
an ideal candidate for this technique.

4 Constraints Combining ACTs and the LAT

The problems with theoretical uncertainties in the intrinsic VHE γ-ray spectra of blazars (§ 2)
can be sidestepped by using the Fermi-LAT. The LAT spectrum can be extrapolated into the
TeV range, giving the maximum possible TeV spectrum, assuming that the γ-ray spectrum of
a blazar would be concave upwards. This technique has been used by Georganopoulos et al. 28

with the blazar 1ES 1218+304 to reject the Stecker et al. 10 baseline and fast evolution models
with 2.6σ and 4.7σ significance, respectively, and the “best fit” models of Kneiske et al.9 with
a 2.9σ significance. Future applications of this technique to combined LAT-ACT observations
could give even stronger constraints.

The opposite of this technique can also be used to constrain the redshift of a blazar for which
it is unknown. Assuming a certain model for the EBL, the VHE spectrum of a source can be

aBrief, beamed γ-ray emission from exploding stars.



deabsorbed until it is at a higher level than the extrapolated LAT spectrum. This technique has
been used to constrain z < 0.75 for PG 1553+113 29 and z < 0.66 for PKS 1424+240 30.
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Constraints on the linear fluctuation growth rate from future surveys
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Many experiments in the near future will test dark energy through its effects on the linear
growth of matter perturbations. In this paper we discuss the constraints that future large-scale
redshift survey experiments can put on three different parametrizations of the linear growth
factor and how these constraints will help ruling out dark energy models.

Many years since its first discovery 1,2 the evidence for dark energy (DE) still rests primarily
on background quantities like the luminosity distance and the angular diameter distance 3,4,5.
The cross-correlation of the integrated Sachs-Wolfe effect with the large scale structure yielded
an independent proof of the existence of dark energy that relies on the linear growth of the
gravitational potential 6. In the future, galaxy and Lyman-α power spectra at high redshift and
weak lensing surveys from ground and from space will offer the opportunity to test competing
dark energy models to a very high precision using a mix of background, linear and non-linear
indicators. We aim to find the costraints that future surveys can put on cosmological parameters
through the information contained in the power spectrum.

In order to constrain the parameters, we use the Fisher matrix method, an approximation
to the likelihood function that provides under some conditions the minimal errors that a given
experiment may attain.

Following Eisenstein et al. 7 we estimate the observed power spectrum at redshift z in any
cosmology which will depend on a number of parameters such as the matter and baryon fraction,
Ωm and Ωb, the spectral tilt ns, the growth index γ, the dark energy equation of state w, etc. In
addition we adopt redshift dependent parameters such as the growth factor G(z), the angular
diameter distance D(z), a scale-independent offset due to incomplete removal of shot-noise
Ps(z), the redshift distortion parameter β(z) and the bias b(z), assumed to be independent in
each redshift bin. Then we calculate, numerically or analitically, the derivatives of the spectrum
respect to the parameters, evaluated at a fiducial model that we assume to be the standard
ΛCDM. Finally we obtain the Fisher matrix 8 which depends on n(z), the number density of
galaxies expected to be observed in every redshift bin.

For what concerns the bias, we assumed a fiducial constant bias, b(z) = 1 in each redshift bin
but we also tested that a different choice, b(z) =

√
1 + z, does not seriously affect our results.

The future surveys we consider in this work represent realistic large-scale surveys of the
next decade, as for instance Euclid 9. In particular we adopt for n(z) the values in Tab. 1
where the n1, n2, n3 are the expected observable galaxy number densities for three different flux
limits (5,4 and 3 · 10−16erg m−2s−1) and a conservative choice for the luminosity function at
z < 2. The survey area is 20000 deg2 and we assume two different values for the efficiency (the
spectroscopic redshift success rate): ε1,2 = 0.3, 0.5. So we defined and analyzed three different
cases: a “reference case” with n(z) = ε2 · n2(z), an “optimistic case” n(z) = ε2 · n1(z) and a
“pessimistic case” n(z) = ε1 · n3(z).

We also analyzed three different parametrizations. First, we estimated the errors on the
growth rate s, defined as s = d ln δm/d ln a, where a is the scale factor, related to the redshift
by the equation a = 1/(1 + z). Since s(z) is degenerate with b(z), in this case we were forced to
assume an external arbitrary constraint on b(z). We call this the s-parametrization.

Then we assumed



Table 1: Expected galaxy number densities for Euclid survey.

z 0.5-0.7 0.7-0.9 0.9-1.1 1.1-1.3 1.3-1.5 1.5-1.7 1.7-1.9 1.9-2.1
103 · n1(z) 4.69 3.33 2.57 2.1 1.52 0.92 0.54 0.31
103 · n2(z) 3.56 2.42 1.81 1.44 0.99 0.55 0.29 0.15
103 · n3(z) 2.8 1.84 1.33 1.03 0.68 0.35 0.17 0.08

s ≡ Ωm(z)γ , (1)

where the the matter density parameter follows the standard ΛCDM evolution. However, this
usual parametrization of the growth factor can describe only a set of dark energy models so we
decided to use a more general γ index, with an explicit dependence on the redshift, which can
be parameterized as

γ(z) = γ0 + γ1
z

1 + z
; (2)

we denote this as the γ parametrization. As pointed out by Wu et al. 10, this parametrization
is more accurate than that of eq. (1) for both ΛCDM and DGP models. Furthermore, γ1 is
negative for dark energy models with a constant equation of state, lying in the range −0.021 <
γ1 < −0.015 (for 0.2 < Ωm < 0.35 and −1.2 < w < 0.8) and positive for the DGP model
(0.042 > γ1 > 0.035 for 0.2 < Ωm < 0.35), thus providing another signature to discriminate
them. Moreover, even if the constant growth index parametrization is very simple and useful
for several models, γ evolves with time in modified gravity theories in general 11.

Finally, we explored a parametrization more suitable to models where perturbations grow
faster than they do in ΛCDM, as for istance in models where there is a coupling between dark
energy and dark matter. For those models we found that a better parametrization is given by

s ≡ Ωm(z)γ(1− η) . (3)

We denote this as the η-parametrization. As shown by Di Porto and Amendola12, in the coupled
quintessence model the numerical solution for the growth rate can be fitted by the formula (3),
with η = cβc , where βc is the dark energy-dark matter coupling constant. The best fit values
are γ = 0.56 and c = 2.1, thus constraints for η can be transformed into constraints over βc.

For the equation of state of the dark energy we used the Chevallier-Polarski-Linder (CPL)
parametrization

w(z) = w0 + w1
z

1 + z
. (4)

As a further case we also considered constant γ and w.
For the case of the s-parametrization, after we have calculated the Fisher matrix, we

marginalize over all parameters but the 8 β(z)’s, thus obtaining their marginalized errors. Note
that the fiducial β(z)’s values are computed through β(z) = Ωm(z)γ/b(z). Now we can trans-
form to the growth rates parameters s(z) = β(z) · b(z) and assuming for the b(z)’s arbitrary
errors of 1% and 10% we can compute, through standard error propagation, the errors over s(z).
Results are shown in Fig. 1.

Now we explicit the dependence of the growth factor and the distortion parameter on the
growth index γ, through the relations (1) and β(z) = s(z)/b(z), while Ωm(z) and D(z) depend
on w. As a first case we consider constant γ and w and we draw their marginalized probability
regions at 1 and 2σ levels (left panel of Fig. 2). If we use instead of constant γ and w their z-
dependent parametrizations (2), (4) and marginalize over the parameters γ1 and w1, the ellipses
will obviously expand. This is shown in Fig. 3. Using the γ parametrizations (2) we can also



Figure 1: Expected constraints on the growth rates in each redshift bin, assuming for the bias a relative error of
1% (left panel) and 10% (right panel). For each z the central error bars refer to the reference case while those
referring to the optimistic and pessimistic case have been shifted by -0.015 and +0.015 respectively. The growth
rates for two different models such as the fiducial ΛCDM (green solid curve) and the DGP (red dashed curve) are
also plotted. The errors bars are obviously centered on the fiducial model, but one can see that, even in the case
of large errors (10%) for the bias values, it will be possible to distinguish these models with next generation data.

Figure 2: 1 and 2σ marginalized probability regions for constant γ and w (left panel) and for the parameters
γ0 and γ1 (right panel) in the γ-parametrization, relative to the reference case (shaded yellow regions), to the
optimistic case (blue long-dashed ellipses), and to the pessimistic case (black dotted ellipses). Red dots represent
the fiducial model; the flat DGP model is not marked in the left panel being far outside the ellipses (γ = 0.68,
w=-0.8) while is represented by the blue square in the right panel. Then, in the case of γ-parametrization, one

could dinstinguish these two models only in the reference and in the optimistic case.

project the probability regions for the parameters γ0 and γ1 (right panel of Fig. 2) and calculate
their marginalized errors (Tab. 2) and obviously we can do the same for the η parametrizations
(3), drawing the marginalized probability ellipses for the parameters γ and η (left panel of Fig.
4); comparing their marginalized errors to those obtained using present data (right panel of Fig.
4), we found that the constraints will improve at least by a factor 10 for γ and 2 for η (further
details in Amendola and Di Porto, in preparation).

In this work we showed how future deep and wide surveys will be able to put tight constraints
on the cosmological parameters, in particular on the quantities related to the growth of matter
pertubations, and how they will help to distinguish dark energy models with very different
physical origins such as the ΛCDM and the DGP, now degenerate respect to present data.

CDP wishes to thank the organizers of the 45th Rencontres de Moriond for partial support.
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Efficiently Simulating the High-Redshift 21-cm Signal with 21cmFAST
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We introduce a powerful semi-numeric modeling tool, 21cmFAST, designed to efficiently sim-
ulate the cosmological 21-cm signal. Our code generates 3D realizations of evolved density,
ionization, peculiar velocity, and spin temperature fields, which it then combines to com-
pute the 21-cm brightness temperature. Although the physical processes are treated with
approximate methods, we compare our results to a state-of-the-art large-scale hydrodynamic
simulation, and find good agreement on scales pertinent to the upcoming observations (

∼

> 1
Mpc). The power spectra from 21cmFAST agree with those generated from the numerical
simulation to within 10s of percent, down to the Nyquist frequency. We show results from
a 1 Gpc simulation which tracks the cosmic 21-cm signal down from z = 250, highlighting
the various interesting epochs. Depending on the desired resolution, 21cmFAST can compute
a redshift realization on a single processor in just a few minutes. Our code is fast, efficient,
customizable and publicly available, making it a useful tool for 21-cm parameter studies.

1 Introduction

The dawn of the first astrophysical objects and their subsequent evolution, remains one of
the most compelling frontiers of modern cosmology. This epoch culminated in the epoch of
reionization (EoR), when light from these early generations of stars (and black holes) began
flowing through and eventually permeating the Universe. Unfortunately, precious little is known
about this fundamental epoch, as well as the dark ages which preceded it.

Some of the most important and timely information on the EoR and the dark ages should
come in the form of the redshifted 21-cm line of neutral hydrogen. Several interferometers
will attempt to observe the cosmological 21-cm signal, including the Mileura Wide Field Array
(MWA;1)a, the Low Frequency Array (LOFAR)b, the Giant Metrewave Radio Telescope (GMRT;
2), the Precision Array to Probe the Epoch of Reionization (PAPER; 3), and eventually the
Square Kilometer Array (SKA)c.

However, interpreting this data will be quite challenging and no-doubt controversial, as
foreshadowed by the confusion surrounding the scant, currently-available observations. There
are two main challenges to overcome: (1) an extremely large parameter space, due to our poor
understanding of the high-redshift Universe; (2) an enormous dynamic range (i.e. range of
relevant scales).

Theoretically, the dawn of the first astrophysical objects and reionization could be modeled
from first principles using numerical simulations, which include the complex interplay of many

ahttp://web.haystack.mit.edu/arrays/MWA/
bhttp://www.lofar.org
chttp://www.skatelescope.org/



physical processes. In practice however, simulating these epochs requires enormous (gigaparsec)
simulation boxes and at the same time very high resolution to resolve the underlying sources and
sinks of ionizing photons and the complex small-scale feedback mechanisms which regulate them.
Furthermore, large-scale simulations are computationally costly and thus are inefficient in large
parameter studies. On the other hand, analytic models, while more approximate, are fast and
can provide physical insight into the import of various processes. However, analytical models
are hard-pressed to go beyond the linear regime, and beyond making fairly simple predictions.

Here, we follow a path of compromise, attempting to preserve the most useful elements of
both analytic and numeric approaches. We introduce a self-consistent, semi-numericald simula-
tion, specifically optimized to predict the high-redshift 21-cm signal. Through a combination of
the excursion-set formalism and perturbation theory, our code can generate full 3D realizations
of the density, ionization, velocity, spin temperature, and ultimately 21-cm brightness tempera-
ture fields. Although the physical processes are treated with approximate methods, our results
agree well with a state-of-the-art hydrodynamic simulation of reionization. However, unlike nu-
merical simulations, realizations are computationally cheap and can be generated in a matter
of minutes on a single processor, with modest memory requirements. Most importantly, our
code is publicly available at http://www.astro.princeton.edu/∼mesinger/Sim.html. We name
our simulation 21cmFAST. More details can be found in 4.

2 Comparing 21cmFAST to State-of-the-Art Simulations

The offset of the 21-cm brightness temperature from the CMB temperature, Tγ , along a line of
sight (LOS) at observed frequency ν, can be written as (c.f. 5):

δTb(ν) = 27xHI(1 + δnl)

(

H

dvr/dr + H

)(

1 −
Tγ

TS

)(

1 + z

10

0.15

ΩMh2

)1/2
(

Ωbh
2

0.023

)

mK, (1)

where xHI is the hydrogen neutral fraction, TS is the gas spin temperature, τν0
is the optical

depth at the 21-cm frequency ν0, δnl(x, z) ≡ ρ/ρ̄ − 1 is the evolved (Eulerian) density contrast,
H(z) is the Hubble parameter, dvr/dr is the comoving gradient of the line of sight component
of the comoving velocity, and all quantities are evaluated at redshift z = ν0/ν − 1. The above
equation also assumes that dvr/dr ≪ H, which is generally true for the pertinent redshifts and
scales.

The components of eq. 1 are the density, δnl, the ionization, xHI, the velocity gradient,
dvr/dr, and the spin temperature, TS , fields. We compare the first three fields generated by
21cmFAST to those generated by the hydrodynamic cosmological simulation of 6, using the

same initial conditions (ICs)e. Unfortunately, there is currently no numerical simulation which
includes the computationally expensive radiative transfer of both X-rays and Lyα photons from
atomically or molecularly cooled sources required to compute TS numerically (though see the
recent work of 7, who perform RT simulations on a small subset of sources, with M ∼> 1010M⊙).
Therefore we cannot directly compare our the spin temperature fields to numerical simulations.

We perform “by-eye” comparisons at various redshifts/stages of reionization, as well as one
and two-point statistics: the PDFs (smoothed on several scales), and the power spectra. Since
our code is designed to simulate the cosmological 21-cm signal from neutral hydrogen, we study

dBy “semi-numerical” we mean using more approximate physics than numerical simulations, but capable of
independently generating 3D realizations.

eThe simulations of 6 are the current “state-of-the-art” reionization simulations. They include simultaneous
treatment of dark matter (DM) and gas, five-frequency radiative transfer (RT) on a 5123 grid, and they resolve
Mhalo

∼

> 108M⊙ ionizing sources with
∼

> 40 DM particles in a 143 cMpc box.



the regime before the likely completion of reionization, z ∼> 7 (though present data is even
consistent with reionization completing at z ∼<6; 8).

We find good agreement with the numerical simulation on scales pertinent to the upcoming

observations (∼> 1 cMpc). The power spectra from 21cmFAST agree with those generated from

the numerical simulation to within 10s of percent down to the Nyquist frequency.

Most importantly, the model uncertainties of the semi-numerical schemes are smaller than
the evolution due to reionization over a range ∆x̄HI ∼ 0.2. Naively therefore, one can predict
that the semi-numerical schemes are accurate enough to estimate x̄HI from the power spectra
to ± ∼< 0.1, or even better if the behavior of the models are understood. However, there are
many astrophysical uncertainties associated with prescriptions for sources and sinks of ionizing
photons during the epoch of reionization, and it will likely be these which regulate the achievable
constraints on x̄HI. Therefore it is imperative for models to be fast and be able to span large

regions of parameter space. A single 21cmFAST realization of the δTb fields shown in this section
(generated from 15363 ICs) takes ∼ 30 minutes to compute on a single-processor computer.

3 Results: complete δTb evolution

Our code also derives the full 21-cm brightness temperature offset from eq. (1), including the spin

temperature field. Our derivations are similar to other semi-analytic models (e.g. 9). However,
unlike 10 and 11, we do not explicitly resolve the halo field as an intermediary step. Instead
we operate directly on the evolved density fields, using excursion set formalism to estimate the
mean number of sources inside spherical shells corresponding to some higher redshift. Bypassing
the halo field allows the code to be faster, with modest memory requirements. Our detailed
formalism for computing the spin temperature can be found in 4.

In Fig. 1, we show slices through our fiducial δTb box (left), and the corresponding 3D
power spectra (right). The slices were chosen to highlight various epochs in cosmic 21-cm
signal discussed above: the onset of Lyα pumping, the onset of X-ray heating, the com-
pletion of X-ray heating, and the mid-point of reionization are shown from top to bottom.
We encourage the interested reader to see more evolutionary stages through the movie at
http://www.astro.princeton.edu/∼mesinger/Movies/delT.mov. When normalized to the same
epoch, our power-spectrum evolution agrees fairly well with the analytical model of 12, as well
as its application to a numerical 10 and a semi-numerical (13) simulation (11; c.f. see their Fig.
11).
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Figure 1: Slices through our δTb simulation box (left), and the corresponding 3D power spectra (right), for our
fiducial model at z = 30.1, 21.2, 17.9, 10.0 (top to bottom). The slices were chosen to highlight various epochs in
the cosmic 21-cm signal: the onset of Lyα pumping, the onset of X-ray heating, the completion of X-ray heating,
and the mid-point of reionization are shown from top to bottom. All slices are 1 cGpc on a side and 3.3 cMpc

deep. For a movie of this simulation, see http://www.astro.princeton.edu/∼mesinger/Movies/delT.mov.
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We present a new type of simulation of the 21cm signal from the Reionization and pre-
Reionization epoch capable of quickly generating the signal up to very high redshifts with the
large field of view of the next generation of radio telescopes. This simulation uses a semi-
numerical prescription based on 3-d Monte-Carlo realizations of the dark matter density field,
achieving a much higher dynamical range than previous time-consuming N-body codes with
radiative transfer algorithms. The simulation extends to high redshifts (z ∼ 25) thus including
the effect of the Lyman alpha and collisional coupling as well as X-ray heating and corrections
due to the gas bulk velocities. With the new algorithm we were able to achieve very large
volumes (1000 Mpc)3, thus fully probing the large scale structure of the 21cm signal. This
fast simulation also allows to quickly test the effect of different astrophysical parameters on
the 21cm signal.

1 Introduction

Observations of the 21 cm line of neutral hydrogen are currently considered to be one of the most
promising probes of the epoch of reionization (EoR) and possibly even the preceding period,
during the so called dark ages. Motivated by the observational possibilities offered by the current
and upcoming low frequency radio interferometersabc a great deal of effort has been underway
in order to fully understand and generate the expected 21 cm signal that will be seen by these
experiments (see Furlanetto et al.4 for a review). Numerical simulations can potentially provide
an improved description of the 21 cm brightness temperature signal but are slow to run, being
constrained in dynamical range to sizes typically smaller than 100 Mpc/h. We propose a semi-
numerical technique, capable of quickly generating an end-to-end simulation of the 21 cm signal
even at high redshifts when the spin temperature is non-negligible. Moreover, this method can
be used to simulate very large volumes (e.g. 1000 Mpc), crucial to simulate the field-of-view
of next generation of radio telescopes, without sacrificing the speed or requiring unpracticable
amounts of computer memory. The code to generate this type of simulation is now provided
publicly onlined and it will be subject to continuous improvement through calibration against
full radiative transfer/hydrodynamic simulations. The large volume simulations created with

aLOFAR: http://lofar.org
bMWA: http://web.haystack.mit.edu/arrays/MWA
cSKA: http://www.skatelescope.org
dhttp://www.simfast21.org



Figure 1: Left: Mass functions at z=10 taken from our halo filtering prescription with L=142 Mpc and N=15363

(blue circles) and L=300 Mpc and N=18003 (black diamonds). The results for the N-body simulation of Trac et
al.13 with L=142 Mpc are also shown as green squares. The red line shows the theoretical mass function. Right:
mass function for our simulation with L=300Mpc and N=18003 (green squares) compared with the large volume

simulation with L=1000 Mpc and N=18003 (blue diamonds).

this method are part of the SKA Design Studies Simulated Skies initiative and we hope this
approach can prove useful to generate sky models for the future 21 cm experiments, which is
crucial to test for calibration issues and foreground removal methods.

2 From linear density fluctuations to the ionization field

The underlying basis for our simulation is the Monte-Carlo generation of the dark matter linear
density field assuming a Gaussian probability distribution function for the linear overdensity as
the initial state, which is then later evolved and used to find the collapsed structures and the
corresponding ionized bubbles. This implementation partially follows the algorithm prescribed
in Mesinger & Furlanetto7, which is based on the “peak-patch” approach introduced by Bond
& Myers1. Figure 1 shows the obtained halo mass function. In the left panel, we can see that
our simulations agree quite well with the theoretical curve and N-body simulation, although the
number of low mass halos in the simulation with the lower resolution (L=300 Mpc) is slightly
underestimated. However, we have checked that this effect has a minor impact on the ionized
hydrogen distribution and can be seen as a good compromise in order to cover the largest possible
volume with this algorithm.

The positions of both the halos and the dark matter were then corrected to include non-linear
dynamics using the Zel’dovich approximation16 and with the corrected halo and density fields,
the ionization regions can be determined using a similar excursion-set algorithm. The principle
behind this procedure is that the galaxies formed inside dark matter halos will produce a given
amount of photons (dependent of the halo mass) that will ionize the surrounding hydrogen
generating ionized bubbles. The efficiency of this process can be quantified by one parameter
ζ. Figure 2 shows two slices of our ionization field at the beginning and ending of reionization.
These figures exhibit the characteristic bubble structure of ionized hydrogen increasing in size
at lower redshifts until converging into a completely ionized IGM. In order to characterize the
statistical distribution of the ionization field we computed its power spectrum, Pxixi

(figure 3).
We see that the excursion-set formalism allows to obtain a bubble power spectrum that matches
the one from a full N-body radiative transfer simulation when the volume size and cell resolution
are the same. However, at large scales we find an increase in power with larger boxes, which we
believe is due to the fact that we are finding larger bubbles in the 300 Mpc box, while smaller
bubbles are absorbed in larger ones.



Figure 2: Slices of the ionization field at the beginning and ending of reionization (left: z = 12, x̄i = 0.05; right:
z = 8, x̄i = 0.81)

Figure 3: First panel: power spectrum of the ionization field for our simulation with L=143 Mpc,N=7683 (red
dotted curves), L=300 Mpc,N=6003 (solid blue curves) and the simulation of Trac et al.13 with L=143 Mpc,N=7683

(dashed green curves), for z = 9 and x̄i = 0.15. The boxes were smoothed to a common resolution. Two
right panels: power spectrum of the ionization field for the very large volume simulation (green dashed curves),
compared to the same result for the L=300 Mpc simulation. Both plots are for z=9 but using different efficiency

parameters (ζ=5.0 and ζ=14.0) so that x̄i = 0.1 (left) and x̄i = 0.55 (right).

3 Extending the simulation to very large volumes

Although quite fast, the semi-numerical simulation presented so far still imposes some limitations
regarding the volume it can cover since it requires a very large number of cells in order to achieve
sufficient resolution to filter scales corresponding to 108M⊙ halos and cover large volumes at the
same time. However, we can use a low resolution box and use the expected halo mass function
to place the smaller halos in our large volume simulation cells by following the prescription
of Wilman et al.14. By the definition of the mass function, the quantity n = dn/dM∆M∆V
corresponds to the mean number of halos that can be found in a given cell with comoving
volume ∆V. If one would simply perform a Poisson sampling for each cell with a mean n, the
distribution of obtained halos would yield a correct mass function but their positions would be
completely random. In order to correlate the halo positions with the underlying density field, a
normalized bias term can be added,

ncell = Keb(z,M)δ(z)
dn

dM
∆MδV , (1)

where b(z,M) is the bias model for halos at a given redshift and δ(z,M) the density field at
the same redshift. The factor K is a normalization constant that ensures the consistency of the
above expression with the mass function dn

dM
when averaging over the large volume box. The

above equation introduces a dependence of the halo locations on the density field, by amplifying



the overdense regions with respect to underdense ones. As for the bias term, it describes the
difference in clustering between dark matter halos and the mass density field.

We have then used this prescription in complement with the excursion-set formalism to
perform a dark matter simulation with L=1000 Mpc. In figure 1 right panel, we plot (blue
diamonds) the obtained mass function for this run and compare it to the higher resolution,
L=300 Mpc simulation obtained using only the excursion set formalism. We also checked that
this formalism can reproduce the spatial distribution of halos with its correlation with the
underlying matter density field. We then proceed to derive the ionization bubbles using the
same method as in Section 2. The results for the power spectrum of the ionization field are
shown in figure 3 (two right panels) compared to those obtained with the full excursion-set
method with L=300 Mpc and for two different efficiency parameters at z=9. The curves seem
to agree reasonable well showing convergence with the 300 Mpc box, although if we go to even
larger ionization fractions we still find slightly larger bubbles in the 1Gpc box (the largest bubble
for the 1Gpc box with xi = 0.55 has a size of 20 Mpc).

4 The 21 cm signal up to z=25

With ionization maps at different redshifts we can focus on the predicted 21 cm signal from
neutral hydrogen during the pre-EOR and the EOR. At high redshifts (z > 10) the spin tem-
perature (TS) is no longer high enough to saturate the effect in the brightness temperature and
we need to take into account the contribution of fluctuations from the spin temperature to the
21 cm signal. These originate from fluctuations in the coupling between the spin temperature
and the gas temperature and the perturbations in the gas temperature itself (TK) and we can
write:

1 −
Tγ

TS

=
xtot

1 + xtot

(

1 −
Tγ

TK

)

, (2)

where xtot = xα + xc is the sum of the radiative and collisional coupling parameters. Collisions
can be important for decoupling the HI 21 cm spin temperature from the CMB, especially at
very high redshifts (z > 30)8 and are straightforward to apply to the simulation6. The radiative
coupling due to the absorption of Lyα photons (the Wouthysen-Field effect15,3), on the other
hand, should be dominant for z < 25 and we shall concentrate on calculating this effect here.
The radiative coupling is given by

xα =
SαJα

Jc

, (3)

with Jc ≈ 5.552× 10−8(1 + z) m−2s−1Hz−1sr−1 and Sα is a correction factor of order unity5,2,4.
We follow the prescription in Santos et al.9 to calculate Jα. For this, we need the comoving
star formation rate, ψ(x, z) and ǫα(ν), the spectral distribution function of the sources (defined
as the number of Lyn photons per unit frequency emitted at ν per baryon in stars). We can
easily assume any model for ǫα(ν) in our code to test for different sources of radiation. For
this simulation we used: Aν−α, with α = 0.9 and A set such that we get a total of 20000 Lyα
photons per baryon. We used the halo catalogue to obtain the star formation rate density which
was then normalized to the one in Shin et al.12. The gas in the IGM is also heated as the
reionization progresses. In our simulation, we assume that this heating is done by x-rays with
an emission connected to the star formation rate (see Santos et al.9). This X-ray emissivity is
again assumed to be a power law, with a spectral index and amplitude compatible with what is
observed for starburst galaxies. Figure 4 left panel, shows the evolution of the gas temperature
with redshift, where we can see that most of the IGM is heated above 100K for z < 11. The spin
temperature starts very close to the CMB one (no signal) and approaches the gas temperature
as xα increases, following it for z < 17.



Figure 4: Left: the evolution of the gas temperature, spin temperature and brightness temperature with redshift.
Solid black line - CMB; Red dashed - gas temperature; Blue dotted - spin temperature; Dark blue solid/dashed
(below) - brightness temperature. Right: The power spectrum of the 21-cm signal at high redshifts including all

fluctuations in the spin temperature.

Figure 5: Maps of the 21 cm signal at very high redshifts from the simulation, including all sources responsible
for the fluctuations.

Putting it all together we can calculate the 21 cm signal. Calculation of xα and the gas
temperature takes around 5 minutes for each redshift in our machine using 20 CPUs. In figure 4
left panel, we can also see the evolution of the average brightness temperature with redshift,
which is observed in absorption down to z = 12 where it becomes approximately zero when
TK ≈ TCMB. In figure 5 we show maps of the 21 cm signal for a few very high redshifts taking
into account all the effects while figure 4 right panel, shows the corresponding power spectrum.
At high redshifts (z = 21) most of the temperature is zero (Ts ∼ TCMB) but we already start
to see some cold spots where the Lyα sources couple the spin temperature to the cold gas
temperature and the fluctuations in xα dominate. At z = 17 the spin temperature is basically
following the gas one everywhere and we can see fluctuations in the 21 cm signal due essentially
to the gas temperature (although most of the Universe is still cold at this epoch). At z = 14
we can already see the higher temperature regions surrounding the light sources located in the
halos. Finally at z = 11 basically all the IGM is heated above the CMB and we start seeing
the ionization bubbles (x̄i ≈ 0.1, but note that some of the dark regions here are not due to the
ionized bubbles but because TS = TK ∼ TCMB).

5 Summary

We presented a semi-numerical method capable of quickly generating end-to-end simulations of
the 21 cm signal even at the high redshifts where the spin temperature is non-negligible (see
Santos et al.10 for further details). The algorithm allows to generate brightness temperature
boxes with very large volumes, e.g. (1000 Mpc)3, crucial to properly simulate the field of view



of the next generation of radio-telescopes. The corresponding code (SimFast21) takes about 1
hour to run for each redshift, which can be considered remarkably fast. We are expecting that
further optimization of the code can still reduce this time. This is on going research that will
be implemented as we update the numerical code. Although much faster than hydrodynamical
numerical simulations, our analysis shows that relevant quantities such as the halo mass function,
the halo mass power spectrum or the ionization fraction power spectrum are all consistent
with the numerical simulations with which we compared our results to. The dependence on
the astrophysical parameters of the simulation was encoded in three functions: the ionization
efficiency, ζ, the Lyα spectral distribution function of the sources, ǫα and the X-ray spectral
distribution function, ǫX . These functions can be easily changed for a model of our choice and
the code can then quickly generate new simulations of the signal (even faster if we keep the same
cosmology). By combining all the unknowns into a physically meaningful small set of parameters
we can easily probe the huge intrinsic parameter space available to 21 cm observations. The
code is now publicly available and we welcome the community participation in its updating
and upgrading as well as development of additional applications on observational probes of
reionization beyond the 21 cm observations.
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The low frequency tail of the CMB spectrum, down along the radio range (∼1 GHz), may
carry weak spectral distortions which are fingerprints of processes occurred during different
epochs of the thermal history of the Universe, from z ∼ 3 × 106 to reionization. TRIS and
ARCADE2 are the most recent experiments dedicated to the exploration of this chapter of
CMB cosmology. The level of instrumental accuracy they reached in the determination of the
absolute sky temperature is such that the removal of galactic and extra-galactic contamination
is the true bottleneck towards the recovery of the cosmological signal. This will be certainly
the case also for future experiments in the radio domain. Here we present an update of a
study originally done to recognize the contribution of unresolved extra-galactic radio sources
to the sky brightness measured by TRIS. Despite the specific context which originated our
analysis, this is a study of general interest, improved by the inclusion of all the source counts
available up-to-date from 150 MHz to 8.4 GHz.

1 Scientific case

The frequency spectrum of the Cosmic Microwave Background (CMB) recovered by the FIRAS
istrument 1 on board the COBE satellite is an almost perfect planckian spectrum at the thermo-
dynamic temperature of 2.728 ± 0.004 K, even if a more recent analysis and an update of this
result can be found in a recent work by Fixsen 2. No signatures of spectral distortions have been
found on the monopole scale. Nevertheless, there are important arguments 3 suggesting that de-
viations from a blackbody curve originated in the pre-recombination Universe, may be present
in the CMB spectrum. In particular, we know that if an energy injection in the photon-baryon
fluid occurred in the redshift range ∼ 105 < z <∼ 3×106, corresponding to a temperature of the
photon-baryon fluid ∼ 0.1keV < T <∼ 1keV, than the system relaxes towards a kinetic equi-
librium, the photons having Bose-Einstein spectrum with a chemical potential µ ̸= 0. Several
mechanisms have been proposed as possible sources of perturbation, among them decay of relic
massive particles 4, dissipation of primordial magnetic fields 6, annihilation of relic particles 5

and dissipation of acoustic oscillations in the fluid 7. Was the spectrum a Bose-Einstein one, we
would observe a dip in the plot Temperature vs Frequency of the CMB at frequencies <∼1 GHz,
given the present estimate of H0 (Hubble parameter) and Ωb (baryon density). The amplitude
of this distortion, ∆T/T ≃ µ(Ωbh

2)−2/3 (h being H0 in units of 100 (km/s)/Mpc), is strongly
model dependent. Extrapolating to lower frequencies the FIRAS upper limit on µ, we expect a
temperature dip smaller than few tens of mK.

Another effect able to produce a monopole scale spectral distortion is free-free emission
during reionization. This effect produces a signal ∆T/T ∝ Yffλ

2, which is essentially the



optical depth to bremsstrahlung, λ being the wavelength and Yff a distortion parameter as
defined by Bartlett and Stebbins 8. Despite new tighter limits on Yff obtained by Gervasi et
al. 9, we are still far from the possibility of testing reionization scenarios like those investigated
by Weller et al. 10.

Both effects are more relevant at decimetric wavelengths, where (1) calibrations are more
difficult due to the size of antennas, (2)the brightness of the Galaxy overcomes the CMB and
(3) the signal of Unresolved Extragalactic Radio Sources (UERS), the subject of this study, may
introduce a temperature offset if not properly evaluated and subtracted.

Two recent experiments searched for low frequency CMB spectral distortions: TRIS 11 and
ARCADE212. In the framework of TRIS, a new estimate of the brightness temperature of UERS
has been proposed by Gervasi et al. 13. Here we present an update of those results, exploiting
all the most recent radio source counts from 150 MHz to 8.4 GHz and adding a new frequency
to those used in the previous study.

2 Unresolved Extragalactic Radio Sources contamination

2.1 Aims and Methods of this study

As stated in the previous section, the purpose of this work is to develop the earlier work by
Gervasi et al. 13 enlarging the data-set described in table 1 of this reference. Here we included
all the deepest radio source counts done in the last few years, especially those obtained at
VLA and GMRT. In particular, we enriched our analysis taking into account new results at 150
MHz14, 610 MHz15 and 1400 MHz16. We completed the 8400 MHz counts by adding the results
by Henkel and Partridge 17.

We added also a new frequency in our analysis, namely the 325 MHz channel (Oort et al. 18,
Owen et al. 19).

Typical experiments looking for spectral distortions in the CMB spectrum have beams > 7◦

(e.g. FIRAS), so that, on average, pointing in different directions, the radiometer will detect
the same blend of AGNs, quasars and normal galaxies, with only a poissonian fluctuation in
their number. Therefore, UERS are seen as an isotropic diffuse radiation. We calculate its
temperature in two steps. First, we fit the differential source counts normalized to the euclidean
counts, that is Q(S) = S2.5dN/dS, S being the flux. Then we use the definition of brightness
temperature,

Tb,UERS =
λ2

2kB

∫ Smax

Smin

Q(S)S−3/2dS (1)

(kB Boltzmann constant), to calculate the integrated contribution of sources between two limit-
ing values of flux. Here a problem is evident: given the fact that a survey will be complete at a
flux limit Smin, how can we take into account the contribution of sources fainter than that? If
we stop our integration within the data range, we get a lower limit of the temperature of UERS,
introducing a bias in our analysis. A solution is to extrapolate our integral at fainter fluxes. In
absence of a physical cut-off, to circumvent this problem we simply look for a functional form
of Q(S) such that Tb,UERS remains finite when Smin → 0, avoiding a kind of Olbers’paradox.

2.2 Radio Source counts

As originally proposed by Gervasi et al. 13 we assume

Q(S) = Q1(S) +Q2(S) =
1

A1Sε1 +B1Sβ1

+
1

A2Sε2 +B2Sβ2

(2)



where Ai,Bi,εi and βi (i = 1, 2) are parameters to be fitted. This analytical description, inspired
by source evolutionary models proposed by Danese, Franceschini and collaborators (see Danese
et al. 20 and Franceschini et al. 21), has the property of being integrable at faint fluxes, even if
it is not good as log(S) polynomials to describe features within the experimental range. One
of the basic assumptions underlying our approach is that the four parameters of Q(S) giving
the slopes (εi and βi) are frequency independent. Moreover, following again a suggestion of the
model by Franceschini et al., and analyzing the data at 600, 1400 and 5000 MHz (frequencies
where both faint and strong fluxes are well sampled), we fix ε1 = ε2, simplifying further the
description of source counts. Now, the Q1 and Q2 terms, following the notation of Gervasi et
al. 13, are dominant respectively in the strong and faint flux regimes, so that two ratios can be
calculated at the three frequencies with the widest flux coverage: rA = A2/A1 and rB = B2/B1,
at 600, 1400 and 5000 MHz. These ratios, rA in particular, can be used to reconstruct the faint
flux tails of counts at those frequencies where data are not deep enough. Since they show a
weak frequency dependence (see tab. 1 for A2/A1), our choice has been to use the rA and rB
calculated at the frequency closest to the one we want to reconstruct.

Table 1: The measured A2/A1 ratios.

600 MHz 1400 MHz 5000 MHz

A2/A1 0.17± 0.02 0.23± 0.01 0.31± 0.03

3 Results

The main result we have obtained is a new estimate of the brightness temperature of the blend of
UERS in the range 150 MHz - 8400 MHz. The calculated temperature values are well described
by a single power law (eq. 3) with spectral index -2.75 (see fig.1). Our estimates are well in
agreement with those found by other authors 22, and the main result is

Tb,UERS(ν) = (0.91± 0.02)
( ν

610MHz

)−(2.75±0.02)
K (3)

for the contribution of unresolved sources to the overall temperature of the radio sky.
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Figure 1: Left panel: Temperature vs Frequency plot; calculated temperatures and power law fit (solid line); 1σ
error bars. Right panel: the same as in left panel, but with temperature rescaled by a factor ∝ ν2.75 to appreciate

the scatter of points around the single power law fit.



This formula allows us to calculate the UERS temperature in correspondence of TRIS fre-
quency channels, namely 600, 820 and 2500 MHz: we find, respectively, 950 ± 20mK, 408 ± 9
mK and 20.6± 0.7 mK.

4 Conclusions

This update of our previous work allowed us a better reconstruction of differential source counts,
especially at faint fluxes. In fact, unlike the first study, we could determine the ratio A2/A1

finding a hint for weak frequency dependence. Improved source count fits lead directly to a more
accurate estimate of the brightness temperature: this is very well described by a single power-
law frequency spectrum. Then, using eq. 3, we could evaluate the UERS contribution at TRIS
frequencies with uncertainties almost a factor 10 smaller than those commonly assumed before
new estimates by Gervasi et al. 13. By virtue of that, the subtraction of this foreground is no
longer a limiting factor in low frequency CMB experiments, the overall error budget being now
dominated by the reconstruction of the absolute temperature scale and by the disentangling
of galactic and cosmological signals. Finally, we conclude that the estimate given by eq.3,
exclusively based on source counts, doesn’t agree with the extragalactic radio excess detected
as a diffuse signal by the ARCADE2 collaboration 23. The discrepancy is around a factor 5
at 600 MHz, and still the origin of the radio excess remains mysterious. If its origin is truly
extragalactic, there must be a number of sources able to produce an intense integrated signal,
but individually so weak to escape from detection with radio interferometers. The case is
intriguing and again tells us how non trivial is searching for CMB spectral distortions, and how
unpredictable are the outcomes.
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We present some preliminary results from a series of extremely large, high-resolution N-body
simulations of the formation of early nonlinear structures. We find that the high-z halo mass
function is inconsistent with the Sheth-Tormen mass function, which tends to over-estimate the
abundance of rare halos. This discrepancy is in rough agreement with previous results based
on smaller simulations. We also show that the number density of minihaloes is correlated
with local matter density, albeit with a significant scatter that increases with redshift, as
minihaloes become increasingly rare. The average correlation is in rough agreement with a
simple analytical extended Press-Schechter model, but can differ by up to factor of 2 in some
regimes.

1 Introduction

The properties of the first luminous objects in the universe remain a big enigma at present
due to the scarcity of observational data. These objects, the first stars and galaxies, started
forming very early, only about 100-200 million years after the Big Bang, and their ionizing
radiation eventually completely reionized the intergalactic medium 1. This complex process can
be studied through numerical simulations and semi-analytical models. The former have the
advantage of being able to describe complex situations and, in particular, the non-linearities of
the cosmic structures, but are expensive to run and have limited dynamic range. The latter
are much cheaper to run and thus allow studies of the full parameter space, but inevitably
involve many approximations and simplifications. The distribution and properties of the low-
mass halos which host the first stars is an important ingredient in any semi-analytical model
of reionization. Such small-scale structure potentially has very different properties from larger
structures we see at later times, as they probe a very different part of the initial power spectrum
of density fluctuations. Therefore, it is important to check the validity of any models and fits
to the halo mass function and bias in this new regime.



2 Simulations

The results we present in this work are based on series of very large N-body simulations, as
summarized in Table 1. They follow between 17283 (5.2 billion) and 54883 (165 billion) particles
(the latter at present is the largest cosmic structure formation simulation ever performed) in a
wide range of box sizes from 2/h Mpc up to 3.2/h Gpc. Spatial resolution ranges from 50 pc/h to
40 kpc/h, while the particle masses range from 100 M⊙ up to ∼ 6×1010, which yields minimum
resolved halo masses (with 20 particles) between 2× 103M⊙ and 1012M⊙. The simulations were
performed with the code CubeP3Ma 2.

Table 1: N-body simulation parameters. Background cosmology is based on the WMAP 5-year results.

boxsize Npart mesh spatial resolution mparticle Mhalo,min

2h−1Mpc 20483 40963 48.8h−1pc 99.8M⊙ 1996M⊙

6.3h−1Mpc 17283 34563 182h−1pc 5.19 × 103 M⊙ 1.04 × 105 M⊙

11.4h−1Mpc 30723 61143 186h−1pc 5.47 × 103 M⊙ 1.10 × 105 M⊙

20h−1Mpc 54883 109763 182h−1pc 5.19 × 103 M⊙ 1.04 × 105 M⊙

114h−1Mpc 30723 61443 1.86h−1kpc 5.47 × 106 M⊙ 1.09 × 108 M⊙

1h−1Gpc 30723 61443 16.3h−1kpc 3.62 × 109 M⊙ 7.24 × 1010 M⊙

3.2h−1Gpc 40003 80003 40.0h−1kpc 5.67 × 1010 M⊙ 1.14 × 1012 M⊙

3 Cosmological structure formation

In Figure 1 we show the matter (green) and halo (orange) distributions in a thin slice at redshift
z = 8 from our largest, 20 Mpc/h box simulation with 54883 particles. The cosmic web is
already well-developed and highly nonlinear at these small scales even at such an early time.
At this point there are over 110 million resolved dark matter halos in the box. The larger, rare
halos are strongly clustered, with a spatial distribution which is highly biased with respect to
the underlying density field, and largely follows the high-density filaments and knots. However,
there are a fair number of smaller halos (minihaloes) which are found in mean and low-density
(void) regions. The reason for this is that at this time the smallest minihaloes become very
common haloes, with ν = δc/σ(M) < 1, where δc ∼ 1.69 is the linear overdensity at collapse
time predicted by the top-hat model and σ(M) is the density field variance at the appropriate
mass scale M . A number of large-scale voids, from a few to ∼ 10 Mpc in size, are found in our
computational volume, as well as a large number of high density peaks. The density therefore
varies very significantly between sub-volumes. For example, at ∼ 0.5 Mpc scale the density
variation is 1 order of magnitude even at z = 28 and reaches ∼2 orders of magnitude at z = 8.

3.1 Halo mass function

We locate the collapsed halos on-the-fly, as the code is running, using a spherical overdensity
halo finder with overdensity of 178. This is done by first interpolating the particles onto a
gridded density field (at resolution twice the number of particles per dimension, as listed in
Table 1). Local density peaks (with density at least 100 times the average) are located and
spherical shells are expanded around each peak until the threshold overdensity is reached. The
resulting object is then marked as a halo (objects with less than 20 particles are discarded as they
cannot be reliably identified). The halo centre position is calculated more precisely by quadratic
interpolation within the cell and the particles within the halo virial radius are identified and

ahttp://www.cita.utoronto.ca/mediawiki/index.php/CubePM



Figure 1: Cosmic Web at redshift z = 8 from simulation with boxsize 20 h−1 Mpc and 54883 = 165 billion particles
resolving halos with minimum masses of 105M⊙. Shown are projections of the total density (green) and halos
(actual size; orange). Slice is 444 h−1kpc thick, images are of the full box (left) and of a zoomed sub-region

1.8×1.8 h−1Mpc in size (right).

Figure 2: Halo multiplicity functions at redshifts z = 30 (left), z = 16.6 (middle) and z = 8 (right).

then the halo properties, e.g. mass, velocity dispersion, center-of-mass, angular momentum,
radius, etc. are calculated and saved in the halo catalogue.

The resulting halo multiplicity functions, (M2/ρ̄)(dn/dM), at z = 30, 16.6 and 8.1 are
shown in Figure 2. Here we conservatively only include well-resolved halos, with at least 50
(100) particles at z = 8 (higher redshifts). The halo mass functions show significant differences
from the widely-used Sheth-Tormen (ST) approximation3 (solid green line), particularly for rare
halos. At z = 8.1, ST is a reasonably good fit for halos with Mhalo < 109M⊙ (corresponding
roughly to ν up to a few), but over-predicts the abundances of more massive halos by a significant
factor of up to a few. This is consistent with previous results on the halo mass function at high-
z 4,5,6. At higher redshifts the numerical mass functions do not agree with ST by ever larger
factors, over-predicting the halo abundances by up to an order of magnitude at z = 30. In fact,
at highest redshift, the classic Press-Schechter mass function (green dotted line) is a better fit,
although it somewhat underestimates the halo abundances.

3.2 Halo bias

The halo mass function is a strongly nonlinear function of the local density. Overdense regions
behave locally as universe with higher mean density producing exponentially more halos. This
is directly related to the bias of the halo distribution with respect to the underlying density



Figure 3: Number of minihaloes per unit volume vs. local overdensity, 1 + δ, for sub-volumes of size 440 h−1kpc
at z = 28 (left), z = 20 (middle) and z = 8 (right). Shown are the results based on 2 simulations with same
resolution, with boxsizes 6.3 h−1Mpc (red points) and 20h−1Mpc (black points). Also shown are the best mean
fits for 6.3h−1Mpc (dark blue line) and 20 h−1Mpc (green line) and the extended Press-Schechter (extPS) model
predictions (light blue line). Top panel shows the extPS (light blue) and 6.3 h−1Mpc mean (dark blue) in units

of the respective 20 h−1Mpc box results.

field and is an important ingredient in many semi-analytical models of structure formation and
reionization. Such models are also used as sub-grid physics in simulations when they do not have
sufficient resolution to resolve all halos relevant to the questions being asked. It is therefore very
important to have a handle on the correlation of mass function with local density. To this end,
we use data from two of our simulations, with box sizes 20 Mpc/h, 6.3 Mpc/h. Scatter plots
of the number of minihalos (Mhalo < 108M⊙) vs. local density in units of the mean are shown
in Figure 3. The best-fit mean relations are plotted as well. For comparison we also show an
analytical bias prescription based on extended Press-Schechter theory7. The first observation is
that results are fairly consistent between the 6.3 Mpc/h and the 20 Mpc/h runs, which have the
same spatial and mass resolution, but very different volume. Both extremes, high overdensity
and underdensity, are less well sampled by the smaller box, which is especially evident at high
redshift, z = 28, but the best mean fits for each box agree with each other reasonably well.
At later times, z < 20, they become virtually indistinguishable. The analytical model gives a
relatively good prediction for the correlation at mean density and high redshift, and at high
density and lower redshift, but can be off by up to a factor of 2 at other regimes. Finally, we
note that there is a significant scatter in the halo number - local density relation, particularly
at higher redshifts. At later times the correlation tightens, although mostly in relative terms,
because the density variation range increases significantly, while the absolute value of the scatter
remains roughly constant. The origins of this scatter and its effects on semi-analytical and sub-
grid numerical models are currently under investigation.
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Extreme value statistics (EVS) is applied to the pixelized distribution of galaxy luminosities
in the Sloan Digital Sky Survey (SDSS). We analyze the DR6 Main Galaxy Sample (MGS),
divided into red and blue subsamples, as well as the Luminous Red Galaxy Sample (LRGS).
A non-parametric comparison of the EVS of the luminosities with the Fisher-Tippett-Gumbel
distribution (limit distribution for independent variables distributed by the Press-Schechter law)
indicates a good agreement provided uncertainties arising both from the finite size of the samples
and from the sample size distribution are accounted for.

1 Introduction

Extreme value statistics analyzes the behavior of the tails of distributions. The distribution
of extreme values for i.i.d. (independent, identically distributed) variables converge to a few
limiting distributions depending on the tail behavior of the parent population (Fisher-Tippet-
Gumbell, Weibull, Fisher-Tippet-Frechet). The onset of the scaling behavior is quite slow,
therefore requires very large samples. This is the reason why astronomy has seen very few
applications of EVS to date. The galaxy samples in the SDSS redshift survey may be just large
enough to attempt such an analysis, and we present here a study of the distribution of maximal
luminosities (selected from the luminosities in a given direction and solid angle).

Since EVS is well known only for i.i.d. variables, we try to minimize the correlations between
luminosities and positions by selecting the maximal luminosities from the batches of galaxies in
elongated conical regions (defined by the footprints of HEALPix cells on the sky).

The shape of the galaxy luminosity function is important for the EVS. This function is well
described by the Schechter function, functionally similar (and motivated by) the theoretically
derived Press-Schechter formula, with a power law distribution and an exponentially falling tail.
Such a tail would imply a Fisher-Tippett-Gumbel (FTG) EVS distribution, with corrections for
the finite sample sizes depending on the power law at low luminosities. In this analysis we will
show that there is an excellent agreement with these expectations, implying that the Schechter
function extends to very high luminosities, i.e. there is no indication for a sharp cutoff at a high
but finite luminosity.

In order to arrive at the above results, it was important to notice that the galaxies can
be divided into three types with significantly distinct luminosities and spatial distributions. It
turned out that an EVS analysis of the luminosities for the joint populations of these three types
is practically impossible. This is due to the large differences in the luminosity scales of the three



types which results from the morphology–density relation combined with the presence of voids
and clusters in the galaxy distribution.

Even though the SDSS sample is large, the residual from the FTG distribution can be
explained only when we consider the corrections due to both the finite size of the samples and
the distribution present in the sample sizes (the number of galaxies in a cone is finite and varies
from cone to cone).

In Section 2, we describe our galaxy sample, the data acquisition methods, the details of the
separation of the sample according to cuts in a color-magnitude diagram. The distributions of
the galaxy luminosities and the galaxy counts in pencil beams are also constructed here. Section
3 discusses extreme value statistics with deviations from the expected limit distributions due
to finite number of the galaxies in the pencil beams and the pencil-to-pencil fluctuations in the
galaxy counts. Section 4 are the results about the distribution of maximal luminosities with the
conclusion that within the uncertainties the Fisher–Tippett–Gumbel distribution is a good fit.

2 Sample Creation

We use data from SDSS-DR6, available in a MS-SQL Server database that can be queried online
via CasJobs (http://casjobs.sdss.org). The spectroscopic survey renders a complicated
geometry defined by sectors, whose aggregated area covers 6807.94 deg2 in the sky.

We explore 4 different galaxy samples: the Luminous Red Galaxies (LRGs) (Eisenstein 2001)
and the Main Galaxy Sample (MGS, hereafter MGSall) (Strauss 2002), which is segregated into a
blue (MGSblue) and red populations (MGSred). The LRGs are slowly evolving and intrinsically
luminous red galaxies composed of old stellar populations, selected for tracing the structure at a
higher redshift than MGSs. For selecting the latter we impose a redshift interval of [0.02, 0.18]. A
total of NT = 383791 MGSall and NT = 66960 LRG galaxies is obtained in a survey’s comoving
volume of VS = 2.75 × 108 Mpc3 and VS = 4.31 × 109 Mpc3 respectively, where we used the
parameters (ΩL,ΩM,Ωr,h0,w0)=(0.726,0.274,0.0,0.705,-1).

2.1 Color and Magnitude Cuts

In order to segregate the MGSall sample into MGSblue and MGSred, we construct a color-
magnitude diagram (CMD) of MGSall and follow the work done in Baldry (2004). The color
Cur ≡ u − r is calculated using model magnitudes, whereas the absolute magnitude Mr is
derived from the petrosian magnitudes. All magnitudes are galactic extinction and k-corrected.
The k-corrections are calculated by using a non-negative least squares fitting method against
30 templates drawn from the Bruzual & Charlot catalogue. Fig.1 shows a smooth separation
between MGSblue and MGSred, resembling a bimodal gaussian in color space.

We use the naive Bayes classifier under the classes Red and Blue in order to construct
a color-separating curve CS(Mr), on top of which the galaxies have the same probability of
belonging to either populations. The separator leads to NT = 188354 and NT = 195437 galaxies
in the MGSblue and MGSred samples respectively, whose luminosity functions are in Fig.1.

We use 13 JackKnife regions defined as HEALPix cells in the sky, which are part of a
Nside = 4 low resolution HEALPix map of the SDSS-DR6 footprint. Each region has at least
90% of its area inside the footprint.

2.2 Footprint and HEALPix based pencil beams, Distributions of galaxy counts in a HEALPix
cell

In order to have close-to-i.i.d realizations (batches) from which to draw the maximal luminosities,
we tessellate the sphere into regions defined by individual HEALPix cells (Gorski 2005), all of
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Figure 1: Top: Luminosity functions of the different galaxy samples, together with the best Schechter and
generalized gamma fits. The fits are shown only in the range of Mr inside which they were calculated. The

magnitude bin widths are ∆Mr = 0.25 and 0.1 for the MGS and LRG samples respectively.
Bottom: Color magnitude diagrams of the MGSall and LRG samples. The contour level curves are in log

10
scale,

set for MGSall at {1, 1.8, 3.5} × 10n (n = 0, ...4); and at {1, 3} × 10n (n = 0, 1, 3) for the LRG sample. The
triangles and squares indicate the fitted values of µ for the blue and red populations respectively, whereas the

solid thick line is the population separator fitted to the filled circles.

which have the same area. This creates 3-dimensional pencil-like beams that sample the galaxy
populations across different redshifts.

We create the entire SDSS-DR6 spectroscopic footprint with resolution Nside = 512 (
√

Ωpix '
6.87′). The total area of the HEALPix footprint is 6806.61 deg2, close to the joint area of all
sectors (6807.94 deg2).

We degrade the footprint to 3 lower resolution maps defined by Nside = 16, 32 and 64,
creating thus the cells that define the pencil beams. We use only the group of cells which
satisfy that their fractional area occupancy inside the footprint f ≥ 0.98. HEALPix maximal
luminosity maps are shown for MGSall in Fig. 2.

3 Theory of Extreme Value Statistics

Extreme value statistics (EVS) is concerned with the probability of the largest value in a batch
of N measurements. For us, they are galaxy luminosities in a given solid angle of the sky and
N is the number of galaxies in the given angle.

The results of the EVS are simple for i.i.d. variables. The limit distribution belongs to one
of three types and the determining factor is the large-argument tail of the parent distribution.
Frechet type distribution emerges if the parent distribution f decays as a power law, Fisher-



Figure 2: HEALPix Maps of maximal luminosities (in linear scale) for the MGSall galaxy sample at different
values of Nside. Darker color means higher luminosity. The SDSS-DR6 footprint becomes easily recognizable at

resolution Nside = 64.
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Figure 3: Distribution P (N) of the number of galaxies N in the pencil beams for the case of Nside = 32. The
results are for the MGS-red, MGS-blue, and the LRG samples (red, blue, and green lines, respectively) and for
the sample containing all the galaxies (magenta) are plotted on the top panel. Fits to the empirical data on

MGS-red, MGS-blue and LRG data are also shown.

Tippett-Gumbel (FTG) distribution is generated by fs which decays faster than any power law
and parent distributions with finite cutoff and power law behavior around the cutoff yield the
Weibull distribution. All the above cases can be unified as a generalized EVS whose integrated
distribution FN (v) is given in the N → ∞ limit by F (v) = exp [−(1 + ξv)−1/ξ ] where ξ > 0, =
0, < 0 correspond to the Frechet, FTG, Weibull classes, respectively, with the parameter ξ being
the exponent of the power law behavior.

The parent distribution for galaxy luminosities is known, it is the Gamma-Schechter dis-
tribution. For this the limit distribution of extremal luminosities belongs to the FTG class
(ξ → 0)

P (v) =
dF (v)

dv
==

1

b
exp

[

−v − a

b
− exp(−v − a

b
)

]

. (1)

where the parameters can be fixed by setting 〈v〉 = 0 and σ =
√

〈v2〉 − 〈v〉2 = 1. This choice
(a = π/

√
6 and b = γE ≈ 0.577) leads to a parameter-free comparison with the experiments

provided the histogram of the maximal luminosities P (v) is plotted in terms of the variable

x = (v−〈v〉N )/σN where 〈v〉N is the average the maximal luminosity while σN =
√

〈v2〉N − 〈v〉2N
is its standard deviation. The resulting scaling function is the universal function (1) in the limit
L → ∞: ΦN (x) = σNPN (σNx + 〈v〉N ) → Φ(x) .



3.1 Deviations from the ideal case

In addition to the assumption of i.i.d. variables, there are two additional problems with com-
paring data with theory. A notorious aspect of EVS is the slow the convergence to the limit
distribution. Second, the batch size N (the number of galaxies in a given solid angle) varies with
the direction of the angle. Thus the histogram of the maximal luminosities PN (v) is built from
a distribution of Ns. Both effects introduce corrections to the limit distribution.

3.2 Finite size corrections

Finite size corrections in EVS have been studied with the conclusion that to first order the scaling
function can be written as ΦN (x) ≈ Φ(x) + q(N)Φ1(x) , where q(N → ∞) → 0 and the shape
correction Φ1(x) is universal function. Both the amplitude q and the shape correction Φ1 are
known for Press-Schechter type parent distributions. The convergence to the limit distribution
is slow since q(N) = −θ/ ln2 N . The value of θ is roughly 1 thus for characteristic range of
N ≈ 10−200, the amplitude is of the order of 0.2-0.04. Thus one can expect a 20-4% deviations
coming from finite-size effects.

The finite-size shape correction is Φ1(x) = [M1(x)]′ where

M1(x) = Φ(x)

[

ax2

2
− ζ(3)x

a2
− a

2

]

. (2)

3.3 Variable batch size

Variable sample size raises basic questions about EVS.
We use various approximations for the F (N), including using the experimentally observed

one. We carried out simulations for the following Nside = 32 cases: (a) F (N) is approximated as a
Gaussian for the LRG sample, (b) F (N) of the MGS red sample is fitted to (aN+b)3 exp(−(aN+
b)), (c) F (N) of MGS blue sample is described by a binomial distribution whose parameters
were determined from the empirical values of the average and mean-square fluctuations of N
and (d) F (N) is just the exact empirical distribution for the MGS red sample.

Combining the finite-size effects with the effects coming from the variable batch-size can
produce the features observed in the deviations from the FTG limit.

4 Distribution of Maximal Luminosities, Discussion

When considering only cells with N > 10, leads to a good agreement for the MGSall sample.
If the distributions obtained are FTG distributions then we can claim that at large distances,

r, the luminosity-luminosity correlations should decay with an exponent C(r) ∼ r−σ with σ > 2.
The FTG-s found suggest weak correlations, and the noise, or more precisely, the correlated

features of the noise are, in principle, explainable by the combination of finite-size and variable
batch-size effects.
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Figure 4: Histogram of the maximal luminosities Lmax. The continuous line corresponds to the GEV fit, whereas
the dotted shows the Gumbel model. The χ2 values are for the Likelihood ratios between the 2 models, with the

corresponding probability of accepting the Gumbel model.

Figure 5: The filled dots represent the normalized maximum luminosity histograms for Nside = 16, 32, 64 and
for the 4 galaxy samples. The continuous line is the theoretical FTG universal curve with σ = 1 and the dotted

curve is its first order correction. The crosses are the residuals.
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In this work we deal with the problem of simultaneous multifrequency detection of extragalac-
tic point sources in maps of the Cosmic Microwave Background. We developed a linear filtering
technique that takes into account the spatial and the cross-power spectrum information at the
same time.

1 Introduction

A big effort has been devoted to the problem of detecting point sources in Cosmic Microwave
Background (CMB) experiments. The main reasons are that the point sources contaminate the
CMB radiation. It is therefore necessary to detect the maximum possible number of extragalactic
point sources (EPS) and to estimate their flux with the lowest possible error. However, EPS
are not just a contaminant that should be eliminated. They are a very important source of
knowledge from the point of view of extragalactic astronomy.

For this reason, in order to reduce the threshold detection level of point sources, we use multi-
wavelength information: statistical information of the background and the spatial profile of the
sources for both channels at the same time. We also take into account the spectral behaviour
of the sources without making any a priori assumption (for a more detailed description of the
method and the obtained results, see 5).

2 Method and simulations

Once we filter the maps with the multifrequency method, the total filtered field w is optimal for
the detection of sources if 〈w(0)〉 = A (source position) and the variance of w(b) is minimum.

If the spatial profiles of the sources τν and the frequency dependence fν are known and if the
crosspower spectrum is known or can be estimated from the data, the solution to the problem
is already known: the matched multifilter 4(MMF):

Ψ(q) = α P−1F, α−1 =

∫

dq FtP−1F, (1)

where Ψ(q) is the column vector of filters Ψ(q) = [ψν(q)], F is the column vector F = [fντν ],
P−1 is the inverse matrix of the cross-power spectrum P and α is a factor of normalisation.

The frequency dependence fν is modelled in the following way:

I(ν) = I0

(

ν

ν0

)

−γ

, (2)

where I(ν) is the flux at frequency ν, ν0 is a frequency of reference, I0 is the flux at that
frequency of reference and γ is the spectral index. This equation is widely used in the literature.

When we have the different simulated maps with the point sources (see next paragraph),
these images are iteratively filtered with different MMFs (in fact, we modify γ, but MMF depends
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Figure 1: Number of real sources recovered by the MMF (solid line) and the MF (dashed line) at 44 GHz (left
panel) and 100 GHz (right panel) whose intrinsic fluxes are higher than the corresponding value in the x axis.

on γ). The value of γ that maximises the SNR for a given source is an unbiased estimator of
the real value of the spectral index of that source. After that, results are compared with the
matched filter (MF).

The simulations that we use to check the power of the multifrequency method are a set of
realistic patches simulated from the Planck Sky Model, with the instrumental characteristics
of the channels of the Planck mission at 44 and 100 GHz, and lied far away from the Galactic
plane. Then, point sources are added in such a way that in the same image we have sources
with the same flux and spectral index. The threshold detection level is established at 5σ.

3 Results

We compare the performance of the MMF with the MF in terms of source detection, flux and
spectral estimation, reliability and spurious detections.

It is very important to give a good estimation of the spectral index and the flux at the
reference frequency. In both cases, we can see that the MMF improves the results obtained with
the MF: the values are closer to the input values with smaller error bars.

Additionally, in order to study and compare both filters in terms of the spurious detections,
we have made a set of more realistic simulations (see 1, 2 and 3 for more details). We have also
changed the threshold detection level from 5σ to 3σ to find more spurious sources and make a
more complete statistical analysis. First of all, we compare the number of real detections that
we obtain with both techniques at 44 and 100 GHz. At fluxes below ∼ 0.3 Jy, we detect more
real sources with the MMF than with the MF (see Figure 1).

Moreover, the reliability of the MMF is much higher than the reliability of the MF for low
fluxes. This difference is particularly important at 44 GHz, where the MF obtains similar values
to the reliability of the MMF only for fluxes close to 1 Jy. At 100 GHz, the MF has the same
reliability of the MMF only for fluxes greater than ∼ 0.3 Jy.

Finally, we look at the number of real sources that we have for a fixed number of spurious
detections. The most efficient method is the one that has higher number of real detections for a
given value of spurious detections. According to this analysis, we observe that the MMF recovers
a larger number of real objects if the number of spurious detections is fixed.
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PLANCK-HFI TIME ORDERED DATA ANALYSIS

D. Girard
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The main missions of the Planck satellite are the ultimate measurements of the CMB temper-
ature anisotropies (which is not limited by instrumental errors but only by the cosmic variance
and by the component separation capacities) and an important improvement of the measure-
ments of its polarisation. I shortly present the Planck satellite and the HFI instrument. To
reach the ambitious scientific objectives of the project, it is necessary to have extremely sensi-
tive detectors but also an optimised data analyis chain which allows to get rid of instrumental
systematic effects up to a very high level. In this document I take as an example some sim-
ulations of the interaction between cosmic rays and detectors and I show how it is detected,
evaluated and suppressed in the time ordered data analysis.

1 The Planck mission - The HFI instrument and it’s bolometers

The satellite has been launched on May the 14th, 2009. It has been cooled down to its nominal
temperature during the flight to the L2 Lagrange point of the Earth-Sun system. Detectors
cooling is made in 4 steps. A passive cooling brings down to 40 K. Then 3 cryogenic machinesare
used to reach 0.1 K. Its nominal mission should last 15 month at least, which corresponds to two
full sky surveys. The 52 detectors of the High Frequency Instrument (HFI) are grid bolometers
(spider web shaped grid for temperature, grid of parallel wires for polarisation). They measure
the CMB temperature at 100, 143, 217, 353, 545, 857 GHz and its polarisation at 100, 143, 217,
353 GHz. For a better description of the Planck mission, satellite, instruments and scientific
objectives, please refer to the Planck Bluebooka.

2 Data analysis

The first step is the time ordered data analysis. It is followed by the projection of data on sky
maps after calibration and focal plane reconstruction. The frequency maps then go through a
component separation step to obtain astrophysical components maps. From the CMB map we
calculate the angular power spectrum and finally the cosmological parameters. The main goal of
time ordered data analysis is to clean or correct some time domain systematic effects. The main
steps are: time response deconvolution and electronic effect filtering, thermal effect decorrelation,
4K cooler parasitic lines removal, detection and flagging of data affected by cosmic rays. It is a
very interesting topic as it is one of the main systematic effects. Its detection, evaluation, and
correction are therefore very important for the whole Planck results. When a particle interacts
with one of the detectors, energy is deposited and a parasitic signal appears. If not treated, this

aThe Planck Bluebook; ESA; 2005; http://www.rssd.esa.int/SA/PLANCK/docs/Bluebook-ESA-
SCI(2005)1 V2.pdf



effect dominates the signal in the resulting maps. Figure 1 shows the projected sky maps from
two simulations, one with and one without cosmic rays.

Figure 1: Projected sky maps from two simulations, left with and right without cosmic rays

Data affected by cosmic rays are not valid and should not be projected on the maps. It is
necessary to flag them. For this purpose our team has developed data analysis tools designed
to recognise the signature of cosmic rays in time ordered data and flag them as unvalid. Figure
2 shows the principle of unvalid data flagging when a cosmic ray is identified. Data flaggued
as unvalid will not be projected on the maps. The pointing strategy followed by the satellite
makes 40 measurements (on average) of each point of the sky, therefore there is no hole in the
projected maps when unvalid data are flaggued.

Figure 2: Simulated time ordered data for a HFI detector. The reference simulation without cosmic ray is in
purple, the simulation with cosmic rays is in black, the red curve shows unvalid data flagging. Some data are

flaggued before the impact to get rid of the oscillation effect from data filtering.

3 Conclusion

The HFI instrument of the Planck satellite has been built for the ultimate measurements of the
CMB temperature anisotropies and an important improvement of its polarisation measurements.
To reach these ambitious scientific objectives it is necessary to optimise the data analysis and
particularly the systematic effects processing. As an exemple the processing applied on cosmic
ray systematic effect already allows us to reach a sensitivity very close to the one expected
without this effect. Figure 3 shows the first published data from Planck: the First Light Survey
in which we already see very clearly the temperature anisotropies of the CMB. It is a first
confirmation of the performance of both the instruments and the data processing chains.

Figure 3: Planck’s first light. Up left square is a zoom of 10*10 degres where CMB is clearly visible. (Credit:
ESA / LFI-HFI consortia / background image : Alex Mellinger)



CLUSTERING OF RADIO GALAXIES
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We discuss the clustering of the radio-identified galaxies. We analyzed the autocorrelation
function ξ(r) for the sample of 1157 radio-identified galaxies. For separation 2 − 15h−1 Mpc
autocorrelation function ξ(s) can be approximated by the power law with correlation length
3.75h−1 and slope −γ = −1.8. We do not find any clearly evidence for differences of the
correlation length between AGN and SB galaxies while slope value for both sub samples
are different: γ = 2.4 for AGN and γ = 1.7 for SB. We found that correlation length for
radiogalaxies is significantly smaller than found for whole sample of galaxies and also that
radiogalaxies clusters more strongly than normal galaxies. The discovery of clustering in our
sample means, that clustering of radiogalaxies is presented at least till z = 0.26.

1 Introduction

Clustering of the radio galaxies was detected for the first time by Peacock and Nicholson 1 in
3D analysis redshift survey of 329 galaxies with z < 0.1 and S(1.4Ghz) > 500mJy (PN91).
The obtained result was that the correlation function measured in the redshift space has the
form ζ = [s/11h−1Mpc]−1.8 In the 1999 Peacock 2 analyzed a sample of 451 radio identified
galaxies selected of the base LCRS (Las Campanas Redshift Survey 3 and NVSS survey 4 (P99).
Based on the projected correlation function Ξ(r) =

∫

ξ[(r2 + x2)0.5]dx he found the for optical
galaxies correlation length are 5h−1Mpc while correlation length for radio-loud subsample is
approximately 6.5h−1MPc. Peacock 2 suggested that these differences are probably because his
sample is dominated by SB galaxies while PN91 sample are mostly luminous AGN. The aim of
our investigation was to analyse possible clustering of the radio galaxies on the base of a sample
of 1157 galaxies selected on the base of LCRS and NVSS by Machalski and Condon 5.

2 Results.

At first we decided to test our procedure, computing angular correlation function for the sample
of the optical galaxies taking from LCRS the slice −12. We can observe that the power law
exponent −ε = −0.67. If we assume that correlation function ξ(r) = r−γ is a pure power law on
all scales, the −ε value is equal −γ + 1. In such a case −γ + 1 = −0.67 what means that the our
value γ = 1.67 is not far from value γ = 1.52 found by Tucker et al. for LCRS optical galaxies
from 3D analysis 6. We also found that angular correlation function w(θ) breaks from power
law on a distance 0.0095rad. It gives the scale of the correlation length w(θD)7.4h−1Mpc again
close to value found by Tucker et al. 6 6.28h−1Mpc. It shows that even from 2D correlation
function we could obtain correct and important information. It is very important because when



we analyzed radiogalaxies, the sample, comparing with the number of optical galaxies, is small
and comparing results of 2D and 3D analysis is crucial.

Result of the analysis for sample of the 1157 radio-identified galaxies shows −ε = −γ + 1 =
−0.97 for all radio galaxies, −1.13 for AGN and −0.86 for SB. The funcion w(θ) breaks from
the power law on a distance 0.0065rad that is significantly less then value obtained for ”all”
LCRS galaxies. Our sample is three times larger than sample P99. However number of our
radiogalaxies is still small with that, require for precious measurements of the autocorrelation
function. So, in my opinion it is not possible check the Peacock suggestion that clustering of
radiogalaxies is changing with redshift.

In the case of 3D analisis of autocorrelation function ξ(r) for optical galaxies we again found
good agreement betwern our result and that obtained by Tucker et al. Now we can start 3D
analysis of the radiogalaxies. The main result is that for radio galaxies the function can be also
approximated as a power law and the correlation lengths are 3.75h−1Mpc in all cases (all radio-
identified galaxies, AGN and SB). However, slopes are different in all cases and we obtain the
value −γ = −1.76 for all galaxies, −2.39 for AGN and −1.66 for SB. It mean that analisis spatial
correlation function confirm result obtained from analysis of angular correlation function w(θ)
that power law exponent are significantly different for AGN and SB radiogalaxies. Moreover
comparing the amplitude of clustering of optical galaxies and radiogalaxies shows, that effect
of clustering is stronger for radiogalaxies. This result is going both, from analysis of angular
correlation function and spatial correlation function

3 Conclusions

We have presented a detailed study of radiogalaxies clustering on the base of the Machalski
and Condon sample of 1157 radio-identified galaxies 5. Our main result is that for separation
2 − 15h−1Mpc autocorrelation function ξ(s) can be approximated by the power law with slope
−γ = −1.8 and correlation length 3.75h−1Mpc. This result means that correlation length
for radiogalaxies is significantly smaller than found for whole sample of galaxies. Moreover
radiogalaxies clusters more strongly than normal galaxies. The discovery of redshift clustering
in our sample means that clustering of radiogalaxies is presented at least till z = 0.26 (deep of
the LCRS). We found significant difference for slope coefficients for AGN and SB radiogalaxies. I
interpreted is as following: AGN are the radiosources type FRI and FRII. We have no information
if particular AGN is belong to the type FRI or FRII. However it is clear, that significant number
of the radio sources classified as AGN is connected with elliptical galaxies laying in the centre
of galaxies. Instead, SB are mostly spiral galaxies. Theirs galaxies are rather distributed on the
outer part of cluster or even on the border of filaments where processes of the galaxies formation
connected with the starburst process are strong.

Acknowledgments: Author thanks prof J.Machalski for the permission of using his radio-
galaxies data and the helpful discussion.
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VOID MERGING TREE IN HIERARCHICAL CLUSTERING
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In this study, we formulate an analytical model to construct a merger tree of large and small
void populations in terms of the two-barrier EPS formalism suggested by Sheth and van de
Weygaert. To do this, we apply Lacey and Cole’s tree algorithm based on the extended Press
Schechter formalism for the merging history of dark halos to void structures. We extend their
formalism into an analytical framework to describe complex void merging history which is
strongly correlated with the environment in terms of large and small void populations.

1 Introduction

Observational studies show that a large fraction of Universe is dominated by empty regions
called voids which evolve from under-densities in the primordial Universe. N-body simulations
and theoretical models propose that complex hierarchical evolution of voids can be modeled by
the extended Press Schechter 1 (EPS) formalism 3 and the evolution of voids is highly depen-
dent on their internal substructure. In the hierarchical evolution procedure, voids exhibit two
different behaviors related with their surroundings and environments, they can merge (void in
void problem in the EPS formalism) or collapse (void in cloud problem in the EPS formalism).
To construct the void merging tree formalism, we modify Lacey and Cole 2’s tree algorithm for
haloes and apply it to a two-barrier EPS formalism for spherical voids in the Einstein de Sitter
(EdS) Universe (Ω = 1).

2 Void Merging Tree

Sheth and van de Weygaert suggested that the collapse and merging of voids can be described
by a two-barrier EPS formalism 3. In our study, we use two barriers represented by the merging
threshold of spherical voids with a fixed threshold value δv = −2.81 and the void collapse of an
under-density embedded within a contracting over-density with a fixed threshold value for the
collapse barrier δc = 1.686 in the EdS Universe. The analytical evaluation of the two-barrier
random walk problem takes into account a prediction of the distribution function fv(M) for
voids on a mass scale M corresponding to a fractional under density function given as

fv(M)dM =
1√
2π

v(M)
σ2

exp

[
−v2(M)

2

]
exp

[
−|δv|

δc

D2

4v2(M)
− 2D4

v4(M)

]
dM (1)

where v(M) = |δv|/σ(M) is the scaled mass function, σ(M) is the mass variance function, δv is
the spherical density function and D is the void and cloud parameter D ≡ 1−δc/(δc + |δv|) which
parameterizes the impact of the halo evolution on the evolving population of voids including two
barriers for over-dense δc and under-dense δv regions3. Mass fraction function in Eq. 1 represents



the four dynamical stages of the EPS formalism with respect to the two barriers called ”cloud
in cloud”, ”cloud in void”, ”void in cloud” and ”void in void”.

2.1 Merging Tree of Large Voids

The model of the merging tree of isolated spherical large voids not embedded in over-dense
regions is directly obtained by the ”void in void” process. This means that we can assume
the density function of the over dense regions as zero δc → ∞ which causes the void in cloud
parameter D to tend to unity (D → 1) then mass fraction function in Eq. 1 is reduced to the
following form including one barrier δv for large voids

fv(S, δv)dS =
1√
2π

|δv|
S3/2

exp

[
−|δ

2
v |

2S

]
dS (2)

where S is the mass scale function which is defined in terms of the mass variance function σ(M)
as S(M) = σ2(M). Hence the merging rate of the large voids is interpreted as the probability
of a void with mass M1 which will merge with another void with mass ∆M = M1 −M2 at the
corresponding time interval d|δv| is calculated as

d2p

d ln ∆Md ln t
=

√
2
π

∆M

M2

|δv(t)|
σ2

∣∣∣∣
d ln σ2

d ln M2

∣∣∣∣
∣∣∣∣
d ln |δv(t)|

d ln t

∣∣∣∣
1

(1− σ2
2/σ1

2)3/2
exp

[
−|δv(t)|2

2

(
1

σ2
2
− 1

σ1
2

)]
(3)

where σ1 = σ(M1) and σ2 = σ(M2) are mass variance functions and δv(t) is linear density
function of the under-dense regions in the EdS Universe. We find that the merger rate of the
large voids in Eq. 3 has the same appearance as the merger rates of the dark matter halos and
the merger rates of the large voids are independent from the redshift value.

2.2 Merging Tree of Small Voids

The model of the merging tree of small voids embedded into over dense regions includes four
barriers which are reduced to the two barriers in the EdS Universe while the model of large
voids includes one barrier. The merging tree model of small voids is constructed by using mass
fraction function Eq. 1 but unlike the model of large voids, the model of small voids takes into
account the void in cloud parameter D. Hence the merging rate of small voids is given as

d2p

d ln ∆Md ln t
=

√
2
π

∆M

M2

|δv(t)|
σ2

∣∣∣∣
d lnσ2

d ln M2

∣∣∣∣
∣∣∣∣
d ln |δv(t)|

d ln t

∣∣∣∣
1

(1− σ2
2/σ1

2)3/2
exp

[
−|δv(t)|2

2

(
1

σ2
2
− 1

σ1
2

)]

exp
[
− 1

(δc + |δv|)
(

1
4
|δv|
δc

(
σ2

2 − σ1
2
)

+
2

(δc + |δv|)
(
σ2

4 − σ1
4
))]

(4)

where δc(t) linear density function of spherical over-dense regions in the EdS Universe. We
conclude that merger rate of small void populations is strongly dependent on the redshift value
unlike the merger rate of large voids.
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SuperNova Legacy Survey 5-years sample analysis : a new differential photometry method

N. Fourmanoit
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Determining accurate flux measurements of Type Ia supernovae with well understood uncertainty
budget is a crucial point for 2nd generation Type Ia supernovae search projects like the SuperNova
Legacy Survey. The differential photometry consists in fitting simultaneously a large set of images of
the supernova with a model of the supernova flux and position plus a galaxy background and a sky
level (see SNLS 1st year paper 1, hereafter A06). We present here an improvement of that technique
that intends to offer better constraints of fluxes uncertainties. Geometrical transformations and kernel
convolution that match the image position and PSF are applied to the model rather to the pixels, as
previously done in A06. Without any resampling nor convolution of the image pixel grid, the pixels
entering the fit remain uncorrelated and then prevent the fit uncertainties to be underestimated.
This on-going analysis is applied on the SNLS survey 5-years data set, with a large statistics of 419
supernovae Ia with redshifts from 0.01 to 1.1

Data sample This study takes advantages of the large sample supplied by the 5 years SNLS survey car-
ried out from summer 2003 to summer 2008. It consists in more than 400 000 science images (2048×4612
CCDs from MegaCam/CFHT) dispatched among 4 fields (D1:25%, D2:22%, D3:29%, D4:24%) and 4
filters (g’:18%, r’:24%, i’:35%, z’:23%). 419 Type Ia SNe have been spectroscopically identified and
photometrically monitored within this sample.

A06 photometry The differential photometry presented in A06 (hereafter A06 photometry) and still
used for SNLS 3rd year analysis 2 consisted in simultaneously fitting all images in a given filter with a
model that includes (1) a spatially variable galaxy (constant with time), and (2) a time variable point
source (the supernova). Previously to the fit, all images are resampled to the pixel grid defined by the
image of best quality (IQ) chosen as a reference. The intensity Di,p in a pixel p of image i is modeled as :

Di,p =
[ (

fluxi × PSFref (x− xsn, y − ysn) + galref (x, y)
)

⊗Kernref→i

]

p
+ skyi (1)

where the fit parameters are : fluxi is the supernova flux in image i, galref the non parametric galaxy
model made of independent pixels which represents the galaxy in the reference image. PSFref is the
normalized Point Spread Function of the reference image centered on the supernova position, Kernref→i

the convolution kernel that matches the PSF of the reference image to the PSF of image i and skyi the
local background level. In A06, the kernel is a semi analytical model fit based on several hundred objects
selected for their high, but unsaturated, peak flux (see Alard, 2000 3). These convolution kernels not only
match the PSFs, but also contain the photometric ratios of each image to the reference through their
integral values. Eventually a least squares minimization is done including all images that contains the
supernova position, and all pixels in the fitted stamp of this image. We typically fit 50×50 galaxy pixels
and several hundred images, thus each supernova fit as several thousands parameters.

Flux uncertainties in A06 photometry However a current problem is the minimization does not
take into account the correlations between neighboring pixels introduced by image resampling. In order
to derive accurate uncertainties, we used the fact that for each epoch, several images in the same night
are available which measure the same object flux. We fit a common flux per night to the fluxes measured
on each individual image by minimizing a χ2

night. The covariance of the per-night fluxes is then extracted,
and normalized so that the minimum χ2

night/ndf is 1.



New differential photometry Keeping the previous point in mind, we developped a new differential
photometry we actually called WNR photomery for “Without aNy Resampling” since the images are not
resampled anymore. The intensity Di,p in a pixel p of coordinates (x, y) of image i is now modeled as :

Di,p = fluxi × PSFi

[

TFx
(

x− xsn, y − ysn
)

, TFy
(

x− xsn, y − ysn)
)

]

+ galref

[

TFx
(

x− xsn, y − ysn
)

, TFy
(

x− xsn, y − ysn)
)

]

⊗Kernref→i + skyi ,
(2)

where the model is resampled using the pixel coordinates transformations TFx(x, y) and TFy(x, y).
PSFi is the PSF of the image i centered on the supernova position. Note that PSFs are not normalized
here. Kernref→i is now computed using the PSFref and the PSFi. The photometric ratio, applied on
image i, is now computed using the stars PSF flux measured on the image i and the reference image.
We mention that SDSS-II SNe Survey uses a similar technique, based on the same principle that A06
photometry, with non-resampled images but with a different implementations of the PSFs, the geometrical
transformations and the galaxy model (see Holtzman, 2008 4).

Flux uncertainties in WNR photometry The pixels entering the least-squares photometric fit min-
imizing (2) are now uncorrelated. As a consequence, uncertainties on fluxes estimations are up to 20%
larger, which is what we expected for more réalistic uncertainties.

Figure 1: A shown by the distribution of χ2

night with A06 (left) and WNR photometry (right), the correction obtained by
measuring the additional scatter between measurements on a same night is reduced by 20-25% depending on filter.

Conclusion and acknowledgments

The differential photometry without any resampling nor convolution we presently exposed is a part
of a more global effort for a better control of systematics budget in the the SuperNova Legacy Surve. It
shows very promising features and has been check extensively with field star photometry. A posteriori
scatter correction is minimised with the same photometric precision guarantéed. Next step of the analysis
will be to undertake an investigation for an impact on cosmological results.

I would like to express my gratitude to D. Hardin, P. Astier and J. Guy, and all other members of
the SNLS team without whom this work would not have been brought to a successful conclusion.
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DARK ENERGY ACCRETION ONTO BLACK HOLES
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We study the spherically symmetric stationary accretion of a perfect fluid with an arbitrary
equation of state in the Reissner-Nordström metric. In the case of the Reissner-Nordström
naked singularity we show that stationary accretion is not a solution of equations of motion.
Instead of, a static atmosphere of fluid is formed around singularity. We show that the third
law of black hole thermodynamics is violated in a test fluid approximation in the process of
phantom energy accretion onto rotating or electrically charged black hole.

We describe the spherically symmetric steady-state accretion of a test perfect fluid with an
arbitrary equation of state p = p(�), where � and p are a fluid energy density and pressure
correspondingly, onto a black hole with mass m and electric charge q. For fluid with a linear
equation of state p = �(� − �0) and for the Chaplygin gas we find analytical solutions for sta-
tionary accretion onto the Reissner-Nordström black hole. See in Fig. 1 (left panel) an example
for the distribution of thermal photon gas (� = 1/3) around the charged black hole. In the case
of eternal charged black hole, the accreting fluid does not reach the central singularity. Instead
of, after reaching the minimal radius rmin inside the event horizon, the inflowing fluid moves out
to the other asymptotically flat internal spacetime (wormhole). In the case of “astrophysical”
black holes, formed by the gravitational collapse, the are no of internal spacetimes and inflowing
fluid will be accumulated near rmin. This accumulated fluid will transform the internal part
of the electro-vacuum Reissner-Nordström metric to the some self-consistent one, providing the
stationarity for accretion.

The accreting fluid reaches sound velocity at the critical point

r∗ =
1 + 3c2

∗

4c2
∗

⎧

⎨

⎩

1 +

[

1−
8c2

∗
(1 + c2

∗
)

(1 + 3c2
∗
)2

e2
]1/2

⎫

⎬

⎭

m, (1)

where c∗ = cs(x∗) = (∂p/∂�)1/2 is the sound speed at critical radius and e = q/m. The black
hole mass changes at the rate

ṁ = 4�Am2[�∞ + p(�∞)], (2)

where �∞ — is an energy density far from the black hole and numerical constant A depends on
the equation of state . For the linear equation of state 1

A = �1/2x2
∗

(

2�x2
∗

x∗ − e2

)
1−�
2�

. (3)
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Figure 1: Left panel: Radial distribution of the energy density �(r) of the thermal photon gas (� = 1/3) around
the charged black hole with electric charge e = 0.99. After the reaching the minimal radius rmin, the fluid is
expands into the internal asymptotically flat space. Right panel: An example of energy density distribution for
the thermal radiation (� = 1/3, �0 = 0) and the phantom energy (� = 1/3, �0 = 6�∞) in a static atmosphere
around the Reissner-Nordström naked singularity with electric charge e = 2. The inverse energy density profile

of thermal radiation near the singularity is a manifestation of the repulsive character of naked singularity.

It is clear from equation (2) that accretion of a phantom energy, defined by the condition
�∞ + p(�∞) < 0, is always accompanied with a diminishing of the black hole mass. This is in
accordance with previous finding for the Schwarzschild black hole 2. The result is valid for any
equation of state p = p(�) with �+ p(�) < 0.

When the Reissner-Nordström metric is a naked singularity, i. e. when m2 < q2, a perfect
fluid does not accrete onto a naked singularity, instead, a static atmosphere around a singularity
is formed. See in Fig. 1 (right panel) the energy density distribution for the thermal radiation
and phantom energy in a static atmosphere around the Reissner-Nordström naked singularity.

In the case of phantom energy accretion a charged black hole loses its mass and the extreme
state with m = q is reached in a finite time with a threat of violation of the the third law of
black hole thermodynamics3. We argue, however, that the test fluid approximation is inevitably
violated when the Reissner-Nordström black hole or a naked singularity is nearly extremal. This
would mean that back reaction of the accreting fluid on the background geometry may prevent
black hole transformation into the naked singularity in accordance with the Penrose cosmic
censorship conjecture 4.
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Measuring unified DM and DE properties with 3D cosmic shear
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We investigate how 3D cosmic shear can constrain a class of cosmological models in which
both the matter-dominated epoch of the evolution of the Universe and its current, accelerated
expansion can be driven by a single, exotic scalar field with a non-canonical kinetic term in
its Lagrangian, which behaves both as Dark Matter (DM) and Dark Energy (DE).

1 Unified Dark Matter and Dark Energy models

Rather than considering DM and DE as two distinct components, the alternative hypothesis
that DM and DE are two states of the same fluid has recently been suggested. Compared with
the standard DM plus DE models (e.g. ΛCDM), these models have the advantage that we
can describe the dynamics of the Universe with a single scalar field which triggers both the
accelerated expansion at late times and the Large-Scale Structures (LSS) formation at earlier
times. Specifically, for these models, we can use Lagrangians with a non-canonical kinetic term,
namely a term which is an arbitrary function of the square of the time derivative of the scalar
field, in the homogeneous and isotropic background.

We investigate a class of these models 6,1 which can reproduce the same expansion history of
the concordance ΛCDM model, as well as the LSS we see today and the power spectrum of the
temperature anisotropies of the Cosmic Microwave Background (CMB). The scalar field energy
density has two terms, one behaving like DM and another which is constant, and thus plays the
role of a cosmological constant Λ.

However, the DM-like component of the scalar field presents a non-negligible speed of sound,
which is parameterized by its late-time value c∞. This corresponds to the appearance an effective
Jeans length λJ(a) for the gravitational potential, below which the dark fluid does not cluster.
Thus, the viability of this UDM model strictly depends on the value of this effective sound speed.

2 The 3D cosmic shear signal

In Fig. 1a we present the 3D shear matrix Cγγ(k1, k2; `). The oscillatory features of the UDM
gravitational potential, due to the sound speed 4, can be clearly seen in the shear signal of the
UDM model with c∞ = 4 · 10−3 (in units of the speed of light c = 1). Instead, when the sound
speed is small enough, the matter power spectrum of UDM models is in agrees well with ΛCDM,
and we do not see any oscillations, even at non-linear scales k & 0.2hMpc−1.



a) b)

Figure 1: (a) The 3D shear matrix log
10

Cγγ(k1, k2; `) for five values of ` in (blue)grey-scale. In the first row we
show the ΛCDM signal, while in the second and third rows we present the UDM signal for c∞ = 5 · 10−4 and
c∞ = 4 · 10−3, respectively. The fourth row shows the diagonal elements k2Cγγ(k, k; `), and each curve, from
top to bottom, refers to the corresponding matrix above. The ΛCDM curve is virtually on top of the small-c∞
UDM curve. The fifth row shows the fractional error. (b) Expected marginal errors on UDM model cosmological
parameters from a 20, 000 deg2 Euclid-like survey with a median redshift zm = 0.8. Ellipses show the 1σ errors for
two parameters (68% confidence regions), marginalized over all the other parameters. Dark(light) ellipses refer

to a UDM model with c∞ = 5 · 10−4(c∞ = 4 · 10−3).

Beyond the oscillations, these signals, expected for two different values of c∞, show us the
effect of the effective Jeans length of the gravitational potential. In fact, the Newtonian potential
in UDM models behaves like ΛCDM at scales much larger than λJ(a), while at smaller scales it
starts to decay and oscillate. Hence, at high values of ` and k, which correspond to small angular
and physical scales, respectively, the signal of weak lensing observables, like cosmic shear, shows
the decay of the gravitational potential.

3 Parameter forecasts

Fig. 1b shows the Fisher matrix elements marginalized over different parameters. It is well
known that weak lensing can tightly constrain the (Ωm, σ8)-plane, using standard cosmic shear
techniques, and 3D weak lensing constrains σ8 in the same way by measuring the overall normal-
ization of the matter power spectrum. The expected marginal errors on Ωm and σ8 are in fact
very promising, particularly in the perspective of combining the cosmic shear data with other
datasets, i.e. CMB or SNeIa. In UDM models, there is another aspect which is particularly
interesting to notice: we are able to lift the degeneracy between Ωm and Ωb without using early-
Universe data. That is because ΩDM and Ωb enter in the growth of structures in two different
ways. The expansion history of the Universe takes into account only their joint effect, through
Ωm, whereas the speed of sound is determined by ΩDM alone. In fact we have to keep in mind
that in UDM models there is a scalar field which mimics both DM and Λ, but it still has a
proper dynamics different from that of its respectives in the ΛCDM model.
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Multi-scalar field cosmology from SFT: Exactly solvable approximation
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The main result of this note is the introduction of an exactly solvable model which obeys
an exact solution in the cosmological context for the Friedmann equations and restores the
asymptotic behavior expected from SFT.

1 Introduction and the Model

In this note we briefly review a new class of cosmological models based on the string field theory
(SFT) (for details see reviews 1) and the p-adic string theory 2. We introduce an exactly solvable
model incorporating the most of the behavior of the asymptotic regime. The reader is referred to
3,4,5,6 and refs. therein for a more detailed analysis on the subject. It is known that the SFT and
the p-adic string theory are UV-complete ones. Thus one can expect that resulting (effective)
models should be free of pathologies. Furthermore, models originating from the SFT exhibit
one general non-standard property, namely, they have terms with infinitely many derivatives,
i.e. non-local terms. Higher derivative terms usually produce the well known Ostrogradski
instability 7. However the Ostrogradski result is related to higher than two but finite number
of derivatives. In the case of infinitely many derivatives it is possible that instabilities do not
appear.

Contemporary cosmological observational data8,9 strongly support that the present Universe
exhibits an accelerated expansion providing thereby an evidence for a dominating DE compo-
nent 10. Recent results of WMAP 9 together with the data on Ia supernovae give the following
bounds for the DE state parameter wDE = −1.02+0.14

−0.16. Note that the present cosmological
observations do not exclude an evolving DE state parameter w. Non-local models of the type
obtained from SFT may have effective phantom behavior and are of interest for the present
cosmology. To construct a stable model with w < −1 one should construct from the fundamen-
tal theory, which is stable and admits quantization, an effective theory with the Null Energy
Condition (NEC) violation. This is a hint towards SFT inspired cosmological models.

We stress here that appearance of non-localities is a general feature of SFT based models
and exactly the one we are going to explore. The starting point is the Lagrangian

S =
∫
d4x
√
−g
(

R

16πGN
+

1
2g2
o

τF(2)τ − Λ
)
, (1)

where we manifestly indicate four dimensions. The function F(2) may be not a polynomial
producing thereby manifest non-locality. The cornerstone of the succeeding analysis is the fact
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that action (1) is fully equivalent to the following action with many free local scalar fields

Slocal =
∫
d4x
√
−g

(
R

16πGN
− 1
g2
o

∑
i

F ′(Ji)
2

(
gµν∂µτi∂ντi + Jiτ

2
i

)
− Λ

)
. (2)

Here Ji are roots of the characteristic equation F(J) = 0 and there are as many scalar fields
as many roots of the characteristic equation. The details of the equivalence statement can be
found in4,6. The crucial point is that the roots Ji can be complex. It is much more convenient to
continue with local action (2). We specialize to the spatially flat Friedmann–Robertson–Walker
(FRW) Universe characterized by the scale factor a(t) with t being the cosmic time. The Hubble
parameter is as usual H = ȧ/a and the dot denotes a derivative with respect to the cosmic time
t. Background solutions for τi are considered to be space-homogeneous as well. In 6 it was
proven that cosmological perturbations in the free theory with one non-local scalar field (1) and
in the corresponding local theory (2) with many scalar field are equivalent as well.

2 Exactly solvable generalized model

An exact analytic solution for equations of motion following from the action (2) (and furthermore
(1)) is not known. However, it is much more transparent working with exact solutions rather
tan with asymptotics when one wants to study cosmological perturbations. There is a chance
to modify the potential such that: first, the model becomes exactly solvable and, second, in
the regime of interest all the new terms vanish rapidly so that the previous picture is restored.
Furthermore an exactly solvable model in cosmology has its own value just because not so many
exactly solvable models are known. In our particular case we deal with many scalar fields and
this complicates the problem. Moreover we have complex coefficients in the Lagrangian and this
is an unexplored problem.

By adding a potential −3πG
2g2o

(∑
iF ′(Ji)αiτ2

i

)2 where Ji = −αi(αi + 3H0), H0 =
√

8πGN Λ
3

and G = GN/g
2
o in action (2) one yields exactly solvable equations of motion with a solution

τi = τi0e
αit, H = H0 − 2πG

∑
i

F ′(Ji)αiτ2
i0e

2αit. (3)

This solution is valid for any number of fields (including single field model) and for any
values of parameters αi (i.e. real, complex, etc.). Moreover, we see that if Re(αi) < 0 for all
i then the quartic term in the scalar fields potential vanishes and we are left with free fields.
Thus for large times the model (2) is restored and we can speak about SFT based models.

Eliminate F ′(Ji) by the fields rescaling, one has the following perturbation equations:

ζ̈ij + ζ̇ij (3H + αi + αj) + ζij
k2

a2
=

1
Ḣ

(αi − αj)

(
4πG

∑
k

τ2
0kα

2
ke

2αkt
(
ζ̇ik + ζ̇jk

)
+ 3H2ε

)
, (4)

ε̈+ ε̇

(
5H + 4

Ḣ

H
− Ḧ

Ḣ

)
+ ε

(
6H2 + 14Ḣ + 2

Ḣ2

H2
− 3H

Ḧ

Ḣ
+
k2

a2

)
=

k2

a2

4
3

(4πG)2

ḢH2

∑
k,l

α3
kα

2
l τ

2
0kτ

2
0le

2(αk+αl)tζkl . (5)

These equations form the main result of the present note. Analysis of these equations is a very
important problem and is the ongoing project.



The example of perturbations with complex roots in the original linearized action (2) was
carried out in14. Linear perturbations in such a configurations can be confined thus not destroy-
ing the system. This result is not evident from the very beginning and it supports the claim
that the SFT based models are stable. The case of complex Ji has never been studied in general
and deserves deeper investigation. Analysis of perturbations with complex roots in the exactly
solvable model will be addressed in forthcoming publications.
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ON LEPTOGENESIS AND LEPTON ASYMMETRY EFFECTS
IN THE EARLY UNIVERSE

D. P. KIRILOVA
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Lepton asymmetry generation in MSW resonant neutrino oscillations in the early Universe is
discussed. The evolution of dynamically generated lepton asymmetry and its effect on Big
Bang Nucleosynthesis are numerically studied. The case of initially present lepton asymme-
try is also analyzed. BBN and lepton asymmetry constraints on oscillation parameters are
obtained.

1 Introduction

Although generally assumed that lepton asymmetry (LA) L = (nl−nl̄)/nγ is of the order of the
baryon one β ∼ 10−10, this may not be the case. Big LA may hide in the neutrino sector. At
present BBN provides the strongest constraint on its value L < 0.07 1, CMB and LSS provide
much looser bounds. Considerable LA generation in MSW active sterile resonant neutrino
oscillations in the early Universe was found for mass differences δm2 > 10−5 eV2 and very
small mixings in collisions dominated oscillations 2 and for small mass differences δm2sin42θ <
10−7eV2 and relatively large θ in the collisionless case 3. Here we discuss the interplay between
LA, either initially present or generated by oscillations, and neutrino oscillations in the early
Universe and LA effect on BBN. LA effects oscillations by: changing neutrino number densities;
neutrino distribution and neutrino oscillations pattern (depending on its value it can suppress
them or lead to their resonant enhancement). On the other hand, oscillations also may suppress
or amplify LA.

We studied numerically the evolution of the oscillating neutrinos, accounting simultaneously
for Universe expansion, neutrino oscillations and neutrino forward scattering, in case of oscilla-
tions effective after neutrino decoupling, δm2sin42θ < 10−7 eV2. The evolution of LA, and the
evolution of nucleons and LA role during pre-BBN epoch were calculated simultaneously with
that of neutrino ensembles. Since these type of oscillations may strongly distort neutrino energy
spectrum3,4 precise description of the neutrino momenta distribution plays extremely important
role for the correct determination of LA evolution and of its effect. In this analysis 1000 bins
were used to describe it in the non-resonant case, and up to 5000 in the resonant case.

2 Oscillations Generated Lepton Asymmetry and BBN

In the analyzed oscillations case the evolution of LA is dominated by oscillations and typically
LA has rapid oscillatory behavior: it oscillates and changes sign. We have determined the region
of parameter space for which large generation (by 4-5 orders of magnitude) of LA is possible:



|δm2|sin42θ ≤ 10−9.5 eV2. 5 a

Oscillations generated LA changes energy spectrum distribution and the number densities
of neutrinos from standard BBN case. This influences the kinetics of nucleons during BBN
and changes the produced light element abundances 6. Evolution of nucleons in the presence of
oscillations was numerically analyzed. Production of primordial 4He Yp was calculated. Over-
production of Yp decreases at small mixings due to asymmetry growth for these parameters (see
figure), therefore, the BBN constraints, obtained on the basis of observational data of Yp, are less
stringent at small mixing angles than the ones obtained without asymmetry growth account 7.
See also.
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Figure 1: Neutron-to-nucleons freezing ratio dependence on the mixing for two mass differences in case of the
account of asymmetry growth and without asymmetry growth account (dashed curves).

3 Initial lepton asymmetry, oscillations and BBN

The numerical analysis 5,9 has proved that for oscillations with small mass differences discussed
L < 10−7 does not effect oscillations, L ∼ 10−7 enhances oscillations, while L > 0.1(δm2)2/3

suppress oscillations, and asymmetries as big as L > (δm2)2/3 inhibit oscillations. Numerical
analysis of Yp(δm2, θ, L) dependence has been provided for the entire range of mixing parameters
of the model and L. Small L, 10−7 < L << 0.01, that do not effect directly BBN kinetics,
influence indirectly BBN via oscillations. Hence, in case of neutrino oscillations: BBN can feel
extremely small L. LA enhancing oscillations leads to a higher production of Yp. Large enough
L, suppressing oscillations, decreases Yp overproduction by oscillations.

Therefore, initially present LA may change BBN bounds: The analysis showed that it relaxes
them at large mixings and strengthens them at small mixings. LA bigger than 10−5 leads to

aIn some cases increasing the resolution of momentum space leads to changes of the oscillatory character
and diminishes the LA amplitude. This observation is in accordance with the studies of other authors in other
parameter regions 8. Further analysis is required to decide if the oscillatory behavior and LA strong growth is
induced by numerical error in these cases.



a total suppression of oscillations effect on BBN and hence, eliminates the BBN bounds on
oscillation parameters. Instead the following approximate bound holds: δm2(eV 2) < L3/2 .

4 CONCLUSIONS

The lepton asymmetry of the Universe may be non-negligible, i.e. much bigger than the baryon
asymmetry, and hidden in the neutrino sector. It may be measured by its influence on Universe
expansion, Big Bang Nucleosynthesis, Cosmic Microwave Background and Cosmic Neutrino
Background. Active-sterile Mikheyev-Smirnov-Wolfenstein oscillations propose an example for
effective neutrino-antineutrino asymmetry generation mechanism. We performed a detail nu-
merical analysis of the interplay between small lepton asymmetry << 0.01, either relic (initially
present) or dynamical (generated by MSW active-sterile neutrino oscillations) and neutrino os-
cillations for the case of active-sterile oscillations occurring after electron neutrino decoupling.
Higher resolution for the description of the neutrino momenta distribution was provided for the
investigation of the asymmetry behavior in this oscillation parameter region.

The parameter range for which relic lepton asymmetry is able to enhance, suppress or inhibit
oscillations was determined. Asymmetry growth in case of small mass differences and relatively
big mixing angles by 5 orders of magnitude was found possible.

Cosmological influence of such small lepton asymmetries, which do not have direct effect on
nucleons kinetics during BBN, was shown not to be negligible. Such small asymmetries are invis-
ible by CMB, but may be felt by BBN: lepton asymmetries as small as 10−7 may be felt by BBN
in case of neutrino oscillations. Depending on its value, relic lepton asymmetry can strengthen,
relax or wave out BBN constraints on oscillations. In the latter case LA constraint on oscillation
parameters is determined. Dynamically generated asymmetry relaxes BBN constraints at small
mixing angles.
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