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ABSTRACT

This thesis is composed of two independent parts. The first part is devoted to

Hadronic Endcap Calorimeter R&D studies for the Large Hadron Collider (LHC)

higher luminosity conditions, whereas in the second part a search for new physics

at the Compact Muon Solenoid (CMS) experiment is presented.

After a brief introduction to the LHC and the CMS experiment, in the first

part R&D studies on the active material of Hadronic Endcap (HE) Calorimeter for

Compact Muon Solenoid Detector Upgrade are presented. We performed radiation

damage and beam test studies on several wavelength shifter materials, and found

that the p-terphenyl deposited quartz plates give improved light efficiency and they

are also radiation hard. As a result we propose to substitute the current HE scin-

tillator tiles with p-terphenyl deposited quartz plates for the higher luminosity era

of the Large Hadron Collider.

In the second part, an inclusive search for new physics with the jets and miss-

ing momentum signature at the Large Hadron Collider is presented for 36pb−1 data

collected by the Compact Muon Solenoid detector from March 2010 to November

2010. The emphasis was put on jet resolution measurements for the QCD back-

ground estimation with a photon-jet data sample. We did not observe an excess

above the background, and thus derived upper limits in the context of R-parity

conserving Constrained Minimal Supersymmetric Standard Model (CMSSM) and,

more generally in the simplified model spectra. In CMSSM, depending on squark

and gluino masses a 95% confidence level (CL) upper limit for cross section of 2−3

pb is obtained, and gluino masses below 500 GeV are excluded with 95% CL for

squarks with mass below 1 TeV. In simplified models, depending on the decay chain

and mass of the new particles which are pair-produced and decay to either one or
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two jets and a dark matter candidate, a 95% CL upper limit on the production

cross section in the 0.5-30 pb range is obtained.
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ABSTRACT

This thesis is composed of two independent parts. The first part is devoted

to Hadronic Endcap Calorimeter R&D studies for the Large Hadron Collider (LHC)

higher luminosity conditions, whereas in the second part a search for new physics at

the Compact Muon Solenoid (CMS) experiment is presented.

After a brief introduction to the LHC and the CMS experiment, in the first

part R&D studies on the active material of Hadronic Endcap (HE) Calorimeter for

Compact Muon Solenoid Detector Upgrade are presented. We performed radiation

damage and beam test studies on several wavelength shifter materials, and found that

the p-terphenyl deposited quartz plates give improved light efficiency and they are

also radiation hard. As a result we propose to substitute the current HE scintillator

tiles with p-terphenyl deposited quartz plates for the higher luminosity era of the

Large Hadron Collider.

In the second part, an inclusive search for new physics with the jets and miss-

ing momentum signature at the Large Hadron Collider is presented for 36pb−1 data

collected by the Compact Muon Solenoid detector from March 2010 to November

2010. The emphasis was put on jet resolution measurements for the QCD background

estimation with a photon-jet data sample. We did not observe an excess above the

background, and thus derived upper limits in the context of R-parity conserving Con-

strained Minimal Supersymmetric Standard Model (CMSSM) and, more generally in

the simplified model spectra. In CMSSM, depending on squark and gluino masses a
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95% confidence level (CL) upper limit for cross section of 2−3 pb is obtained, and

gluino masses below 500 GeV are excluded with 95% CL for squarks with mass below

1 TeV. In simplified models, depending on the decay chain and mass of the new par-

ticles which are pair-produced and decay to either one or two jets and a dark matter

candidate, a 95% CL upper limit on the production cross section in the 0.5-30 pb

range is obtained.

v



TABLE OF CONTENTS

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

CHAPTER

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 New Physics at Large Hadron Collider . . . . . . . . . . . . . . . 1
1.2 What Is Next After Discovery? . . . . . . . . . . . . . . . . . . . 5

2 THE LARGE HADRON COLLIDER AND THE COMPACT MUON
SOLENOID EXPERIMENT . . . . . . . . . . . . . . . . . . . . . . . 6

2.1 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . 6
2.2 The Compact Muon Solenoid Experiment . . . . . . . . . . . . . 8

2.2.1 The Magnet . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 The Muon System . . . . . . . . . . . . . . . . . . . . . . 10
2.2.3 The Tracker . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.4 The Calorimeters . . . . . . . . . . . . . . . . . . . . . . 15

3 R&D STUDIES FOR HE UPGRADE AT CMS . . . . . . . . . . . . 18

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Hadronic Endcap Calorimeter and Radiation Damage . . . . . . 20
3.3 Selection of Wavelength Shifter . . . . . . . . . . . . . . . . . . . 22
3.4 Calorimetric Properties of Coated Quartz Plates . . . . . . . . . 26
3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.6 Conclusion and Future Plans . . . . . . . . . . . . . . . . . . . . 33

4 INCLUSIVE SEARCH FOR NEW PHYSICS AT CMS WITH JETS
AND MISSING MOMENTUM SIGNATURE . . . . . . . . . . . . . . 37

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 SUSY Search at the LHC with CMS . . . . . . . . . . . . . . . . 41
4.3 Event Reconstruction in CMS . . . . . . . . . . . . . . . . . . . 46
4.4 Sample Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.5 Monte Carlo Production . . . . . . . . . . . . . . . . . . . . . . . 49
4.6 The SM Backgrounds . . . . . . . . . . . . . . . . . . . . . . . . 50

4.6.1 Z(νν̄) + jets Background Estimation . . . . . . . . . . . . 50

vi



4.6.2 W+jets and tt̄ Background Estimation . . . . . . . . . . . 53
4.6.2.1 The W/tt̄ → e, µ+X background estimation . . . 53
4.6.2.2 The W/tt̄ → τh+X background estimation . . . 55

5 QCD BACKGROUND ESTIMATION . . . . . . . . . . . . . . . . . . 61

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Jet Energy Resolution Measurements . . . . . . . . . . . . . . . 63

5.2.1 γ + Jet Measurements . . . . . . . . . . . . . . . . . . . 65
5.2.1.1 Dataset and Event Selection . . . . . . . . . . . 66
5.2.1.2 Measurement of Resolutions in Data and MC . . 68
5.2.1.3 Estimation of non-Gaussian Component . . . . . 77

5.2.2 Dijet Measurements . . . . . . . . . . . . . . . . . . . . . 80
5.2.3 Systematic Uncertainty Measurements . . . . . . . . . . . 83

5.2.3.1 Uncertainty Due to Extrapolation Fit Range . . 85
5.2.3.2 Uncertainty Due to ∆φ(γ, jet1) Requirement . . 86
5.2.3.3 Uncertainty Due to Jet Energy Corrections . . . 87
5.2.3.4 Uncertainty Due to Imbalance Component . . . 88
5.2.3.5 Uncertainty Due to Flavor Composition in QCD

and γ+jet Samples: . . . . . . . . . . . . . . . . 91
5.2.3.6 Uncertainty Due to Pileup . . . . . . . . . . . . 93

5.3 Results of the Rebalance and Smear Method . . . . . . . . . . . 95

6 RESULTS OF INCLUSIVE SEARCH FOR NEW PHYSICS . . . . . 106

6.1 Results and Limits . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.2 Interpretation within the CMSSM . . . . . . . . . . . . . . . . . 108
6.3 Interpretation with Simplified Models . . . . . . . . . . . . . . . 109
6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

7 SUMMARY AND CONCLUSION . . . . . . . . . . . . . . . . . . . . 119

APPENDIX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

A EFFECTOF LOWER JET PT LIMIT ON RESOLUTIONMEASURE-
MENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

B THE EFFECT OF ∆R MATCHING ON INTRINSIC RESOLUTION 127

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

vii



LIST OF TABLES

Table

4.1 The MSSM chiral and gauge supermultiplets. . . . . . . . . . . . . . . . 39

4.2 The CMSSM mass points at CMS. . . . . . . . . . . . . . . . . . . . . . 42

4.3 List of the MC datasets and corresponding cross sections. . . . . . . . . . 49

4.4 Event yields in data and MC samples for the largest SM backgrounds. . . 51

4.5 The number of γ+jets events in data and estimated number of Z(νν̄)+jets
background. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.6 The estimated number of events for the lost lepton background when the
number is extracted from the data or MC. . . . . . . . . . . . . . . . . . 55

4.7 Estimated number of events for the hadronic τ background from data and
MC simulations with their statistical and systematic uncertainties. . . . . 56

5.1 Number of events predicted after search selection estimated from PYTHIA
multijet sample. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.2 Photon HLT paths and corresponding photon pT bins used in jet resolution
measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.3 Ratio of the resolutions measured in data and MC for different jet η ranges
using the unbinned likelihood fits. . . . . . . . . . . . . . . . . . . . . . . 83

5.4 Relative changes in the measured Data/MC ratios due to mismeasurement
of the MC imbalance component and the assigned systematic uncertainties. 92

5.5 Data/MC ratio of the measured intrinsic resolutions with (withPUcorr)
and without pileup (noPUcorr) correction on data and assigned uncer-
tainties for different jet η ranges. . . . . . . . . . . . . . . . . . . . . . . 94

5.6 Data/MC ratio of the measured intrinsic resolutions and assigned uncer-
tainties for different jet η ranges. . . . . . . . . . . . . . . . . . . . . . . 94

5.7 Number of QCD multijet events predicted before and after bias corrections. 96

viii



6.1 Predicted number of events from different background components. . . . 106

ix



LIST OF FIGURES

Figure

2.1 A schematic view of the CERN accelerator complex including the LHC,
and LHC experiments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Three dimensional view of CMS . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Coil of the superconducting magnet. . . . . . . . . . . . . . . . . . . . . 11

2.4 The one quarter layout of the CMS muon system. . . . . . . . . . . . . . 13

2.5 Transverse view of the Barrel Muon detector. . . . . . . . . . . . . . . . 14

2.6 The tracker layout (1/4 of the z view). . . . . . . . . . . . . . . . . . . . 14

2.7 Layout of pixel detectors in the CMS tracker. . . . . . . . . . . . . . . . 16

3.1 Total integrated luminosity recorded in CMS during 2010. . . . . . . . . 19

3.2 Hadron endcap calorimeter mounted on the endcap iron yoke. . . . . . . 21

3.3 Fermilab Thin Film Laboratory vacuum chamber (pTp evaporating system). 23

3.4 Fermilab Thin Film Labarotary ZnO:Ga sputtering system and guns. . . 24

3.5 The comparison of single photoelectron level signal distributions from 2µm
thickness of pTp (red solid line), and 0.2 µm of ZnO:Ga (black solid line)
deposited plates to the plain quartz plate (dashed blue line). . . . . . . . 25

3.6 The WLS deposited quartz plate light output test setup. . . . . . . . . . 26

3.7 Light output from pTp sample after proton irradiation versus proton ir-
radiation level with simple fitted line. . . . . . . . . . . . . . . . . . . . . 27

3.8 The calorimeter prototype in the electromagnetic configuration. . . . . . 29

3.9 Longitudinal shower profile for different pion energies. . . . . . . . . . . . 30

3.10 300 GeV pion response of pTp deposited quartz plate calorimeter. . . . . 31

x



3.11 Hadronic detector linearity and energy resolution, data (red circle and
solid line) and Geant4 simulations (blue square and solid line), for the
calorimeter prototype. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.12 Longitudinal shower profile for different electron energies. . . . . . . . . . 33

3.13 100 GeV electron response of the calorimeter prototype. . . . . . . . . . 34

3.14 Electromagnetic detector linearity and energy resolution, data (red circle
and solid line) and Geant4 simulations (blue square and dashed line), for
the calorimeter prototype. . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.1 Feynman diagrams for q̃q̃ (a), q̃g̃ (b), and g̃g̃ (c) productions. . . . . . . 58

4.2 A typical example for g̃ → q̃q decay with multijets (quarks and taus) and
large missing transverse energy (χ̃0

1) final state for CMS LM1 benchmark
point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.3 ∆φ distributions between the first three leading jets and the �HT for the
QCD and LM1 samples. All histograms are normalized to unit area. . . . 59

4.4 �HT (left) and HT (right) distributions for the data and MC samples after
baseline selections except �HT > 150 GeV requirement. . . . . . . . . . . 60

4.5 �HT (left) and HT (right) distributions for the data and MC samples after
baseline selections including the �HT > 150 GeV requirement. . . . . . . . 60

5.1 The �HT (left) and HT (right) distributions from the rebalance and smear
method applied to simulation events and compared to actual MC (MC
truth) distributions for events passing multijet, HT ≥ 300 GeV, and ∆φ(jet1−3, �HT)
selections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.2 Photon pT distribution collected with different photon HLT paths. . . . . 67

5.3 pJet
T /pγ

T distribution for 32 < pγ
T < 52 GeV. . . . . . . . . . . . . . . . . 68

5.4 Imbalance distributions for 140−180 GeV photon pT bin. . . . . . . . . . 69

5.5 Jet resolution functions for 140−180 GeV photon pT bin. . . . . . . . . . 71

5.6 Measured (left) and intrinsic (right) resolutions in Data (red) and MC
(blue) in the 90−110 GeV photon pT bin for 0.0 < |η| < 1.1 region. . . . 72

xi



5.7 Intrinsic resolutions measured in Data (red) and MC (blue) for the photon
pT bins (22−32), (32−52), and (52−72) GeV for the |η| < 1.1 region.
Distributions are shown for lower (left) and higher (right) extrapolation
regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.8 Intrinsic resolutions measured in Data (red) and MC (blue) for the photon
pT bins (72−90), (90−110), and (110−140) GeV for the |η| < 1.1 region.
Distributions are shown for lower (left) and higher (right) extrapolation
regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.9 Ratio of intrinsic resolutions measured in Data and MC for the photon
pT bins (22−32), (32−52), and (52−72) GeV for the |η| < 1.1 region.
Distributions are shown for lower (left) and higher (right) extrapolation
regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.10 Ratio of intrinsic resolutions measured in Data and MC for the photon
pT bins (72−90), (90−110), and (110−140) GeV for the |η| < 1.1 region.
Distributions are shown for lower (left) and higher (right) extrapolation
regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.11 Extrapolated ratio of the intrinsic resolution measured in data and MC
for the various bins of jet η. . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.12 Measured jet pT resolution functions in MC and data for different photon
pT bins for |η| < 1.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.13 Ratio of the number of tail events in data and MC vs pγ
T. . . . . . . . . . 80

5.14 The ratio of jet pT resolutions in data and MC samples versus jet pT, in
|η| < 1.1, from dijet and γ+jet samples. . . . . . . . . . . . . . . . . . . 81

5.15 Results from the combination fits versus jet pT in various η ranges. . . . 82

5.16 The Data/MC correction factor for the jet resolution tails observed in dijet
samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.17 Data/MC ratio for nominal (black), lower extrapolation range (blue), and
higher extrapolation range (red) measurements for the 0.0 < |η| < 1.1
region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.18 Ratio of intrinsic resolutions measured in MC for two different ∆φ require-
ments for 0.0 < |η| < 1.1 region. . . . . . . . . . . . . . . . . . . . . . . . 88

xii



5.19 Data/MC ratio for nominal (black), JEC up (blue), and JEC down (red)
measurements for 0.0 < |η| < 1.1 region. . . . . . . . . . . . . . . . . . . 89

5.20 Data/MC ratios for intrinsic resolution for different MC generators; PYTHIA
(a), MADGRAPH (b), and HERWIG (c). The distributions are shown for
pseudorapidity range 0.0 < |η| < 1.1. . . . . . . . . . . . . . . . . . . . . 97

5.21 Measured imbalance resolutions for data and MC. . . . . . . . . . . . . . 98

5.22 Data/MC ratio for intrinsic resolutions measured from PYTHIA with and
without hadronization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.23 Measured imbalance resolutions in the fraction of pJet2
T /pγ

T for 22−32,
52−72 GeV photon pT bins. . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.24 Data/MC ratio for intrinsic resolutions measured by using PYTHIA with
(right) and without (left) kT smearing. The distributions are shown for
pseudorapidity range 0.0 < |η| < 1.1. . . . . . . . . . . . . . . . . . . . . 101

5.25 Intrinsic resolutions (top) for QCD and γ+jet samples with respect to
particle level jet pT for the 0.0 < |η| < 1.1 region and the ratio of σphoton

/ σQCD (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.26 Measured resolutions in the fraction of pJet2
T /pγ

T. . . . . . . . . . . . . . . 103

5.27 Intrinsic resolutions in the fraction of pJet2
T /pγ

T for 22−32 GeV (left), 52−72
GeV (right) photon pT bins. . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.28 Data/MC ratio for without (left) and with (right) pileup correction in data
for |η| < 1.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.29 Extrapolated ratio of the intrinsic resolutions measured in data and Monte
Carlo for various bins of jet η. . . . . . . . . . . . . . . . . . . . . . . . . 105

6.1 Signal efficiency for High- �HT (left) and High-HT (right) selections . . . . 108

6.2 Measured and expected 95% CL exclusion contour at NLO in the CMSSM
m0 −m1/2 mass planes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.3 The 95% CL upper limits in the CMSSM gluino-squark mass planes for
LO and NLO cross sections. . . . . . . . . . . . . . . . . . . . . . . . . . 111

6.4 Simplified model diagrams. Left: gluino pair production; right: squark
pair production. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

xiii



6.5 High- �HT (left) and High-HT (right) selection efficiencies for gluino produc-
tion as a function of gluino and LSP mass. . . . . . . . . . . . . . . . . . 113

6.6 High- �HT (left) and High-HT (right) selection efficiencies for squark pro-
duction as a function of squark and LSP mass. . . . . . . . . . . . . . . . 114

6.7 Experimental uncertainty on the High- �HT (left) and High-HT (right) se-
lection efficiency for gluino production as a function of the gluino and LSP
mass. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.8 Experimental uncertainty on the High- �HT (left) and High-HT (right) se-
lection efficiency for squark production as a function of squark and LSP
mass. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.9 Theoretical uncertainty on the High-�HT (left) and High-HT (right) selec-
tion efficiency for gluino production as a function of the gluino and LSP
mass. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6.10 Theoretical uncertainty on the High- �HT (left) and High-HT (right) selec-
tion efficiency for squark production as a function of squark and LSP mass.116

6.11 The 95% CL upper limits for gluino pair production cross sections for
High- �HT (left) and High-HT (right) selections as a function of the gluino
and LSP mass. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.12 The 95% CL upper limits for squark pair production cross sections for
High- �HT (left) and High-HT (right) selections as function of squark and
LSP mass. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

A.1 Comparison of nominal �HT (black) and estimated �HT (blue) distributions.
Particle jets with pT < 20 GeV are not smeared. Top plot shows distribu-
tions whereas the bottom plot shows their ratio. . . . . . . . . . . . . . . 123

A.2 Comparison of nominal �HT (black) and estimated �HT (red) distributions.
Particle jets with pT < 42 GeV are not smeared. Top plot shows distribu-
tions whereas the bottom plot shows their ratio. . . . . . . . . . . . . . . 124

A.3 Comparison of nominal �HT (black) and estimated �HT (green) distribu-
tions. Particle jets with pT < 62 GeV are not smeared. Top plot shows
distributions whereas the bottom plot shows their ratio. . . . . . . . . . 125

A.4 Comparison of nominal �HT (black) and estimated �HT (violet) distribu-
tions. Particle jets with pT < 87 GeV are not smeared. Top plot shows
distributions whereas the bottom plot shows their ratio. . . . . . . . . . 126

xiv



B.1 Effect of varying the ∆R matching between leading reconstructed jet and
particle jet on intrinsic resolution as a function of particle jet pT for the
four different eta bins (a) 0.0 < |η| < 1.1, (b) 1.1 < |η| < 1.7, (c) 1.7 <

|η| < 2.3, (d) 2.3 < |η| < 5.0. . . . . . . . . . . . . . . . . . . . . . . . . . 128

xv



1

CHAPTER 1
INTRODUCTION

This thesis has two independent parts. After a brief introduction to the LHC

and the Compact Muon Solenoid (CMS) Experiment (Chapter 2), in the first part

R&D studies for CMS HE Calorimeters are presented (Chapter 3). In the second part,

an inclusive search for new physics at CMS with jets and large missing momentum

signature is presented (Chapter 4, 5, and 6).

1.1 New Physics at Large Hadron Collider

The Standard Model (SM) is a theory which developed in the early 1970s to

describe the observed particles and the fundamental interactions between them. The

SM predictions were tested by the previous experiments, and agreement with data is

outstanding. The discovery of W and Z bosons, the observation of gluons and the

precise measurements of SM predictions almost complete the understanding of nature

based on the SM. As a result of highly accurate experimental observations, the SM

became the most established and well tested physics theory.

Although the SM gives the best description of nature, it does not serve as a

complete theory without introducing new physics models beyond it. The SM cannot

incorporate gravity and cannot explain the source of dark matter in the universe.

The most important missing part in the SM is the source of particle masses. The

Higgs boson, via symmetry breaking, can explain the masses of the fundamental

particles, but it has not been observed yet. Finding the Higgs boson is a big step,
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but this does not complete the picture. It is believed that the SM is a lower limit of a

more complete model as it has shortcomings for describing all the experimental and

cosmological data we have collected. With the new generation of collider experiments

we are trying to observe signals of new physics and new particles. The Large Hadron

Collider (LHC) [1] is built for this purpose, and it will explore the TeV range physics

(physics beyond the SM), and experiments which use collision data to try to address

the questions which cannot be answered by the SM.

With 14 TeV center of mass energy collisions and high collision rates, the LHC

will be able to discover the Higgs boson (if it exists), solve the mystery of dark mat-

ter in the universe and explore the physics beyond the SM. There are many beyond

the SM theories, such as supersymmetry, extra dimensions, technicolor, which try

to complete the missing pieces in our understanding of the universe. Supersymme-

try (SUSY) is one of the many models which is the favorite of many theorists and

experimentalists, as it also opens the door for unifying gravity with the other three

forces.

The Minimally supersymmetric model (MSSM) is the supersymmetric exten-

sion of the SM with minimum particle content and the constrained MSSM (CMSSM)

introduces new constraints and simplifies the unification of the forces at a higher

mass scale. The LHC will be able to cover some part of this high energy region, and

experiments will be able to discover some of the new particles if they have masses ∼1

TeV. The signature of the new physics, such as the case of R parity conserving SUSY,

will manifest itself with multijets and a large missing energy final state. Therefore,
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to discover SUSY at the LHC it is important to perform an inclusive search based

on a jets and large missing momentum signature. The analysis given in this thesis

outlines this effort by using Compact Muon Solenoid (CMS) [2] data collected in 2010

collisions.

The LHC produces collisions for experiments in unprecedented energy (pp

collisions at
√
s = 7 TeV), rate, and high pileup (additional large number of soft pp

collisions) conditions. Although many factors of the CMS detector are understood

during commissioning with cosmic muon data, there are some which have to be stud-

ied with the collision data. In addition to that, new or improved analysis methods

have to be developed for the new era. The discovery process requires a very good

understanding of the detector and Standard Model backgrounds. The detector effects

can result in mimicking the real signal, therefore it severely affects discovery poten-

tials. Different procedures were developed to minimize, if not completely remove,

these effects. Since most of the Monte Carlo (MC) generators we use to simulate

collision events are tested and validated for the Fermilab Tevatron data (pp̄ collisions

at
√
s = 2 TeV) we need SM background estimations based on data. Many novel

methods were developed for this purpose. All of these were achieved with the collab-

oration of many people, where each individual played a major role for understanding

pieces that fit together to form the experimental results from the CMS detector.

The analysis summarized in chapters 4, 5, and 6 of this thesis is an outcome of

group’s work. The results are derived in a cut-based manner after combining efforts

on detector noise cleanup and filtering algorithms, jet resolution measurements, data
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driven background estimations, uncertainty calculations, and finally interpretation of

the results.

In this analysis, my contributions were in measuring the jet energy resolution

with the γ+jet pT balance technique and determining the experimental uncertainties

in so-called simplified models. The results I produced from jet resolution measure-

ments are combined with the dijet asymmetry method and used as a crucial input

in the QCD background estimation method (Rebalance and Smear, R&S). QCD is

the biggest background in the analysis and the R&S method is based on rebalancing

multijet events by using jet resolution functions and then smearing those rebalanced

events (seed sample) by using the full jet resolution functions. It is crucial to measure

the jet resolution functions for the R&S method to work. Apart from the background

estimation method, the jet resolution measurements were also part of the CMS jet

resolution measurement effort and the results have been submitted to JINST and will

be published as “Determination of Jet Energy Calibration and Transverse Momentum

Resolution in CMS.” The combined jet resolutions are also used to estimate system-

atic uncertainties in the analysis and simplified model searches. These studies are

given in detail in this thesis. For the completeness of the study the event selections,

results from background estimations, and limit setting procedure are also summarized

with the necessary references.
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1.2 What Is Next After Discovery?

If/when we discover the SUSY, the LHC will continue running and collecting

more events to complete the SUSY particle mass spectrum and/or to study rare

events such as the MSSM Higgs boson. With the luminosity conditions expected

before a major upgrade it is not possible to collect enough data to observe rare

events. The LHC has upgrade plans in two phases to increase luminosity, and during

the second phase the detectors located at the LHC will undergo major upgrades due

to high radiation damage caused by increased luminosity. The scintillator tiles used

in the CMS Hadronic Endcap (HE) Detector will need to be replaced since with

high radiation they will lose their light collection efficiency. As a solution to this

problem we performed R&D studies on p-terphenyl (pTp) deposited quartz plates

and proposed them to replace the current HE scintillators. The R&D studies consist

of the material selection, simulation, and data collection. Details of these studies and

results are described in this thesis.
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CHAPTER 2
THE LARGE HADRON COLLIDER AND THE COMPACT MUON

SOLENOID EXPERIMENT

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [1] is the world’s largest proton-proton (pp)

collider and is built by the European Organization for Nuclear Research (CERN), in

Geneva, Switzerland. The LHC is designed to operate with
√
s = 14 TeV to explore

physics beyond the Standard Model (SM) but it currently operates with
√
s = 7

TeV center of mass energy. The first
√
s = 7 TeV pp collisions at the LHC occurred

in March 2010 and the collision energy is expected to be increased after the 2013

long shutdown. The LHC also provides heavy ion collisions to study the quark-gluon

plasma state of the matter.

There are four different experiments at LHC; A Toroidal LHC Apparatus

(ATLAS) [3], Compact Muon Solenoid (CMS), LHC-b [4], and A Large Ion Collider

(ALICE) [5]. ATLAS and CMS are the two general purpose detectors designed to

discover the Higgs boson and search for new physics. LHC-b is studying b quark

physics (by looking for B-mesons produced in pp collisions) and CP violation to un-

derstand why matter dominates antimatter in the universe. ALICE is studying quark

and gluon plasma created with heavy ion collisions to understand confinement and

chiral-symmetry restoration in QCD [5]. These experiments are located at different

places along the LHC ring. The schematic view of LHC and the four detectors are

shown in Figure 2.1.
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Figure 2.1: A schematic view of the CERN accelerator complex including the LHC,

and LHC experiments [6].
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2.2 The Compact Muon Solenoid Experiment

The main physics goals of the CMS experiment are to observe the Higgs par-

ticle (a hypothetical particle responsible from electroweak symmetry breaking mech-

anism), and discover new physics beyond the Standard Model (SM). The CMS ex-

periment has a wide range of capabilities to look for physics processes, among which

are various decays of the SM and beyond the SM (BSM) Higgs bosons, inclusive

b-production, top quark production, quantum chromodynamics (QCD), diffraction,

electroweak physics (W and Z), supersymmetry, extra dimensions, and technicolor.

The design of the CMS experiment is given in detail in several documents [2,

7–10], but here I give a brief summary based on the given references.

The Compact Muon Solenoid (Fig. 2.2) is a large detector with a 21.6 m length,

15 m diameter, and it weighs more than 14500 tons. Its compactness come from the

fact that the calorimeter and the tracker fit inside the 4 T solenoid magnet. CMS has

four main subsystems dedicated to measure the energy of photons, electrons, muons

and all the other products of proton-proton collisions: (i) magnet, (ii) muon system,

(iii) tracker, and (iv) calorimeters.

The innermost layer of the CMS is a silicon-based tracker which is surrounded

by the scintillating crystal electromagnetic calorimeter. The electromagnetic calorime-

ter itself is surrounded by a sampling hadron calorimeter. The tracker and calorime-

ters are inside the solenoid magnet and the large muon detectors of CMS are located

outside the magnet.
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2.2.1 The Magnet

The CMS detector has a large superconducting solenoid magnet (Fig. 2.3) with

a 13 m length and 6 m inner diameter. The bore of the magnet coil is large enough

to accommodate the inner tracker and the calorimetry inside [7]. It is originally

designed to produce a 4 T magnetic field. In order to increase the life expectancy,

it was decided to operate the magnet with a 3.8 T magnetic field that provides a 12

Tm bending power. The bending power allows the measurement of the charge/mass

ratio for the particles that leave a curved track in the magnetic field. The magnet’s

length/radius ratio and the high magnetic field provide a good momentum resolution

for the whole detector including the forward region.

2.2.2 The Muon System

Reconstructing muons, measuring their momentum with a high accuracy and

using them for trigger information are crucial for CMS. Since the final states with

muons are important signatures for new physics such as the supersymmetry searches

with three muon final states and searches for the Higgs, measuring muons with high

accuracy is especially important for discovery studies. That is one of the main reasons

to design CMS with a muon detector which can give a clean signal for the long lived

muons.

The muon detector is the outermost layer of the CMS detector. The muon

systems cover both the calorimeters and the superconducting magnet. The pseudo-

rapidity up to |η| =1.2 in the barrel region and 0.9 < |η| <2.4 in the endcap regions
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Figure 2.3: Coil of the superconducting magnet [2].
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are covered by the four layers of muon chambers.

Three different detector technologies are used in the muon system to identify

and measure muons in the whole detector. In the barrel region (|η| < 1.2), where

the neutron induced background is small, the muon rate and the residual magnetic

field is low, drift tube (DT) chambers are used. The cathode strip chamber (CSC)

technology is used in two endcap regions (|η| < 2.4), where the magnetic field, the

muon rate and the neutron induced background rate are high. As the last part of the

muon system resistive plate chambers (RPC) are used both in the barrel and endcap

regions.

The one quarter layout of the CMS muon system is shown in Figure 2.4. In

the muon system there are a total of 1400 muon chambers with 250 DTs, 540 CSCs

and 610 RPCs. The DTs and CSCs track the position of the particles and provide

the trigger information while RPCs form a trigger system to decide what should be

kept from the collected muon data.

2.2.3 The Tracker

The CMS Silicon Strip Detector is a very large tracker with total 5.4 m length

and 1.1 m outer radius. The layout of CMS tracker is shown in Figure 2.6. The

CMS tracking system is composed of a pixel detector and a silicon strip tracker which

are designed to measure charged particle trajectories with high efficiency and provide

precise reconstruction of secondary vertices originating from LHC collisions [2].

The pixel detector (Fig. 2.7) has 3 barrel layers and 2 endcap disks on each
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Figure 2.4: The one quarter layout of the CMS muon system [7].
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Figure 2.5: Transverse view of the Barrel Muon detector [7].

Figure 2.6: The tracker layout (1/4 of the z view) [7].
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side of the barrel layers. The mean radii for the barrel layers are 4.4 cm, 7.3 cm,

and 10.2 cm. The length of the pixel detector is 53 cm. It provides space point

information for charged particles with a very high resolution.

The silicon strip tracker is divided into two parts. The inner part consists of

four barrel layers and three forward disks, whereas the outer detector consists of six

barrel layers and nine forward disks. Operating together with the pixel detector, the

silicon strip detector is used to reconstruct tracks and measure momentum for all

tracks above 1 GeV.

The tracking efficiency for high pT tracks is better than 98% in the pseu-

dorapidity range |η| < 2.5. For the pseudorapidity range |η| < 1.6, the transverse

momentum resolution for high pT tracks ( pT> 100 GeV) is 1−2%. The CMS tracker

reconstruction efficiency for single muons is about 99% for the large η region. Due

to gaps between the ladders of the pixel detector, it slightly decreases for |η| ≈ 0

and drops drastically for the high η region due to the reduced coverage of the pixel

forward disks. The efficiency is generally lower for pions and hadrons because of the

interactions with the material in the tracker [2].

2.2.4 The Calorimeters

The CMS calorimeters are used to measure the energy of electrons, photons

and jets with a high precision. The hermetic coverage also provides a high accuracy

measurement for the missing transverse energy, which is an important quantity for

new physics searches. The CMS calorimeter consists of electromagnetic and hadronic
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Figure 2.7: Layout of pixel detectors in the CMS tracker [7].

components.

The electromagnetic calorimeter (ECAL) (Fig. 2.2) is made up of a barrel and

two endcap sections. It forms a layer between the tracker and the hadronic calorimeter

(HCAL). It is made of 61200 high density lead tungstate (PbWO4) crystals, which

allows the calorimeter to be fast and radiation resistant. The main design purpose

of ECAL is to detect the decay of the Higgs boson to two photons, which will be

achieved by its excellent energy resolution provided by the homogeneous and fast

response crystals.

The HCAL calorimeter (Fig. 2.2) consists of barrel (HB), endcap (HE), and

forward (HF) parts. The barrel and endcap parts are sampling calorimeters that
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surround the ECAL and the tracking system and cover the pseudorapidity range of

|η| < 3.0. The forward part extends this coverage up to |η| < 5, and it consists of steel

absorbers with quartz fibers embedded in it. The HCAL measures energy, position

and the arrival time of interacting particles and provides an indirect measurement of

non-interacting particles (such as neutrons and neutrino).
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CHAPTER 3
R&D STUDIES FOR HE UPGRADE AT CMS

3.1 Introduction

The Large Hadron Collider (LHC) started to provide collisions in November

2009 with 450 GeV energy per proton beam. The first 7 TeV (center of mass energy)

collisions took place on March 30, 2010 with an instantaneous luminosity of ∼2×1027

cm−2s−1. The LHC luminosity improved in time and reached up to ∼2×1032 until the

extended technical stop in December 2010. The total integrated luminosity recorded

in the CMS detector for the 2010 run period is shown in Figure 3.1. In February

2011, the LHC restarted and will continue running until the end of 2012 with a short

technical stop at the end of 2011. It is expected to collect O(10) fb−1 of data during

this run period. It is planned that at the end of 2012, the LHC will have a long

shutdown to be ready for running at the design luminosity and energy.

If the LHC experiments discover the Higgs boson or new physics, the current

luminosity will be enough to study its mass and some of the expected branching ratios

but not much of its other properties. To study rare events such as MSSM Higgs and

Higgs coupling to itself, we will need a higher number of events, and this can only be

achieved by the higher luminosity conditions. The LHC currently operates with the

peak luminosity ∼2×1033 cm−2s−1. This luminosity will be improved in time and is

planned to be up to ∼10×1034 cm−2s−1 by 2023.

The luminosity upgrade plans will be completed in two phases. In the first
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Figure 3.1: Total integrated luminosity recorded in CMS during 2010 [11].
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phase, no detector upgrade will be necessary and the peak luminosity will be increased

to ∼2×1034 cm−2s−1. For the second upgrade phase, the aim is to reach ∼10×1034

cm−2s−1 and for that increase it will be necessary to upgrade detectors and the LHC

injector.

Before the second phase, the accumulated radiation will damage CMS and the

other detectors. The damage caused by the radiation will be severe in the higher

pseudorapidity ranges. As a result, the active parts of the CMS detector will lose

their efficiencies and eventually stop providing light collection. The scintillator tiles

used in the CMS Hadronic Endcap (HE) Calorimeters are one of those parts. To solve

this radiation problem for higher luminosity run conditions, we proposed to replace

the current HE scintillators with p-terphenyl (pTp) deposited on quartz plates.

In this chapter, the HE calorimeter is introduced, and our R&D studies based

on the proposed quartz plates are presented.

3.2 Hadronic Endcap Calorimeter and Radiation Damage

The CMS Hadronic Endcap (Fig. 3.2) together with other components in the

calorimeter, is used for jet energy and missing transverse energy measurements, and

covers the pseudorapidity of 1.3 < |η| < 3.0. The current design of the CMS HE

calorimeter consists of 19 layers of plastic scintillator tiles which are placed between

78 mm thick brass absorber plates. The thickness of the scintillators is 3.8 mm. Light

produced in the plastic scintillators (Kuraray SCSN81) is carried to hybrid photodiode

(HPD) photodetectors by double clad wavelength shifter (WLS) fibers (Kuraray Y-
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11). Scintillators and WLS fibers have been shown to be moderately radiation hard,

up to 25 kGy [10]. With increasing luminosity, both scintillator tiles and WSF are

expected to face higher radiation problems, and this will cause a severe reduction in

the light yield. It will become necessary to replace the current HE scintillators.

Figure 3.2: Hadron endcap calorimeter mounted on the endcap iron yoke [2].

We propose to replace the original scintillator tiles with quartz plates. Previous

studies have shown that quartz plates are radiation hard up to 12.5 MGy [12–14].

One disadvantage of using quartz plates is the source of light production, photons

from the C̆erenkov process, which creates acutely fewer photons than the scintillation
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process. Since light collection created with the C̆erenkov process increases with 1/λ2,

we can collect more photons if we use a wavelength shifter method with UV absorption

spectra. For this purpose different wavelength shifters, including p-terphenyl (pTp) ,

4% gallium doped zinc oxide (ZnO:Ga), o-terphenyl (oTp), m-terphenyl (mTp) and

p-quarterphenyl (pQp) are tested [15].

The proposed wavelength shifters are tested both for radiation hardness and

light collection. The Indiana University Cyclotron Facility (IUCF), University of

Mississippi CMS Laboratories, and CERN beam lines are used to test the candidates

for different irradiation levels. To test the light collection enhancement, also a 20

layer sampling calorimeter prototype with pTp coated quartz plates is designed and

used at the CERN H2 area for beam test.

3.3 Selection of Wavelength Shifter

To choose the best light enhancement wavelength shifter (WLS), quartz plates

are coated with several different wavelength shifters: pTp, ZnO:Ga, oTp, mTp, and

pQp. The proposed wavelength shifters are tested for light yield at Fermilab Meson

Test Beam Facility and at the CERN H2 area with proton, pion, and electron beams.

Quartz plates are prepared with various wavelength shifters which are deposited at

different thicknesses. The coating process for all the proposed materials is done at

the University of Iowa CMS laboratories and Fermilab Thin Film Laboratory by

evaporating the WLS in a vacuum chamber (Fig. 3.3) and applying to the quartz,

except for ZnO:Ga. For ZnO:Ga, because of its molecular properties, radio frequency
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Figure 3.3: Fermilab Thin Film Laboratory vacuum chamber (pTp evaporating sys-

tem).

(RF) sputtering (Fig. 3.4) is used.

The light collection is performed by Hamamatsu R7525-HA photomultiplier

tubes (PMTs) [16–18], from the edge of the plates. Test results show that the one

side coated quartz plates with 2 µm thickness of pTp and 0.2 µm of ZnO:Ga perform

the best light collection for various energy ranges. The comparison of the single

photoelectron signal distribution for 2 µm pTp and 0.2 µm of ZnO:Ga deposited

plates to plain quartz plate is shown in Figure 3.5. The setup that is used at the

Fermilab Meson Test Beam Facility to test the light output from single quartz plate

(WLS deposited) is shown in Figure 3.6. The test beam results show both pTp

and ZnO:Ga deposited quartz plates increase the light yield by at least a factor of
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Figure 3.4: Fermilab Thin Film Labarotary ZnO:Ga sputtering system and guns.
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four. Since ZnO:Ga does not show any further light enhancement and the deposition

process is more expensive we decided to focus on pTp deposited quartz plates for our

R&D studies.

Figure 3.5: The comparison of single photoelectron level signal distributions from 2µm

thickness of pTp (red solid line), and 0.2 µm of ZnO:Ga (black solid line) deposited

plates to the plain quartz plate (dashed blue line) [15].

The pTp as a fiber coating is also tested for its radiation hardness. The tests

are performed with the proton beam at the IUCF and the CERN beam lines and
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Figure 3.6: The WLS deposited quartz plate light output test setup.

with activated 90Sr at University of Mississippi CMS Laboratories. The light output

of pTp samples are compared before and after irradiation. Figure 3.7 shows results

of different proton irradiation levels. Studies show that after 200 kGy, pTp loses 16%

of the initial light output and the radiation damage rate slows down. After 400 kGy

we still have more than 80% of our initial light production.

3.4 Calorimetric Properties of Coated Quartz Plates

The studies summarized in Section 3.3 show that the best candidate quartz

plate to replace scintillator tiles in HE is the one with one side deposited with 2

µm pTp. To test the detector capability of those plates we designed a calorimeter

prototype that consists of 20 layers of quartz plates with 7 cm iron absorbers between
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Figure 3.7: Light output from pTp sample after proton irradiation versus proton

irradiation level with simple fitted line [15].
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each layer. One edge of each plate was polished for better PMT optical coupling.

The C̆erenkov light generated in the pTp deposited quartz plates was read out by

Hamamatsu R7525-HA PMTs from this polished edge.

In order to have flexibility for changing absorber thickness between each plate,

the plates were prepared as stand-alone units with PMTs attached to them. Each

plate was wrapped with aluminized mylar for good reflectivity and then with Dupont

Tyvek for having a light tight setup.

The prototype was tested for its hadronic and electromagnetic shower mea-

surement capabilities at the CERN H2 area. For the hadronic configuration 7 cm

iron absorbers were placed between each individual quartz plates, and the prototype

was tested with 30, 50, 80, 130, 200, 250, 300, and 350 GeV π
− beams. In the

electromagnetic configuration (Fig. 3.8) 7 cm iron absorbers were replaced by 2 cm

absorbers and the configuration was tested with 50, 80, 100, 120, 150 and 175 GeV

energy electron beams. The setup was also simulated by using GEANT4 [19,20] with

the LHEP physics package.

3.5 Results

Figure 3.9 shows the longitudinal shower profile for various π− energies. Sim-

ulation results (solid lines) along with data points are shown together for the cor-

responding energies. The charge distribution of the calorimeter prototype for 300

GeV π
− with hadronic configuration is shown in Figure 3.10.

Figure 3.11(a) shows detector linearity tests for hadronic calorimeter setup
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Figure 3.8: The calorimeter prototype in the electromagnetic configuration.

with various π− beam energies where data points are shown by red circles and sim-

ulation points are illustrated by the blue squares. Solid line represents the fit to

the data, and the dashed line to the simulation points. Data and simulation results

are generally in good agreement. The discrepancies seen in the fits are due to lim-

ited statistics in the data. Figure 3.11(b) shows data and simulation results for the

hadronic calorimeter energy resolution. Both data and simulations are fitted to the

non-compensated energy resolution parametrized as

σ(E)

E
=

A
√
E

⊕
B

E
⊕ C (3.1)

where A is the stochastic term, B is the noise, and C is the constant term [21]. With a
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Figure 3.9: Longitudinal shower profile for different pion energies. Simulations are

shown with solid line whereas data is represented by the points [15].

negligible noise term, both data and simulation show similar energy resolution, which

can be described as

σ(E)

E
=

210.3%
√
E

⊕ 8.8% (3.2)

Although the main purpose of this study was to find a solution to radiation

hardness problem of the CMS HE detector, we also tested the radiation hard electro-

magnetic (em) configuration. The test setup is the same as the hadronic configuration
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Figure 3.10: 300 GeV pion response of pTp deposited quartz plate calorimeter [15].

except for the absorber thickness.

The longitudinal shower profile for various electron beams is shown in Fig. 3.12.

The simulation and data points are in a good agreement. The charge distribution of

the calorimeter prototype for the EM configuration with a 100 GeV electron beam is

shown in Figure 3.13.

The detector linearity (within 3%) and the energy response for the EM proto-

type are shown in Figures 3.14(a) and 3.14(b). The data and the simulations converge

to a constant value at 5.6%, but below the 120 GeV the simulations predict a better
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(a) Hadronic Detector Linearity (b) Hadronic Energy Resolution

Figure 3.11: Hadronic detector linearity and energy resolution, data (red circle and

solid line) and Geant4 simulations (blue square and solid line), for the calorimeter

prototype [15].
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Figure 3.12: Longitudinal shower profile for different electron energies. Simulations

are shown with solid line whereas data is represented by the points [15].

energy resolution. The overall energy resolution can be given as

σ(E)

E
=

26%
√
E

⊕
4.5%

E
⊕ 5.6% (3.3)

3.6 Conclusion and Future Plans

We proposed to use quartz plates to replace the current HE scintillator tiles

during the higher luminosity upgrade phase. We showed that the quartz plate light

yield can be increased with pTp deposition by at least a factor of four. Both pTp

and quartz plates are radiation hard and cost efficient.
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Figure 3.13: 100 GeV electron response of the calorimeter prototype [15].

We also tested pTp deposited quartz plates for their detector capabilities in

a calorimeter. The test beam results showed that a 20 layer calorimeter prototype

had a 15% hadronic resolution for a 350 GeV pion beam, which is a promising result

considering the possible energy leakage from the undersized prototype. On a bigger

scale the proposed calorimeter can reach up to 8% hadronic resolution, which is the

current HE calorimeter performance for a 300 GeV pion beam energy.

The final phase of the R&D study proposes alternative readout options for

the CMS Hadronic Endcap since the current PMTs cannot be used due to the high

radiation level and the design of the HE. One of those options is the use of micro-

channel PMT, which are fast in response, have high gain, and most importantly are
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(a) Electromagnetic Detector Linearity (b) Electromagnetic Energy Resolution

Figure 3.14: Electromagnetic detector linearity and energy resolution, data (red cir-

cle and solid line) and Geant4 simulations (blue square and dashed line), for the

calorimeter prototype [15].



36

radiation hard and cost less. The new readout options, as they become available, will

be tested during future test beam studies and the best HE readout option for the

super LHC run conditions will be found.
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CHAPTER 4
INCLUSIVE SEARCH FOR NEW PHYSICS AT CMS WITH JETS

AND MISSING MOMENTUM SIGNATURE

4.1 Introduction

The Standard Model (SM) is a theoretical model which describes the elemen-

tary particles and explains the fundamental interactions between them. It has been

tested during the past several decades and the SM predictions are found to be highly

consistent with experimental data. All the particles predicted by the SM have been

discovered by experiments except the Higgs boson [22].

Although the SM can explain nature’s working mechanism with a high accu-

racy, there are still questions it cannot answer such as:

• Why some force carriers have mass but others do not?

• Why does the SM have 19 parameters to determine particle masses and the

interactions?

• How does the electroweak symmetry breaking mechanism work?

• Why does the SM have 3 generations of particles?

• What is the reason behind the observed mass spectrum of particle generations?

• Why are the strengths of forces so different from each other?

• Can gauge couplings be unified at a high mass scale?

• What is the reason behind the apparent matter-antimatter asymmetry in the

universe?
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• What is the source of cold dark matter in the universe?

Many beyond the SM physics theories such as Supersymmetry (SUSY) [23],

extra dimensions [24], Technicolor [25], and fourth family [26] try to address these

questions. Since it can lead to incorporation of gravity to particle physics, SUSY is one

of these many new models which is favored by many theorists and experimentalists.

The Minimal Supersymmetric Standard Model (MSSM) is the supersymmetric

extension of the SM with minimal particle content [27–29]. The MSSM introduces a

spectrum of new particles that are superpartners (sparticles) of SM particles with SM

couplings. The superpartners of SM fermions are named with the prefix “s” (sfermion,

slepton, squark) whereas the superparners of bosons are named with the suffix “ino”

(gaugino, higgsino, wino). The supermultiplets are divided into two categories:

• chiral supermultiplets which are scalar particles and their superpartners

• gauge supermultiplets which are vector bosons and their superpartners

The SM particles and their superpartners with SU(3)C×SU(2)L×U(1)Y quantum

numbers are tabulated in Table 4.1.

The sparticles have the same masses as their particle partners, however, this

is only valid for the theories with unbroken symmetry. They have the same quantum

numbers as elementary particles but differ from the SM particles by a half-spin differ-

ence. Since we do not observe the sparticles in nature, SUSY should be spontaneously

broken not to spoil the cancellation of quadratic divergencies [31].

The MSSM respects the same SU(3)C×SU(2)L×U(1)Y gauge symmetries as

does the SM [32] and assumes that the interaction between particles conserves R-
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Table 4.1: The MSSM chiral and gauge supermultiplets [30].

Supermultiplets Particle Content SU(3)C SU(2)L U(1)Y
�G g , g̃ 8 1 0
�W W , �W 1 3 0
�B B , �B 1 1 0
�Q (u, d)L , (ũ, d̃)L 3 2 1/6
�U c

ūR , ũ∗
R 3̄ 1 -2/3

�Dc
d̄R , d̃∗R 3̄ 1 1/3

�L (ν, e)L , (ν̃, ẽ)L 1 2 -1/2
�Ec

ēR , ẽ∗R 1 1 1
�H1 (H1, h̃1) 1 2 -1/2
�H2 (H2, h̃2) 1 2 1/2

parity. The R parity is a multiplicative quantum number and it is given as R =

(−1)3(B−L)+2S, where B is the baryon number, L is the lepton number, and S is

the spin number. The consequences of the R parity conservation are such that all

sparticles are created in pairs, and the lightest supersymmetric particle (LSP) is stable

and weakly interacts with particles. Therefore the generic experimental signature for

R-parity conserving SUSY is large missing energy from a non-observed LSP and

multijets from long cascade decays of sparticles.

The supersymmetry is one of the most studied Beyond the Standard Model

(BSM) theories since it can:

• solve the “hierarchy problem”. Since bosons and fermions contribute to one loop

correction with opposite sign, the contributions to the mass term cancel in each

order in perturbation theory and the correction does not increase quadratically.

• explain the source of the cold dark matter in the universe by providing a particle.
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The LSP is the leading candidate for dark matter.

• unify the gauge couplings. The existence of supersymmetric particles in the

TeV mass range forces the coupling constants to unify at a scale of 1016 GeV.

The symmetry breaking mechanism of the MSSM model introduces a large

number of free parameters, and having many parameters complicates the phenomenol-

ogy. Therefore many constrained models were introduced to the literature to describe

broken symmetries with fewer parameters [8]. At the Grand Unified Theory (GUT)

scale [33], the supersymmetric sector can be described by using only 5 parameters

which are

• m0, the universal scalar mass

• m1/2, the universal gaugino mass

• A0, the common trilinear soft SUSY breaking parameter

• sign(µ), the sign of Higgs mass parameter

• tanβ, the ratio of the vacuum expectation values of the two Higgs doublets.

The supersymmetric models which are defined by using these sets of parameters are

called the constrained MSSM (CMSSM) [34]. For a given value of A0, sign(µ), and

tanβ, the masses of the SUSY particles can be found in terms of m0 and m1/2 for the

entire low energy spectrum. The approximate results for slepton and squark masses

can be formulated as [30]

Ml̃
2
∼ m0

2 (4.1)

Mq̃
2
∼ m0

2 + 4m2
1/2 (4.2)
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4.2 SUSY Search at the LHC with CMS

The following decay modes summarize the production of SUSY particles (gluinos,

squarks, neutralinos, charginos and sleptons) at hadron colliders.

Production of gluinos can occur with the following processes

gg → g̃g̃ (4.3)

qq̄ → g̃g̃ (4.4)

gq → g̃q̃ (4.5)

qq̄ → χ̃
0
i g̃ (4.6)

On the other hand production of squarks can come from

gg → q̃ ˜̄q (4.7)

qq̄ → q̃ ˜̄q (4.8)

qq → q̃q̃ (4.9)

gq → χ̃
0
i q̃ (4.10)

Production of neutralinos and charginos can come from

qq̄ → W
∗
→ χ̃

±
j χ̃

0
i q̃ (4.11)

qq̄ → Z
∗
→ χ̃

±
j χ̃

∓
j (4.12)

and production of sleptons from

qq̄ → l̃
±
L l̃

∓
L (4.13)
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qq̄ → l̃
±
R l̃

∓
R (4.14)

qq̄ → l̃
±
L ν̃L (4.15)

qq̄ → ν̃b̃ν (4.16)

At the LHC, production of gluinos and squarks (q̃q̃, g̃g̃, q̃g̃) are the dominant processes

and the Feynman diagrams for their productions are given in Figure 4.1.

The CMS Collaboration covers as many experimental signatures as possible

for SUSY discovery. To do that, a set of test points [8] is defined by varying the five

CMSSM parameters. There are a total of 14 test points where the first ten of them

(from LM1 to LM10) are low mass points and the last four are high mass points. A

summary of 14 mass points with their corresponding five CMSSM parameters is given

in Table 4.2.

Table 4.2: The CMSSM mass points at CMS [8].

Mass Points m0 m1/2 A0 sign(µ) tanβ
LM1 60 250 0 + 10
LM2 185 350 0 + 35
LM3 330 240 0 + 20
LM4 210 285 0 + 10
LM5 230 360 0 + 10
LM6 85 400 0 + 10
LM7 3000 230 0 + 10
LM8 500 300 -300 + 10
LM9 1450 175 0 + 50
LM10 3000 500 0 + 10
HM1 180 850 0 + 10
HM2 350 800 0 + 35
HM3 700 800 0 + 10
HM4 1350 600 0 + 10
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The followings are the dominant decay modes and the branching ratios for the

14 CMSSM test points [8].

• LM1:

– m(g̃) ≥ m(q̃), g̃ → q̃q is the dominant mode for producing sparticles.

– B(χ̃0
2 → l̃Rl) = 11.2%, B(χ̃0

2 → τ̃1τ) = 46%, B(χ̃±
1 → ν̃ll) = 36%

• LM2:

– m(g̃) ≥ m(q̃), g̃ → q̃q is the dominant (b̃1b is 25%)

– B(χ̃0
2 → τ̃1τ) = 96%, B(χ̃±

1 → τ̃ ν) = 95%

• LM3:

– m(g̃) < m(q̃), hence g̃ → q̃q is forbidden except B(g̃ → b̃1,2b) = 85 %

– B(χ̃0
2 → llχ̃

0
1) = 3.3%, B(χ̃0

2 → ττ χ̃
0
1) = 2.2%, B(χ̃±

1 → W
±
χ̃
0
1) = 100%

• LM4:

– m(g̃) ≥ m(q̃), g̃ → q̃q is the dominant with B(g̃ → b̃1b) = 24%

– B(χ̃0
2 → Z

0
χ̃
0
1) = 97%, B(χ̃±

1 → W
±
χ̃
0
1) = 100%

• LM5:

– m(g̃) ≥ m(q̃), g̃ → q̃q is the dominant with B(g̃ → b̃1b) = 19.7% and

B(g̃ → t̃1t) = 23.4%

– B(χ̃0
2 → h

0
χ̃
0
1) = 85%, B(χ̃0

2 → Z
0
χ̃
0
1) = 11.5%, B(χ̃±

1 → W
±
χ̃
0
1) = 97%

• LM6:

– m(g̃) ≥ m(q̃), g̃ → q̃q is the dominant
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– B(χ̃0
2 → l̃Ll) = 10.8%, B(χ̃0

2 → τ̃1τ) = 14%, B(χ̃±
1 → ν̃ll) = 44%

• LM7:

– m(g̃) = 678 GeV, hence g̃ → 3-body decay is dominant

– B(χ̃0
2 → llχ̃

0
1) = 10%, B(χ̃±

1 → νlχ̃
0
1) = 33%

– 73% of the total cross-section comes from EW chargino-neutralino produc-

tion

• LM8:

– m(g̃) = 745 GeV, M(t̃1) = 548 GeV, g̃ → t̃1t is dominant

– B(g̃ → t̃1t) = 81%, B(g̃ → b̃1b) = 14%, B(q̃L → qχ̃
0
2) = 26 − 27%

– B(χ̃0
2 → Z

0
χ̃
0
1) = 100%, B(χ̃± → W

±
χ̃
0
1) = 100%

• LM9:

– m(g̃) = 507 GeV, hence g̃ → 3-body decay is dominant

– B(χ̃0
2 → llχ̃

0
1) = 6.5%, B(χ̃± → νlχ̃

0
1) = 22%

• LM10:

– m(g̃) = 1295 GeV, hence g̃ → 3-body decay is dominant

– B(g̃ → tt̄χ̃
0
4) = 11%, B(g̃ → tbχ̃

±
2 ) = 27%

• HM1:

– m(g̃) ≥ m(q̃), g̃ → q̃q is the dominant

– B(g̃ → t̃1t) = 25%, B(q̃L → qχ̃
0
2) = 32%

– B(χ̃0
2 → l̃Ll) = 27%, B(χ̃0

2 → τ̃1τ) = 14%, B(χ̃±
1 → ν̃ll) = 37%,
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• HM2:

– m(g̃) ≥ m(q̃), g̃ → q̃q is the dominant

– B(g̃ → t̃1t) = 25%, B(q̃L → qχ̃
0
2) = 32%

– B(χ̃0
2 → τ̃1τ) = 78%, B(χ̃±

1 → ν̃τ + τ̃1ν) = 13 + 76%

• HM3:

– m(g̃) ≥ m(q̃), g̃ → q̃q is the dominant

– B(g̃ → t̃1t) = 52%, B(q̃L → qχ̃
0
2) = 32%

– B(χ̃0
2 → h

0
χ̃
0
1) = 94%, B(χ̃±

1 → W
±
χ̃
0
1) = 100%

• HM4:

– m(g̃) < m(q̃), hence q̃ → g̃q is important

– B(q̃L → g̃q) = 43%, B(q̃R → g̃q) = 77−93%, B(g̃ → t̃1t) = 82%

– B(t̃1 → tχ̃
0
2) = 3%, B(t̃1 → tχ̃

0
3) = 22%, B(t̃1 → tχ̃

0
4) = 16%

– B(χ̃0
2 → h

0
χ̃
0
1) = 94%, B(χ̃0

4 → h
0
χ̃
0
2) = 30%, B(χ̃±

1 → W
±
χ̃
0
1) = 100%

A typical example with multijets and large missing transverse energy final

state for g̃ → q̃q decay is shown in Figure 4.2.

To discover physics beyond the SM, the CMS experiment is looking for different

generic signals, and multijet events (at least 3 jets) with a large missing transverse

momentum ( �HT) is one of them where �HT is defined as the magnitude of the negative

vectorial sum of the transverse momenta of the jets. In this thesis, a search for

multijet events with large �HT is presented for 36 pb−1 of
√
s = 7 TeV proton-proton

data collected with the CMS detector from 2010 March to 2010 November. Results
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are presented in the context of the CMSSM, and in the more general context by using

simplified models [35–37].

4.3 Event Reconstruction in CMS

All the physics objects used in this analysis are reconstructed by the particle

flow (PF) algorithm [38]. The PF algorithm was developed to identify almost all

stable particles in the event with a good estimation of their energy, momentum, and

type. The PF algorithm uses all the sub-detectors, charged particle tracks, calorime-

ter clusters and muon tracks, to optimize the particle reconstruction. Then it uses

all those reconstructed particles to construct jets, to form missing transverse energy

( �ET), and to identify τ s and their decay products. The jets are reconstructed by

using anti-kT algorithm with parameter D = 0.5 [39]. The anti-kT algorithm is a se-

quential clustering algorithm which produces circular cone-shaped jets. The jets used

in this analysis are corrected for the non-linear calorimeter response with respect to

their transverse momentum (pT) and η by the correction factors derived from simula-

tions [40]. In addition to that, jets in data are corrected with the residual correction,

which is derived from the data in order to account for jet response difference in data

and in simulation samples.

4.4 Sample Selection

The aims of the event selection used in this analysis are

1. to be inclusive so that many new physics models with hadronic final states with

missing momentum can be observed.
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2. to be efficient for new physics models with small mass particles.

3. to define a search region where SM backgrounds can be estimated by using

data-driven methods.

The data used in this analysis are collected with different trigger paths based

on the quantity Htrigger
T , defined as the scalar sum of the transverse momenta of

the reconstructed calorimeter jets with pT> 20 GeV. Because of the instantaneous

luminosity increase at LHC, the threshold on the Htrigger
T was raised from 100, to 140,

and to 150 GeV during the 2010 data-taking period.

Many non-physical effects can mimic the actual final state signatures. These

effects can come from real particles, which originate from the beam backgrounds,

cosmic rays, muons, and also from the detector noise, which can cause fake energy

deposits in the calorimeter. To clean the non-physical effects from real collisions,

the possible sources of fake �HT, various sources of detector noise, and beam related

background events are removed from the data by applying several cleanup and quality

requirements [41–43].

The event selection in this analysis starts with loose requirements. Later on

in this analysis tighter requirements are applied to define the search selections. The

list of event selections after the trigger selection is as follow:

• At least 3 jets with pT > 50 GeV and |η| < 2.5. The selection on pseudorapidity

is restricted to 2.5 to have the full jet energy deposit contained in the barrel

and endcap regions of the calorimeters.

• HT > 300 GeV, where HT defined as the scalar sum of the transverse momenta
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of the jets with pT > 50 GeV and |η| < 2.5. This requirement is chosen to be

above the initial HT trigger.

• �HT > 150 GeV, where �HT is defined as the magnitude of the negative vectorial

sum of the transverse momenta of the jets where jets are required to satisfy

pT > 30 GeV and |η| < 5. This requirement extinguishes most of the QCD

multijet events.

• |∆φ(jet1,2, �HT)| > 0.5 rad and |∆φ(jet3, �HT)| > 0.3 rad. These requirements

are introduced to remove most of the QCD multijet events in which a single

mismeasured jet causes a high �HT. The |∆φ(jet1,2,3, �HT)| distributions for the

QCD and LM1 samples are shown in Figure 4.3.

• Vetoes on isolated muons and electrons. This requirement is applied to reject

the leptonic final states of W+jets, Z+jets, and tt̄ events. Muons and electrons

are required to have pT >10 GeV and a good quality track matched to the

primary vertex. They are required to satisfy also the criteria (
�∆R<0.4

p
ch
T +

�∆R<0.4
p
nh
T +

�∆R<0.4
p
γ
T ) / p

lepton
T < 0.2, where pchT , pnhT , pγT and p

lepton
T are the

momenta of charged hadrons, neutral hadrons and photons. The pseudorapidity

condition for muons and electrons, respectively, is |η| < 2.4 and 2.5, excluding

the transition region 1.44 < |η| <1.57.

Two search regions are chosen based on the observables central to this inclusive

multijet and missing momentum search [44]:

1. High �HT search region: �HT > 250 GeV, motivated by the search for generic

dark matter candidates coupled with high background rejection.
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Table 4.3: List of the MC

datasets and corresponding cross

sections.

Dataset σ(pb)
tt̄ 165 (NNLO)
W(lν)+jets 31300 (NNLO)
Z(νν̄)+jets 5768 (NNLO)
LM1 6.5 (NLO)

2. High HT search region: HT > 500 GeV, sensitive to higher object multiplicities

like SUSY cascade decays.

4.5 Monte Carlo Production

To compare our results with SM backgrounds we used several Monte Carlo

(MC) simulated signal and background samples that are produced with detailed

Geant4 [45] CMS detector simulation. The QCD multijet, t̄t, W, Z, γ+jets, dibosons

and single top samples are generated with PYTHIA [46] and MADGRAPH [47] gen-

erators by using the CTEQ6.1L [48] parton distribution functions. The LM1 CMSSM

point [8], with mSUGRA parameters m0 = 60GeV, m1/2= 250GeV, A0 =0, tanβ =10,

and sign(µ) > 0, is used as our benchmark point.

The predicted cross sections for MC samples are normalized to next-to-leading

(NLO) or next-to-next-to-leading-order (NNLO) cross sections when available [49–51]

and the event yield is normalized to the total integrated luminosity of 36 pb−1. The

samples with NLO and NNLO corrected cross sections are summarized in Table 4.3.
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4.6 The SM Backgrounds

The largest SM backgrounds for the multijet and large �HT analysis come from

QCD, Z(→ νν)+jets, W+jets and tt̄, and multijet events with large missing momen-

tum from leptonic decays of quarks. There are also contributions due to jet mismea-

surements, and noise or dead components from the detector. Since QCD background

is the biggest for this analysis, the next chapter (Chapter 5) is devoted to the QCD

background estimation method and jet resolution measurements.

The event yields for the data and MC samples after the trigger, cleaning and

event selections are tabulated in Table 4.4. The HT and �HT distributions after the

baseline selection are shown in Figures 4.4 and 4.5. The simulations are only used for

verification, since all of the SM backgrounds in this analysis are estimated by using

data-driven methods.

4.6.1 Z(νν̄) + jets Background Estimation

The Z+jets events followed by neutrino decay of the Z boson are an irreducible

background for multijet and large missing transverse momentum events. We estimate

the number of Z+jets events by using γ+jets sample since the electroweak behavior of

the Z boson and the photon are similar for high pT region. The differences that should

be taken into account come from the electroweak couplings and the asymptotically

vanishing residual mass effects [52]. The ratio of the Z boson and γ+jets production

cross section provides a good handle for estimating the missing momentum spectrum

for Z+jets events for the higher pT region.
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Table 4.4: Event yields in data and MC samples for the largest SM

backgrounds.

Baseline Sel. High- �HT Sel. High-HT Sel.
Data 111 15 40
SM Prediction 81.2 12.9 26.4
QCD 16.9 0.5 9.3
Z → νν̄ 21.1 6.3 5.7
W 19.7 3.5 5.6
tt̄ 23.1 2.7 6
otherEWK 1.6 0 0
LM1 (benchmark) 44.4 30.9 33.2

All the MC samples are generated with the MADGRAPH, except the

QCD multijets and signal sample which are generated by PYTHIA [44].

The γ+jets control sample we used in the Z(νν̄)+jets background estimation

is collected using single photon triggers. To discriminate photons from electrons,

we veto events with a track seed in the pixel detector. Photons coming from QCD

events are suppressed by requiring isolated photons. Since only direct photons are

related to the Z production, the 5% contribution from fragmentation photons [53],

and from isolated neutral pions and η mesons decaying to pairs of secondary photons

(the purity of the prompt photon is found to be ∼94%) are treated as background

and subtracted from the γ+jets control sample.

We obtain the Z/γ cross section correction factor using simulated γ+jets and

Z(→ νν̄) MADGRAPH samples. The following corrections are applied to the back-

ground subtracted γ+jets control sample before the number of events passing the
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search selections are predicted for Z(νν̄)+jets events:

• cross section ratio between the Z(νν̄)+jets and γ+jets processes

• photon selection and isolation cuts applied to the MC sample

• photon reconstruction inefficiency

• photon identification and isolation efficiencies

The total Z/γ correction factors with systematic uncertainties are 0.37 ±14%

for the baseline, 0.45 ±18% for High- �HT, and 0.38 ±17% for High-HT selection [44].

The results of the Z(νν̄)+jets background estimation for different search regions are

summarized in Table 4.5. We determine predictions by multiplying the numbers of

γ+jets events with the Z/γ correction factors. The predictions are in good agreement

with the estimations derived from MC simulations.

Table 4.5: The number of γ+jets events in data and estimated number of

Z(νν̄)+jets background (with systematic and statistical errors).

Baseline Sel. High- �HT Sel. High-HT Sel.
γ+jets data sample 72 16 22
Z → νν̄ (data) 26.3 ± 3.2 ± 3.6 7.1 ± 1.8 ± 1.3 8.4 ± 1.8 ± 1.4
Z → νν̄ (MC) 21.1 ± 1.4 6.3 ± 0.8 5.7 ± 0.7

The direct prediction from MC sample with statistical errors is also given. The

data driven estimation is calculated by multiplying the number of γ+jets events

with Z/γ correction [44].
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4.6.2 W+jets and tt̄ Background Estimation

To eliminate SM events which come from the leptonic final state of W+jets,

Z+jets, and tt̄ events, a veto is applied on the isolated muons and electrons with pT

> 10 GeV. However this requirement does not reject the events when:

• a lepton coming from a W or a top quark decay is outside the geometric or

kinematic acceptance

• a lepton is not reconstructed

• a lepton is not isolated

• a tau lepton decays hadronically

The first three items are denoted as lost leptons, whereas the last item is denoted as

a hadronic τ (τh). We use two separate data-driven methods to estimate backgrounds

from W+jets and tt̄ processes. Both methods use µ+jet events as the control sample.

The first method estimates the number of events that fail the isolated lep-

ton requirement, and the second method predicts the background which comes from

hadronic τ decay by substituting the muon in the µ+jet sample with a τ jet.

The total number of events which come from the lost lepton and hadronic τ

background predictions is considered as the sum of the W+jets and tt̄ backgrounds.

The procedures are summarized below.

4.6.2.1 The W/tt̄ → e, µ+X background estimation

The estimate of W+jets and tt̄ events (where W decays leptonically and the

leptons are not vetoed by the isolated lepton requirement) is measured by using a
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muon control sample. The control sample consists of events with exactly one muon

that passes all the isolation and quality cuts given in Section 4.4. We applied three

corrections to the control sample in order to estimate the number of events in the

signal region. The control sample is first corrected for non-isolated but identified

electrons and muons, the second for non-identified electrons and muons. The last

correction is to correct the control sample by Raccept, estimated by simulations, which

is the ratio of the events without acceptance leptons to those within the acceptance.

The corrections are obtained from data using Tag & Probe method.

A total 18% systematical uncertainty is assigned to the background estimation.

The sources of this uncertainty come from isolation and identification efficiencies, the

kinematic difference between the signal and the control sample, the SM background

contamination in the control sample, and the use of simulations for acceptance cal-

culation [44].

The predictions are obtained from the muon samples, selected using the same

HT triggers we use for the signal searches and compared to the predictions from the

simulated W+jets and tt̄ events by using the same method, and to the direct predic-

tion from MC PYHTIA sample. The results with statistical and systematical uncer-

tainties are summarized in Table 4.6. This background estimation method reproduces

the MC expectations (MC PYHTIA) when it is applied to the simulation (Estimate

from MC); however, the numbers from the data-driven estimation (Estimate from

data) are 50% higher than the MC expectations. This difference is attributed to the

MC generator parameter tunes in the MC samples used in this background estimation
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method [44].

Table 4.6: The estimated number of events for the lost lepton back-

ground when the number is extracted from the data (Estimate from

data) or MC (Estimate from MC) with the statistical and systematical

uncertainties [44].

Baseline Sel. High- �HT Sel. High-HT Sel.
Estimate from data 33.0 ± 5.5+6.0

−5.7 4.8 ± 1.8+0.8
−0.6 10.9 ± 3.0+1.7

−1.7

Estimate from MC 22.9 ± 1.3+2.7
−2.6 3.2 ± 0.4+0.5

−0.5 7.2 ± 0.7+1.1
−1.1

MC PYHTIA 23.6 ± 1.0 3.6 ± 0.3 7.8 ± 0.5

4.6.2.2 The W/tt̄ → τh+X background estimation

We use a muon+jet control sample to estimate the hadronic τ background.

The control sample is chosen by single muon triggers. Events with exactly one muon

with pT> 20 GeV and |η| < 2.1 are used in the background estimation method. Muons

are also required to pass the isolation and quality cuts described in Section 4.4.

The event kinematics of hadronic τ events are similar to those in the muon

control sample except for the energy of the τ jets. This energy difference is corrected

by replacing each muon in the control sample with a τ jet. The momentum of τ jets

are obtained by scaling the muon momentum with a correction factor that is derived

using a simulated energy response that models the fraction of visible momentum as

a function of true lepton momentum [54,55].
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The following criteria are applied to the control sample to estimate back-

ground:

• kinematic and geometrical acceptance for the muons; 0.84 ± 0.05 for the High-

�HT and baseline selections, 0.89 ± 0.05 for the High-HT selection,

• correction for the muon triggers, reconstruction and isolation efficiencies,

• correction for the relative branching ratio of W decays to muons or hadronic

τ jets; a factor of 0.65 is applied for the simulated events whereas the relative

fraction of 0.69 is applied when the results are extracted from the data [22].

The method is tested on both data and simulated W/tt̄ events. Within the

uncertainties the data and simulation predict similar numbers of events. The system-

atic uncertainties come from the possible difference in data and MC for the τ energy

response (2%), the SM background for the muon control sample (5%), the muon

acceptance (+6%,−5%), and muon efficiency measurements in the data (1%) [44].

The predicted numbers of events for the hadronic τ background with the systematic

uncertainties are summarized in Table 4.7.

Table 4.7: Estimated number of events for the hadronic τ background from

data and MC simulations with their statistical and systematic uncertain-

ties [44].

Baseline Sel. High- �HT Sel. High-HT Sel.
W/tt̄ → τh (data) 22.3 ± 4.0 ± 2.2 6.7 ± 2.1 ± 0.5 8.5 ± 2.5 ± 0.7
W/tt̄ → τh (MC) 19.9 ± 0.9 3.0 ± 0.4 5.5 ± 0.5
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Since QCD is one of the main backgrounds and most of my efforts are di-

rected toward to the jet resolution measurements for the QCD background estimation

method, the next chapter is devoted to the QCD background estimation.
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(a) qq → q̃q̃

(b) qg → q̃g̃

(c) gg → g̃g̃

Figure 4.1: Feynman diagrams for q̃q̃ (a), q̃g̃ (b), and g̃g̃ (c) productions.
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Figure 4.2: A typical example for g̃ → q̃q decay with multijets (quarks and taus) and

large missing transverse energy (χ̃0
1) final state for CMS LM1 benchmark point.
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Figure 4.3: ∆φ distributions between the first three leading jets and the �HT for the

QCD and LM1 samples. All histograms are normalized to unit area.
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Figure 4.4: �HT (left) and HT (right) distributions for the data and MC samples after

baseline selections except �HT > 150 GeV requirement.
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baseline selections including the �HT > 150 GeV requirement.
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CHAPTER 5
QCD BACKGROUND ESTIMATION

5.1 Introduction

Due to their large production cross-section, QCD multijet events constitute

a large background to the jets+ �HT final state. Large fluctuations in the jet energy

response result in large �HT in well-balanced QCD events. In addition to this, the

semi-leptonic decays of heavy flavor quarks and dead/malfunctioning channels can

also contribute to this imbalance in QCD events. These effects manifest themselves as

deviations from the Gaussian nature of jet resolutions. Therefore it is very important

to measure the complete jet resolution functions (Gaussian core + non-Gaussian tails)

to be able to estimate the QCD background to jets+ �HT final states from the collision

data.

In this analysis, we use the Rebalance and Smear (R&S) method [44] to es-

timate the QCD background directly from the data. In addition to predicting event

counts, this method also predicts the full kinematics for multijet events such as the

�HT spectrum while being unaffected by the presence of signal events in the sample

that is used to predict the background.

The R&S method starts with rebalancing the reconstructed multijet events

with at least two jets with pT> 10 GeV to produce “seed events” which are a good

estimation for the true well-balanced (no missing momentum) QCD events. The

multijet sample is collected by requiring the triggers listed in Section 4.4. Then we
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smear the seed events to estimate the QCD background for multijet+�HT events. We

use jet energy resolutions both in rebalancing (Gaussian resolutions) and smearing

(full resolutions) procedures.

The rebalancing procedure, the four-momenta of jets are adjusted by using jet

resolution functions measured from data and the events are brought into transverse

momentum balance. The rebalancing procedure converts even high missing momen-

tum events from neutrinos and other undetected particles to the well-balanced QCD

events [44]. Other SM backgrounds, Z(→ νν)+jets, W+jets and tt̄, have negligible

effect on the rebalancing step since their production rates are very small compared

to the QCD multijet production rates.

As a next step, the momentum of each jet in the seed event sample is smeared

using a random number from measured jet resolution distributions. The smeared

events are used to predict the kinematic properties such as �HT and HT distributions

after the search requirements are applied. The R&S method is applied on simulated

events, and predicted distributions are compared with the original reconstructed MC

distributions as shown in Figure 5.1. We can predict the kinematic distributions ( �HT

and HT) within 10% of the original MC distributions for the baseline and high HT

selections. The disagreement between the predictions and actual MC distribution goes

up to 40% for the high �HT region; however, this is the region where the QCD multijet

contribution is negligible compared to the other SM backgrounds. The number of

predicted events in the simulation and smeared seed events after the search selections

are given in Table 5.1.
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Jet energy resolutions provide crucial inputs to the R&S QCD background

estimation method, and in the following section the measurement of jet energy reso-

lutions from the γ+jet and dijet data is given in detail.
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Figure 5.1: The �HT (left) and HT (right) distributions from the rebalance and smear

method applied to simulation events and compared to actual MC (MC truth) distri-

butions for events passing multijet, HT ≥ 300 GeV, and ∆φ(jet1−3, �HT) selections.

Additionally the �HT > 150 GeV requirement is applied for the right plot [44].

5.2 Jet Energy Resolution Measurements

There are several methods which use collider data to derive the full jet energy

resolution functions, including the non-Gaussian tails. Although these methods rely

on momentum conservation in the transverse plane, they differ in techniques such as a
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Table 5.1: Number of events predicted after search selection estimated

from PYTHIA multijet sample.

Baseline Sel. High- �HT Sel. High-HT Sel.
N(PYTHIA) 11.4 ± 0.4 0.13 ± 0.04 8.46 ± 0.32
N(R&S) 13.2 ± 0.1 0.177 ± 0.004 9.57 ± 0.04
N(R&S)/N(PYTHIA) 1.15 ± 0.04 1.4 ± 0.4 1.13 ± 0.05

The number of events predicted after search selection based on applying

R&S method to PYTHIA multijet sample. Only statistical uncertainties are

given [44].

maximum likelihood approach in a global fit to dijet events [56], pT balance in γ+jets

events [57] or missing pT fraction in the direction of the photon (MPF) [58]. In this

study, I focus on measuring jet energy resolutions from γ+jets and dijet events using

the pT balance technique and dijet asymmetry method.

The jet energy resolutions are measured both in data and simulated samples

(MC). The γ+jet samples are used to measure the resolutions for the lower pT region,

whereas the dijet samples are used for the higher pT region. The disagreement be-

tween data and MC is quantified as the ratio of measured resolutions (Data/MC) and

used to modify MC truth resolutions according to the difference between the data

and MC, and then adjusted resolutions are used in the R&S method. The MC truth

resolution is measured as pJet
T /pParticleJet

T , where particle jet is the generator-level jet,

and its transverse momentum is calculated by perfectly measuring the momentum of

all the particles in the jet. The resolution functions are also used to estimate sys-
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tematic uncertainties due to the jet resolution measurements in the QCD background

estimation, and for signal efficiency calculations for discovery or exclusion limits.

I performed another study to estimate the desired lower limit on the jet pT

that can be used in jet energy resolution measurements. I found that we need to

go as low as 20 GeV on jet pT to minimize our error in estimating the QCD �HT

distribution. The details are described in Appendix A.

5.2.1 γ + Jet Measurements

Since the photons are reconstructed with a excellent energy resolution (∼

1%) [59], the width of a pJet
T /pγ

T distribution in events with a γ+jet final state, which

is denoted by σ(pJet
T /pγ

T), can be used as a good estimator of the jet fractional pT

resolution. In real events, the momentum balance in the transverse plane is modified

by the presence of additional jets originated from initial or final state radiation. The

measurement can be corrected for this effect by extrapolating the measured resolution,

in the fractions of photon pT carried by the second jet pT, to the limit of zero secondary

jet activity.

To measure the jet energy resolution in a data-driven way, the observable

σ(pJet
T /pγ

T) is factorized as

σ(pJet
T /pγ

T) = σ(pJet
T /pParticleJet

T )⊕ σ(pParticleJet
T /pγ

T) (5.1)

which can be also written as

σ(meas) = σ(int)⊕ σ(imb) (5.2)
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The first term on the right side of the equation (5.1) is the intrinsic (MC truth)

resolution of interest and the second term is the imbalance term arising because of

the presence of the secondary jet activities in an event.

5.2.1.1 Dataset and Event Selection

The results I present for the γ+jet resolution measurements are based on 36.1

pb−1 of proton-proton collision data collected during 2010 and reconstructed with

CMS software. The MC γ+jets event sample is generated using PYTHIA6 [46] and

processed through the GEANT4 [45] based on a detailed simulation of the CMS

detector, which includes the detector response and material.

The γ+jet data used in this analysis are collected with different trigger paths

based on the pT of γ. The jet resolution is measured in bins of γ pT that are defined

in a such way that each pT bin only contains events from a single trigger path. The

events with selected trigger paths, summarized in Table 5.2, are used in jet resolution

measurements. The pT distributions for the leading photons collected with different

HLT paths are shown in Figure 5.2.

The γ+jet data sample is dominated by a QCD dijet background, in which a jet

mimics the photon. To suppress this background, HCAL, ECAL, tracker isolations,

and shower shape requirements are applied to the data [60]. To discriminate photons

from electrons, events with a track seed in the pixel detector are vetoed.

Events with at least one identified photon (selected with the above isolation

parameters) with pT > 10 GeV and |η| <1.1, where the photon and the leading jet
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Figure 5.2: Photon pT distribution collected with different photon HLT paths.

Table 5.2: Photon HLT paths and corresponding photon pT

bins used in jet resolution measurements.

Photon pT (GeV) HLT Paths
22− 32 HLT Photon20 L1R

HLT Photon20 Cleaned L1R
32− 52 HLT Photon30 L1R

HLT Photon30 L1R 8E29
HLT Photon30 Cleaned L1R

52− 72 HLT Photon50 L1R
HLT Photon50 NoHE Cleaned L1R
HLT Photon50 Cleaned L1R v1

> 72 HLT Photon70 NoHE Cleaned L1R v1
HLT Photon70 Cleaned L1R v1
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T distribution for 32 < pγ
T < 52 GeV.

are back-to-back (|∆φ(γ, jet1)| > 2.7 rad) are used to measure jet resolutions.

5.2.1.2 Measurement of Resolutions in Data and MC

After the event selections listed in Section 5.2.1.1, pJet
T /pγ

T distributions are

measured in data and MC. The MC and data comparison for the pJetT /pγ
T measurement

for the 32−52 GeV γ photon pT bin is shown in Figure 5.3. Distributions measured

in the MC well predict data.

To study the additional jet activity in γ+jet events I measure the resolutions
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Figure 5.4: Left: Imbalance (pParticleJet
T /pγ

T) distributions for different bins of

pParticleJet2
T /pγ

T and for 140 < pT < 180 GeV.

(measured, intrinsic, imbalance) in bins of pJet2
T /pγ

T. Figure 5.4 shows the imbalance

distributions for different bins of pParticleJet2
T /pγ

T in MC. The effect of reducing the

second jet activity is clearly visible as a narrowing of the spread of the distributions.

The resolutions I measure for the 52−72 GeV γ pT bin in the bins of pJet2
T /pγ

T

are shown in Figure 5.5. Blue filled circles represent the intrinsic resolutions of recon-

structed jets measured as the width of pJetT /pParticleJet
T for which reconstructed jets are
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matched to particle jets within a radius of ∆R = 0.1 (∆R ≡
�
(∆η)2 + (∆φ)2 ). The

variation of ∆R matching can affect resolution measurements. I performed a study to

evaluate this effect (Appendix B). The study showed that varying ∆R matching from

0.10 to 0.15, 0.20, 0.25, and 0.30 does not have a significant effect on measured res-

olutions. The measured resolution (width of pJet
T /pγ

T) is shown with red open circles

for data and with violet filled circles for MC. The distribution shown with black filled

circles is the MC imbalance resolution (width of pParticleJetT /pγ
T). Figure 5.5 shows

that measured and imbalance resolutions are affected by the additional jet activities

in the events, whereas the intrinsic resolution is independent of any other activity in

an event.

To obtain the Data/MC ratio, first the ratio of the intrinsic resolutions mea-

sured in data and MC is obtained, then it is extrapolated to zero as a function of

pjet2
T /pγ

T. The σ(imb) component measured from MC is assumed to be the same in

the data. Intrinsic resolutions in data and MC are calculated by subtracting the MC

imbalance component from σ(pJet
T /pγ

T) in quadrature for various bins of pjet2
T /pγ

T. By

following equation (5.2), intrinsic resolutions for data and MC can be written as

(σData(int))
2 = (σData(meas))2 − (σMC(imb))2 (5.3)

(σMC(int))
2 = (σMC(meas))2 − (σMC(imb))2 (5.4)

The imbalance component subtracted measured resolution (σ(int)) is expected

to be independent of pJet2
T in simulations, and therefore it is fitted with a zero degree

polynomial before the Data/MC ratio is calculated. The measured (left) and intrinsic
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Figure 5.5: Components of jet resolution functions in 140−180 GeV photon pT bin

as a function of pJet2
T /pγ

T are shown for data and MC.

(right) resolutions for data and MC are shown in Figure 5.6 for the 90−110 GeV γ

pT bin.

One of the main contribution to the uncertainty in measuring resolutions comes

from the extrapolation procedure used to obtain the limit in the case of zero secondary

jet activity. To address this issue, two fit ranges are used for extrapolation depend-

ing on the photon pT bin used. For low momentum pT bins like 22−32, 32−52 or
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Figure 5.6: Measured (left) and intrinsic (right) resolutions in Data (red) and MC

(blue) in the 90−110 GeV photon pT bin for 0.0 < |η| < 1.1 region.

52−72 GeV, resolutions measured at lower values of pJet2
T /pγ

T fractions are biased due

to reconstruction inefficiency of jets and higher uncertainties in jet energy correc-

tions. Similarly for higher pT bins (100−140 GeV or higher), including resolutions

measured at higher values of pJet2
T /pγ

T fractions result in another bias due to a larger

deviation from the two body process. Therefore for each pT bin used in this study,

two fit regions are chosen by including or excluding lower/higher values of second jet

pT fractions. The left and right columns in Figures 5.7 and 5.8 show the intrinsic

resolutions measured in Data and MC for lower and higher extrapolation regions.

Figures 5.9 and 5.10 show the ratio of measured intrinsic resolutions in two

different extrapolation regions for the photon pT bins I used in this analysis. The

nominal Data/MC ratio is taken to be the average of the two cases for the given

photon pT bin.
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Figure 5.7: Intrinsic resolutions measured in Data (red) and MC (blue) for the photon

pT bins (22−32), (32−52), and (52−72) GeV for the |η| < 1.1 region. Distributions

are shown for lower (left) and higher (right) extrapolation regions.
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Figure 5.8: Intrinsic resolutions measured in Data (red) and MC (blue) for the photon

pT bins (72−90), (90−110), and (110−140) GeV for the |η| < 1.1 region. Distribu-

tions are shown for lower (left) and higher (right) extrapolation regions.
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Figure 5.9: Ratio of intrinsic resolutions measured in Data and MC for the photon

pT bins (22−32), (32−52), and (52−72) GeV for the |η| < 1.1 region. Distributions

are shown for lower (left) and higher (right) extrapolation regions.
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Figure 5.10: Ratio of intrinsic resolutions measured in Data and MC for the photon pT

bins (72−90), (90−110), and (110−140) GeV for the |η| < 1.1 region. Distributions

are shown for lower (left) and higher (right) extrapolation regions.



77

A summary of the measured Data/MC ratio of intrinsic resolutions in the

various η regions of the detector is shown in Figure 5.11. The measured ratios are

consistent with being independent of pT and fitted with a zero degree polynomial.

5.2.1.3 Estimation of non-Gaussian Component

To estimate the non-Gaussian component, first the resolutions in the MC

sample are stretched according to the measured Data/MC ratio. To stretch measured

resolutions in the MC, pJet
T is modified by the fractional difference in the intrinsic

resolution measured in data and MC as follow

pJet
T = pJet

T + (pJet
T − pParticleJet

T )× (
σ
Data
intr

σ
MC
intr

− 1) (5.5)

After distributions in the MC are modified, the resolutions measured in data and MC

are fitted with a Gaussian function and the number of events outside the 2.5σ range

is counted in the bins of pγ
T to compare resolution tails. The measured resolutions in

data and MC for the various photon pT bins are shown in Figure 5.12.

By using the event count outside the 2.5σ range, the Data/MC ratio for the

number of tail events is obtained for different pγ
T bins as shown in Figure 5.13. The

event statistics come from the 2010 γ+jet data do not allow us to measure the resolu-

tion tails with precision, but a constant fit to the ratio is consistent within the errors

with the study using a dijet sample, and provides a cross check [60].
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Figure 5.11: Extrapolated ratio of the intrinsic resolution measured in data and MC

for the various bins of jet η.
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Figure 5.12: Measured jet pT resolution functions in MC and data for different photon

pT bins for |η| < 1.1.
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Figure 5.13: Ratio of the number of tail events in data and MC vs pγ
T.

5.2.2 Dijet Measurements

The dijet asymmetry method is used to measure the full resolution function

from the dijet sample. The dijet asymmetry is calculated as ( pJet1T − p
Jet2
T ) / (pJet1T +

p
Jet2
T ) with a random ordering of the two highest pT jets. The method measures the

resolution as a function of jet η and pT. Since the momentum balance in the transverse

plane is destroyed by the additional jet activities in the events, an extrapolation to

no additional jet activity is performed [44].

The Data/MC ratio from the photon+jet and dijet samples are compared in

Figure 5.14 as a function of jet pT in the barrel region (|η| < 1.1). There is a good
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Figure 5.14: The ratio of jet pT resolutions in data and MC samples versus jet pT,

in |η| < 1.1, from dijet and γ+jet samples; a combined fit to both data sets is also

shown [60].

agreement between dijet and γ+jet measurements.

The Data/MC ratio measured with the dijet sample is calculated separately

for Gaussian and non-Gaussian parts and the Gaussian component is combined with

γ+jet results. The combined Data/MC ratio for the various η regions of the detector is

shown in Figure 5.15. Table 5.3 summarizes Data/MC ratios measured from dijet and

γ+jet samples with statistical and systematical uncertainties. Details of systematical

uncertainty measurements are described in Section 5.2.3. Both methods (γ+jet and
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Figure 5.15: Results from the combination fits versus jet pT in various η ranges

(right) [60].

dijet) measure the core of the Gaussian resolution 5−10% higher in data compared

to simulations. Since no significant non-Gaussian tails are observed in γ+jet events,

the correction factors to the jet resolution tails are derived by using the dijet sample.

Figure 5.16 shows the Data/MC correction factor measured from the dijet sample for

the jet resolution tails in the barrel region.

The nominal resolution functions are obtained by first modifying the Gaussian
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Table 5.3: Ratio of the resolutions measured in data and MC for different

jet η ranges using the unbinned likelihood fits in the dijet and pT balance

method in γ+jet samples.

|η| Data/MC ratio in dijet Data/MC ratio in γ+jet
0.0 - 1.1 1.066 ± 0.007 + 0.074 - 0.082 1.07 ± 0.020 + 0.024 - 0.033
1.1 - 1.7 1.191 ± 0.019 + 0.064 - 0.062 1.10 ± 0.031 + 0.031 - 0.039
1.7 - 2.3 1.096 ± 0.030 + 0.089 - 0.085 1.07 ± 0.048 + 0.056 - 0.047
2.3 - 3.5 1.166 ± 0.050 + 0.198 - 0.199 1.18 ± 0.062 + 0.043 - 0.072

Results are given with statistical uncertainties from the fit and the upper and

lower systematical uncertainties [60].

core of the MC truth resolutions, measured from the QCD multijet sample, with

the correction factors derived from γ+jet and dijet samples. Then both the lower

and upper tails of the MC truth resolutions are scaled by the tail corrections factors

derived from dijet samples. The nominal resolutions are used for smearing seed events

in the inclusive data sample.

5.2.3 Systematic Uncertainty Measurements

The systematic uncertainties given in Table 5.3 for the dijet asymmetry meth-

ods are evaluated using the QCD MC samples. The following items are studied to

evaluate the systematic uncertainty of the Data/MC ratio measured from the dijet

sample:

• particle level dijet cross section

• jet energy scale
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Figure 5.16: The Data/MC correction factor for the jet resolution tails observed in

dijet samples for barrel region, using the range greater than 2.5 σ window [60].

• correction for additional hadronic activity

• hadronization and out-of-cone correction

• non-closure in the MC sample.

The contribution from each item is accepted to be uncorrelated and the final sys-

tematic uncertainties listed in Table 5.3 are calculated as the quadrature sum of the

individual components.
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To complete the Gaussian core jet resolution measurements from the γ+jet

sample, I studied the following systematic uncertainties on the measured Data/MC

ratio:

1. Variation of the extrapolation fit range.

2. Effect of ∆φ(γ, jet1) requirement.

3. Uncertainty of jet energy corrections.

4. Particle level imbalance.

5. Flavor difference between γ+jet and dijet events.

6. Pileup subtraction.

Since the Data/MC ratio of intrinsic resolutions is our main measurement, I studied

how much each item listed above can change the measured Data/MC ratio. For each

item, the Data/MC ratio is recalculated and the relative difference between the new

and nominal ratios is used in systematic uncertainty assignments.

5.2.3.1 Uncertainty Due to Extrapolation Fit Range

As mentioned in Section 5.2.1.2, the extrapolation procedure for obtaining the

limit in the case of zero secondary jet activity is one of the systematic uncertainties

in measuring the Data/MC ratio. I studied this systematic effect by choosing two

different extrapolation regions for each γ pT bin used in this analysis. In the first ex-

trapolation region, the lower pJet2
T /pγ

T fraction points are included in the fit, whereas

in the second region, higher fraction points are included in the fit procedure. I mea-

sured the extrapolated Data/MC ratio of intrinsic resolutions for the two fit regions,



86

γ

T
p

0 20 40 60 80 100 120 140 160 180 200

d
a
ta

 /
 M

C

0.7

0.8

0.9

1

1.1

1.2

1.3

 / ndf 2χ  8.243 / 6

p0        0.02035±  1.07 

 / ndf 2χ  8.243 / 6

p0        0.02035±  1.07 

 / ndf 2χ      9 / 6

p0        0.02035± 1.065 

 / ndf 2χ      9 / 6

p0        0.02035± 1.065 

 / ndf 2χ  10.48 / 6

p0        0.01862± 1.079 

 / ndf 2χ  10.48 / 6

p0        0.01862± 1.079 

Higher Extrapolation Range
Nominal

Lower Extrapolation Range

 | < 1.1Jetη0.0 < | 

Figure 5.17: Data/MC ratio for nominal (black), lower extrapolation range (blue),

and higher extrapolation range (red) measurements for the 0.0 < |η| < 1.1 region.

and then used relative differences between the two Data/MC ratios to define the un-

certainty due to the extrapolation fit range. Figure 5.17 shows the nominal Data/MC

ratios together with the ratios I calculated for lower and higher extrapolation.

5.2.3.2 Uncertainty Due to ∆φ(γ, jet1) Requirement

To obtain back-to-back γ+jet events in resolution measurements I only used

events where ∆φ between the leading jet and γ is greater than 2.7 radians. To
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study the effect of this requirement on the measured Data/MC ratio, I measured

intrinsic resolutions in the MC with two different ∆φ selections, which are marked

as MC(1) and MC(2), by following the method described in Section 5.2.1.2, then

calculated their ratio for the pseudorapidity ranges of (0.0−1.1), (1.1−1.7), (1.7−2.3)

and (2.3−3.5). Figure 5.18 shows the MC(1)/MC(2) ratio for the barrel region where

I measured MC(1) with |∆φ(γ, jet1)| > 2.1 and MC(2) with |∆φ(γ, jet1)| > 2.7. Since

the deviation from 1 on the measured MC(1)/MC(2) ratio is less than 1%, the effect

of the ∆φ requirement is not taken into account in systematic error calculations.

5.2.3.3 Uncertainty Due to Jet Energy Corrections

The jet energy correction (JEC) measurement is one of the main systematic

uncertainties affecting the Data/MC calculations. To determine the systematic uncer-

tainty due to JEC, I varied the jet energy corrections I applied on the reconstructed

jets up and down with the official uncertainties provided by the CMS JEC group [40].

By following the procedure explained in Section 5.2.1.2, I recalculated the Data/MC

ratios with new JECs and measured the relative differences between the two ratios

(JEC up and JEC down). Figure 5.19 shows how the Data/MC ratio of intrinsic

resolutions changes if JECs are varied by nominal uncertainties for the barrel re-

gion. I assigned the relative difference between JEC up (1.08) and JEC down (1.044)

Data/MC ratios as a systematic uncertainty and repeated the same procedure for the

other eta bins I used in this study.
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Figure 5.18: Ratio of intrinsic resolutions measured in MC for two different ∆φ

requirements for 0.0 < |η| < 1.1 region.

5.2.3.4 Uncertainty Due to Imbalance Component

To calculate intrinsic resolutions, the imbalance measured from the MC are

subtracted both from MC and data, assuming the MC closely describes data. Since

various sources can lead to a different imbalance components in data and MC, I

evaluated an uncertainty due to the following items:

1. treatment of multi-parton final states,
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Figure 5.19: Data/MC ratio for nominal (black), JEC up (blue), and JEC down (red)

measurements for 0.0 < |η| < 1.1 region.

2. modeling of hadronization,

3. modeling of kT kick.

Treatment of multi-parton final states: Different event generators deal with

parton showering by using different approaches. To understand this, I generated

γ+jet MC samples with the MADGRAPH [47] and HERWIG [61] event generators

and studied the treatment of multi-parton final states by comparing the results with a
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PYTHIA [46] sample. Using these findings, I recalculated the Data/MC ratio for in-

trinsic resolution and used the relative differences between the measured ratios in the

systematic uncertainty calculations. Figure 5.20 shows the measured Data/MC ratios

for different MC generators for the first eta bin (0.0 < |η| < 1.1). The nominal ratio

(1.070) I calculated with the PYTHIA sample changed to 1.087 for MADGRAPH

and 1.068 for HERWIG.

Modeling of hadronization: To study the modeling of hadronization, I recalcu-

lated the Data/MC ratios for intrinsic resolutions by turning on and off the PYTHIA

hadronization parameter and used the relative difference between the two measured

ratios in a systematic uncertainty assignment. The effect of hadronization for imbal-

ance resolutions is shown in Figure 5.21 for 22−32 GeV and 52−72 GeV photon pT

bins in the fraction of pJet2
T /pγ

T. The measured Data/MC ratios with and without

hadronization are shown in Figure 5.22, and the relative difference between the two

ratios (|∆Ratio|) is found to be 0.009.

Modeling of kT kick: A previous CDF study on direct photon production showed

that an additional 3−4 GeV kT smearing of initial state partons was needed to match

QCD next-to-leading predictions for the observed photon pT spectrum from collider

data [62]. In PYTHIA, parton showering and initial state radiation (ISR) are al-

ready applied. Therefore, a 1 GeV smearing of the second particle jet pT is studied

to estimate the uncertainty due to mis-modeling of partonic final states, including

ISR. Figure 5.23 compares measured imbalance resolutions before and after a kT kick

(smearing the second particle jet pT) for 22−32 GeV and 52−72 GeV photon pT bins.



91

To study the extreme case of a kT kick, a 3 GeV smearing of the second particle jet

pT is also applied, and the results are compared with nominal measurements. It is

seen that the kT kick is more effective on the lower pT regions and its effect becomes

smaller with increasing photon pT.

After smearing of the second particle jet pT by 1 GeV in the PYTHIA MC,

I recalculated the Data/MC ratio for intrinsic resolutions. The relative differences

between the nominal and recalculated Data/MC ratios are used to determine system-

aties. Figure 5.24 shows the Data/MC ratio for the pseudorapidity range 0.0 < |η| <

1.1 with and without kT smearing. The relative difference between the two measured

Data/MC ratios is 0.013.

The final systematic uncertainties on the Data/MC ratios from the imbalance

component is assigned by comparing the results from hadronization, multi-parton final

state, and modeling of the kT kick. For each item, the Data/MC ratio is recalculated

and the results are compared with the nominal Data/MC ratio. Table 5.4 summarizes

how much each item changes the measured Data/MC ratio, and the last column shows

the systematic uncertainty assigned to each pseudorapidity range used in this analysis.

5.2.3.5 Uncertainty Due to Flavor Composition in QCD and γ+jet Sam-

ples:

To estimate the uncertainty of the Data/MC ratios due to jet flavor compo-

sition in QCD multijet and γ+jet samples, I measured intrinsic resolutions for QCD

and γ+jet PYTHIA MC samples and calculated their ratio. The intrinsic resolution
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Table 5.4: Relative changes in the measured Data/MC ratios due to

mismeasurement of the MC imbalance component and the assigned

systematic uncertainties.

|η| Multi-parton Hadronization Modeling of Assigned
final state kT kick Uncertainty

0.0 - 1.1 0.017 0.009 0.013 ± 2%
1.1 - 1.7 0.03 0.005 0.014 ± 3%
1.7 - 2.3 0.064 0.023 0.021 ± 4%
2.3 - 3.5 0.001 0.038 0.024 ± 4%

is measured as the width of pRecJet
T /p

ParticleJet
T for reconstructed jets with the highest

transverse momentum (leading jet) where ∆R = 0.1 matching is used between the

leading jet and the particle level jet. ∆R is defined as
�

(∆φ)2 + (∆η)2.

Figure 5.25 shows intrinsic resolutions I measured with the QCD and γ+jet

samples and their ratio with respect to particle level jet pT. For the 20−300 GeV

pT region, where the resolutions are measured from the γ+jet sample, the intrinsic

resolutions differ by ∼ 3%.

To estimate the systematic uncertainty due to flavor composition in QCD and

the γ+jet sample, I pursued the following assumption. Assuming the measurements

from MC are wrong by 30% (which is a very conservative assumption) the abso-

lute resolution which we assigned a 3% uncertainty can vary from 2−4%. Since the

measurement is done as the Data/MC ratio in the final state, common biases and

systematic uncertainties cancel out, and the residual uncertainty is ∼1% [60]. This

uncertainty is only applied to the Data/MC ratio when the results from the γ+jet
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sample are compared with the dijet sample.

5.2.3.6 Uncertainty Due to Pileup

To study the effect of pileup, the additional large number of soft pp collisions,

on the Data/MC measurement I pursued the following approach. I recalculated the

Data/MC ratios with pileup-corrected jets and compared the results with the nom-

inal Data/MC ratio where jets are not corrected for pileup. The relative differences

between the two measured ratios are assigned as systematic uncertainties.

Since the correction factors derived for the Data/MC ratio are only applied to

MC samples produced without the pileup simulation, to calculate the new Data/MC

ratios, only the jets in the data are corrected for pileup. The comparison of the mea-

sured and intrinsic resolutions for MC, data, and pileup corrected data in the fraction

of pJet2
T /pγ

T for the 22−32, 52−72 GeV photon pT bins are shown in Figure 5.26 and

Figure 5.27. I found that after the pileup correction, the measured resolutions in the

data are improved.

A comparison of the Data/MC ratio for intrinsic resolutions with and without

pileup-corrected data is shown in Figure 5.28 for |η| < 1.1. The pileup correction

to the jets in the data, increases the Data/MC ratio by ∼ 4% for the barrel region.

Table 5.5 summarizes the measured Data/MC ratios with and without the pileup cor-

rection and provides systematic uncertainties for the pseudorapidity ranges (0.0−1.1),

(1.1−1.7), (1.7−2.3) and (2.3−3.5).

However, the data sets used in this analysis are not corrected for pileup. Sys-
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Table 5.5: Data/MC ratio of the measured intrinsic resolutions with

(withPUcorr) and without pileup (noPUcorr) correction on data and

assigned uncertainties for different jet η ranges.

|η|
Data(noPUcorr)
MC(noPUcorr)

Data(withPUcorr)
MC(noPUcorr) |∆(Data

MC )| Uncertainty

0.0 - 1.1 1.070 1.107 0.037 ±4%
1.1 - 1.7 1.102 1.123 0.021 ±2%
1.7 - 2.3 1.066 1.084 0.018 ±2%
2.3 - 3.5 1.183 1.129 0.054 ±5%

Table 5.6: Data/MC ratio of the measured intrinsic resolutions and assigned

uncertainties for different jet η ranges.

|η| Data/MC Jet Energy Extrapolation Particle Level
Correction Imbalance

0.0 - 1.1 1.070 ± 0.020 +0.010/-0.025 +0.009/-0.005 +0.020/-0.020
1.1 - 1.7 1.102 ± 0.031 +0.004/-0.024 +0.003/-0.007 +0.030/-0.030
1.7 - 2.3 1.066 ± 0.048 +0.038/-0.024 +0.010/-0.005 +0.040/-0.040
2.3 - 3.5 1.183 ± 0.062 +0.006/-0.060 +0.002/-0.013 +0.040/-0.040

tematic uncertainties listed in Table 5.5 are not included in the final systematic uncer-

tainties assigned to Data/MC ratios. This uncertainty should be taken into account

only if the resolutions corrected by the Data/MC factor, measured without the pileup

subtraction, are applied to the pileup-corrected jets.

Table 5.6 summarizes the Data/MC ratios measured with γ+jet events using

the pT balance technique and their systematic and statistical uncertainties for the

pseudorapidity ranges (0.0−1.1), (1.1−1.7), (1.7−2.3) and (2.3−3.5).
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The systematic uncertainties for the Data/MC ratios come from jet energy

corrections, extrapolation fit ranges, and particle level imbalance. The contributions

from each item are expected to be uncorrelated and the final systematic uncertain-

ties are calculated as the quadrature sum of individual components. The measured

Data/MC ratios of intrinsic resolutions with assigned systematic uncertainties are

shown in Figure 5.29 for the various jet η bins used in this analysis.

5.3 Results of the Rebalance and Smear Method

The QCD multijet background is predicted from the multijet data sample with

events passing the HT triggers described in Section 4.4. The R&S method is applied

using the full (Gaussian core + tails) jet energy resolution functions. The numbers of

background events are predicted after applying search selections to the R&S events.

The predicted events are corrected for the known biases of the method. The

first bias comes from the smearing step and is corrected by comparing simulations

and R&S predictions. The relative difference between these two is taken into account

as a bias correction and a systematic uncertainty. The second bias comes from the

rebalancing procedure and studied by iterating the R&S method. When we per-

form the R&S method on an inclusive multijet sample, the method (first iteration)

gives a QCD multijet sample. Reapplying the R&S method (second iteration) to

the produced QCD sample provides a closure test of the rebalancing procedure. The

non-closure between the first and second iterations is used as the bias correction. The

last bias come from using the momentum of reconstructed soft particles as a good
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Table 5.7: Number of QCD multijet events predicted before and after bias

corrections, along with relevant systematic uncertainties [44].

Baseline Sel. High- �HT Sel. High-HT Sel.
Nominal Prediction 39.4 0.18 19.0
Bias-corrected Prediction 29.7 ± 15.2 0.16 ± 0.10 16.0 ± 7.9

estimator of true momentum of detector-level soft particles and is corrected by using

the difference between the first and second iterations of the R&S method.

The predicted numbers of events before and after bias corrections for different

search regions are listed in Table 5.7. The predicted numbers include the systematic

uncertainties coming from the bias corrections, jet momentum resolution, the effect

of pileup, event selections, trigger selection on the control samples, and seed sample

statistics.
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Figure 5.20: Data/MC ratios for intrinsic resolution for different MC generators;

PYTHIA (a), MADGRAPH (b), and HERWIG (c). The distributions are shown for

pseudorapidity range 0.0 < |η| < 1.1.
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Figure 5.21: Measured imbalance resolutions in the fraction of pJet2
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T for 22-32,

52-72 GeV photon pT bins. The distributions are shown for pseudorapidity range

0.0 < |η| < 1.1.
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Figure 5.22: Data/MC ratio for intrinsic resolutions measured from PYTHIA with

and without hadronization. The distributions are shown for pseudorapidity range

0.0 < |η| < 1.1.
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Figure 5.23: Measured imbalance resolutions in the fraction of pJet2
T /pγ

T for 22−32,

52−72 GeV photon pT bins. The distributions are shown for pseudorapidity range

0.0 < |η| < 1.1. The nominal distributions are shown by black markers, whereas

smeared imbalance distributions are shown by violet (1 GeV smearing) and blue (3
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Figure 5.24: Data/MC ratio for intrinsic resolutions measured by using PYTHIA with

(right) and without (left) kT smearing. The distributions are shown for pseudorapidity

range 0.0 < |η| < 1.1.
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Figure 5.26: Measured resolutions, σ(pJetT /p
γ
T ), in the fraction of pJet2

T /pγ
T for 22−32

GeV (left), 52−72 GeV (right) photon pT bins for the pseudorapidity range |η| < 1.1.
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Figure 5.27: Intrinsic resolutions in the fraction of pJet2
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T for 22−32 GeV (left),

52−72 GeV (right) photon pT bins for the pseudorapidity range |η| < 1.1.
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Figure 5.28: Data/MC ratio for without (left) and with (right) pileup correction in

data for |η| < 1.1.
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CHAPTER 6
RESULTS OF INCLUSIVE SEARCH FOR NEW PHYSICS

6.1 Results and Limits

The number of events we observed in data and the number of predicted back-

ground events are summarized in Table 6.1 for the baseline, High- �HT, and High-HT

selections. We did not observe an excess in either High- �HT or High-HT search regions.

Table 6.1: Predicted number of events from different background components.

Background Baseline Sel. High- �HT Sel. High-HT Sel.
Z(νν̄)+jets 26.3 ± 4.8 7.11 ± 2.2 8.4 ± 2.3
W/tt̄ →e,µ,X 33.0 ± 8.1 4.8 ± 1.9 10.9 ± 3.4
W/tt̄ → τh,X 22.3 ± 4.6 6.7 ± 2.1 8.5 ± 2.5
QCD multijet 29.7 ± 15.2 0.16 ± 0.10 16.0 ± 7.9
Total background 111.3 ± 18.5 18.8 ± 3.5 43.8 ± 9.2
Nb. events in data 111 15 40
95 % CL upper limit on signal 40.4 9.6 19.6

The given systematics include both systematic and statistical uncertainties.

The 95 % confidence level (CL) upper limit on the number of possible signal

events is given on the last line [44].

We obtained the expected number of signal events using a simulated LM1

sample together with the related experimental and theoretical systematic uncertain-

ties. Most of those uncertainties are model-dependent since they depend on the event

kinematics. The systematic uncertainties of the signals are as follows:
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Experimental Uncertainties: With 8% value, the largest contribution on the

LM1 benchmark point comes from the jet energy scale and resolution measurements.

We determined the uncertainties due to lepton veto and trigger selections to be 2%

and 1%, respectively, and the inefficiency of event rejection due to masked ECAL

channels [63] on LM1 is 1.5%. We determined that the other experimental uncer-

tainties such as the event cleaning procedure and the presence of pileup interactions

corresponding to the 2010 data taking conditions are negligible.

Theoretical Uncertainties: All theoretical uncertainties are considered to be

model dependent. The factorization and renormalization scale uncertainties in the

NLO cross section corrections are 16% and they are the largest uncertainties on

the LM1 benchmark point. The uncertainties in the parton distribution functions

and initial state radiation are 3% and 2%. We found that, the final state radiation

uncertainty is negligible.

Luminosity and Statistical Uncertainties: The luminosity uncertainty is as-

signed is 4% [64], and we determined a 2% statistical uncertainty on the LM1 bench-

mark point.

The probability distributions corresponding to each uncertainty source are

convolved to obtain the probability distributions for each and the overall background

estimation. The resulting distribution is fitted by a Gaussian function, and the mean

and RMS values are used as the central value and uncertainty in the limit calcula-

tions [44].
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Figure 6.1: Signal efficiency for High- �HT (left) and High-HT (right) selections as a

function of m0 and m1/2 for the CMSSM phase space with tanβ = 10, µ > 0, and

A0 = 0 [44].

6.2 Interpretation within the CMSSM

We processed our results in the m0 and m1/2 CMSSM plane with tanβ=10

and varied the parameters m0 and m1/2 in 10 GeV steps. We used the leading order

ISAJET [65] signal cross sections corrected by next-to-leading-order K factors that

are calculated by PROSPINO [51]. The total signal efficiencies in the CMSSM m0

and m1/2 plane are shown in Figure 6.1 for the High- �HT (left) and High-HT (right)

selections. The variation for the High- �HT selection is between 20-30%, whereas it is

between 10-20% for the High-HT selection.

For the expected upper limit calculation on the CMSSM cross sections we used

the modified frequentist procedure [66, 67] with a likelihood ratio test-statistic. The
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limits on the cross sections are obtained using the data-driven background methods

under no signal hypothesis [44]. The 95% CL upper limits for CMSSM are shown

in Figures 6.2 and 6.3 in m0 − m1/2 and gluino-squark (bottom) mass planes for

tanβ=10, µ >0, and A0 =0. The contours shown in Figures 6.2 and 6.3 are drawn

with respect to the best sensitivity of High- �HT and High-HT search selections. The

lower m0 values are dominated by High-�HT selection whereas for the higher m0 (m0 >

450 GeV) values the High-HT selection has more effect. In Figure 6.2, a limit from

the previously published CMS supersymmetry search in hadronic events [68] based

on the event shape observable αT [69] is also shown. Since we have a better signal

selection efficiency, our analysis is able to improve on the limits set by the αT analysis.

6.3 Interpretation with Simplified Models

It is also possible to study new physics with a more general framework by

using simplified model spectra (SMS) [35–37]. The idea of introducing the simplified

model spectra is to remove the complexity of the models with several parameters that

describe the data. Simplified models define a small parameter space which allows us

to compare experimental results with any complete model.

For the simplified models we used in this study, the assumption is the new par-

ticles are produced in pairs and their decay products are stable and weakly interacting

massive particles (LSP). The particles produced in these interactions are identified

as the partners of quarks and gluons (i.e. squarks and gluinos for supersymmetry).

Two benchmark simplified models (Fig. 6.4) are studied for the jets+ �HT signature.
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These are

• pair produced gluinos, where each gluino decays to two light quarks and the

LSP.

• pair produced squarks, where each squark decays to one jet and the LSP.

The simplified models are simulated with PYTHIA and the CTEQ6L1 parton

distribution functions [48], and parametrized with the CMS detector simulation. The

samples are generated for a range of masses of the particles involved, which provides

more mass splitting compared to CMSSM [44].

Figure 6.4: Simplified model diagrams. Left: gluino pair production; right: squark

pair production.

In Figure 6.5 (6.6), the total signal efficiencies for the high- �HT and high-

HT selections are shown for the simplified model spectra for gluino (squark) pair

production. The efficiencies are shown as a function of gluino (squark) and the LSP

masses. Only the lower half of the planes is filled because the model is only valid
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when the gluino (squark) mass is larger then the LSP mass. The signal acceptance

increases with a higher mass splitting. The acceptance is low on the diagonal where

mass splitting between the decayed particle and LSP is small and the jets are produced

with low transverse momentum.
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Figure 6.5: High-�HT (left) and High-HT (right) selection efficiencies for gluino pro-

duction as a function of gluino and LSP mass.

A Bayesian framework with a flat prior for the signal [22] is used in the limit

calculation of simplified model spectra. The jet energy scale and resolution, iso-

lated lepton veto, the inefficiency of event rejection by using masked ECAL channels,

the trigger efficiency, the initial and final state radiations, the parton distribution

functions, the luminosity, and the statistical uncertainties are incorporated as signal

acceptance and signal efficiency uncertainties.

The experimental uncertainties for the gluino and squark pair productions are
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Figure 6.6: High- �HT (left) and High-HT (right) selection efficiencies for squark pro-

duction as a function of squark and LSP mass.

shown in Figures 6.7 and 6.8 for the High- �HT (left) and High-HT (right) selections,

whereas the theoretical uncertainties are shown in Figures 6.9 and 6.10.

The 95% CL upper limits on σ × Br for gluino and squark pair productions

are shown in Figures 6.11 and 6.12 for the High- �HT (left) and High-HT (right) search

selections. These upper limits on the cross sections can be translated into a limit

on any physics theory such as SUSY or Unified Extra Dimensions (UED). We found

that, due to lower signal acceptance and higher uncertainty, excluded cross sections

are weaker on the diagonal where mass splitting is small.

We then compared the measured upper limits on the cross sections to the

reference NLO cross sections from PROSPINO [51]. These cross sections are used to

translate upper limits on the cross sections to limits on new particle masses [44]. The

contours given in Figures 6.11 and 6.12 show the points where limit on (σ×Br) = σref
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Figure 6.7: Experimental uncertainty on the High- �HT (left) and High-HT (right)

selection efficiency for gluino production as a function of the gluino and LSP mass.
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Figure 6.8: Experimental uncertainty on the High- �HT (left) and High-HT (right)

selection efficiency for squark production as a function of squark and LSP mass.
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Figure 6.9: Theoretical uncertainty on the High- �HT (left) and High-HT (right) selec-

tion efficiency for gluino production as a function of the gluino and LSP mass.
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Figure 6.10: Theoretical uncertainty on the High- �HT (left) and High-HT (right) se-

lection efficiency for squark production as a function of squark and LSP mass.
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and three times this cross section (which can be excluded).
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Figure 6.11: The 95% CL upper limits for gluino pair production cross sections for

High- �HT (left) and High-HT (right) selections as a function of the gluino and LSP

mass [44, 70].

6.4 Conclusion

In this part of the thesis a search for new physics based on multi-jet and large

missing transverse momentum is presented. The SM backgrounds are estimated using

data-driven technique with minimum reliance on the simulations. Jet resolutions,

crucial inputs to the QCD background estimation method, are also measured using

data-driven methods from γ+jet and dijet events. The main uncertainties on the

background estimations comes from the statistical uncertainties of the control samples



118

 (GeV)q~m
400 600 800 1000

 (G
eV

)
LS

P
m

100
200
300
400

500
600
700

800
900

1000

 (p
b)

σ
95

%
 C

L 
up

pe
r l

im
it 

on
 

-110

1

10

 CMS
 -1=36 pbint = 7 TeV, Ls 

 2 jets + LSPs→ q~ q~

 selectionTH High-
NLO-QCDσ = prodσ

NLO-QCDσ × = 3 prodσ

 (GeV)
Q~

m
400 600 800 1000

 (G
eV

)
LS

P
m

100
200
300
400

500
600
700

800
900

1000

 (p
b)

σ
95

%
 C

L 
up

pe
r l

im
it 

on
 

-110

1

10

 -1 = 7 TeV L=36 pbsCMS Preliminary 
 2jets + LSPs→ Q

~
 Q

~

 selection
T

High H
NLO-QCDσ = prodσ NLO-QCDσ × = 3 prodσ NLO-QCDσ × = 1/3 prodσ

Figure 6.12: The 95% CL upper limits for squark pair production cross sections

for High- �HT (left) and High-HT (right) selections as function of squark and LSP

mass [44, 70].

used for the background estimation. The event yields observed in data for baseline,

High- �HT and High-HT selections are consistent with SM contributions and no excess

is observed.

Since no excess observed in data, we derived upper limits in the R-parity

CMSSM parameter space with parameters A0 = 0, µ > 0, and tanβ = 10. Depending

on the squark and gluino masses, a 95% CL upper limit on the production cross

section of 2-3 pb is obtained [44]. Gluino masses below 500 GeV are excluded with

95% CL for the squarks with mass below 1 TeV. Limits are also set in the context

of simplified models and depending on the mass ranges, a 95% CL upper limit is

obtained on the production cross section for the 0.5-30 pb range [44].
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CHAPTER 7
SUMMARY AND CONCLUSION

In the first part of thesis, the results of R&D studies for the CMS Hadronic

Endcap Calorimeter are presented. The LHC has two phase upgrade plans for in-

creasing the instantaneous luminosity. The first phase will be completed without any

detector upgrade and during the second phase, the expected luminosity will be ∼1035

cm−2s−1. The upgraded luminosity conditions will create a high radiation environ-

ment and some detector parts, such as the scintillator tiles used in the CMS Hadronic

Endcap detectors, will be damaged and loose their efficiencies. As a solution, wave-

length shifter (WLS) deposited quartz plates are proposed to replace the current HE

scintillators.

After the light efficiency tests performed at the Fermilab and CERN test beam

areas, the p-terphenyl (pTp) was determined as the WLS material. 2 µm pTp de-

posited quartz plates increase the light output by at least factor of four compared

to plane quartz plates. Both quartz plates and pTp are shown to be radiation hard.

The irradiation tests performed on pTp showed that after 40 MRad radiation we still

have more than 80 % of the initial light output.

The pTp deposited quartz plates are also tested for their calorimeter capabil-

ities. The test beam results showed that the prototype has a 15% hadronic energy

resolution for a 350 GeV pion beam, and considering the energy leakage from the

undersize prototype, this is a promising result. On a larger scale, a pTp deposited

quartz plate can be a replacement to the current HE calorimeter, which has ∼8%
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resolution at the 300 GeV pion beam energy.

In the second part of this thesis a search for new physics with multijet and large

missing transverse momentum is presented with emphasis on the QCD background

estimation methoda based on smearing seed events by measured jet resolutions. After

developing the background estimations based on data we chose two search regions

based on the observables �HT and HT which are central to this inclusive search. Data

driven methods are used to measure resolutions and to predict event yields from the

SM productions (QCD multijet, Z(→ νν)+jets, W+jets and tt̄). The total number

of events we observed in data are 111 for the baseline selection, 14 for the High- �HT

selection, and 29 for the High-HT selection. No excess above the expectations is

observed.

Since no excess is observed, we estimated the expected number of signal events

by using simulations to derive limits on new physics. The upper limits are obtained

in the R-parity conserving CMSSM parameter space. Depending on the gluino and

squark masses, a 95% CL upper limit is obtained on the production cross sections in

the 2-3 pb range, and gluino masses below 500 GeV are excluded for squark masses

below 1 TeV. The results are also interpreted in the context of simplified model

spectra where final states are described by pair production of new particles. A 95%

CL upper limit on the production cross section for the 0.5-30 pb range is obtained

depending on new particle masses in the decay chains.
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APPENDIX A
EFFECT OF LOWER JET pT LIMIT ON RESOLUTION

MEASUREMENTS

Due to limits on the jet energy correction, we have a lower limit on the jet pT

that can be used in the jet energy resolution measurements. This also determines the

pT of the particle jet that is used during smearing, since we do not use reconstructed

jets below that limit. In this study the lowest jet pT I use is 20 GeV. Although the

lowest limit is set, there is an uncertainty that changes when we go to this lowest

limit. To quantify the contribution to uncertainty due to the jet pT limit, I used 20,

42, 62, 87 GeV requirements on particle jets during the smearing process, and the �HT

distribution is estimated for each case.

The QCD PYTHIA sample is used to measure resolution functions and to

estimate �HT distributions. The resolution functions are measured as pRecJet
T /pParticleJet

T

for the leading reconstructed jets where reconstructed jets are matched to the particle

level jets within a radius of 0.25 in η− φ space (∆R=0.25). The resolution functions

are measured in different particle jet pT and η bins.

�HT is calculated using reconstructed jets (nominal �HT) and smeared particle

jets (estimated �HT) with pT > 30 GeV and |η| < 5, and compared after the event

selections listed in Section 4.4. Particle jets in the QCD samples were smeared by

the resolution functions that were measured by the very same QCD sample.

Figure A.1 compares nominal and estimated �HT distributions for a 20 GeV

requirement on particle jet pT. The top plot shows the distributions whereas the
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bottom plot shows their ratio. Except for the 200 - 300 GeV region (MC weight

problem) and the last pT bin (not enough number of events) there is a good agree-

ment between the two distributions. Similar distributions for 42, 62, and 87 GeV pT

requirements are shown in Figures A.2, A.3, and A.4. Increasing the pT threshold on

smeared particle jets increases the error for estimating the QCD �HT spectrum. If the

jet resolutions can be measured for the jets with pT> 40 GeV the expected error on

estimating the �HT distribution is around 10% and this error goes up to 20% if the

pT threshold for smeared jets is increased to ∼80 GeV. In data-driven methods, the

dijet samples can be used to measure the jet resolution for jets with pT ∼50 GeV,

whereas by using the γ+jet sample we can measure the resolution for the jets with

pT ∼20 GeV. Therefore it is very important to combine dijet and γ+jet results to

measure resolutions for a wider pT spectrum.



123

Figure A.1: Comparison of nominal �HT (black) and estimated �HT (blue) distributions.

Particle jets with pT < 20 GeV are not smeared. Top plot shows distributions whereas

the bottom plot shows their ratio.
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Figure A.2: Comparison of nominal �HT (black) and estimated �HT (red) distributions.

Particle jets with pT < 42 GeV are not smeared. Top plot shows distributions whereas

the bottom plot shows their ratio.
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Figure A.3: Comparison of nominal �HT (black) and estimated �HT (green) distribu-

tions. Particle jets with pT < 62 GeV are not smeared. Top plot shows distributions

whereas the bottom plot shows their ratio.
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Figure A.4: Comparison of nominal �HT (black) and estimated �HT (violet) distribu-

tions. Particle jets with pT < 87 GeV are not smeared. Top plot shows distributions

whereas the bottom plot shows their ratio.
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APPENDIX B
THE EFFECT OF ∆R MATCHING ON INTRINSIC RESOLUTION

The measurement of intrinsic resolution ( pJet
T /pParticleJet

T ) is based on matching

between reconstructed jets and particle level jets. This matching is done using a ∆R

variable which is defined as
�
(∆η)2 + (∆φ)2. The requirement of ∆R can impact

the matching between jets and particle-level jets, and therefore can result in a small

variation in the intrinsic resolution measurements. This variation is studied using

different ∆R values (∆R = 0.1, 0.15, 0.2, 0.25 and 0.30). Figure B.1 shows measured

intrinsic resolutions obtained as σ of Gaussian fitted region with ± 2 RMS around

the mean of the distributions. There is no significant effect of varying the matching

criteria for any pT range. The effect of changing the ∆R cut is only visible for the

lowest pT bin (0-20 GeV), and the effect is less than 5% for all the η bins used in this

study.
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Figure B.1: Effect of varying the ∆R matching between leading reconstructed jet

and particle jet on intrinsic resolution as a function of particle jet pT for the four

different eta bins (a) 0.0 < |η| < 1.1, (b) 1.1 < |η| < 1.7, (c) 1.7 < |η| < 2.3, (d)

2.3 < |η| < 5.0.
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