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Abstract

The production of theZ boson in proton-proton collisions at the LHC serves as a standard

candle at the ATLAS experiment during early data-taking. The decay of theZ into an

electron-positron pair gives a clean signature in the detector that allows for calibration

and performance studies. The cross-section of∼ 1 nb allows first LHC measurements of

parton density functions.

In this thesis, simulations of10 TeV collisions at the ATLAS detector are studied.

The challenges for an experimental measurement of the cross-section with an integrated

luminositiy of100 pb−1 are discussed. In preparation for the cross-section determination,

the single-electron efficiencies are determined via a simulation based method and in a

test of a data-driven ansatz. The two methods show a very goodagreement and differ by

∼ 3% at most.

The ingredients of an inclusive and a differentialZ production cross-section measure-

ment at ATLAS are discussed and their possible contributions to systematic uncertainties

are presented. For a combined sample of signal and background the expected uncertainty

on the inclusive cross-section for an integrated luminosity of 100 pb−1 is determined to

∆σpp→γ∗/Z+X→e+e−+X

σpp→γ∗/Z+X→e+e−+X
= 1.5%stat± 4.2%syst± 10%lumi .

The possibilities for single-differential cross-sectionmeasurements in rapidity and trans-

verse momentum of theZ boson, which are important quantities because of the impacton

parton density functions and the capability to check for non-pertubative effects in pQCD,

are outlined.

The issues of an efficiency correction based on electron efficiencies as function of

the electron’s transverse momentum and pseudorapidity arestudied. A possible alterna-

tive is demonstrated by expanding the two-dimensional efficiencies with the additional

dimension of the invariant mass of the two leptons of theZ decay.
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Kurzfassung

Die Produktion vonZ Bosonen in Proton-Proton-Kollisionen am LHC dient als Standard-

kerze beim ATLAS-Experiment in der ersten Phase der Datennahme. DerZ-Zerfall in ein

Elektron-Positron-Paar weist eine eindeutige Signatur imDetektor auf, was Leistungsstu-

dien und dessen Kalibrierung ermöglicht. Der Wirkungsquerschnitt von∼ 1 nb erlaubt

erste LHC-Messungen von Parton-Dichteverteilungen.

In der vorliegenden Arbeit werden Simulationen von10-TeV-Kollisionen studiert.

Es werden die Herausforderungen einer experimentellen Messung des Wirkungsquer-

schnitts mit einer integrierten Luminosität von100 pb−1 diskutiert. In Vorbereitung

auf die Wirkungsquerschnittsmessung werden die Einzelelektron-Effizienzen auf Simu-

lationsbasis und im Test einer datenbasierten Methode bestimmt. Beide Vorgehensweisen

zeigen eine sehr gutëUbereinstimmung und unterscheiden sich höchstens um∼ 3%.

Die einzelnen Bestandteile einer inklusiven und differentiellen Z-Produktions-Wir-

kungsquerschnitts-Messung bei ATLAS werden diskutiert und deren möglichen Beiträge

zu systematischen Unsicherheiten präsentiert. Für eineSelektion aus Signal- und Unter-

grundereignissen wird die zu erwartende Unsicherheit auf den inklusiven Wirkungsquer-

schnitt für eine integrierte Luminosität von100 pb−1 bestimmt zu

∆σpp→γ∗/Z+X→e+e−+X

σpp→γ∗/Z+X→e+e−+X
= 1.5%stat± 4.2%syst± 10%lumi .

Die Möglichkeiten für einfach-differentielle Wirkungsquerschnittmessungen in Rapidität

und transversalem Impuls desZ-Bosons, welche wichtige Parameter in Bezug auf Parton-

Dichteverteilungen und bezüglich des Studiums nicht-pertubativer Effekte im Rahmen der

pQCD sind, werden dargelegt.

Die Schwierigkeiten einer Effizienzkorrektur basierend auf Elektron-Effizienzen, die

Funktionen von Transversalimpuls und Pseudorapidität des Elektrons sind, werden stu-

diert. Eine mögliche Alternative durch Hinzufügen einerweiteren Dimension – nämlich

der invarianten Masse des Leptonpaars – wird aufgezeigt.
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≪Wer von Anfang an genau weiß, wohin
sein Weg ihn führt, wird es nie weit brin-

gen.≫

Napoleon Bonaparte (∗1769, †1821) 1
Introduction

The defining purpose of science is the quest for the answer of asimple question: Why

is everything the way it is, the way, how we experience our world? Scientists in their

attempt to close in to the answer were always dependent on thegiven circumstances and

tools. Nevertheless, they always managed to expand the knowledge to new levels, some-

times beyond human imagination: Isaac Newton (1642-1742) equalised the force that lets

things fall down to earth with the motions of planets around the sun, James Clerk Maxwell

(1831-1879) unified the electric and magnetic forces to a common theory named “electro-

magnetism”, Albert Einstein (1879-1955) revolutionised our understanding of time and

space with his theory of relativity and Werner Heisenberg (1901-1976) introduced the

principle of probability into physics, abandoning the thought that everything is predictable

once the initial state of a system is known.

But these are just a few milestones in the long history of science contributing to the

answer of the central question. It converges in the effort tofind the ‘Master Formula”,

a single “Theory of Everything”, covering all forces actingin nature. Four of them are

known: the electromagnetism, the weak force (responsible for the radioactive decay), the

strong force (glues the nucleons together) and gravity. A further unification, binding the

first two together to the “electroweak force”, has already been achieved. With the excep-

tion of gravity, a theoretical framework called the “Standard Model of Particle Physics”

describes all elementary particles and forces of nature. Matter (and hence anti-matter)

consists offermions(quarksq and leptonsℓ), the force-carriers arebosons(gluong, pho-

tonγ,W± andZ). The last particle predicted by the Standard Model that is not discovered

so far is theHiggsboson, as the manifestation of the Higgs field. Particles acquire their

masses by interacting with this field.

In particle physics and astrophysics, completely different objects are studied, which

are separated by many orders of magnitude. In the twentieth century, however, the two

disciplines started to complement each other whilst studying the very early universe. With

better optical instruments available, astronomers discovered that the universe is expand-

ing, thus it must have an origin: the idea of the “Big Bang” wasborn. With today’s instru-
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Chapter 1. Introduction

ments and natural phenomena like gravitational lenses, astrophysicists and astronomers

are able to look into the very early stage of the universe, as close as some hundred thou-

sand years after its birth 14 billion years ago. Those studies brought a great understand-

ing of the structure of our world. Unsatisfying, though, is what astrophysicists and as-

tronomers actuallycan seeas matter in the universe only makes up as little as4% of it.

Due to the lack of gravitational force, galaxies would not exist as we see them, if they

would only consist of visible matter.

A quite elegant explanation for the missing (“dark”) matterin our universe would be

a new stable, yet undiscovered, elementary particle. As there is no candidate within the

Standard Model remaining, a completely new theory-model that has been developed since

the 1970’s, called “Supersymmetry” (SUSY), was tuned to account for a particle with the

needed properties.

But particle physics might not only be able to answer the question in which kind of

universe we live in now, but also answer the question what wasat the very beginning,

at the Big Bang itself. As already mentioned, the universe might have expanded from a

single point with almost infinite energy and density (the eraof “quantumgravity”, where

all forces of nature were expected to be unified), expanding and cooling down for billions

of years. By approaching energies as they were close to the Big Bang, the conditions back

then can be simulated in the laboratory, reproducing the wayin the opposite direction that

nature has gone from the one single force at the beginning, separating to the forces we

know today.

One goal of particle accelerators is to create new, so far unseen particles like SUSY

particles or the Higgs boson. The latter is the “Holy Grail” of particle physics these days,

since it is the one missing piece in the Standard Model. TheLarge Hadron Collider

(LHC) at CERN in Geneva as the most sophisticated machine ever being built is designed

to accomplish this goal. Once fully operational, it will collide mainly1 protons at an

unprecedented centre-of-mass energy of14 TeV at four interaction points along its ring

of 27 km circumference. Located at one interaction point is the ATLAS experiment as a

multi-purpose detector. It is designed to detect the described new particles.

While approaching a new energy regime with the LHC, the instruments and tools to

detect and study the produced particles need to be calibrated and checked for consistency

with “well known” physics first. Therefore, the original idea for this analysis was to

measure the cross-section of the production of theZ boson and its subsequent decay into

an electron-positron pair with the first data from the ATLAS experiment. Unfortunately,

delays in the construction of the very complex LHC machine and an accident soon after

its start-up left no choice but to stick to simulations. Thisprevents contributions to the

calibration of the detector itself, but opens the possibility to study the tools that will also

1a smaller fraction of operation time is dedicated to heavy-ion collisions
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be used in the data-based studies to come.

This analysis outlines the challenges and the necessary steps to measure the produc-

tion cross-section of theZ with 100 pb−1 of data. The statistical and systematic uncertain-

ties on the measurement are estimated for the inclusive and the differential cross-sections.

The event selection itself reflects the criteria that will also be applied in the early period of

ATLAS running. The aim is to develop a robust fitting algorithm that accounts for signal

as well as for background contributions. However, not everyZ boson that is produced

within ATLAS can be reconstructed due to the fiducial detector acceptance and inevitable

inefficiencies. These factors have to be known precisely in order to correct for them. The

acceptance correction can only be determined in simulations. Efficiencies for each lep-

ton from theZ decay, on the other hand, can also be extracted by a data-driven ansatz.

The challenge is to derive an overall efficiency correction factor per event that can be

calculated from the variety of single-electron efficiencies via the data-driven method.

Following this Introduction, in the next Chapter presentedis the theoretical ground-

work by giving an overview of the Standard Model and the basics of proton-proton inter-

actions at machines like the LHC. The latter is introduced inChapter 3, together with an

overview of the ATLAS detector with a detailed discussion ofthe detector components

relevant for this analysis. In addition, the reconstruction software is briefly outlined. The

event generation within Monte Carlo simulations is discussed in Chapter 4, along with

the detector simulation and the simulated samples used within this analysis. The more

general part of the thesis is concluded by Chapter 5, in whichthe detector response in

terms of trigger, reconstruction and identification for an electron that traverses ATLAS is

described.

The actual analysis starts in Chapter 6, where the inclusiveand differential single-

electron efficiencies for theγ∗/Z → e+e− decay are determined via two different ap-

proaches. The techniques are introduced and possible sources of systematic uncertainties

are discussed. In Chapter 7, the various steps to measure theinclusive and differential

cross-sections are presented and the results for this simulation-based approach are shown,

including the discussion of systematic uncertainties. A discussion of the problems arising

from the use of the standard factorisation ansatz using two-dimensional efficiencies in

order to calculate an efficiency correction for the cross-section determination concludes

the analysis. Finally, a summary and an outlook is given in Chapter 9.
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≪Wer sich der Praxis hingibt ohne Wis-

senschaft ist wie der Steuermann, der
ein Schiff ohne Ruder und Kompass

besteigt und nie weiß, wohin er führt.≫

Leonardo da Vinci (∗1452, †1519) 2
Theoretical Groundwork

2.1 Introduction

Since the discovery of the first elementary particle, the electron, at the end of the 19th cen-

tury, theory and experimental knowledge of the processes atthe atoms-scale and below

have come a long way. Today, more than hundred particles are known, which are com-

posed of very few elementary constituents. The latter are described inthe fundamental

framework of particle physics, the “Standard Model” (SM). This overwhelmingly suc-

cessful model earned its glory not only from describing already known phenomena at the

time it was formulated, but also from leading to predictionsof yet undiscovered particles,

which then were discovered at later experiments.

In the following section, the details of the Standard Model will be outlined, framed

by a brief history as well as known issues and its future. The details include a description

of the theoretical fundamentals on which this analysis is based on. The chapter is then

concluded by describing theZ-boson production at hadron colliders and the motivation

for this analyis.

2.2 The Standard Model of Particle Physics

2.2.1 History

With the discovery of the electron in 1897 by J. J. Thomson (Nobel Prize 1906) it became

clear that the atom1 also has a sub-structure. In 1911, E. Rutherford improved the picture

of the atom in his experiments with a beam of positively chargedα-particles onto a gold

foil as target, where he concluded from the angular distribution of the scattered particles

that the positive charge of the gold atom is located in its centre, while electrons surround

this nucleus.

1after the Greek wordα-τεµνω, “indivisible”
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Chapter 2. Theoretical Groundwork

This lead, as many discoveries in physics did, to another difficulty: how could the

nucleus, and hence atoms as a whole, be stable as the repelling electromagnetic force

between positively charged nucleons should prevent stability? The discovery of a second

nucleon, theneutron, at the beginning of the 1930’s did not solve this mystery, since—as

their name already suggests—neutrons do not carry any net2 charge.

The contradiction was solved by H. Yukawa (Nobel Prize 1949), who postulated a new

kind of particle, calledmeson, as the carrier of a force causing nuclei to “glue” together.

With the size of the nucleus as a measure for the range of the force, he estimated the

meson’s mass3 to be≈ 100 MeV. A few years later, thepion was found as the particle

carrying the attractive force between the nucleons. It was agreat confirmation of the

predictions from the mathematical framework4, where a new particle was postulated in

theory and has been discovered in the experiment afterwards.

Another example of a successful prediction of a particle is theneutrino, whose discov-

ery led to a whole new discipline of particle physics. In 1930, the fundamental physical

law of energy conservation seemed to be violated in the decayof an atomic nucleus5,

X0 → p+ e−. Since this two-body decay implies a discrete energy spectrum of the elec-

tron with respect to the proton, its continuous distribution came as a surprise. W. Pauli

(Nobel Prize 1945) suggested a neutral, light-weight spin-1
2

particle, calledneutronat

first, which in the end was namedneutrino. It was experimentally discovered in 1953 via

the inducedβ-decay of the proton (see Reference [41]).

The sub-structure of proton and neutron was postulated by Gell-Mann (Nobel Prize

1969) in 1964, when he considered the constituents of nucleons and mesons asquarks,

with the underlying symmetry group to beSU(3) (see Reference [54]). He also correctly

predicted the charges of the quarks, thus leading to the observed three-quark multiplets as

well as to the meson-octet.

Not only the particle themselves have been investigated, but also their interactions

were objects of interest. However, gravity as the most commonly known interaction does

not play a role on particle level, since the particles have very small masses. Very well

understood at this point of history waselectromagnetism, which unifies phenomena of

electricity, magnetism and optics and was formulated by J. C. Maxwell in 1864. Its coun-

terpart in relativistic quantum field theory, Quantum Electrodynamics (QED), describes

generally the way, how light (i.e. photons) interacts with matter (like electrons).

The two remaining forces of nature were yet relatively unknown in the early 1960’s.

These are the weak force, which is responsible for the radioactive decay and the strong

2their later discovered constituents (quarks), on the otherhand, do carry charge
3in this analysis the simplification~ ≡ c ≡ 1 as it is commonly used in particle physics is applied;

hence, all masses are given in units of energy
4manifested in the “Yukawa potential”
5as shown above, the neutron was not yet discovered, thus onlythe neutral initial state was known
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Generation

1 2 3

F
er

m
io

n
s

Leptons (ℓ, ν)
e µ τ

νe νµ ντ

Quarks (q)
u c t

d s b
B

o
so

n
s electromagnetic Photon (γ)

weak W±, Z

strong Gluon (g)

Table 2.1: Listing of all Standard Model particles. For eachparticle exists an anti-particle.

force, which glues the (positively charged) constituents of the nuclei together. Since

further progress in understanding these interactions camealong with the formulation of

the Standard Model, details will be outlined in the next section.

The “Standard Model of Particle Physics” describes our today’s knowledge of the ele-

mentary particles and their interactions. It is based on thethree fundamental publications

by S. L. Glashow [55], S. Weinberg [75] and A. Salam [70], who became awarded the

Nobel Prize in 1979.

Overview

Within the Standard Model, the fundamental particles are categorised in two groups:

fermions, which form matter6, andbosons, which transmit forces. Fermions are sub-

divided into leptonsandquarks. The criterion for this distinction is whether they par-

ticipate in the strong interaction (quarks) or not (leptons). So far, no experiment has

shown any hint that quarks and leptons are anything but point-like particles without a

sub-structure and hence represent the fundamental constituents of everything. However,

it seems curious that the fermions can be organised in three “generations”, with increasing

masses from first to second and second to third generation, but repeating characteristics of

the particles across. This might imply an underlying symmetry and be thus an indication

that fermions are not the most fundamental particles.

Table 2.1 shows the six leptons and quarks categorised in generations. Fermions of

the second and third generation decay into lighter ones, thus only particles from the first

generation are stable and build the conventional matter in the universe.

Since the quarks respond to the strong interaction, they cannot be observed free, but

are always “confined” (see Section 2.2.5) in two- or three-quark states, calledhadrons.

6in particle physics, anti-matter is usually included when matter is mentioned in general

9



Chapter 2. Theoretical Groundwork

The two-quark statesqq̄ are calledmesons, whilst the three-quark statesqqq (or q̄q̄q̄,

respectively) are calledbaryons, with protons and neutrons as their best known represen-

tatives.

Interactions of fermions are mediated by the coupling of their fermion fieldsto the

gauge bosons, which are also shown in Table 2.1. Whilst gravity is not considered within

the Standard Model, three interactions matter in particle physics and thus three different

types of gauge bosons. The photon (γ) is the force carrier of the electromagnetic inter-

action, thus all fermions (except for the uncharged neutrinos) respond to it. TheW± and

Z bosons on the other hand mediate the weak force and couple to leptons as well as to

quarks and affect therefore all fermions. By coupling to thecolour chargeof the quarks,

the strong force is carried by thegluons(g). Glashow, Weinberg and Salam unified the

weak and the electromagnetic force and formulated the electroweak theory, which laid the

foundation to formulate the Standard Model.

Known Issues

Even if the Standard Model has been very successful over the past decades, it also has

some inaccuracies that are addressed in current experiments and by theories describing

physics beyond the Standard Model. In this context, two aspects will briefly be discussed.

Shortly after the discovery of neutrinos, experiments targeted to understand the sun’s

physics by detecting the solar neutrino flux on earth. In their experiment, R. Davis (Nobel

Price 2002) and J. N. Bahcall discovered that the measured flux of electron neutrinos

disagrees with the predictions from the Standard Solar Model. This discrepancy was

resolved by allowing the neutrinos to have a small mass, which results in the ability to

perform oscillations between their flavour eigenstates, and hence give an explanation for

the deficit of electron neutrinos due to the oscillation on their way to earth. According to

the Standard Model, neutrinos are massless and thus cannot oscillate.

From the observations of the universe it is a known fact that only 4% of it is made

of “visible matter”. The existence of galaxies indicates, however, that another form of

matter, called “dark matter”, is necessary to ensure their stability. A possible candidate

for dark matter is the “lightest supersymmetric particle” (LSP), which is part of a new

framework of particle physics, calledSupersymmetry(SUSY). Within this theory, each

fermion in the Standard Model has a corresponding boson in the SUSY framework and

vice versa. All other properties are the same for SM and SUSY particles. Since none of

the SUSY particles has been observed so far, it is consideredto be a broken symmetry with

masses of the SUSY particles approaching the TeV scale. The search for these particles

is one of the main purposes of the ATLAS experiment at the LHC.

10



2.2. The Standard Model

2.2.2 The Electroweak Interaction

In order to formulate the electroweak theory in an elegant way, a new quantum number is

introduced, theweak isospin, T . Each generation of left-handed fermions builds a doublet

with T = 1
2

andT3 = ±1
2
, which reflects the coupling to the charged current. The charged

current does not interact with right-handed fermions, thusthey build an isospin singlet,

T = T3 = 0.

The terms “left handed” and “right handed”, which denote thechirality of a massive

particle, are essential to understand the weak force: For massless (highly relativistic)

particles, chirality andhelicity are (almost) equal. Helicityh is defined as the projection

of the spin vectors of a particle onto its momentum vectorp:

h =
s · p
s · p . (2.1)

If the spin of a particle points in the direction of its trajectory, the helicity is right-handed,

and left-handed if they point in opposite directions. For massive particles, the chirality is

defined by eigenvectors of(1±γ5), with γ5 = iγ0γ1γ2γ3 andγi (i = 0 . . . 3) as the Dirac

matrices. In case of the leptons of the first generation, the projection of the left-handed

doublet onto its left-handed component is (cf. Reference [75]):

L ≡ 1

2
(1 − γ5)

(

e

νe

)

. (2.2)

For the right-handed singlet one has

R ≡ 1

2
(1 + γ5) e . (2.3)

The theory is invariant under rotations in the space of the weak isospin, i.e., invariant

underSU(2)L transformations.L denotes the acting on left-handed fermions only. An-

other invariance of the electroweak interaction arises forU(1)Y phase-transitions of the

weak hyperchargeY . Like the Gell-Mann-Nishijima formula in the theory of the strong

force, the hypercharge in the electroweak theory links the electrical chargeQ to the third

component of the weak isospinT3:

Y = T3 +
1

2
Q . (2.4)

By requiring not only global but also local gauge invariancefor the combined group

SU(2)L × U(1)Y , four additional vector fields have to be introduced, namelyW µ
i with

i = 1, 2, 3 andBµ. In order to guarantee gauge invariance, the fields have to transform

correctly:

W µ → W µ + ∂µθ(x) + gθ(x) × W µ

Bµ → Bµ + ∂µλ(x) , (2.5)

11
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whereθ(x) are arbitrary functions of space-time. The Lagrangian of the electroweak

interactions then reads as follows:

Lew = −1

4
W µνW

µν − 1

4
BµνB

µν + iψ̄′γµ∂
µψ′ − gψ̄′γµ∂

µT ·W µψ′ − g′
Y

2
ψ̄′γµ∂

µBµψ′

(2.6)

Here, the vector fields are composed of gauge-invariant field-tensors, which are given by

W µν = ∂µW ν − ∂νW µ − gW µ × W ν andBµν = ∂µBν − ∂νBµ, respectively. These

fields are not to be confused with the particles or fields mediating the actual interaction

(see below). In Equation 2.6,ψ represents the Dirac spinor7 of all fermion fields, hence

left-handed and right-handed quarks and leptons. TheSU(2)L × U(1)Y structure is rep-

resented by their operatorsT andY , and the associated coupling constantsg andg′.

The actual weak interactions are mediated by superpositions of theW µ andBµ fields.

The “charged current”W±µ is composed of linear combinations ofW µ
1 andW µ

2 , whereas

the “neutral current”Zµ and the “photon field”Aµ of the electromagnetic interaction

consists of superpositions ofW µ
3 andBµ:

W±µ =
1√
2
(W µ

1 ± iW µ
2 ) (2.7)

(

Zµ

Aµ

)

=

(

cos θW − sin θW

sin θW cos θW

)(

W µ
3

Bµ

)

(2.8)

In Equation 2.8, the “weak mixing angle” or “Weinberg angle”θW has been introduced.

It can be expressed as

sin θW =
g′

√

g2 + g′2
=
e

g
. (2.9)

Its value cannot be determined within the Standard Model. The coupling strengths of

the physical particlesW±, Z andγ can be derived by combining Equations 2.7, 2.8 and

Equation 2.6. With theW± only coupling to left-handed fermion-fields, the coupling is

given by
GF√

2
=

g2

8M2
W

. (2.10)

Here,GF denotes the Fermi constant. The coupling of the photon to fermions does not

distinguish between left-handed and right-handed fields. It is given by

e = g sin θW = g′ cos θW . (2.11)

Although theZ boson, like the photon, couples to both fields, it discriminates axial and

vector couplings, known as the “V −A theory”. Its coupling strength,ξZ can be expressed

in terms of the third component of the weak isospin and chargeof the fermion as

ξZ = T3 −Q sin2 θW . (2.12)

7the “ ′ ” denotes that the constituents of the spinors are not necessarily mass eigenstates, but rather

gauge eigenstates
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2.2. The Standard Model

When going back to the Lagrangian defined in Equation 2.6 it becomes obvious that a

mechanism is missing that allows particles to acquire mass.This mechanism is the subject

of the following section.

2.2.3 The Higgs Mechanism

In order to allow for mass-generating terms within the electroweak Lagrangian (Equa-

tion 2.6), quadratical terms likeM2
WWµνW

µν , which violate the invariance under gauge

transformations, would have to be added. P. Higgs et al. restored the invariance of the

Lagrangian by introducing a scalar doubletφ (see References [60], [58] and [47])

φ =

(

φ0

φ−

)

, (2.13)

whose non-vanishing vacuum expectation-value will spontaneously break the given

SU(2)L × U(1)Y symmetry. With this scalar fieldφ and its coupling to the vector fields

W µ, Equation 2.6 can be extended by the contribution from the Higgs field:

LHiggs = Dµφ†Dµφ−
[
µ2φ†φ+ λ(φ†φ)2

]

︸ ︷︷ ︸

V (φ)

, (2.14)

with the covariant derivativeDµ = ∂µ − igT · W µ − ig′ Y
2
Bµ. Since the minimum at

φ†φ = −µ2

2λ
of the potentialV (φ) in Equation 2.14 is non-zero forµ2 > 0 andλ < 0, the

ground state is degenerated. With the vacuum expectation value, v ≡ |〈φ〉| =
(

−µ2

2λ

) 1
2
,

the mass of the charged spin-1 boson can now be generated,

MW =
1

2
vg , (2.15)

whereas the masses of the neutral vector-fields read as

MZ =
MW

cos θW
=

1

2
v
√

g2 + g′2 , (2.16)

MA = 0 . (2.17)

Obviously,Aµ can be identified as the photon field with zero mass.

With the same considerations the masses of the fermions can be generated, too. The

interaction of the fermion field with the gauge field and therefore the Higgs field, can be

expressed as follows:

LFermions= ψ̄′γµD
µψ′ +Gψψ̄

′φψ′ . (2.18)

In this Langrangian, the parameterGψ denotes the Yukawa couplings of the fermions to

the Higgs field. Via the non-vanishing vacuum expectation value of the Higgs field after
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the spontaneous symmetry breaking,φ → φ + v, the second term allows fermions to

acquire their masses:

Lmass= − (ū′, c̄′, t̄′)R Mu






u′

c′

t′






L

− (d̄′, s̄′, b̄′)R M d






d′

s′

b′






L

− (ē′, µ̄′, τ̄ ′)R M ℓ






e′

µ′

τ ′






L

+ h.c. (2.19)

The mass matricesMu andMd for the quarks andMℓ for the leptons are composed of

Gψ andv. Since neutrinos do not have a right-handed component, no mass term is being

generated in Equation 2.19. Thus neutrinos stay massless within the Standard Model and

M ℓ becomes diagonal, i.e., the mass-eigenstatesℓL,R equal the gauge eigenstatesℓ′L,R of

the weak interaction.

With the Higgs mechanism for the gauge bosons of the weak interaction and the

Yukawa coupling to the Higgs field, the mass generation within the Standard Model is

explained. But the theory not only manifests itself by the predictions of particle masses

and interaction strengths, but the excitation of the Higgs field itself give rise to a new, yet

undiscovered, particle of the Standard Model: the Higgs boson. Its detection is one of the

main goals of the LHC and would complete the Standard Model ofParticle Physics.

2.2.4 The Cabibbo-Kobayashi-Maskawa Matrix

In order to ensure the universality of the weak interaction,N. Cabibbo introduced a new

mixing angle8 θC that allows the transition between quark generations (see Reference

[35]), since processes likeΛ → p e−ν̄ have already been observed experimentally at that

time. Thus, he postulated a mixing matrix in a way that flavour-changing charged currents

(FCCC) like, for instance,s
W−

−→ u are possible:

(

d′

s′

)

=

(

cos θC sin θC

− sin θC cos θC

)(

d

s

)

. (2.20)

In this equation,d ands are the mass eigenstates (and hence the eigenstates of QCD) and

d′ ands′ are the eigenstates of the weak interaction. Since eachs quark is a superposi-

tion of d′ ands′ eigenstates of the weak interaction, the coupling to theW± allows for

transitions between generations.

However, in the model of Cabibbo another phenomenon was not addressed that was

8today referred to asCabibbo angle
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2.2. The Standard Model

experimentally found shortly after Cabibbo’s proposal:CP violation9. In order to allow

CP violation in their models, M. Kobayashi and T. Maskawa suggested an additional

interaction term in the hadronic parts of the electroweak Lagrangian and thus extended

the fermion multiplets to include three quark-generations(see Reference [62]). The mix-

ing between the weak eigenstates doublet-partners of the up-type quarks and the mass

eigenstates of down-type quarks can then be realised as follows (see Reference [67]):






d′

s′

b′




 =






c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
−iδ c12c23 − s12s23s13e

−iδ s23c13

s12s23 − c12c23s13e
−iδ −c12s23 − s12c23s12e

−iδ c23c13











d

s

b




 ,

(2.21)

wheresij = sin θij , cij = cos θij andθij as the three Euler angles. The phaseδ as the

fourth free parameter in Equation 2.21 is responsible forCP violation and the reason for

introducing a third generation of quarks. The prediction was confirmed by the discov-

ery of the bottom quark (1977) and the top quark (1995) and ledto the Nobel Prize for

Kobayashi and Maskawa in 2008.

2.2.5 Quantum Chromodynamics (QCD)

When the basic structure of nature was explored in the 1960’s, M. Gell-Mann proposed

the “eightfold way” as the fundamental symmetry for the constituents of hadrons (see Ref-

erence [54]). He gave rise to the term “quark” and claimed that they are the constituents

of baryons and mesons. The idea, which became advanced by G. Zweig (see Reference

[77]), led to the concept of baryon and meson multiplets in which the triplets (doublets)

of the three (two) lightest quarksu, d, s and anti-quarks̄u, d̄, s̄ can be arranged as new

particles or resonances.

But as a consequence, this very elegant formalism resulted in a new problem: the

baryon decuplet10 allows the combinations|uuu〉 and|sss〉 and therefore totally symmet-

ric wave functions, which is forbidden by thePauli principle. In order to save the theory

and to yield an anti-symmetric wave function a new quantum number, called “colour”,

was introduced.

The structure of QCD is represented by theSU(3) symmetry group with the colour

as the representative of the three dimensions11 and eight generators (“gluons”) of the

group. They are represented as3×3 matricesT in colour space and fulfil the commutator

9the laws of physics should stay the same if space coordinatesare swapped (parityP) and a particle

becomes exchanged by its anti-particle (chargeC). The violation of theCP principle might explain the

excess of matter over anti-matter and hence the existence ofthe universe in its current state
10the decuplet represents three-quark states with aligned spin (e.g. | ↑↑↑〉, J− = 3

2

−
), whilst the octet

includesJ− = 1

2

−
states (e.g.| ↑↓↑〉)

11referred to as “red”, “blue” and “green”
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relationship

[Ta, Tb] = ifabcTc , (2.22)

where thefabc are the structure constants ofSU(3) and the indicesa, b, c refer to the

gluon index. Since leptons are colour singlets, their fieldsdo not change under rotations

in colour space. For colour-carrying quarks whose fieldsψq areSU(3) triplets, a rotation

yields:

ψq → e−igsT ·θ(x)ψq . (2.23)

It is obvious that with this transformation the invariance of the free-fermion field has to

be restored by introducing a gauge invariant, gluonic field-strength tensorGa
µν that can be

written as

Ga
µν = ∂µG

a
ν − ∂νG

a
µ − gfabcG

b
µG

c
ν . (2.24)

With this information, the QCD Lagrangian can be formulatedas follows:

LQCD = iψ†
qγ

µDµψq −mqψ
†
qψq −

1

4
Gµν · Gµν . (2.25)

In parallel to the considerations given in Section 2.2.3, the following abbreviation for the

covariant derivative has been used:

Dµ = ∂µ + igsT · Gµ . (2.26)

One important aspect of QCD has not been discussed so far, which has an important

impact on the nature of the theory. TheSU(3) gauge group isnon-abelian, meaning that

the product of two elements is not commutative. Thus, the self-interacting terms of the

gluons do not cancel and hence lead not only to self-couplingof the gluons, but also to

the effects calledconfinementandasymptotic freedom.

Impacts from the SU(3) Structure of QCD

The gluon self-interaction is an important difference to the nature of the electromagnetic

theory, which is represented byU(1)Y , and manifests itself in the behaviour of the cou-

pling constant of the strong interaction,αs.

In QED, for instance, the strength of the interaction of a photon with a charged particle

is given by the coupling constantα ≈ 1
137

. However, this is only true for low-energy,

O(1 GeV), interactions. If with increasing energy smaller structures can be resolved,

an effect known asvacuum polarisationbecomes important: each charged12 particle is

surrounded by fermion anti-fermion fluctuations of the vacuum, distorting the effective

strength of the boson field of that particle. With this weakening of the interaction field,

the effective coupling of a photon carrying a sufficient amount of energy to resolve these

vacuum effects becomes larger.

12in this context, “charge” is not restricted in any sense and can thus even stand for colour
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2.3. Proton-Proton Interactions

In QCD the same effect occurs: with increasing energy, a gluon can resolve smaller

structures. But because of the self coupling of the gluons, the probe itself interacts with

the vacuum fluctuations, thus the coupling constantαs decreases with higher energies.

This effect, calledasymptotic freedom, was first described by H. D. Politzer [68] and

independently by D. J. Gross and F. Wilczek [57], who became awarded the Nobel Prize

in 2004. A possible parametrisation ofαs as it is used in Reference [67] is

µ
∂αs
∂µ

= 2β(αs) = −β0

2π
α2
s −

β1

4π2
α3
s −O(α4

s) − . . . , (2.27)

with β0 = 11− 2nf

3
, β1 = 51− 19nf

3
andnf as the number of quarks with masses less than

the energy scaleµ. Within the Standard Model this always leads to a decreasingcoupling

strength at higher energy. By solving the differential equation 2.27 one obtains:

αs(µ) =
4π

β0 ln µ2

Λ2

[

1 − 2β1

β2
0

ln ln µ2

Λ2

ln µ2

Λ2

+ O(ln2 (µ2)) − . . .

]

. (2.28)

The dimensional parameterΛ can be chosen freely. Expressing the solution of Equation

2.27 in inverse powers oflnµ2 gives a meaning toΛ: in case ofµ → ∞ the coupling

vanishes (αs → 0). Thus QCD becomes strongly coupled atµ ∼ Λ (see Reference [67]).

Equation 2.27 shows the opposite behaviour at lower energies with an increasing cou-

pling strength. This leads to the other aspect of QCD, which is calledconfinement, and

causes quarks to exist always in bound states as mesons or baryons.

In the left panel of Figure 2.1, the currentαs measurements from various experiments

are shown atµ = MZ . The scale dependency of the “running coupling constant”αs

is shown in the right panel of the same figure. The confinement is expressed by the

increasing coupling strength at lowQ, which is mirrored by the fact that free quarks do

not exist in nature. The higher the energy in the scattering process is, the smaller becomes

the coupling strength so that the interaction seems to happen on a free particle. This is the

reason for the previously introduced term “asymptotic freedom”.

2.3 Proton-Proton Interactions

The phenomenology of proton-proton interactions depends on the energy scale of the

interaction. At low collision energies (. 1 GeV), the interaction can be approximated

by an elastic scattering process of two charged objects. When it comes to higher energy

regimes, however, the sub-structure of the proton becomes visible and the interaction gets

much more complicated.

A physical processH can be described with its initial state, an interaction and afinal

state. In technical terms, this can be written as

H = 〈ψf |M2
if |ψi〉 , (2.29)
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Figure 2.1: Combination ofαs measurements. Left: Measurements and world average at

µ = MZ . Right: Measurements ofαs(µ) at different energy regimes. Results are obtained

from theτ width, Υ decays, deep inelastic scattering, JADE and TRISTAN experiments,

Z width and furthere+e− event shapes. A fit on the data and its±1σ error band is

included. Figures taken from [67].

whereψf (ψi) is the final (initial) state andM2
if is the matrix element of the interaction.

In order to determine the overall cross-section of a QCD process, a similar factorisation

into the description of initial, intermediate and final state can be made (“factorisation

theorem”):

σtot = PDFs⊗ σ̂ ⊗ FF . (2.30)

Here, the initial state is represented by theparton distribution functions(PDFs) of the

incoming protons, which cannot be calculated but have to be determined from experiment,

e.g., via deep inelastic scattering (see Section 2.3.1). The cross-section̂σ of the hard

process describes the interaction of the particles involved, like qg → qg andqq̄ → qq̄.

Also not exactly computable is thefragmentationof the remaining partons, which do

not directly participate in the interaction. Their contribution to the total cross-section in

Equation 2.30, denoted as FF, is described infragmentation functions.

The three contributing terms will be discussed in the following, with the focus on the

determination of the PDFs. Today’s knowledge of the PDF is almost completely based on

information gained fromdeep inelastic scattering(DIS) experiments. Thus, the concept

of DIS is introduced beforehand.
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2.3. Proton-Proton Interactions

2.3.1 Deep Inelastic Scattering

With the items discussed so far, it is known that protons havea sub-structure and that

their constituents13—referred to aspartons—participate in the electroweak interaction. It

is clear that electrons are an obvious choice to probe the inner structure of hadrons, as

electrons are stable and it is easy to tune their energy to suitable values. In order to scatter

on partons, high electron energies are necessary, since free quarks do not exist in nature

and the principle of asymptotic freedom of the quarks has to be utilized in order to achieve

electron-quark scattering.

Not only electrons were taken as incoming particles in the early phase of DIS ex-

periments. In the 1970’s and early 1980’s, muons were also used to probe hydrogen,

deuterium or neutron at fixed-target experiments like BCDMS[31], E665 [12] and NMC

[20]. Their results as well as the electron approach at SLAC [76] are also shown in Figure

2.2, covering the regime at lowQ2 and high values ofx.

The difficulty at hadron-colliders lies in the ignorance of the initial state when a col-

lision takes place. This sounds surprising as the initial energy of the protons—at least in

the transverse plane relative to the beam axis—is preciselydefined. But because of the

sub-structure of the protons, the actual interaction takesplace on parton level. Therefore

it is necessary to know the parton behaviour within the proton.

At the HERA14 experiment, the proton structure has been investigated viaelectron-

proton scattering. The energy of the proton (electron) beamwas920 GeV (27.5 GeV).

Obviously, each parton only carries a fraction of the proton’s momentum. This fraction is

given by a scaling variable, calledBjorkenx, which is restricted to0 < x < 1:

x =
Q2

2Mν
, (2.31)

whereQ2 = −q2 is the four-momentum transfer,M the mass of the incoming proton

andν = q·P
M

the energy loss of the lepton in the rest frame of the proton with momentum

P . In order to find a measure for the scattering in terms of the transferred momentum

or energy,structure functionswere defined which are directly related to the differential

cross-section (see Reference [32]):

d2σ

dE ′ dΩ
=

α2

4E2 sin4 θ
2

(
F2(x, q

2)

ν
cos2 θ

2
+

2F1(x, q
2)

M
sin2 θ

2

)

. (2.32)

Here,E (E ′) is the energy of the incident (scattered) electron andθ is the electron’s

scattering angle. The structure functionsF1, F2 depend on the momentum transferq2 and

the scaling variablex. They cannot be deduced from theory due to non-pertubative effects

within QCD, and must be measured at dedicated facilities like HERA, instead.

13in this context, only valence quarks are considered—a deeper discussion would also have to deal with

sea-quark and gluon contributions
14HERA stands for “Hadron-Elektron-Ring-Anlage” at the DESYfacility in Hamburg, Germany
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Figure 2.2: Proton structure functionF p
2 (x,Q2) as a function of the momentum transfer,

Q2 = −q2, with data from fixed-target experiments (SLAC, BCDMS, E665, NMC) and

collider experiments (H1, ZEUS). See text for details. Figure taken from [67].

Figure 2.2 shows an example of the proton structure functionF p
2 (x, q2) for the acces-

sible kinematic regime of HERA and other experiments. The moderate change, which

is known as “scale independence”, in the experimentally determined values forF2 over a

broad range ofQ2 in a certain scale regime (0.05 . x . 0.4) is evidence for the scattering

at point-like partons. By probing lower values ofx, a scale violation becomes observable

as gluon radiation causes an evolution in the structure functions.

As one cannot make use of discrete data points from the experimentally found struc-

ture functions within a simulation, several groups put a huge effort into the modelling of

the structure functions. An overview of their work is subject of the next section.
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Figure 2.3: Parametrisation of the parton distributions bythe MRST group. Left: Proton

structure functionF p
2 (x,Q2) for two given values ofQ2 = −q2 versus the scaling vari-

ablex. Right: Contributions of the gluons and different quark flavours to the structure

functions forµ2 = 10 GeV2 andµ2 = 10 TeV2. All figures taken from [67].

2.3.2 Parton Distribution Functions

In order to simulate an interaction of hadrons accurately, the momentum-distribution of

the partons within the hadron have to be reflected in the Monte-Carlo simulation. This

is done by parametrising the structure functions inparton distribution functions(PDFs).

The difficulty for groups like MRST [65] and CTEQ [66]—besides the modelling of the

structure functions given by experiments—is the extrapolation of the PDFs to yet inac-

cessible kinematic regimes ofQ2. The extrapolation as well as the PDFs are based on the

DGLAP15 equations (see References [56], [44] and [18]).

In their current form, the MRST collaboration performs fits at leading order (LO),

next-to leading order (NLO) and next-to next-to leading order (NNLO) by starting at a

reference input scale (Q2 = 1 GeV2), determined from a global analysis of data. With

sum rules as boundary conditions, like the number of valencequarks of a given type16 a

total of 30 free parameters remain in the fit.

Some exemplary results for the parametrisation of the structure functions via PDFs are

shown in the left panel of Figure 2.3. It shows a very good agreement between the data

points given by various experiments and the fits. Additionally, the contribution of different

quark-flavours and gluons to the structure functions can be modelled for different energy

regimes, mirroring the increasing gluon contribution at higher energies in proton-proton

interactions at the LHC.

15“DGLAP” stands for the authors of the different papers, who are Dokshitzer, Gribov, Lipatov, Altarelli

and Parisi
16e.g. for the number of up-quarks within a proton one has

∫ 1

0
dxuv(x, Q2) = 2
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Chapter 2. Theoretical Groundwork

The PDFs included in the simulations that were used in this analysis will be introduced

in Chapter 4.

2.3.3 The Matrix Element of the Hard Process

The cross-section̂σ of the hard process in proton-proton interactions is exactly calculable,

in principle. However, when going to higher order diagrams the calculation quite soon

becomes very complex. As of today, the cross-sections are known at NNLO level.

At leading order the cross-sections of processes relevant for the LHC can be calculated

precisely. Such processes are, for instance,qq → qq, qq̄ → qq̄ and, in contrast to non-

existent triple-photon couplings in QED, processes with three-gluon coupling,qq̄ → gg,

and the crossed reactionsqg → qg andgg → qq̄.

The available Monte-Carlo generators can roughly be distinguished in LO, NLO and

NNLO generators. The implementation of the hard process’ matrix element is already

possible at NNLO with ZWPROD (see References [59] and [74]) and FEWZ17 (see Ref-

erence [19]), which calculates the cross-sections of hadron-hadron collisions in pertuba-

tive QCD, including full spin-correlations and effects like γ∗/Z interference, in case of

the leptonic decay channels. At NLO, generators like MC@NLOor MCFM18, which also

includes spin-correlations of the decay products, are available.

With this in mind it seems a bit anachronistic to rely on a LO generator likePYTHIA

for the majority of the samples used in this analysis, especially for the signal sample. The

reasons for usingPYTHIA nevertheless are practical issues: the vast majority of centrally

produced samples are generated withPYTHIA including the PHOTOS19 extension; ad-

ditionally, most of the detector studies relied on the use ofthis generator. However, by

considering the QED final-state radiation via PHOTOS,PYTHIA already emulates some

aspects of higher-order behaviour.

2.3.4 Fragmentation Functions

The fragmentation functions (FF) can be seen as final-state analogon to the PDFs and

hence have to deal with the transition of partons emerging from the hard process to the

final-state hadrons. The non-pertubative nature of this transition forces a splitting into

pertubative and non-pertubative aspects, which is realised in the FFs. Since the deduc-

tion of FFs inpp-scattering always suffers from effects like the underlying event (see

next section), fragmentation functiones can best be studied in e+e− annihilation, in pro-

cesses likee+e− → γ∗/Z → h+X. The total fragmentation functionF h(x, s), which

17“Fully ExclusiveW , Z Production through NNLO in pQCD”
18“Monte Carlo for FeMtobarn processes”
19calculates the final-state photon radiation
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2.4. Discovery and History of theZ Boson

can be deduced from the cross-section observables in the process quoted, is given by (see

Reference [67]):

F h(x, s) =
∑

i

∫ 1

x

dz

z
Ci

(

z, αs(µ),
s

µ2

)

Dh
i

(x

2
, µ2
)

+ O
(

1√
2

)

, (2.33)

with x = 2Eh√
2
≤ 1, Ci as observable-dependent coefficient functions andi as placeholder

for the respective (anti) quark or for the gluon. The functionsDh
i denote theparton

fragmentation functions(or fragmentation densities) and give the probability that a parton

i fragments into a hadronh carrying a fractionz of the parton’s momentum. The scale

parameterµ2 of the factorisation can be identified with the renormalisation scale.

The downside of usinge+e− scattering to determine the FFs lies in the insensitivity to

gluon-like fragmentation densities and the investigationof charge asymmetries,Dh
qi
−Dh

q̄i
,

where studies ofep andpp scattering deliver complementary results to the one’s from

e+e− scattering.

2.3.5 The Underlying Event

In hadron-collider physics, the description of the final state always has to deal with the

remnants of the initial state protons that have not participated in the hard process. This

additional particle flow is calledunderlying event(UE).

In simulations, the UE is usually implemented by including additional2 → 2 scatter-

ings (“multiple parton interactions”). An independent treatment of the UE and the actual

hard-interaction process is difficult due to their correlation in terms of colour, as both

share a common, neutral-colour initial state.

2.4 Discovery and History of theZ Boson

The outstanding success of the Standard Model was underlined by the discovery of par-

ticles whose properties—like masses and interactions—matched exactly their prediction

by Glashow, Weinberg and Salam (see Section 2.2).

One of those particles, theweak neutral currentor Z boson, was indirectly20 discov-

ered at CERN’Gargamellebubble chamber in 1973. The experiment used a neutrino

beam from the Proton Synchrotron (PS) to induce the scattering process

(−)
ν µ + e− → (−)

ν µ + e− (2.34)

that can only take place via the neutral current.

20for a direct search, the center-of-mass energy provided by an experiment has to reachM(Z) for an

on-shell production
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After the commissioning of the Super Proton Synchrotron (SPS) in 1976, the energy

for an on-shell production, and hence a direct observation of theZ, became technically

available. However, since the cross-section to createW± andZ bosons is significantly

larger if the requiredqq̄ pair is provided by valence quarks rather than using contributions

from sea quarks, the possibility to use the SPS as app̄ collider (called “Spp̄S”) from 1981

to 1984 allowed the discovery of the two electroweak gauge-bosons. The experiments

UA1 and UA2 directly measured theZ along with theW in 1983. For the discovery, C.

Rubbia and S. van der Meer become awarded the Nobel Prize in 1984.

In the following years, the experiments at LEP (ALEPH, DELPHI, OPAL and L3),

and at the Tevatron (D∅ and CDF) measured the properties of theZ very precisely (see

Reference [67]):

MZ = (91.1876 ± 0.0021) GeV ,

ΓZ = (2.4952 ± 0.0023) GeV . (2.35)

The decay width of theZ boson is theoretically determined by Equation 2.9. In terms

of axial giA and vectorgiV coupling constants, the common width for aZ boson decaying

into a pair of fermionsi is given by

Γ(Z → ψiψ̄i) =
NC

√
2GFM

3
Z

12π
·
(

giV
2
+ giA

2
)

, (2.36)

whereNC is 1 for leptons and3 for quarks21, GF is the Fermi constant,MZ is the mass

of theZ, giV = T3(i) − 2Qi sin θW and giA = T3(i), respectively. Due to the lepton

universality, theZ couples equally to each lepton generation. In particular, the decay

modes and branching ratios are

ΓZ→ℓ+ℓ−

Γtotal
= (3.3658 ± 0.0023)% ,

ΓZ→invisible

Γtotal
= (20.00 ± 0.06)% ,

ΓZ→hadrons

Γtotal
= (69.91 ± 0.06)% .

Additionally, the ALEPH experiment proved the concept of the three generations of

matter by measuring the width of theZ with the required precision (see Reference [36]).

This experimental results excluded a possible fourth generation of neutrinos and once

more confirmed the predictions of the Standard Model.

The total cross-sections of a variety of processes are givenin Figure 2.4. The overall

pp cross-section is∼ 7 orders of magnitude higher than the inclusiveZ cross-section. The

difficulty for this analysis is the enormous number of produced jet-events. As it is shown

21the factorNC = 3 denotes the presence of the colour, without higher-order corrections inαs
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2.4. Discovery and History of theZ Boson

Figure 2.4: Illustration of the expected cross-sections for various processes versus centre-

of-mass energy. The evolutions for the weak gauge bosons arehighlighted.

in Figure 2.4, the jet cross-section withE jet
T > 100 GeV already exceeds the inclusiveZ

cross-section for energies reached at the LHC. Furthermore, the jet cross-section increases

exponentially for lowerET thresholds, such thatσjets(E
jet
T > 20 GeV) ∼ O(107 nb). This

is a huge challenge for the ATLAS trigger system (see Chapter3). In comparison, the

LO cross-section as given by thePYTHIA generator as well as the LO and higher order

cross-sections from FEWZ are shown in Table 2.2. It is obvious that only a sufficient

jet-rejection allows the extraction of a cleanZ boson signal by the offline selection.

25



Chapter 2. Theoretical Groundwork

Generator Order in pertubation theoryσpp→Z+X→e+e−+X / nb

PYTHIA+PHOTOS LO 1.47

FEWZ LO 1.66

FEWZ NLO 2.03

FEWZ NNLO 2.02

Table 2.2: Leading order (LO) and higher order ((N)NLO) cross-sections forZ production

in pp collisions at14 TeV and its subsequent decay into an electron-positron pair. The

invariant mass of the lepton-pair is restricted toMℓℓ > 60 GeV.

2.5 Z Production in Proton-Proton Interactions

In 1970, S. D. Drell and T.-M. Yan discussed the possibility of producing large-mass

lepton-pairs in inelastic hadron-hadron scattering (see Reference [45]). They claimed that

the creation of a massive dilepton-pair within the “infinitemomentum frame”22 can only

take place via annihilation of a parton and an antiparton from each incoming hadron rather

than producing this final state from one of the hadrons by justexchanging low-x partons

between them, in order to fulfil momentum and energy conservation requirements.

The paper by Drell and Yan had two implications: the theoretical description of the

experimentally discovered rapid fall-off of the (differential) cross-section when producing

µ+µ− pairs in hadron-hadron collisions (see Reference [37]), and the explanation of high-

mass dilepton systems via an intermediate—and at that time yet unknown—state. The

available energy for the final state,

Q2 = x1x2s , (2.37)

is composed of the total collision energy squared,s, and the fractions of the longitudinal

moment of each parton,x1,2 (0 < x1,2 < 1). The intermediate state turned out to be an

interference of a virtual photon and a virtualZ boson, as the available energy still was

insufficient to produceZ bosons on the mass shell.

At the LHC, theZ production is dominated by the Drell-Yan process (see Figure 2.5),

with the subsequent decay into a fermion-anti-fermion pair

qq̄ → γ∗/Z → f f̄ . (2.38)

With the same collision energy, the LHC’s cross-section forthis process would be slightly

lower than the one at the Tevatron, since the latter is app̄ collider with the required̄q as

valence quark already in the initial state. However, the higher center-of-mass energy more

than compensates for the required contribution of sea quarks at the LHC.

22the infinite momentum frame, P → ∞, allows to treat the constituents of hadrons as collinear, free

particles, whereas their momentum is slowed by time dilation (see Reference [49])

26



2.5. Z Production in Proton-Proton Interactions

Figure 2.5: Illustration of the Drell-Yan process: hadron-hadron (hA andhB) interaction

via quark anti-quark annihilation, intermediateγ∗/Z state and its subsequent decay into a

lepton anti-lepton pair (cf. Reference [61]).

In order to produce on-shellZ bosons at the LHC, the collision energy in Equation

2.37,
√
s = 10 TeV (

√
s = 14 TeV) must provideQ2 ≈ M2

Z , so that each quark carries

on averagex ∼ 0.91% (x ∼ 0.85%) of the proton’s momentum. The production cross-

section for the processpp→ γ∗/Z +X can be calculated in leading-order23 expansion of

αs within the electroweak theory as follows (see Reference [42], Chapter 10):

σ(qq̄ → Z;Q2) ∼M2
ZGF (ξ2

Z,L + ξ2
Z,R) δ(Q2 −M2

Z) , (2.39)

with theZ coupling,ξZ, as defined in Equation 2.12. The involvement of quarks in theZ

production, however, leads to a modification of Equation 2.39 in order to account for the

relevant PDFs of this process. By using the factorisation theorem (see Reference [39]),

the parton-level interaction from the previous equation can be separated from the terms

arising from the PDF contributions:

σ(pp→ Z) =

∫

dx1dx2

∑

q

{fq(x1, µ)fq̄(x2, µ)}σ(qq̄ → Z;Q2) . (2.40)

Here,µ denotes the factorisation scale and can be chosen arbitrarily, e.g.,µ ≈MZ in order

to reflect the underlying physical process. This free parameter shows the uncertainty that

arises from non-pertubative QCD contributions and can be minimised by adding higher-

order corrections forαs in the formula to calculate the cross-section. The implementation

of the PDFs is part of the discussion of the Monte-Carlo simulation in Chapter 4.

23the leading-order approximation can be justified by the decreasing ofαs at high energy scales (see

Section 2.2.5)
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2.6 Motivation for the Measurement

The Drell-Yan production of aZ boson and its subsequent decay into aℓℓ̄ pair serves

as a standard candle for the electron and muon channel. The cross-section of∼ 1 nb

is sufficiently large in order to collect enough statistics for various purposes in the early

data-taking period. The decay into a pair of isolated leptons leaves a clean signature in

the detector, which allows for calibration and performancestudies. Once the experimental

uncertainties have been minimised, the Drell-Yan process could also be used to measure

the luminosity at the LHC.

The central parameter in order to measure theZ production is the cross-section of the

process. With Monte Carlo simulations (FEWZ, see Reference[19] and ZWPROD, see

References [59] and [74]), the cross-section has been computed at NNLO level. In addi-

tion to an inclusive measurement, the production ofZ events can also be determined with

respect to the rapidity of theZ or with respect to its transverse momentum. At leading

order, the relation between the rapidity of theZ and the involved partons’ momentum

fractionsx1 andx2 can be expressed as follows:

yZ = −1

2
ln
x2

x1
.

The measurement ofdσ/dyZ thus is a probe for the PDFs of the proton. In addition,

measuring theZ production with respect to its transverse momentum,dσ/dpT , yields

information about non-pertubative effects in pQCD.

The aim of this study is therefore to estimate the expected uncertainties on the in-

clusive and differential cross-sections for an integratedluminosity of100 pb−1, hence an

early stage of the experiment. The methods and tools, which can also be applied to data

in studies to come, are introduced and tested whether or not they allow for a reproduction

of the cross-section that was used to generate the given samples.
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Experiment and Simulation
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≪Nur ein Narr macht keine Experi-

mente.≫

Charles Darwin (∗1809, †1892) 3
The ATLAS Experiment

3.1 Introduction

After World War II, the restart in European science lead to the foundation of an inter-

national laboratory for nuclear research. Named after the initial council, Conseil Eu-

ropéen pour la Recherche Nucléaire, CERN as the “European Organization for Nuclear

Research” with 12 member states was brought to life in 1954. It is located on the outskirts

of Geneva on the Franco-Swiss border.

The first particle accelerator, the Synchrocyclotron (SC),brought protons to an energy

of 600 MeV and started operation in 1957. Two years later, the Proton Synchrotron (PS)

provided proton beams with an energy of28 GeV. Over the years, the PS fed many experi-

ments with particle beams and was used as pre-accelerator for subsequent machines—and

is in use even today, as one of the pre-accelerators of the LHC.

Another milestone in CERN’s history was the first proton-proton collider, ISR1. Rather

than focussing a particle beam onto a fixed target, the collider technology allows to in-

crease the available collision-energy by a factor of two, leading to a significant increase in

the centre-of-mass energy of the reaction. Of course, new techniques had to be developed

in order to control the beam within the ring and to focus it at the interaction point.

The experiences obtained with the ISR went directly into thedevelopment of the Super

Proton Synchrotron (SPS), which became operational in 1976. It was built in a tunnel with

a circumference of7 km and initially2 accelerated protons to an energy of300 GeV. Today,

the SPS still delivers its450 GeV proton-beam to experiments and acts as pre-accelerator

for the LHC.

In 1989, the Large Electron-Positron collider (LEP) was commissioned in a new tun-

nel with a circumference of27 km, which also hosts today’s LHC. In a first phase, LEP

operated with a design energy of100 GeV, being increased to200 GeV in a second phase

of operation from 1996 until the year 2000, when the LEP was shut-down in order to build

1“ISR” stands forIntersecting Storage Rings
2later on, anti-protons and heavy ions were also acceleratedwithin the SPS
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Chapter 3. The ATLAS Experiment

Figure 3.1: Schematic view of the Large Hadron Collider and its four major experiments.

Figure taken from [24].

the LHC.

In the history of CERN, many discoveries have been made, which either confirmed

given theories or gave rise to new questions about nature. One important step to verify the

Standard Model was the detection of the heavy electroweak bosonsW± andZ in 1983.

The Higgs-Boson as the very last, yet undiscovered, piece ofthe Standard Model waits

for its discovery at the LHC.

In the following sections, the ATLAS3 experiment will be discussed in detail. First,

an overview of the LHC is given with a brief summary of the other major experiments

besides ATLAS. After a detailed discussion of each for this analysis relevant part of the

detector, the trigger system, the reconstruction softwareand the computing model are be-

ing explained. The chapter is concluded by a brief outlook onthe luminosity measurement

at ATLAS.

3.2 The Large Hadron Collider (LHC)

The construction of the LHC was approved in 1994. Together with its four major ex-

periments ATLAS, CMS, LHCb and ALICE it is located in the former LEP-tunnel (see

Figure 3.1). Its main purpose4 is to provide proton-proton collisions with an unprece-

3“A ToroidalLHC Apparatus”
4alternatively, the LHC is also used for dedicated heavy-ion(Pb) runs, with energies up to2.8 TeV per

nucleon.
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Figure 3.2: Illustration of a LHC dipole-magnet and its components. Figure taken from

[24].

dented centre-of-mass energy of14 TeV at specified interaction points. As many, yet

undiscovered, processes come with very low cross-sections, the main focus in the de-

velopment of the LHC was on achieving a sufficiently high (instantaneous) luminosity

(L = 1034 cm−2s−1) in order to produce rare events with an acceptable rate. Therelation

between the expected event rate and the luminosity is as follows:

dN

dt
= σL , (3.1)

with σ as the (total) cross-section andL as the machine—or instantaneous—luminosity.

The latter can be derived only from machine parameters (see Reference [34]):

L =
N2
b nbfrevγr
4πεnβ∗ F , (3.2)

whereNb is the number of protons per bunch,nb is the number of bunches per beam,frev

the revolution frequency of the LHC,γr = (1 − β2)−
1
2 the relativistic gamma-factor,εn

the normalised transverse beam emittance. In Equation 3.2,β∗ is the beta-function and

F the geometric luminosity reduction factor, both at the interaction point. A symmetrical

setup for both beams is assumed in Equation 3.2.

In order to reach the desired luminosity as well as the designenergy of14 TeV, su-

perconducting magnets at a temperature of1.9 K are used throughout the entire ring to

bend the protons around their trajectory within the LHC and to focus each proton beam.

Figure 3.2 shows an illustration of a bending dipole, with its almost symmetrical structure

in order to host both beam pipes.
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Once the LHC has become fully operational, each bunch of protons will carry∼ 1011

particles and each fill5 will consist of 2,808 bunches. This leads to a bunch crossingeach

25 ns and an expected interaction rate of1 GHz at ATLAS.

Apart from ATLAS, three other major experiments are detecting the collisions at the

LHC: the CMS6 detector is like ATLAS a multipurpose detector that covers the same

goals in terms of physics. In some way, CMS with its better muon system at the cost

of a worse tracking system and calorimeter is complementaryto ATLAS. The results of

both experiments, CMS and ATLAS, can therefore be used for cross-checking purposes.

LHCb7, on the other hand, is dedicated to the investigation ofCP violation in theb sec-

tor. LHCb concentrates on scattered particles in the forward region, hence it is not build

symmetrically around the interaction point. Also built fora special purpose was ALICE8,

a detector that is designed to study the quark-gluon plasma that existed shortly after the

big bang via heavy-ion collisions.

The LHC started its operation with the first circulating proton-beams on 10 September

2008. Nine days later, however, an incident at one dipole-intersection caused a leak in the

cooling system and a major damage to several adjacent magnets. The inevitable shutdown

and repair period of 11 months forced this analysis to deal with simulated events, rather

than analysing the very first data from the ATLAS detector.

Since 20 November 2009 the LHC operates again with a collision energy of currently

7 TeV. After another shutdown in 2012, the LHC will presumablyreach its design energy

of 14 TeV in the year 2013.

3.3 The ATLAS Detector

The ATLAS detector is located in a cavern at CERN’s “Point 1” site, opposite to the main

entrance. It is the largest multi-purpose particle detector built so far, with a diameter of 25

metres and a length of 44 metres. An illustration of the detector is shown in Figure 3.3.

The coordinate system of the experiment is defined as follows: the origin is the nom-

inal interaction point of the beams, thex axis points from the origin to the centre of the

LHC ring, they axis points upwards. With the right-handed orientation of the coordinate

system, thez axis, which is defined by the beam pipe, becomes its orientation. The az-

imuthal angleφ is measured around thez axis, the polar angleθ is the angle from thez

axis.

In hadron colliders, however, the polar angle is most commonly expressed as thepseu-

5after injecting the SPS beam(s) into the LHC and accelerating them to the targeted intensity, the beams

circulate for many hours to provide luminosity to the experiments
6“Compact Muon Solenoid”
7“Large Hadron Collider beauty”
8“A Large Ion Collider Experiment”
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Figure 3.3: Illustration of the ATLAS detector. Figure taken from [24].
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Table 3.1: Performance goals of the ATLAS experiment for thedifferent detector parts.

The performance of the muon spectrometer is given for high-pT muons without taking the

Inner Detector into account. The unit ofpT andE is GeV. Table taken from [3].

dorapidity,

η = − ln tan
θ

2
. (3.3)

As this equation only holds for massless particles, the rapidity for massive particles is

defined as

y =
1

2
ln
E + pz
E − pz

, (3.4)

whereE is the particle’s total energy andpz its momentum component inz direction.

Radial distances are given byR =
√

(x2 + y2).

In order to cover as many disciplines of particle physics from precision measurements

of well-known processes to the discovery of new ones, the requirements on the design of

the ATLAS detector were manifold (see Reference [3] for a more detailed description):

◮ fast, radiation-hard electronics and sensor elements

◮ large acceptance inη

◮ good charged-particle momentum resolution and reconstruction efficiency as well

as the ability to resolve secondary vertices in the trackingsystem

◮ very good electromagnetic calorimetry for electron and photon identification and

measurements

◮ complementary full-coverage of the hadronic calorimeter in order to find jets and

missing transverse energy

◮ good muon identification and momentum resolution

◮ highly efficient trigger system, i.e. maximised backgroundsuppression by min-

imised signal loss
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Figure 3.4: Illustrations of ATLAS’ Inner Detector. Figures taken from [24].

The overall performance goals deduced from these requirements on the ATLAS com-

ponents are given in Table 3.1.

In the following, the different parts and sub-detectors of ATLAS will be discussed—

more detailed when related to the analysis, and more briefly,if not (like the muon system).

3.3.1 Inner Detector – Tracking System

The Inner Detector (ID) of ATLAS (see References [26] and [3]) has to deal withO(1000)

particles per bunch crossing, hence, a very fine detector granularity is required, especially

close to the interaction point. Closest to the beam pipe is the Pixel Detector (PD), followed

by the Semi-Conductor Tracker (SCT) and the Transition-Radiation Tracker (TRT). An

overview of the Inner Detector is given in Figure 3.4.

In order to perform momentum measurements and to determine the charge of a parti-

cle, the ID region is embedded in a2 T solenoidal magnetic field. The solenoid itself is

located between the ID and the electromagnetic calorimeter. The coverage of the whole

ID is 0 < |η| < 2.5.

Pixel Detector (PD)

An important requirement for the innermost detector-component (see Reference [1]) is

the capability to find secondary vertices, e.g., for decays of the τ lepton or theb andc

quarks. Therefore, the inner pixel-layer, called “b-layer”, is located directly at the beam

pipe. The nominal pixel size is50 µm in φ and400 µm in z (barrel region) orR (disk

region), which are located on more than 1,700 modules providing≈ 80 · 106 channels.

Even though the design of the PD complies with the requirement of radiation hardness,

the luminosity within ATLAS forces the b-layer to be replaced after three years of LHC
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operation. The remaining layers do not suffer from this extremely high particle flux and

have an expected lifetime of∼ 10 years.

In order to protect the Pixel Detector from a possibly misguided beam, the Beam

Conditions Monitor (BCM) is installed (see Reference [1]) within the PD. It consists of

two diamond sensors that produce coincident signals if interactions originate from the

nominal interaction point. Out-of-time events might indicate a misplaced beam and thus

trigger the LHC to dump the beam. Furthermore, the BCM signals can be also used to

monitor the luminosity.

Semi-Conductor Tracker (SCT)

Within the Semi-Conductor Tracker (for details, see References [9] and [10]), each track

crosses eight9 strip layers, which leads to four resulting space points. Within the barrel

region, both coordinates are measured by using small-angle(40 mrad) stereo strips. One

set of strips is parallel to the beam pipe, measuringR − φ with an accuracy of17 µm. In

the endcap, the detector has strips running radially as wellas a set of small-angle stereo

strips. The accuracy inR − φ is the same as in the barrel region.

For both, barrel and endcap, the resolution in the orthogonal coordinates,z andR, is

worse (≈ 580 µm) due to the use of ambiguity-reducing stereo strips. The SCT has a total

of more than6 · 106 read-out channels.

Transition Radiation Tracker (TRT)

As its name already says, the TRT (see Reference [8]) makes use of low-energy transition

radiation (photons) from ultra-relativistic particles (like electrons) passing through nu-

merous dielectric boundaries10. This is achieved by polypropylene-polyethylene fibres in

the barrel (see Reference [6]) and polypropylene foils in the endcaps (see Reference [7]),

which are interleaved with drift tubes (“straws”). These straws are4 mm in diameter and

filled with a xenon-based gas mixture to enhance the signal when photons from transition

radiation pass through. The intrinsic accuracy for of each straw providingR − φ mea-

surements within the barrel is130 µm. In total, the TRT has more than 350,000 read-out

channels.

Due to external constraints, the coverage of the TRT is limited to |η| < 2.0. An-

other difference to the PD and the SCT is the inability to measure thez coordinate within

the TRT in the barrel region, which is compensated by its electron-identification capabil-

ity. However, generating transition radiation comes at thecost of introducing additional

material in the particle’s trajectory. This item will be discussed in the ID summary.

9for some regions ofη the number is less than eight
10as the number of TRT hits strongly depends onη, an electron gives∼ 30 hits
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Figure 3.5: Simulated material distribution in terms of radiation length (X0) at the exit of

ATLAS’ Inner Detector envelope. Figure taken from [3].

Summary of the Inner Detector

Every kind of material a particle traverses is a possible source of conversions, brems-

strahlung and multiple scattering. Each effect distorts the measurement of the particle’s

trajectory or its energy, and thus has severe consequences (see Reference [3]):

◮ many electrons loose most of their energy due to bremsstrahlung before even enter-

ing the calorimeter

◮ ∼ 40% of the photons do not reach the calorimeter but convert to electron-positron

pairs

◮ a significant amount of (charged) pions interact inelastically with the material in the

ID

In order to describe and to reproduce the effects within the Inner Detector, a detailed

modelling of its material has been implemented in the simulation. Figure 3.5 shows the

impact of different kinds of material on a particle exiting the ID’s envelope. Especially

trajectories within the transition region from barrel to endcap at|η| ≈ 1.5 face a large

amount of material.

With the requirements on the accuracy of the spatial measurements within the ID,

the alignment of the sub-detector parts is another crucial element. In order to correct

the alignment and to mirror possible irreversible misalignments in the simulation, cosmic

rays were studied prior LHC operation.
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Figure 3.6: Cut-away view of the ATLAS calorimetry. Image taken from [24].

In routine LHC running, the alignment is checked by a dedicated stream of tracks

selected at a rate of∼ 10 Hz, giving almost106 events to fix the alignment constants

daily, and to ensure a precision of10 µm on the module positions of the SCT.

The solenoid field of the ID, which can also be a source of uncertainties, has been

checked during the installation phase of ATLAS. Before the installation of the ID, the

magnetic field strength has been measured by movable Hall probes within its volume

in order to map the magnetic field and to find inhomogeneities.During running, four

permanent probes to monitor any long term drifts in the magnetic field are installed at

z = 0.

Whilst discussing the different sub-detectors of the ID, the individual numbers of read-

out channels were stated. It is obvious that, due to the need of a high granularity of the

ID, the first trigger stage is not capable of handling that much information within∼ 2 µs.

Hence, the (digitised) ID information is buffered during the level-1 latency, and is passed

to the High Level Trigger system in case of a level-1 accept.

3.3.2 Calorimeter

An illustration of the ATLAS calorimetry is given in Figure 3.6. As it is common to

multi-purpose detectors, ATLAS’ calorimeter system is divided into an electromagnetic

and a hadronic part (see Reference [3]). Both have to cover a wide range of physics

requirements over a large rapidity region of|η| < 4.9.

Another similarity of both parts is to stop the measured particles completely. Apart
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from the obvious reason in containing the whole energy of theparticle, this requirement

also reduces leakage into the following detector-parts (hadronic calorimeter or muon sys-

tem). Thus, calorimeter depth is an important consideration in the construction phase.

For the electromagnetic calorimeter the radiation lengthX0 exceeds20 in all parts of it,

as well as10 interaction lengths11 λ in barrel and endcap of the hadronic calorimeter.

Electromagnetic Calorimeter

The electromagnetic calorimeter (for details, see References [25], [30] and [17]) is a

LAr12-lead detector with an accordion-shaped geometry for the electrodes and lead absor-

ber-plates. The accordion structure guarantees azimuthalsymmetry, whilst the thickness

of the lead absorbers changes as a function ofη in order to optimise performance and

energy resolution of the calorimeter.

The calorimeter covers a total range of|η| < 4.9 and is divided into a barrel part

(0 ≤ |η| < 1.475), two endcaps (1.375 < |η| < 3.2) and a compartment in the forward

calorimeter (3.1 < |η| < 4.9). The barrel is composed of two identical half-barrels, lead-

ing to a4 mm gap atη = 0. The endcaps also consist of two parts, an outer wheel covering

1.375 < |η| < 2.5 and an inner wheel for the region2.5 < |η| < 3.2. In order to correct

for energy losses of electrons and photons in front of the calorimeter, an active LAr-layer,

named “presampler”, is used in the region of|η| < 1.8.

Since the analysis will only deal with central objects (i.e.|η| < 2.5), the inner wheel

will not be discussed here. In the central region, the electromagnetic calorimeter is seg-

mented in three sections in depth, called “samplings” or “layers”, which is shown in

Figure 3.7. The layers clearly have different purposes: thefirst layer consists of strip

cells with∆φ× ∆η = 0.98 × (3.1 · 10−3) andX0 & 4. The very fine granularity in the

η coordinate helps to differentiate photons coming from neutral pions (π0 → γγ), and

hence to identify the mother particle. The second layer withits almost quadratic shape

(∆φ × ∆η = 0.0245 × 0.025) absorbs most of the electromagnetic showers (X0 & 16),

whilst the third layer (∆φ × ∆η = 0.0245 × 0.05, X0 & 2) is used to estimate possible

energy leakage into the hadronic calorimeter. The values for the radiation lengths depend

onη of the particle and vary between22 ≤ X0 ≤ 33 in the barrel region.

The transition from the barrel to the endcap at1.37 < |η| < 1.52 is a special case in the

description of the detector, as it hosts a large amount of dead material (like cables etc.).

This leads to an increased effort to estimate losses and material distribution correctly.

Early analysis with data—and hence this thesis—will thus not rely on data from this

region.

The read-out of the electromagnetic calorimeter with its≈ 182,000 channels is sep-

11mean path length to reduce the hadronic interacting particles by a factor of1
e

12LAr stands for liquid argon

41



Chapter 3. The ATLAS Experiment

Figure 3.7: Sketch of the three-layer structure (and the granularity of each layer) of the

electromagnetic calorimeter. Also shown is the size of thetrigger towersthat will be

discussed in Section 3.4. Image taken from [3].

arated in on-detector (front-end) and off-detector (back-end) electronics. Though front-

end electronics need to be radiation-tolerant, it is necessary to avoid picking up additional

noise during long analogue signal-transport in order to deal with O(10 MeV) signals.

Thus, amplification and digitisation of the analogue cell-information happens on-detector.

Furthermore, the front-end electronics buildstrigger towersas the analogue sums of all

4× 4 cells on which the Level-1 decision (see Section 3.4) will bebased on. Both, digital

and analogue information is then driven to the back-end electronics, located in a cavern

(“USA15”) 70 m away from the detector.

The back-end electronics buffers the digitised, full-granularity information from the

calorimeter, whilst the analogue trigger-towers are digitised and a Level-1 decision is

computed. In case the event is accepted, buffered information is processed to the High

Level Trigger stages. A detailed description of the triggersystem will be given in Section

3.4. The performance of the electromagnetic calorimeter with respect to electrons will be

discussed in Chapter 5.
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Figure 3.8: Sketch of the mechanical assembly of the tile calorimeter. Image taken from

[3].

Hadronic Calorimeter

The heterogeneous hadronic calorimeter consists of three parts: the central tile calorimeter

(TileCal, covering|η| < 1.7, see References [3] and [15]), the hadronic end-cap calorime-

ter (HEC,1.5| < η| < 3.2, see References [3] and [25]), and the forward calorimeter

(FCal, 3.1 < |η| < 4.9, see Reference [21]). The main purpose of each sub-part of

this calorimeter is to completely absorb the energy of hadrons and jets, which should be

fulfilled as the interaction length exceeds10 in all parts of it. For the reconstruction of

electrons, however, the hadronic calorimeter acts as a vetoif an electromagnetic shower

deposits energy above a given threshold also there.

The TileCal is a sampling calorimeter with steel as absorberand scintillating tiles as

active medium. The arrangement of absorbers and tiles as well as the optical read-out is

shown in Figure 3.8.

When a hadronically interacting particle enters the TileCal, it causes scintillator light

that becomes modulated by wave-length shifting fibres, before it gets detected by photo-

multiplier tubes adjacent to each module. In order to mirrorthe particle’s (or jet’s) trajec-

tory, the fibres are grouped to form read-out cells with respect to the nominal interaction

point.
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Figure 3.9: Cross-section of the muon spectrometer. Left:x-y plane perpendicular to the

beam axis (non-bending plane). Right:x-z plane (bending plane). Images taken from [3].

With the expected high rate of jets in the intermediate region that is covered by the

HEC as well as for geometric reasons, LAr is used as active medium and copper as ab-

sorber material within the hadronic endcaps. The latter choice, which is different from

the one in the electromagnetic calorimeter, is due to the fact that copper has a higher

density for hadron interactions. As can be seen in Figure 3.6, the HEC consists of two

longitudinal layers on either side.

The FCal is segmented into three parts, FCal1, FCal2 and FCal3. Although they also

use the LAr technology, FCal1 is dedicated to measure electromagnetic particles and uses

copper as absorber material. FCal2 and FCal3, on the other hand, have tungsten absorbers

and measure hadronic energy deposits, primarily.

The electronic read-out of the hadronic calorimeter follows almost exactly the one of

the electromagnetic calorimeter, with the front-end components as well as with the signal

paths to the back-end electronics. Details of the further signal treatment will be given in

Section 3.4.

3.3.3 Muon System

The muon spectrometer (MS, see References [27], [3]) in ATLAS is essentially a tracking

detector that is in the barrel (endcaps) embedded in a toroidal magnetic field of≈ 0.5 T

(≈ 1 T). The magnetic fields lead to field gradients up to1 mT per mm, yielding bending

powers as shown in Figure 3.10. The fact that muons pass matter with minimal interaction

provides the possibility to study them with all other particles being stopped in front of the

muon system.

An overview of the muon system gives Figure 3.9. It has a (highprecision) coverage

of |η| < 2.7 (|η| < 2.4) and aims on a stand-alone, i.e. without relying on information

from other detector parts, transverse momentum resolutionof 10% for 1 TeV muons,
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Figure 3.10: Predicted bending power of the muon spectrometer versus rapidity for two

different azimuthal anglesφ. Image taken from [3].

which gives a direct constraint to the spatial resolution (≤ 50 µm) of the spectrometer.

The trigger system, however, only covers trajectories up to|η| < 2.4.

In the barrel region, the precision-tracking chambers are located between the super-

conducting toroid-coils, whereas the endcap chambers are in front and behind the endcap

toroids. The symmetry inφ of the magnetic field is mirrored in the octet-structure of the

muon chambers, which minimises possible gaps in detector coverage due to the overlap

on the edges (see Figure 3.9). The three consecutive layers of chambers are aligned pro-

jectively with respect to the nominal interaction point in both, barrel and endcap. Only in

the forward region (2.0 < |η| < 2.7) where the occupancy is high, Cathode Strip Cham-

bers are used in the inner segment, whilst for the rest Monitored Drift Tubes (MDTs)

measure the muon position.

Similarly to the considerations from Section 3.3.1, precision measurements of the

muon’s momentum require a precise alignment and a well-understood magnetic field. In

order to achieve an alignment to comply with the constraints, a complex optical alignment

system that forms a dense, stable grid for monitoring (barrel) or reconstructing (endcaps)

the positions of the MDTs (see Reference [3]) has been used. The magnetic field, which

should be known at the per-mille level for each track’s path,is monitored by1,800 Hall

probes sitting on the MDTs and on the endcap cryostats, whilst long-term drifts are mon-

itored by two NMR tubes.

Dedicated trigger chambers13 within the muon system feed the back-end electronics

13Resistive Plate Chambers (RPCs) are used in the barrel region as well as Thin Gap Chambers (TGCs)
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Figure 3.11: Schematic overview of the ATLAS trigger systemthat consists of three

stages: Level 1, Level 2 and Event Filter.

with a fast-signal about the event to derive a trigger decision, measure theφ position of

the muon and to provide bunch-crossing information.

3.4 The Trigger System

The main parameter defining the requirements on the trigger system is the amount of data

that can be written to disk per second. A particle detector like ATLAS with itsO(108)

read-out channels operating at40 MHz and a—already zero suppressed—raw event size

of ∼ 1.5 MB, would produce an overwhelming∼ 60 TB/s of data if no preceding in-

stance, called “trigger”, selects the events—based on a flexible set of criteria—that actu-

ally will be written to disk and, hence, can be analysed afterwards.

With a manageable output of∼ 300 MB/s, the trigger rate is set to∼ 200 Hz. Hence,

a suppression factor of& 105 has to be achieved by the trigger, with an overall latency in

the order of seconds.

In order to meet these requirements, a three-staged triggersystem is implemented in

in the endcaps
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ATLAS. The first trigger level is completely hardware-based, since software-based algo-

rithms would not meet the timing requirements. The second and third trigger stage, also

commonly referred to as High Level Trigger (HLT), is software-based and consists almost

entirely of commercially available networking hardware and computers, in contrast to the

custom-build hardware of the first trigger stage (see Reference [3]). A detailed overview

of the ATLAS trigger system gives Figure 3.11.

3.4.1 Level-1 Trigger (L1)

The ATLAS L1 trigger receives the analogue sums of4 × 4 calorimeter cells (Trigger

Towers, TT) with a granularity of∆φ× ∆η = 0.1 × 0.1 for the calorimetry and the in-

formation of the muon trigger-chambers from the front-end electronics of the detector

(see Reference [28]). Its purpose is to look for high-pT muons, jets, electrons, photons

andτ leptons. Additionally, it calculates the possible imbalance in the transverse energy

within an event, called missing energy,E/T as well as
∑
ET and

∑
E jet
T . The overall

latency is2.5 µs during which the raw data is buffered on the front-end electronics that

have a maximum acceptance rate of75 kHz14.

The muon trigger information is separated in streams from the RPCs and the TGCs,

with a total of∼ 8·105 input signals. The trigger algorithm tries to identify high-pT muons

originating from the nominal interaction point, with six independently-programmablepT
thresholds whose multiplicity is passed to the Central Trigger Processor (CTP).

A more detailed description of the operating principle of the calorimeter signal path

will be given in the following, since one part of the thesis concentrated on the software

development for and testing of the Jet Energy Modules (JEMs)of the L1 trigger.

After receiving the4 × 4 energy sums from the front-end electronics of the calorime-

ters, Pre-Processor Modules (PPMs) digitise the data stream. In order to calculate energy

sums and to find large objects like jets, the digitised information of the TTs is summed in

a coarser granularity (∆φ× ∆η = 0.2 × 0.2), called “jet elements”. The TTs are passed

to the Electromagnetic Cluster Processor Modules (CPM) to find electromagnetic objects,

and the jet elements are passed to the JEMs, in order to run jet,
∑
ET andE/T algorithms.

The various—electromagnetic and hadronic—trigger towersare distributed by the

PPMs over 64 CPMs, whilst some TTs are duplicated15 in order to handle cluster sharing

between adjacent CPMs correctly. Via a sliding-window algorithm (described in Section

5.3.1), a local maximum of a2 × 2 TT-window is sought. If one of the 16 programmable

thresholds16 is passed, the corresponding multiplicity bit is increased. As this procedure

14upgradeable to100 kHz
15a part of the TTs are duplicated by the PPMs, another part by the Cluster or Jet Processor via the

backplane of the crate
16divided in 8 thresholds for electron/photon objects and 8 for τ /hadron objects.τ signatures include
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Figure 3.12: Block diagram of the ATLAS L1 trigger. Image taken from [22].

happens for each of the CPMs, Common Merger Modules (CMMs) combine the multi-

plicities into one overall multiplicity for each threshold. This information as well as the

location of these objects passing one or more thresholds (“Regions of Interest”, RoI) are

then passed to the Central Trigger Processor (CTP).

The operation of the JEMs is quite similar to the one of the CPMs, but one difference

is that half of the numbers of modules are necessary in order to cover the whole detector

due to the doubled granularity of the jet elements with respect to the trigger towers. Ad-

ditionally, the jet-finding happens within a customisable window-size of2 × 2, 3 × 3 or

4×4 jet elements. The JEMs provide the sums of the transverse energy,
∑
ET ,

∑
E jet
T as

well asEx andEy to Sum Merger Modules (SMMs) and the number of jet clusters pass-

ing each threshold to Jet Merger Modules (JMMs). In a final step, the missing transverse

energy is computed, and the individual threshold multiplicities are passed to the CTP.

The CTP combines the information of the two calorimeter trigger parts and the muon

trigger to make the final L1 decision, whether an event is rejected or becomes accepted

(L1A). The latter happens if at least one of the conditions17 for each stream is fulfilled.

In case of a L1A, a signal is sent to the front-end electronicsto initiate the read-out.

Moreover, the CTP has to handle timing differences between arriving information from

different parts of the calorimeter and muon trigger and, hence, from different parts of the

detector.

The Central Trigger Processor provides information to the data acquisition system

(DAQ) that is used for offline-monitoring purposes of eventsthat become rejected by the

processes likeW → τντ andZ → τ+τ−.
17each condition is an item of thetrigger menu, an abundant set of requirements to satisfy various physics

demands
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second trigger stage, as well as—via a separate path—to the level-2 trigger. This data

stream contains information about why the event has been accepted and the locations of

the RoIs.

3.4.2 Level-2 Trigger (L2)

The first part of the HLT is the L2 trigger (see Reference [29]), which receives the RoIs

and the multiplicities of the trigger-menu items from the previous trigger stage. Within

a latency of40 ms, the incoming event rate of& 75 kHz has to be reduced to2 kHz, in

order to comply with the input rate of the last trigger stage.

As stated earlier, the HLT is realised in software algorithms running on a computer

farm. This allows a maximum of scalability and flexibility. The algorithms used at L2

have been written especially for this trigger stage to accomplish the available latency, but

emulate some aspects from the offline reconstruction (see Section 3.5).

Unlike the L1 trigger, L2 has access to the full granularity of the detector, though this

access is limited to the RoIs delivered by L1. Additionally,information from the Inner

Detector can be used, allowing track-cluster matching and improved particle identifica-

tion, like electron and photon separation.

In case the event is accepted at this stage, its information from the various detector

parts becomes processed into one coherent structure. This is done by the Event Builder

[33], before the stream is passed to the last trigger stage.

3.4.3 Event Filter (EF)

The final stage of the ATLAS trigger system is the Event Filter. Although it uses L2-based

seeds, it has potential access to the full detector information and runs ATLAS standard

event reconstruction algorithms (see Reference [3]). Thisis possible due to the relaxed

time constraint of4 s for each event to become processed. This is sufficient to guarantee

an overall output rate of200 Hz on which the data is finally written to tape.

Another tasks of the EF is the classification of the events within the accepted data

stream, according to the ATLAS physics streams. These are, currently, streams for elec-

trons, photons, muons, jets, missing (transverse) energy and tauons, as well as a dedicated

stream forB-physics. In addition to that, the EF also delivers streams for detector cali-

bration, monitoring and data-quality purposes, similar toL2.
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Figure 3.13: Tracking reconstruction chain. The boxes in the top represent data objects,

whilst the second-row boxes show the algorithms working on the them. Figure taken from

[11].

3.5 The ATLAS Computing Model

With the raw-output18 of the Event Filter, the offline reconstruction software nowprepares

the different streams for analysis (see References [46] and[11]). However, an important

instrument in particle physics is the ability to simulate both, physics processes and de-

tector responses, hence also obtaining the raw data only from simulation. This will be

discussed separately in Chapter 4.

In order to analyse the data from the detector, several different datasets corresponding

to the stage of reconstruction will be produced, so that the following data will be available:

◮ Byte-Stream (Raw) Data Object, RDO:persistent (C++ object) representation of

event data from the HLT ∼ 1.5 MB per event

◮ Event Summary Data, ESD:contains detailed output of the detector reconstruction,

hence particle identification, track re-fitting, jet calibration etc. Still possible is

calibration and algorithm tuning ∼ 0.5 MB per event

◮ Analysis Object Data, AOD:derived from the ESD, containing sufficient informa-

tion for most analysis’ purposes, can be adjusted to deliverdifferent AODs in order

to fit specific analysis-paths ∼ 0.1 MB per event

Starting from AODs, even smaller representations of the data can be derived (Derived

Physics Data, DPD), which, roughly speaking, correspond to the common n-tuples.

The reconstruction of the RDOs derives the particle parameters like four-momenta for

electrons, photons, muons, jets etc., as well as auxiliary information (like the primary ver-

tex, missing transverse energy) for each event. In order to optimise the determination of

18theraw data is a C++ object representation of thebyte-streamthat is the actual output of the EF
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Figure 3.14: Cluster finding scheme with the data objects on the top and the algorithms

in the second row. Figure taken from [11].

the four-momentum, information from all detector parts is combined, without restrictions

on particle’s momentum or rapidity. First, tracking systemand calorimeter reconstruction

are independent steps, followed by, second, combined reconstruction algorithms. The

identification of some of the physical objects is part of the reconstruction, as well.

The track reconstruction has to deal with a variety of different detector parts from the

Inner Detector as well as the Muon Spectrometer, accompanied by different coordinate

systems from measurements on their various surfaces. An illustration of the track-finding

algorithm is shown in Figure 3.13, where, after the determination of space points, a pre-

liminary track is tried to be found. The last step in the trackreconstruction is the post

processing, which determines the primary vertex and results in “track particle” objects.

As the hadronic and electromagnetic calorimeters have different data formats, a “cell

maker” (see Figure 3.14) algorithm is run in order to form common objects for the

calorimetry. In the following, two different kinds of algorithms are used to find the out-

put (“energy clusters”): thesliding windowalgorithm (see Sections 5.3.1 and 5.4) and a

topological clusteralgorithm.

Subsequent to the determination of the objects that form a track or a cluster individu-

ally, the combination of the results yields in the identification of physical objects. High-pT
electrons (pT ≥ 10 GeV), for example, become identified by associating tracks to clusters

found by the sliding-window algorithm as well as by computing shower-shape and other

variables. Soft-elecctrons (pT < 10 GeV), on the other hand, are found by extrapolating

the track to the calorimeter, where the topological-cluster algorithm is run. This gives a

higher efficiency for low-pT electrons than to start from two objects, a track in the ID and

a cluster given by the sliding-window algorithm. The very same considerations hold for

the photon search, with a track veto if an associated clusteris found.

Similar algorithms are run to identify muons, jets, tauons etc., but are not to be dis-

cussed in this context. More details on the electron reconstruction algorithms will be

given in Chapter 5.
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3.6 Luminosity Determination

An important parameter for each particle accelerator experiment is the instantaneous lumi-

nosity, which is a measure for the number of particles per unit area per unit time times the

opacity of the target. With this parameter, the expected interaction rate can be calculated

for an experiment. During one fill, the number of particles per bunch varies significantly

due to collisions and imperfect beam quality. The instantaneous luminosity follows an

exponential decay function with a lifetime of about 15 hours(see Reference [48]). By

dividing each fill in short time periods of “luminosity blocks”, in which the instantaneous

luminosity is assumed to be constant, ATLAS tracks these changes and makes them avail-

able for following analysis. The blocks cover a period on theorder of minutes.

The primary luminosity measurement system in ATLAS is LUCID19, which is the

only detector primarily dedicated to online luminosity monitoring (see Reference [3]). It

uses Cerenkov radiation to detect inelasticpp scattering in the forward direction. Since its

purpose is to provide charged particle multiplicity for online monitoring, a part of LUCID

events will also be used for detailed offline luminosity studies.

The LUCID detectors are placed around the beam pipe (radial distance≈ 10 cm)

at both sides of the ATLAS interaction point atz ≈ 17 m. Each detector consists of

aluminium drift tubes, filled with C4F10. The tubes are15 mm in diameter, and each

detector contains20 of them. The online monitoring criteria can sufficiently be fulfilled

by simply counting the number of tubes with a signal above a given threshold.

Further methods like BCM (see Reference [38]) and ALFA (see Reference [3]) com-

plement the LUCID measurements and help to improve the initial accuracy of the instan-

taneous luminosity measurement from≈ 20–30% to ∼ 5% in later stages of the ATLAS

experiment. However, this accuracy can only be reached by counting events relative to

an already known, “reference” cross-section, like the one from theγ∗/Z production. An

high-precision absolute measurement is not possible.

A completely different technique that does not take into account reference cross-

sections is thevan der Meermethod, also known as “beam separation” or “luminosity”

scans. The basic idea—as it is described invan der Meer’sinitial proposal (see Reference

[73]) for the ISR—is to determine the “effective beam height”,

heff =

∫
ρ1(z) dz ·

∫
ρ2(z) dz

∫
ρ1(z)ρ2(z) dz

, (3.5)

with ρi as the beam-densities as a function of the vertical coordinatez. By displacing one

of the beams vertically with respect to the other, the counting rate that can be measured

within ATLAS is plotted versus the beam displacement, whichresults in a Gaussian-

shaped curve with a maximum at zero displacement. The point is that the effective beam

19LUminosity measurement using Cerenkov Integrating Detector
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height is equal to the area under the Gaussian divided by the ordinate at zero displacement.

This measure is completely independent of the beam shape itself.

Transferring this method to ATLAS, the instantaneous luminosity can be calculated

by:

L =
µ · nb · fr · I1 · I2

2π · Σx · Σy
, (3.6)

with I1,2 as the beam intensities andΣx,y as the standard deviations of the Gaussian dis-

tributions in the transversex, y plane. By measuring the rates in the previously described

ways within ATLAS, the beam intensities can be derived.

Each luminosity scan in ATLAS consists of 27 steps, where a total range of±6σbeam

in beam separation is covered horizontally and vertically (σbeam is the nominal transverse

size of the beams in ATLAS). With this method, the systematicuncertainty of≈ 20%,

which results from the imperfect knowledge of the inclusiveinelastic cross-section in the

simulation, is reduced by a factor of two.
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≪Durch bloßes logisches Denken

vermögen wir keinerlei Wissen über

die Erfahrungswelt zu erlangen; alles
Wissen über Wirklichkeit geht von der

Erfahrung aus und mündet in ihr.≫

Albert Einstein (∗1879, †1955)
4

The Monte Carlo Simulation

4.1 Introduction

In the early days of particle physics, the only way to study particles was either via exclu-

sive counting experiments or by visualising the particles’paths in, e.g., bubble chambers.

With the increasing performance of accelerators and detectors, however, it became

more and more important to be able to simulate already discovered physics processes

and to implement new theoretical developments within the simulation in order to mirror

physics in computer models. Over the years, many different simulations have been devel-

oped, some to describe processes at Leading Order (LO), someat Next-to Leading Order

(NLO) or even Next-to Next-to Leading Order (NNLO). The variety of event generators

also allows for cross-checking results and to estimate systematic uncertainties.

Translated to ATLAS, the aim is to reach the byte-stream (or raw) level with the sim-

ulation, meaning that the simulation chain (see Figure 4.1)has to take care of the event

generation with a suitable Monte Carlo simulator as well as the detector simulation.

Within this brief chapter, the event generation with thePYTHIA generator will shortly

be introduced (see Section 4.2), followed by an overview of the ATLAS detector simula-

tion (see Section 4.3). At the end, the different signal and background samples being used

in this analysis will be shown.

4.2 Event Generation

With the hundreds of particles being created in each event atthe LHC, it is absolutely

essential to model these complex physics processes with event generators (see Refer-

ence [3]). They deliver valuable input for analysis strategies (e.g., optimising signal-to-

background ratios), estimate acceptance corrections and,even at the planning stage of

detectors, requirements on their construction.

As the generated events serve as input for the detector simulation (see next sec-

tion), the output of the various generators has to be compatible to the common format

55



Chapter 4. The Monte Carlo Simulation

Figure 4.1: Data flow in the simulation chain. Rounded rectangles show objects in the

event data model, whilst rectangles represent processing stages. Figure taken from [3].

(“HepMC”, see Reference [43]).

Monte Carlo generators likePYTHIA [72], HERWIG [40], AlpGen [64] and others,

have to model in particular:

◮ Initial State Radiation (ISR), where one of the partons radiates a gluon (q → qg)

before the actual interaction

◮ the actual hard process, where the interacting partons are described by the PDFs

◮ possible multiple interactions from the remaining partonsand showers originating

from beam remnants

◮ intermediate states, such asW±/Z resonsances

◮ decays of particles produced in the hard process

◮ Final State Radiation (FSR), characterising the energy loss of a (stable) decay prod-

uct, likee→ e+ γ

◮ hadronisation of the resulting partons and gluons and the proper description of their

possible subsequent decays

◮ final state parton showers

Since it only simulates the hard-process itself, hadronisation and final state parton showers

cannot be simulated alone withinAlpGen.
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As on of the underlying principles in particle physics is quantum mechanics, ran-

domness plays an important role. In order to simulate a process given by nature that is

described by a functionf(x) (wheref(x) can stand for anything like a fragmentation

function or a differential cross-section), the task is to select a randomx in a way that

the probability in a small intervalldx aroundx is proportional tof(x)dx (see Reference

[72]).

One important difficulty for Monte Carlo simulations are limitations in the phase space

of certain processes. If, for instance, a multi-dimensional function f(x) could be fac-

torised in order to pick phase-space variables for each dimension separately, the impact

on the simulation is small. If the factorisation is not possible, however, the simulation can

become quite inefficient due to the randomly chosenx, which has to satisfy the phase-

space conditions now in ann-dimensional hyperspace.

In Chapter 2, the PDFsfq(x,Q2) have been introduced as the parametrisation of the

probability for finding a partonq with the energy fractionx of the beam’s energy at a

virtually scaleQ2, with the normalisation condition
∑

q

∫ 1

0
dx xfq(x,Q

2) ≡ 1. Within

PYTHIA, many different PDFs can be chosen. The standard is the LO implementation by

the CTEQ group (see Reference [63]), CTEQ6L, and is therefore also the parametrisation

of the samples used in this analysis (see Section 4.4).

In terms of event generation viaPYTHIA, the production of theγ∗/Z interference is

a 2 → 1 process, even if additional jets arise from ISR. The cross-section is given by

Equation 2.40, when the decay of the interference is not considered. Apart fromPYTHIA

andAlpGen, theMC@NLO generator that is also used in this analysis is the only one

above the LO level. Its advantages are a modified subtractionmethod in order to deal

with divergences such that a cut-off is no longer needed and that the leading-pT emission

in the initial state is calculated precisely.

With the decay width of theZ and the known branching ratio of its decay to two elec-

trons, the event simulation of the processpp→ γ∗/Z +X → e+e− +X is complete. Af-

ter translating the generator-specific event-informationinto the common HepMC format,

the detector simulation can take place.

4.3 Detector Simulation –GEANT4

The depiction of a complex machine like ATLAS within a software framework needs a

great effort and is done within theGEANT4 toolkit (see Reference [13]). It has to meet at

least the following requirements:

◮ mirror ATLAS’ geometry and its material distribution

◮ track particles through the detector and through external magnetic fields
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◮ handle particle interactions within the detector geometrycorrectly

◮ simulate the detector response of sensitive parts

◮ store the event data in a format that is compatible with the actual detector output

The input of the detector simulation is the HepMC output of anevent generator (see

previous section) and contains primary particles and primary vertices of the event, after

an additional filtering stage. Hits produced by the simulation can directly be digitised

and transformed into RDOs, or can be sent to the pile-up algorithm, first (see Figure

4.1, Reference [69]). The digitisation also includes the simulation of channel-by-channel

response variations as well as electronic noise. Afterwards, the digitised information is

passed to the Read-Out-Driver (ROD) emulation algorithm inorder to form RDOs. The

ROD emulation might be skipped, however, to directly form RDOs in passthrough mode.

By building RDOs, the simulation chain is completed and the event can be analysed by

the reconstruction software.

Even after optimisation of the ATLAS simulation it is still very time-consuming to

simulate events, with& 10 min per event. Therefore, most of the simulations are a cen-

tralised effort by the ATLAS collaboration.

Apart from dedicated test-beams, the uncertainties on the implementation of the AT-

LAS detector can be estimated by intentionally adding material in the simulation or by

misaligning detector parts.

4.4 Samples Used in this Analysis

For the purpose of this analysis, the simulation of six different physics processes have

been used, all of them generated and reconstructed by the ATLAS collaboration, due

to the heavily time-consuming process of event reconstruction. The event generators in

use werePYTHIA, version 6.4,AlpGen+HERWIG (LO) andMC@NLO. The ATLAS re-

construction software used version 14.2.20. At the beginning of this analysis, a center-

of-mass energy of10 TeV was anticipated for early running of the LHC. Therefore,an

increased effort was made to produce Monte Carlo samples forthis energy. As it turned

out, only an energy of3.5 TeV per beam could be realised for the early phase of ATLAS

operation. Since7 TeV samples had not yet been produced, this analysis uses the10 TeV

samples for signal and background channels that will now be introduced, and their impact

on the analysis will be discussed briefly. An overview of all samples gives Table 4.1.

Almost each generator output runs through afilter that sorts out events that most likely

would not become reconstructed at all, hence reducing the amount of events entering the

time-consuming reconstruction beforehand. To avoid possible bias, the filter criteria are

quite loose, mostly concentrating on objects that miss the Inner Detector. For instance,
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Sample Generator σtot / nb Events
∫
dtL / pb−1 εF

Z → e+e− PYTHIA 1.147 3,023,412 2,846.9 0.956

QCD PYTHIA 1,458,000. 8,608,768 0.0787 0.075

tt̄ MC@NLO 0.2029 321,306 1,583.7 1.

W + 1 jet AlpGen+ 2.112 60,741 31.96 0.9

W + 2 jets AlpGen+ 0.676 107,920 159.6 1.

W → eν PYTHIA 11.76 59,995 5.793 0.88

Table 4.1: Summary of the Monte Carlo samples used within this analysis. Each sample

is generated for
√
s = 10 GeV.

the filter criterion for events to enter the detector simulation for the signal sample is that

at least one of the generated particles has to be within|η| < 2.8.

The simulation of the signal channel was generated with a total (LO) cross-section

σtot = 1.147 nb. After the filter, the “Monte Carlo truth” sample containsmore than3

Million γ∗/Z → e+e− events, corresponding to an integrated luminosity of2.85 fb−1.

Besides the “on-shell”Z intermediate state, the sample includes the off-shell photon part

as well as theγ∗/Z interference. In order to remove the lower-mass Drell-Yan component,

the invariant mass of the lepton pair must exceed60 GeV1.

QCD events with jets in the final state contribute dominantlyto the background for

the signal channel. Even though the jet suppression works very well in ATLAS, the

enormous cross-section (σtot = 1.46 · 106 nb) leads to a large amount of events where

jets become misidentified as electrons and thus fake aZ boson. With the computing

limitations described earlier, the sample contains≈ 8.6 Million events or0.079 pb−1 of

data. The filter removes most of the events on generator level, since many QCD2 events

do not result in concentrated jets or the jets’ energies are too low. The event is kept if

at least one stable particle (excluding electrons and muons) with pT > 17 GeV is inside

an energy deposition in a window∆η × ∆φ = 0.12 × 0.12. In this way,7.5% of the

generated events enter the detector simulation.

The production of top pairs in ATLAS is expected to contribute significantly to the

background, with high-pT electrons originating from the semi-leptonic decay of eachtop

particlet→ bW → beν. Hence, if theW± bosons from the decay of thett̄ pair both decay

via the electron channel, the final state contains an electron-positron pair. A sufficiently

large sample is available, with an integrated luminosity of≈ 1.6 fb−1.

1in particle physics, masses and momenta of particles are commonly given in units of energy, with

c ≡ ~ ≡ 1
2strictly speaking, the sample also contains other processes with electrons in the final state, likett̄, W

andZ production. These events are removed in the selection process in order to clean up the sample
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Two additional samples are used in order to estimate the background contribution to

theγ∗/Z → e+e− analysis:pp→W + n jets, withn = 1, 2. Here, one electron origi-

nates from the decayW → eν and the other one from a misidentified jet. For the 1 (2)

jet(s) sample,≈ 60,000 (≈ 110,000) simulated events are available. Because of the cross-

sections that are comparable to the one from the signal sample and the jet suppression

factor, they are not expected to contribute significantly tothe background.

In order to study possible biases arising from correlationsbetween the electron and

the positron of the final state when determining single electron efficiencies, aW → eν

sample containing≈ 60,000 events is used.
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≪Die ≪Bahn≫ des Elektrons entsteht erst

dadurch, dass wir sie beobachten. ≫

Werner Heisenberg (∗1901, †1976) 5
Electrons in the ATLAS Experiment

5.1 Introduction

In this chapter, the way a physical object like an electron isdefined within the ATLAS

experiment, is being discussed. When an actual electron passes the detector, it usually

leaves discrete information in the inner detector as well assome energy at a certain spot

in the electromagnetic calorimeter. This interaction is described in Section 5.2.

As there are many particles and particle-like objects within one single event, the trig-

ger system (see Section 3.4) has to merge the information provided by the various detector

parts to reconstruct these objects. Thus, many of the algorithms of the offline reconstruc-

tion are also implemented in the trigger. A clean separationbetween trigger and (elec-

tron) reconstruction done by the offline software is thus notpossible. In the following,

the chronological order is being kept, meaning that, first, the different trigger stages are

described (Section 5.3), which provide, second, an event that the reconstruction software

can analyse afterwards. If there are parallels between the two parts, the trigger description

will refer to the detailed reconstruction walk-through (Section 5.4).

Not only during the start-up phase of the ATLAS experiment, but also in later stages

with higher energies and luminosities, high-pT electrons are important objects to trigger

on, as they appear not only in well-known processes, such as the one discussed in this

analysis, but also in final states of, yet unseen, “new physics” like SUSY. Therefore it is

necessary to trigger on electrons reliably.

5.2 Electron Signature in ATLAS

On its way through the ATLAS detector, the electron passes two different kinds of sub-

detectors: the Inner Detector (ID) with the tracking systemwhere it ideally should loose

none of its energy, and the electromagnetic calorimeter, where, again ideally, the electron

should be stopped, i.e. all of its energy should be depositedhere. It is obvious that these

idealised requirements cannot be fulfilled in an experiment. The different deviations from
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Figure 5.1: Left: track reconstruction efficiencies for electrons with a givenpT as func-

tions of |η|. Right: energy resolution of electrons in the electromagnetic calorimeter for

different values of|η|. Figures taken from [4].

this idealised detector have to be known precisely to ensurea high-precision measurement

within ATLAS.

5.2.1 Tracking System

As described in Section 3.3, the inner detector consists of aPixel Detector (PD), a Semi

Conductor Tracker (SCT) and a Transition Radiation Tracker(TRT). An electron leaves

track points in each of these sub-detectors; the number of hits at least required to qualify

for a possible track reconstruction can be adjusted individually. The solenoidal magnetic

field bends the trajectory of charged particles, allowing itto determine the momentum and

the sign of the charge.

Even if the resolution of the tracking system improves with higher-ET electrons, the

effects from electron bremsstrahlung and photon conversions have negative impact on the

resolution and the track reconstruction efficiency of electrons. The latter is shown in Fig-

ure 5.1: for low-pT electrons, the amount of material is mirrored in the lower efficiency, as

the effect of bremsstrahlung becomes important here. The more significant drop at larger

|η| underlines this as more material has to be traversed.

5.2.2 Calorimeter

When an electron passes the electromagnetic calorimeter (see Section 3.3), it initially

loses energy due to bremsstrahlung1. The radiated photon loses energy by electron-

positron pair creation whilst the initial electron can makebremsstrahlung again. The

result is an electromagnetic shower that consists of photons, electrons and positrons. Each

process comes along with a loss of energy, that is absorbed bythe detector. The energy

1at energies& 1 GeV the fraction is≈ 100%
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deposit in the detector is measured and it is therefore the intention to completely stop the

electron within the calorimeter, so that its total energy can be recorded.

But even if this succeeds, one does not know itsoriginal energy. While travelingto

the calorimeter, the electron has to pass varying amounts ofmaterial, mostly within the

ID. Furthermore, the position measurement might also not beexact due to the limited

granularity and effects of the accordion geometry of the electromagnetic calorimeter etc.

Therefore, corrections have to be applied to the information delivered by the calorimeter,

to ensure uniformity in both, position and energy measurement.

Figure 5.1 shows the resulting energy resolution for electrons in the electromagnetic

calorimeter. It reflects the better resolution when smalleramounts of material have to be

traversed by the particle, usually at lower|η|.

5.3 Triggering on Electrons

The technical implementation of the ATLAS trigger system isshown in Section 3.4. In a

nutshell, the three trigger stages sort out events with useless or uninteresting information.

While the understanding of the detector will increase over time, it will happen that inter-

esting information during early running will become unattractive, making it mandatory

to be flexible with trigger signatures. The leptonic decay oftheZ boson, for example, is

used as a “standard candle” for detector calibration as it has clean final states (ee, µµ), al-

lowing studies of the detector response. Later on, the experiment will start concentrating

on the search for new signatures and handle the former standard candle as background.

The need for flexibility in trigger signatures is mirrored inthe trigger menus (see Sec-

tion 5.3.4), which are configurable sets of triggeritems(L1) andchains(HLT). The nam-

ing scheme for a Level-1 item is composed of the RoI multiplicity N (omitted ifN=1),

the trigger purpose (“EM” for electrons and photons), theET threshold cutXX (in GeV)

and the suffix ”I” if the RoI has to fulfil the isolation requirements: L1NEMXXI. For

this analysis, the trigger item L1EM72 is being used. In case of the HLT, the naming pat-

tern is similar, e.g., EFe10medium. The suffix “loose”, “medium” or “tight” denotes the

selection cuts which have been applied (see Section 5.5). The collection of related trigger

items and chains are calledsignatures, e.g.,e10 medium signature, which includes the

items (chains) L1EM7, L2 e10medium and EFe10medium.

At first, the general way ATLAS triggers on electrons (and on photons, for the first

trigger stage) is explained.

2only information from the first-level trigger has been used,as the corresponding HLT information was

not available in the centrally produced sample
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Figure 5.2: L1 trigger towers. Left: representation of a4 × 4 window of trigger towers;

right: sliding-window algorithm to find a “region of interest”. Figure taken from [4].

5.3.1 First Level Trigger

The first, hardware based trigger stage has to reduce the incoming event-rate by many

orders of magnitude in only a few microseconds time. In contrast to the following trigger

stages it is therefore impossible to use data from the whole detector to base the trig-

ger decision on. For the search for electromagnetic objects, only information from the

calorimeters is available, at the cost of a coarser granularity. This implies that a separa-

tion of photons and electrons is not possible within L1.

Figure 5.2 shows a sketch of the L1 trigger towers: in eachη-φ direction, four of

the calorimeter cells are summed up inET , building one trigger tower with a resulting

∆η × ∆φ = 0.1 × 0.1 granularity for|η| < 2.5. In the next step, a sliding-window algo-

rithm tries to find a local maximum (“region of interest”, RoI) in the transverse energy of

a2 × 2 window with the comparison operators also shown in Figure 5.2.

Once such a local maximum has been found, a variety of otherET -sums is calculated

in order to compare them to given thresholds. These sums are as follows:

• four sums of adjacent trigger towers within the region of interest: at least one of

these2 × 1—or 1 × 2, respectively— sums has to pass a pre-defined energy thresh-

old

• electromagnetic isolation: the ring of 12 trigger towers surrounding the RoI is used

to veto on energy depositions close to the core region
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• hadronic core: the2 × 2 trigger towers in the hadronic calorimeter corresponding

to the RoI; if a certain threshold is exceeded, the object will be rejected to be an

electron or a photon

• hadronic isolation: ring of 12 trigger towers around the hadronic core, also used to

veto on electromagnetic objects

To get an object to be accepted as an electromagnetic object at L1, the transverse

energy of the first sum has to pass the given threshold, while the other three sums must

not exceed their individual values.

The importance of a perfectly working L1 trigger manifests in the fact that—in or-

der to enable the following stages to use the full detector-information—only the regions

of interest are passed to the second trigger-stage. Thus, ifL1 fails to provide the RoI

information, it will not be investigated by level 2 and the whole event might be lost.

5.3.2 Second Level Trigger

As described in the previous section, the software-based L2trigger works with the RoI

information provided by the L1 trigger. For these regions, the full detector-information

is accessible (see Reference [4]). Within this∆η × ∆φ = 0.4 × 0.4 window, the trig-

ger scans the cells of the calorimeter’s middle layer to find the one with the highest

ET , which, in the following, is used as a seed to build a new cluster with an area of

∆η × ∆φ = 0.075 × 0.175. To account for electron bremsstrahlung and photon conver-

sions, the window size inφ is coarser than inη.

When trying to differentiate electromagnetic particles from other objects, such as jets,

the L2 trigger takes advantage of the fact that they are different in the amount of energy

they deposit in the calorimeters as well as their distinguishable shower width. As electro-

magnetic showers are smaller than hadronic showers, the finer granularity at the L2 stage

allows to cut on this quantity.

Another huge advantage over the L1 trigger is the comprehension of the tracking

information of the inner detector at L2. When an object has passed all calorimeter-based

cuts, a track-finding algorithm is run, followed by a loose track-RoI matching. In a second

step, the track-position is extrapolated to the calorimeter and compared to the one of the

cluster to tighten the matching criteria even further.

The detailed algorithms that are applied by the second and third trigger stage will be

discussed in Section 5.4.

5.3.3 Event Filter

The last trigger stage is the Event Filter (EF). Like L2, the EF mainly adopts the algo-

rithms of the offline reconstruction; thus, the same remarksas for the L2 hold for the
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explanation of these. While the algorithms are almost the same, their technical applica-

tion is different between reconstruction and EF.

Once an event has been recorded, the offline software accesses the whole detector-

information for it, where the EF, similar to L2, makes use of the seeds of the previ-

ous trigger stage. It therefore runs the same algorithms foreach given seed and only

for this specific part of the detector. The window size used for clusters in the EF is

∆η × ∆φ = 0.125 × 0.125.

Compared to L2, the track reconstruction in the EF is greatlyenhanced. Whilst L2

only used rudimentary track-finding algorithms, EF algorithms come close to the ones

from offline reconstruction. However, some time-consumingsteps have been skipped in

the trigger. Another advantage of the EF over L2 is the more detailed calibration and

alignment information at this stage. Finally, the electronidentification is improved at the

EF stage: the classification inloose, mediumandtight electrons has been adopted from

the offline reconstruction, as well as most of the cuts that will be introduced in Section

5.5.

5.3.4 Trigger Menus

Since this analysis concentrates on simulations of very early data, trigger menus will be

discussed for this early period. This means low trigger thresholds and menus dedicated

to examine Standard Model physics. With higher luminosities later on, lower trigger

thresholds will not be kept in order to comply with the fixed overall output rate. The

menus will then allow to select specific signatures of rare processes and physics beyond

the Standard Model.

Trigger menus consist of various trigger chains (or “signatures”), to allow the selection

of different processes. The choice of items in the menu has torespect the overall output

rate of each trigger stage. Thus, the sum of all contributingrates must not exceed≈
75 kHz for L1 and≈ 200 Hz for the HLT, respectively. An excerpt of a trigger menu for

early running (L = 1031 cm−2s−1) is shown in Table 5.3.

When looking at the relevant trigger items for early analysis at ATLAS,e10 and2e5,

it is obvious that such low thresholds cannot be kept for higher luminosities in later LHC-

operation, as the output rate of the trigger would be too high. As the di-electron trigger

uses lower threshold and is also used to trigger onJ/Ψ events, thee10 trigger chain is

preferred.

5.4 Electron Reconstruction

Within ATLAS, objects named as “reconstructed electrons” have to be separated from the

term “identified electrons”. Latter are a subset of reconstructed electrons and are going
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Figure 5.3: Trigger menu for an instantaneous luminosity of1031 cm−2s−1 during early

data taking at ATLAS. Table taken from [3].

to be discussed in the next section. Here, the (standard) algorithm for the reconstruction

process is explained, which is used for non-low-pT electrons.

Seed clusters. The electron reconstruction uses the—already described—sliding win-

dow algorithm to look for localET -maxima in the calorimeter (ET > 3 GeV). The win-

dow size is∆η × ∆φ = 0.125 × 0.125, as five cells in the second sampling are combined

in each direction3. Each of the so found clusters is used as a seed to look for a loosely

matching track from the Inner Detector. Additionally, theEcluster/ptrack ratio is required to

be less than10. Even if these criteria are quite weak, a few percent of real electrons are

lost at this stage due to the traversed material in the ID.

If the loose track-cluster matching fails, the cluster is considered to be a photon,

rather than an electron. However, this might also happen forelectrons which emit hard

bremsstrahlung and is one source of possible inefficiencies.

The track reconstruction works in three steps (see Reference [3] for details): the pre-

processing, where the raw information is transformed to space-points within the sub-

detectors; the track-finding itself; the post-processing,where primary and secondary ver-

tices are reconstructed and possible photon conversions are being considered.

Track finding. The track-finding algorithm uses an inside-out and, like thecluster-

finding, a seeded approach: starting with the hits in the Pixel Detector and a hit in the

3this is only valid for the detector’s central region,|η| < 2.5.
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first SCT-layer, a proto-track is formed and propagated through the rest of the SCT. If fur-

ther space-points from the pre-processing can be assigned to it, a track-candidate is found.

Now, fits are applied, ambiguities are removed and the algorithm tries to reject fake tracks.

With the surviving track-candidates, an extrapolation into the TRT tries to associate hit-

points with them and, if successful, a fit with information ofall three sub-detectors is run

to ensure the quality of the track.

Final cluster reconstruction. Subsequent to the track-matching and, hence, after the

classification as electron or photon, the full cluster reconstruction is run in order to apply

specific algorithms for the given particle.

In this final step of particle reconstruction, the algorithmhas to account for all correc-

tions that have to be applied, since both, position and energy measurements are distorted

by different factors, which now will be briefly discussed (see Reference [4] for details).

The positionof a cluster, measured inη andφ, is defined as theφ-coordinate of the

second sampling and a weighted average of theη-coordinate of the first and second sam-

pling,aftercorrections. Inη, a particle would have a fixed value in each of the calorimeter

samplings, if its vertex is the origin of the detector. As this is generally not the case, a

“depth” has to be assumed for each sampling. Due to the finite granularity, the energy

measurement in each cell is biased, dependent on where the particle actually hits a cell.

This leads to an effect referred to as “S-shape” and has to be parametrized for each region

of the calorimeter specifically, as the shape of the cells varies. Inφ, the “S-shape” effect

would also occur, but in this coordinate, the accordion structure of the calorimeter dimin-

ishes it due to the increased energy sharing between adjacent cells. The bias inφ that is

introduced by the (η dependent) shower-depth is symmetric.

For theenergyof a cluster, it is not sufficient to simply add the energy depositions

within the electromagnetic calorimeter, but also account for energy lossesbeforeand

remaining energyafter it. Currently, two competing methods can be used to apply the

energy-corrections: the default “4-weight method” and the“calibration hit method”.

The4-weight methodis named after the number of free parameters in the fit to get the

reconstructed cluster energy4:

Ereco = A(B +WPSEPS+ E1 + E2 +W3E3) , (5.1)

with EPS, E1, E2 andE3 as the measured energy in the Presampler (PS) and the three

samplings of the electromagnetic calorimeter, respectively. For eachη region, defined by

the granularity of the second sampling, a minimisation of the term

χ2 =
(Etrue−Ereco)

2

σ2(Etrue)
(5.2)

4the formula shown here is slightly altered for the transition region between barrel and endcap, but as

the principle of the method stays the same, it is not discussed, here.
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is used to determine the overall scaleA, the offset due to fatal energy-loss before the

PS,B, the weight to account for losses before the PS,WPS and the correction for energy

that leaves the calorimeter,W3, applied to the energy measured in the third sampling. In

Equation 5.2, single particle simulations (for electrons and photons separately) have been

used, withσ2(Etrue) as the expected energy resolution.

To understand the impact of theφ position on the measured energy, one has to recall

the accordion structure of the calorimeter: the amount of passive absorber material the

particle encounters fluctuates periodically with the position it hits. Thus, the reconstructed

energy varies, too. Inη, the situation is much the same as for the formerly discussed

correction of the position: as the cells (in the second sampling) have quadratic layout, the

more energy is deposited in a single cell the closer the impact is to the cell’s center. It is

obvious that a correction can be done by a quadratic function.

Once arrived at this point, an electron in ATLAS isreconstructed, while in the next

step, quality criteria can be applied to categorise it. Thisis necessary due to the fact that

the signal to background ratio is still bad at this point.

5.5 Electron Identification

The electron identification is divided in three classes to allow for different requirements

on signal efficiency and background suppression. Each classconsists of a set of various

cuts that are changeable within the reconstruction software.

An electron is either identified asloose, mediumor tight, where the medium criterion

includes the loose cuts as well as the tight identification includes both, loose and medium

cuts. Whilst medium and tight criteria use information fromthe whole detector, the loose

identification makes only use of cuts on calorimeter variables due to latency restrictions

and the complexity of the tracking system. When discussing these classes, one has to

keep in mind that with tighter cuts the background suppression improves, but at the cost

of a worse signal efficiency, meaning that also real electrons might be rejected.

As QCD events are the main source of background, the three classes are optimised to

give the best signal efficiency and jet rejection:

• looseselection: cuts on shower shapes in the second sampling of the electromag-

netic calorimeter and cut on hadronic leakage

• mediumselection: track-quality cuts, improved cuts on shower-shapes, inclusion of

first sampling (important forπ0-suppression)

• tight selection: cuts on the number of TRT-hits, theE/p-ratio and vertex-layer hit,

∆φ-cut between track and cluster
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Figure 5.4: Signal (Z → e+e− sample withET > 15 GeV and|η| < 2.4) and hadronic-

background separation for two discriminating variables. Left: cluster-width in second

sampling of the electromagnetic calorimeter. Right: leakage of electromagnetic clusters

in the first compartment of the hadronic calorimeter. Figures taken from [2].

Most of the cuts have anη and/orφ dependency to account for the varying amount

of material in different regions of the detector. As the flexibility of the reconstruction

software allows the changing of the ingredients of the classes, Table 5.1 shows the imple-

mentation of the electron identification that has been used within this analysis. Due to the

geometric dependency of most of the criteria, no specific cutvalues can be given in this

context (see Reference [14] for details).

Figure 5.4 shows the discrimination of signal and background for two variables given

in Table 5.1. The left plot shows the ratio of the energy5 deposite in the second compart-

ment of the electromagnetic calorimeter in3×7 cells and7×7 cells around the barycenter

of the cluster, denoted asRη in the table. If an object causes only small lateral showers,

the distribution should peak near zero as almost all of the total cluster energy is contained

already in the smaller window. Since electrons fulfil this criterion whilst hadrons usually

cause broader showers, background suppression is possibleby introducing a cut-off at a

ratio where almost none of signal-electrons are located.

The plot on the right in Figure 5.4 gives the energy deposition in the first compart-

ment of the hadronic calorimeter divided by the total energy-deposit in the electromag-

netic calorimeter, given ashleak in Table 5.1. As it is the purpose of the electromagnetic

calorimeter to completely contain the energy of electrons and photons, the leakage of their

showers into the hadronic calorimeter should be small compared to the energy deposit of

hadrons. As it is shown, the distribution peaks at zero for signal electrons and drops

sharply with increasing energy contributions in the hadronic part of the calorimeter. This

allows a sufficient discrimination to hadronic objects, forwhich the distribution is almost

5in this section, the expression “energy” always means transverse energy,ET
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Description Variable
lo

o
se

overall acceptance:|η| < 2.47 acc

hadronic leakage: ratio ofET deposition in the first compartment of

the hadronic calorimeter (HAD) andET deposition in the electro-

magnetic calorimeter (EM)

hleak

shower shape: rapidity ratio of cell energies in3 × 7 over7 × 7 cells Rη

shower shape: azimuthal ratio of cell energies in3×3 over3×7 cells Rφ

shower shape: lateral width of the shower weta2

m
e
d

iu
m

EM: energy fraction in the first layer f1

EM: energy difference of 2nd largest energy deposition and the mi-

nimum between the 1st and 2nd maximum
∆Es

EM: shower width in first layer wtots1

EM: shower width in first layer around most energetic cell weta1

EM: second largest energy deposition, normalised to cluster energy Rmax2

EM: total shower width wstot

EM: shower width of 3 strips around central one ws3

EM: energy fraction outside 3-strip core but within 7 strips Fside

Track Quality (TQ): number of hits in the PD npx

TQ: sum of hits in the PD and SCT nsi

TQ: closest approach of track and vertex A0

tig
h

t

b layer: number of hits nbl

Track Matching (TM): difference in rapidity of cluster and track ∆η

TM: azimuthal difference of cluster and track ∆φ

TM: ratio cluster energy over track momentum Eclus
ptrack

TRT: number of hits nTRT

Table 5.1: Listing of the electron-identification criteria, leading to the classificationloose,

mediumandtight. The given set of definitions is applicable to release 14 of the ATLAS

reconstruction software. The specific cut criteria are mostly η and/orφ dependent, see

Reference [14] for details.
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ID level Signal Efficiency (%) Jet Rejection Factor

loose 87.9 ± 0.5 570 ± 10

medium 76.7 ± 0.5 2,200 ± 20

tight 61.3 ± 0.5 (8 ± 1) · 104

Table 5.2: Signal efficiency (from a simulatedZ → e+e− sample) for electrons with

ET > 17 GeV, and jet rejection. Numbers taken from [3].

constant.

Again, requiring certain conditions to be fulfilled for electron identification is always

a trade-off between signal efficiency and background rejection. Table 5.2 shows the two

variables for (reconstructed) electrons withET > 17 GeV: each electron from the signal

sample pass the medium identification cut in87.5% of all cases, leading to a total iden-

tification efficiency of76.7% for theZ event. The very good jet suppression of≈ 2,200

for the medium criterion, however, has an eminent negative impact on this analysis. Since

two mis-identified jets are needed to survive the signal selection criteria (see Chapter 7),

a total of& 4 · 106 events need to be generated in order to let one QCD backgroundevent

survive the selection.

With a simulation rate of& 10 min per event, it is obvious that a sufficiently large

QCD sample cannot be simulated. Hence, the analysis will skip the identification cuts

and perform a re-weighting instead.
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6
Single-Electron Efficiencies

6.1 Introduction

In Chapter 5, the way an electron1 traverses ATLAS, being triggered on and, in the end,

becoming reconstructed by the software, has been discussedin detail. But even with the

most sophisticated trigger-algorithms and reconstruction software, a part of these elec-

trons will not fire the trigger or be dismissed in the reconstruction or identification process.

These falsely rejected electrons causeinefficiencies, which have to be known precisely in

order to be able to account for them by applying corrections,e.g., for the cross-section

determination.

The reasons that lead to inefficiencies are manifold and depend on their location within

the reconstruction chain. For example, the reason for the identification of an electron to

fail can be just one more hit required in the TRT or an insufficientE/p ratio due to fatal

bremsstrahlung. All of the criteria that are applied by the trigger or the reconstruction

software have in common that they should accept the signal whilst rejecting as much

background as possible. Thus, it is always a trade-off between these two quantities: signal

efficiency versus background rejection.

Within this chapter, some of the methods, which can be used todetermine the in-

efficiencies that might occur, are described, with the focuson a data-driven approach

called thetag and probemethod. It is suitable to study inefficiencies on single-particle

level and hence helps to determine systematic uncertainties on the efficiencies that can

be derived only from simulation. As a start, energy and spatial resolutions for electrons

within ATLAS and their impact on the binning will be analysed, followed by general ideas

and concepts for the determination of efficiencies and the specific cuts that were applied

within the analysis. The chapter will be concluded by the presentation and discussion of

the results and the systematic uncertainties, which have been considered.

1if not explicitly stated otherwise, the term “electron” always accounts for both, electron and positron
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6.2 Electron Resolution and Binning

If one imagines a perfect detector for particle physics, it would be able to measure pa-

rameters like energy and trajectory of a particle almost perfectly without any differences

to its truth values. But in real life there are many factors that limit the precision of the

measurement, thus contributing to a worse resolution in thevariable of interest. Energy

measurement suffers from effects like energy loss in front of the calorimeter, whereas

impacts on the spatial resolution are such as multiple scattering, cell granularity, limited

read-out channels (and hence limited granularity as well) and so on.

The resolution has a direct impact on the binning that will beused throughout the main

part of this analysis, as the resolution gives a lower limit to the reasonable size of a bin in

the variable of interest. In order to study the resolution for electrons, theZ → e+e− signal

sample that was introduced in Chapter 4 has been used exclusively. In the following,

resolution studies are presented for the transverse energy(ET ) and the pseudorapidity (η)

of the reconstructed electron. The resolution of each variable is determined in bins of

E truth
T and|ηtruth|.

6.2.1 Energy Resolution

The energy resolution is a measure of how strong the measurement of the energy fluctuates

around the truth2 value. It is conventionally parametrised as

σ(E)

E
=

a

E
⊕ b√

E
⊕ c . (6.1)

The three parameters are as follows:a is thenoise termthat gives a constant contribution

due to effects from the electronics or from radioactive decays. It dominates for low en-

ergies and usually becomes negligible for higher energies.Thesampling termb accounts

for statistical fluctuations in the shower development as well as sampling fluctuations

within the calorimeter. Not dependent on the energy is the parameterc, which is therefore

calledconstant term. Effects like imperfect cell-calibration, non-linearities or inter-cell

smearing contribute to this term. It dominates the resolution at high energies.

The energy resolution of the detector is determined as the difference between mea-

sured and truth energy divided by the latter:

∆E

E truth
=
Ecalo− E truth

E truth
. (6.2)

With only statistical effects contributing, the resultingdistribution would be a Gaussian.

For the energy response this is far from being true. As the electrons make bremsstrahlung

2when referring to “truth” parameters in this analysis, usually the particle’s properties on generator-level

before detector simulation are meant. For data-taking, this information is given by the real parameters of

the particles and thus inaccessible.

76



6.2. Electron Resolution and Binning

-0.1 -0.05 0 0.05 0.1
0

50

100

150

200

250

300

350

400

∆E/E truth
T

N
um

be
r

of
E

ve
nt

s

0 20 40 60 80 100 120
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

E truth
T

/GeV

σ
(E

T
)

0.3 < |η| ≤ 0.6

1.2 < |η| ≤ 1.37

2.1 < |η| ≤ 2.4

Figure 6.1: Left: example of a fit within a certainE truth
T -ηtruth bin with the Crystal-Ball

function; σ = (2.327 ± 0.025) × 10−2, reducedχ2 = 101.3/86. Right: resultingET
resolution for different values of|η|.

in front of the calorimeter, the distribution becomes asymmetric due to the systematic

measurement of lower energies for the electrons. Thus the longer tail towards lower

energies.

Fitting Procedure, Crystal-Ball Function

To account for the asymmetry of the distribution, a “CrystalBall” function3 has been used

to describe the spectrum. It consists of a Gaussian component with a power-law tail to

low energies to parametrise the energy response of the detector (see Reference [52]):

f(x) =







N · e
(x−x̄)2

2σ2 , if x−x̄
σ
> −α

N ·
(
n
|α|

)n

· e−α2

2 ·
(
n
|α| − |α| − x−x̄

σ

)−n
, otherwise

(6.3)

Here,N is the normalisation factor andα the breaking point of the function. The breaking

point is responsible for the transition between the two components. The left panel of Fig-

ure 6.1 shows an example for the fit to the distribution within25 GeV< E truth
T ≤ 30 GeV

and0.3 < |ηtruth| ≤ 0.6. The fit is performed for the wholeE truth
T -|ηtruth| plane, with the

width σ being extracted as the resolution for the region.

Results

In order to visualise differences in theET resolution for different regions of the detector,

results from the fits in the right panel of Figure 6.1 are displayed separately for a set

of |η| ranges. Common for each region is the characteristic improvement in resolution

3named after the Crystal Ball collaboration atSLAC
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Figure 6.2: Spatial resolution for electrons in the electromagnetic calorimeter. Left: ex-

ample of a resolution fit with the normal distribution;σ = (3.255±0.038)×10−2, reduced

χ2 = 20.8/26. Right: ηcalo resolution for differentET .

with increasingET , since fluctuations become less important at high energies.For low-

ET electrons the noise from the detector is of the order of theirmomentum, thus the

resolution is worse. Clearly visible is the impact of the amount of material in front of

the calorimeter: the energy resolution in theη-region close to the barrel-endcap transition

(|ηcalo| ≈ 1.3) suffers the most from effects related to the material (see Figure 3.5) the

particle has to pass before hitting the calorimeter.

The results show a very good agreement with the studies presented in Reference [4],

which were also shown exemplarily in Figure 5.1.

6.2.2 Spatial Resolution

The second variable, which is important for this analysis, is the pseudorapidityη that

denotes the polar angle of the particle’s trajectory relative to the beam axis (see Equation

3.3). Each electron within ATLAS can be measured in two different ways regardingη:

from the position of the track in the Inner Detector and from the position of the cluster in

the calorimeter. In the following, the twoη measurements are denoted asηtrack andηcalo,

respectively. Thus, the resolution will be determined independently for the two different

parts of the detector, whilst the deviation of each measuredη from the truth value is in

both cases determined as:

∆η = ηmeasured− ηtruth . (6.4)

Like for the energy resolution,∆η is calculated in bins ofE truth
T and|ηtruth|.
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Figure 6.3: Spatial resolution for electrons in the tracking system. Left: example of a

resolution fit with the normal distribution;σ = (7.512 ± 0.093) × 10−4, reducedχ2 =

27.1/24. Right: ηtrack resolution for differentET .

Fitting Procedure

As already mentioned, effects like bremsstrahlung do not distort the distributions obtained

from Equation 6.4. Thus, the function used to fit the spectra is the normal distribution,

f(x) = N · e
(x−x̄)2

2σ2 , (6.5)

with N as the normalisation factor. The widthσ of the Gaussian thus gives the resolution

of the bin.

The left panel of Figure 6.2 shows an example of the agreementbetween the fit and the

∆η distribution for20 GeV< E truth
T ≤ 25 GeV and0.3 < |ηtruth| ≤ 0.6. The shift of the

location of the maximum that can be observed in Figure 6.2 is caused by the granularity

of the calorimeter. In comparison, a fit to the∆η distribution in the sameE truth
T -|ηtruth| bin

is shown in the left part of Figure 6.3. No shift between the maximum of the distribution

and the truth information of the particle is visible.

Results

When comparing Figures 6.2 and 6.3, the granularity of the electromagnetic calorimeter

is mirrored in the resolution for the electrons. The resolution in the tracking system is

σ(ηtrack) ≈ 6 × 10−4, whilst within the calorimeter the resolution is worse by almost two

orders of magnitude,σ(ηcalo) ≈ 2 × 10−2.

In addition to the different overall resolutions, the distributions show significant differ-

ences in shape and in theirET dependence. In the Inner Detector, the resolution improves

for higher values of|η|, reflecting the better track measurement with the growing length

of the particle’s trajectory in this area. At|η| & 1.0, the increasing amount of material

prevents a further improvement in the resolution, before itgets worse since the coverage
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of the TRT ends at|η| = 2.0. The transverse momentum of the electron has also an impact

on the resolution (see Section 6.2.1). Low-ET electrons (ET . 25 GeV) face a constantly

lower resolution due to multiple scattering and/or bremsstrahlung.

A different behaviour than the Inner Detector shows theη resolution for the calorime-

ter: as already mentioned, the coarser granularity of the calorimeter cells prevents a

comparable resolution inη and is therefore almost two orders of magnitudes worse than

the one from the tracking. As there is apparently noET dependence for electrons with

ET > 10 GeV, the resolution improves with higher values of|η| and becomes constant

at |η| & 1.5 due to the fact that the amount of (dead) material in front of the calorimeter

drops sharply for this region.

The very good spatial resolution of the inner detector makesit obvious to use the track-

ing variables instead of taking into account the calorimeter position of a cluster. However,

when considering objects that can be detected in different parts within the detector—such

as electrons with their tracking and calorimeter information—it is preferable to have a

common set of variables,all particles that may cause a cluster can be described with.

Thus, position and energy measurement from the calorimeterare generally used in this

analysis, rather then mixing calorimeter and tracking information in case of electrons. As

it will be shown in the next section, this does not have a negative impact on the analysis.

6.2.3 Electron Binning

In the following sections, many results will be presented inbins of cluster (electron)ET
or cluster (electron)η or in both, respectively. Choosing an appropriate binning in either

variable depends on the expected amount of statistics per bin and the resolution for each

variable.

With the results from the previous section, a lower limit canbe set for the bin-sizes

in ET andη, as it would not be reasonable to enhance effects like bin migration, where a

particle becomes reconstructed in another bin than it was originally generated due to im-

perfect detector resolution. This lower limit is given at& σET ,η, whereσ is the resolution

in the specificET or η bin, that has been determined in Section 6.2.

Although this analysis can revert to a sufficient amount of statistics from the signal

sample, the artificial restriction to100 pb−1 in order to “simulate” the feasibility of mea-

surements in a very early phase of the ATLAS experiment has a huge impact on the bin

sizes. As it turns out, this restriction forces bin sizes, which always fulfil the lower limit

given above. In parallel to Reference [16], which also includes contributions from this

analysis, the bin boundaries were chosen as follows:

ET = {15, 20, 25, 30, 35, 40, 45, 50, 60, 120}GeV ,

|η| = {0, 0.4, 0.8, 1.37, 1.52, 2.01, 2.37} . (6.6)
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This results in a total of nine bins inET as well as five4 |η| bins.

6.3 Different Methods to Determine Efficiencies

As mentioned before, neither a detector recording nor a software analysing events from an

experiment work with100% accuracy. This trivial statement transferred to this analysis

results in the fact that not every electron originating fromaZ decay is detected or correctly

reconstructed by the software to enter the analysis. If thishappens for just one of both

leptons, the wholeZ event cannot be reconstructed.

These occurring (in)efficiencies have to be known preciselyin order to account for

them via corrections. In order to determine the inefficiencies appropriately, two methods

that are completely independent from each other can be used.One is based on information

taken from the simulation of the detector and is therefore named “Monte Carlo truth”. The

other one is a data-driven approach and does not rely on the simulation, called “tag and

probe” method.

With the arrival of data and hence in future analysis, the tag-and-probe method will

be used to validate the simulation and/or estimate the systematic uncertainties on the

efficiencies derived from the simulation. In the following sections, both approaches are

first introduced in general. In a second step, their implementations and specific selection

criteria will be shown in detail.

6.4 The “Truth Efficiency”

When simulating a physics event, all of the information about each participating particle

can be saved and is therefore accessible within the analysis. As discussed in Chapter 4,

the whole simulation chain is divided into three parts: the event simulation itself, the sim-

ulation of the detector response and the event reconstruction by the software. Important

for the determination of the “truth” efficiency is the data from the first and the last step.

The data from the event simulation shows, which particles were created by the simula-

tion, including the complete information about their vertices, momenta, etc. Furthermore,

effects like initial or final state radiation can be studied.This information of what has

been created can then be compared to what the simulated detector-response gives, and

whether, for example, a “truth electron” has also been reconstructed by the software. In

this way each efficiency like for the reconstruction, identification or trigger is accessible

from the simulation.

4the bin at1.37 ≤ |η| ≤ 1.52 is not counted in this context as it represents the transition region from the

barrel to the endcap region within the detector. All clusters (electrons) reconstructed in this region will not

be taken into account for the rest of this analysis.
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The starting point for each truth-efficiency determinationare the clusters in the elec-

tromagnetic calorimeter in order to compare data-driven methods with simulation-based

results later on. Otherwise, truth variables without detector-related effects would become

compared to reconstructed variables.

6.4.1 Cluster Seeding

In Section 5.4 the way an electron is being reconstructed within ATLAS has been de-

scribed. The starting point is a cluster, loosely matched toa track from the Inner Detector.

In order to determine the truth efficiencies, one can also usethe cluster objects to start

from if one assumes that almost every truth particle causes acluster object.

The verification that one truth electron has an associated cluster—or electron—object

is done within the whole analysis via a cut on the distance between the objects in theη-φ

plane. It is calculated as follows:

∆R =
√

(∆η)2 + (∆φ)2 , with (in this case) (6.7)

∆η = ηclus− ηtruth,

∆φ = φclus− φtruth,

If the distance between truth object and, in this case, cluster lies within0.15, the cluster

counts as matched to the truth electron. Figure 6.4 shows theprobability, that a cluster

object is matched to one of the two truth electrons. The overall probability,εclus = Nclus

N truth, is

99.2%, with a decreasing matching-efficiency at lowerET due to bremsstrahlung, which

causes cluster to fail the minimalET criterion at15 GeV. Even if the deviations from

100% are small, they have to be taken into account when discussingsystematics at the

end of this chapter.

At first glance, the matching of truth particles to clusters might not be necessary, as

the efficiencies that will be discussed in the next sections could also be derived directly by

a matching between truth electron and, for example, a reconstructed object. The reason

for this “detour” is the fact that once clusters are associated to the truth particle, the

parameters of interest can be expressed in cluster variables and hence are comparable to

quantities that do not rely on information from the simulation, i.e., truth variables.

As the specific cuts will be shown in Section 6.6, only a brief overview of the efficien-

cies of interest is given here.

6.4.2 Reconstruction Efficiency

In order to avoid introducing a possible source for bias, each truth-electron will be con-

sidered separately for efficiency determination. Thus, thetruth reconstruction efficiency
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Figure 6.4: Probability that a cluster is matched to a truth electron from theZ → e+e−

decay, including statistical errors. All values are given in per cent.

is defined as the ratio between objects that are reconstructed electron-candidates matched

to the given cluster seedN reco and all seed-clustersNclus:

εreco
truth =

N reco

Nclus
. (6.8)

6.4.3 Identification Efficiency

Once an electron has been reconstructed, the algorithm categorises each electron with

pre-defined cuts either as loose, medium or tight (see Section 5.5). Therefore, the identi-

fication efficiency is calculated with respect to the reconstructed electron:

εID, x
truth =

N ID,x

N reco
, (6.9)

whereN ID,x can stand for each of the three identification categories.

6.4.4 Trigger Efficiency

Similar to the reconstruction efficiency, the trigger efficiency can be determined by a

matching between the objects that build the quantityN ID,x and the positions of trigger-

objects. Thus, if a trigger object is matched to the already identified electron, it contributes
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to the numerator of the following equation:

εtrig (ID), x
truth =

N trig,x

N ID,x
. (6.10)

Like for the various identification criteria,N trig,x can stand for each trigger stage, L1, L2

and EF. Due to the previously mentioned limitations of the used Monte Carlo sample,

only the L1 efficiency can be determined in this way.

In order to determine efficiencies for single electrons, thetrigger efficiency is com-

monly given with respect to the offline reconstruction:

εtrig (offline), x
truth =

N trig,x

N reco
. (6.11)

It depends on the problem whether to use the method given by Equation 6.10 or the one

given by Equation 6.11.

6.5 The “Tag and Probe” Method

The ATLAS detector is fully simulated within the reconstruction software, so that the

detector response of a simulated event is, in principle, fully predictable. Thus, the de-

scription of well-understood physics processes as well as,for example, the determination

of efficiencies could naively be done completely within the simulation framework.

However, a particle detector, especially one of the size of ATLAS, cannot be build

perfectly, with all parts at their planned location on the sub-millimeter level. Any possible

offset has to be transferred to the simulation and might not be obvious until first data

arrives. Beyond misalignment, missing or additional material in the detector can also lead

to inaccurate results from the detector simulation.

During the phase of early data taking, misaligned detector-parts may not be reflected

within the simulation, making it mandatory to derive such relevant information like the ef-

ficiencies also from data-driven methods, rather than having to rely on (maybe inaccurate)

information from the simulation. For this reason, the tag-and-probe method is being used.

With this method, trigger, reconstruction and identification efficiencies can be determined

without taking the simulation into account.

The downside of a data-driven method is that a sufficient amount of data has first to

be taken. Especially during the early period of the experiment the results from the data-

driven approach will be used to estimate the systematic uncertainties on simulation-based

analysis.

6.5.1 Basic Ideas

As the name of the method already suggests, two objects are needed to make this method

work. The decay of theγ∗/Z interference into an electron-positron pair provides such
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6.5. The “Tag and Probe” Method

objects: while one of them acts as the “tag”, the other one is used as the “probe” that will

be tested for the condition(s) of interest.

An intrinsic “feature” of data is the lack of truth information. Thus, it is unclear

whether a reconstructed electron originates from the decayof a Z boson or not. It is

therefore important to tune the selection in a way that a sufficiently clean sample of

two-electron events can be selected, whereas “clean” meansthat background-suppression

should be as good as possible.

The first step is to select a “tag” object. For all reconstructed electrons, stringent

cuts are applied in order to maximise the probability that itis in fact an electron. In

anticipation of the sections to follow, the quality of background suppression is given by

the tag selection, since the criteria for the second object have to be quite weak in order to

prevent possible biases.

In a second step, for each of the tag electrons an object to “probe” is being looked for.

The starting points are the cluster objects: when an electron traverses ATLAS, it almost

certainly (≥ 99%) leads to an associated cluster object, which becomes reconstructed by

the software. The cluster has to pass apreselection, where kinematic and geometric re-

quirements have to be fulfilled. The preselection is concluded by a cut on the invariant

mass of the tag electron and the cluster: if the invariant mass is not within a window

around the mass of theZ boson, the cluster is not considered to originate from an elec-

tron. Otherwise, the combination of tag and preselected probe enters the denominator to

determine the efficiency. If it also fulfils theprobe requirementthat separates the differ-

ent efficiencies (as discussed below), the combination of the tag and the probe enters the

numerator as well. The tag-and-probe efficiency is then simply defined as

εtag and probe=
N tag+probe condition

N tag+probe preselection
. (6.12)

As already mentioned, one has to account for background, too. Even if the tag-and-probe

method is only applied to a simulated signal-only sample, inmore than half of all events

more than the two electrons from theZ decay are available after reconstruction. Thus, the

tag-and-probe method cannot be used to naively “count” events that fulfil the criteria, but,

in order to account for background, it uses the combined invariant mass of the tag and the

preselected probe to fit the resulting spectra, where a separation of signal and background

is possible. Then Equation 6.12 reads as follows:

εtag and probe=
Ncondition

selected −Ncondition
background

Npreselection
selected −Npreselection

background

. (6.13)

This method is not restricted to inclusive spectra, it can also be used to determine the

efficiencies in bins ofET or |η|, or even double-differentially inET and |η| of the probe.

The limiting factor is the available amount of statistics, which should be large enough to

ensure a stable fit.
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The following paragraphs show the definitions of the efficiencies, similarly to the

previously defined truth efficiencies.

Reconstruction Efficiency

In case of the reconstruction efficiency, the preselected probe is tried to be matched to an

electron object. If the reconstructed electron is reasonably close to the preselected cluster,

the probe requirement is fulfilled. The reconstruction efficiency is then defined as:

εreco
tag and probe=

N reco
sel −N reco

bg

Npreselection
sel −Npreselection

bg

. (6.14)

Identification Efficiency

Reconstruction and trigger efficiencies can be defined with respect to the preselected clus-

ter. Since an object that becomes identified either as “loose”, “medium” or “tight” is al-

ready reconstructed, the identification efficiency is necessarily defined with respect to the

reconstructed electron:

εID,x
tag and probe=

N reco+ID,x
sel −N reco+ID,x

bg

N reco
sel −N reco

bg

. (6.15)

The “x” denotes the identification criterion. For the purposes of this analysis and to reflect

the conditions during early data-taking, the medium identification-level will be used, if

not stated otherwise.

Trigger Efficiency

With the very same procedure like for the reconstruction efficiency, the trigger efficiencies

can be determined. In this case, the probe requirement is a∆R-matched object at a certain

trigger stage that passes anET -threshold which corresponds to the applied trigger chain.

In anticipation of the part of this analysis that will be presented in Chapter 8, the trigger

efficiencies are defined with respect to identified electrons:

εtrig (ID), x
tag and probe=

N reco+ID+trig,x
sel −N reco+ID+trig,x

bg

N reco+ID
sel −N reco+ID

bg

, (6.16)

where “x” denotes the trigger stage (L1, L2 or EF). The efficiencies for L2 and EF might

also be calculated with respect to the previous trigger stage, where the denominator in

Equation 6.16 has to be adjusted accordingly. However, due to limitations in the available

Monte Carlo sample this analysis can only access the information obtained by the level-1

trigger. With respect to the offline reconstruction, Equation 6.16 reads as follows:

εtrig (offline), x
tag and probe =

N reco+trig,x
sel −N reco+trig,x

bg

N reco
sel −N reco

bg

. (6.17)
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6.5.2 “Truth Matched” Tag-and-Probe Efficiencies

When only dealing with the signal sample, one might assume that background is not in-

volved in this kind of analysis. However, as the simulation of the process within the Monte

Carlo generator also considers effects like bremsstrahlung and hence not only passes the

e+e− pair to the detector simulation, there are usually more thantwo electrons that be-

come reconstructed by the software. Thus, it can happen thatat least one of those addi-

tional electrons might pass the selection criteria, eitherfor the tag or for both, the tag and

the probe. In this case, they contribute to the, so called, “combinatorial background” of

the signal sample, which is of the order of∼ 1%.

In order to study possible impacts, the selection of tag-and-probe pairs can artificially

be “cleaned” by matching the positions of the tag-and-probeobjects to theη-φ parameters

of the truth particles via a∆R cut (∆R < 0.15). In this way only pairs that actually

originate from the simulatedZ decay survive the selection of the tag-and-probe pair.

6.6 Event Selection

In this section the algorithms to determine the various efficiencies will be explained in

detail. The common part is first to define a denominator for thegiven efficiency, followed

by applying a criterion to create a subset that defines the numerator. As mentioned ear-

lier, using the same variables with cluster-ET and cluster-η for truth and tag-and-probe

efficiencies gives the advantage of much better comparability between the resulting dis-

tributions.

For the tag-and-probe study, each distribution is available either as inclusive (i.e. not

binned in any variable), single differential (versusET or |η|), and double differential (in

bins of ET and |η|) spectra in the invariant mass of the tag-and-probe pair. Inorder

to comply with the restriction to an integrated luminosity of 100 pb−1 when applying

data-driven techniques within this analysis, a symmetry inthe pseudorapidity variable is

assumed, which allows to use only its absolute values.

6.6.1 Truth Efficiencies

After the general discussion in Section 6.4 of how to determine the truth efficiencies, the

specific cuts are now presented. Since the efficiencies are determined on single-electron

level, the electrons will be treated independently from each other, no matter if they are

coming from the sameZ boson or not. Possible biases that might be introduced due to

kinematic entanglement of the particles coming from the same mother particle, are going

to be discussed at the end of this chapter.
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cut requirement

barcode < 105

particle ID ±11

mother ID ±23

status flag 1 or 3

Table 6.1: Cuts to select the electron-positron pair on generator level.

Within the simulation, the information about the generatedparticles before enter-

ing the detector simulation is accessible. Since this data not only contains information

about theZ boson and the electron-positron pair but also includes manyother particles

(∼ 1,000) involved in the simulation, the pair of leptons from theZ decay has first to be-

come selected. This selection follows the same procedure within the whole analysis and

is described in the following paragraph, before the furtherdiscussion of the efficiencies

continues.

Selection of the Truth Pair. The first step is to loop over all possible pairs of truth

objects. Each particle has to have abarcode—which keeps track of the particle’s history

within a generated event—less than105, meaning that later stages of a particle’s history

are rejected. Theparticle’s ID must be±11, which is the PDG5 code for an electron (+11)

or a positron (−11) in Monte Carlo generators likePYTHIA, as described in Reference

[53]. Since these objects could originate from other processes or might come from photon

conversions, themother’s IDmust equal±23, which stands for aZ boson.

The status flagof a particle denotes whether or not it is stable. This is particularly

important for the invariant mass spectrum of the two (truth)leptons, as events affected

by final state radiation (FSR) have their invariant mass,M(e+e−), shifted towards lower

masses. Thus, the distinction can be made between a status flag of 3 (FSR possible) and

1 (stable). It depends on the purpose of the specific analysis, which value needs to be

chosen.

With these criteria, the two leptons from theZ decay can be selected for each event

on truth level. A summary of these cuts is shown in Table 6.1.

After selecting the truth electrons, the corresponding calorimeter objects have to be

found. In order to find the cluster “belonging” to a truth object, the distance in theη-

φ plane that is calculated via Equation 6.8 must not exceed0.15. This happens to be

the case for∼ 99% of the truth electrons (see Figure 6.4) when applying the following

criteria: The matched cluster must have a minimal transverse momentum of15 GeV,

5PDG: Particle Data Group
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cut requirement

matching ∆R(truth, clus) < 0.15

minimal momentum Eclus
T > 15 GeV

maximal momentum Eclus
T < 120 GeV

central object |ηclus| < 2.47

crack exclusion 1.37 < |ηclus| < 1.52

reconstruction ∆R(clus, reco) < 0.01

identification medium

Level-1 trigger ∆R(clus, RoI) < 0.2

Table 6.2: Cuts and requirements to determine the truth efficiencies.

while satisfying the condition for a central object,|ηclus| < 2.47. It must not be located

within the transition region between barrel and end-cap hence 1.37 < |ηclus| < 1.52 is

excluded. The cutoff for high-ET objects at120 GeV ensures that no bias is introduced

from clusters outside the highest-ET bin and that always the same set of objects is being

considered.

Once a cluster passes these criteria, it enters the denominator for the (truth) recon-

struction efficiency,Nclus. In the next step, the cluster is studied to determine the various

efficiencies.

By looping over all objects that have been reconstructed by the software as electrons,

the distance of the cluster and the current electron has to fulfil the condition∆R < 0.01

in order to find the associated object. Since the electron andits associated cluster po-

sition is obviously the same6, the cut value is chosen in a way that allows for possible

rounding errors. Once a matching electron is found, it enters the numerator for the truth

reconstruction efficiency,N reco.

Based on these reconstructed electrons, which form the denominator (N reco) of the

identification efficiency, only one criterion has to be applied: by requiring the loose,

medium or tight flag to be set, the electron enters the numerator of the appropriate iden-

tification efficiency,N ID,x, wherex is a placeholder for the given flag. For the purpose

of this analysis, the identification stages, which are shownwith all entering criteria in

Chapter 5, are treated as “black boxes”, i.e. that effects from individual constituents of a

certain flag are not considered.

Again, with the numerator of the previously described efficiency now acting as the

denominator,N ID,x, a loop over all level-1 “regions of interest” (RoIs) that exceed the en-

6the position of the shower in the electromagnetic calorimeter can also be used as the one of the electron

(see Section 6.2.2)
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Figure 6.5: Examples of cuts to select a tag-and-probe pair,signal-only case. Left: dis-

tance between probe cluster and the regions of interest (RoIs). Right:ET spectrum of the

probe cluster.

ergy threshold of7 GeV for thee10 medium trigger-chain compares their position to the

successfully identified electron. To account for the coarser granularity of the first trigger

stage, the matching criterion is relaxed to∆R < 0.2. If a level-1 object is successfully

matched to the electron, it enters the numeratorN trig as well.

It should be emphasised again in this context that the determination of the truth effi-

ciencies does not necessarily have to take the detour via thecluster matching. However,

the advantage of the presented method is that all efficiencies of interest can be expressed

in cluster variables and therefore in the same way as for the efficiencies determined from

data-driven techniques, making comparisons more comfortable. The results for the truth

efficiencies will be shown in Section 6.7.

6.6.2 Tag-and-Probe Method

As described in Section 6.5, the tag-and-probe method requires two objects to work. A

tightly constrained tag object and a probe object that, together with the tag, originates

most likely from aZ boson. That gives a high probability that both objects are indeed

electrons.

The first step to find such a pair is to look for a tag object by looping over all offline

reconstructed electrons. As each electron might be available twice within the event to

account for analysis that include soft electrons, theelectron authorflag must be either

1 or 3 to avoid double counting. In order to comply with hard selection criteria, the

trigger must have fired for this electron. This is assured by requiring a∆R < 0.15

cut between the tag candidate and a RoI that exceeds the transverse energy threshold

of 7 GeV, which corresponds to the selected trigger item. Figure6.5 shows the clean

separation between level-1 objects associated to reconstructed electrons and other objects.
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The second maximum at≈ π indicates the preferred back-to-back topology of the decay.

The most important, since background-rejecting, cut is theelectron identification re-

quirement, which has to fulfil the “tight” criterion. In caseof the QCD-sample, however,

this cut is skipped as it would simply kill nearly all available events due to insufficient

statistics in the initial sample (see Chapter 4). Instead, asuppression factorθ is calculated

as the ratio of events with and without the ID cut,θ =
N

tight
2

N1
. The resulting distributions

for the QCD-sample will be rescaled with this factor after applying the remaining criteria.

The transverse momentum cutsET > 25 GeV andET < 120 GeV, the limitation

to the central part of the detector,|η| < 2.47, and the exclusion of the transition re-

gion,1.37 < |η| < 1.52 conclude the selection of the tag object. The minimal transverse-

momentum cut can also be varied to reduce background even further, but at the cost of

reduced statistics.

If the algorithm finds more than one tag electron within an event, all of them are kept

to look for an adequate probe cluster, since this analysis focuses on possible studies with

real data. A differentiation between signal and additionalbackground electrons would

only be possible in simulated samples. For each given tag a set of cuts is applied to each

of the clusters within the event to find the probe. The only difference to the previously

discussed kinematic and geometric cuts for the tag selection is the minimalET cut, which

is relaxed to15 GeV in order to cover as much phase-space as possible but to reject low-

ET electrons (see Figure 6.5).

The last step in the pre-selection process is the cut on the invariant mass of the tag

and the probe,Mtag, probe. Whilst the probability for a cluster to be in fact an electron is

highest for invariant mass pairs close to theZ mass, the window has to be chosen wide

enough in order to allow a sufficient amount of background to enter the distribution. The

latter assures an appropriate description of the background shape via fitting. Therefore,

the invariant mass has to be in a window of40 GeV< Mtag, probe< 140 GeV. Figure

6.6 shows the inclusive invariant mass spectrum after the pre-selection cuts. Whilst the

contribution of combinatorial background to the signal is almost negligible, the QCD

background dominates most of the spectrum.

After the selection of the probe cluster, the distributionsobtained will be fitted (see

Section 6.7) and the results enter the denominator in Equation 6.14. To get the distribution

for the numerator, the cluster will now be “probed” for the appropriate condition.

For the reconstruction efficiency, all offline reconstructed electrons are tried to be

matched to the cluster. This again happens via a∆R cut, where the distance between

electron and probe must not exceed0.01. Responsible for this ostensibly tight criterion is

the fact that the cluster position is also taken as the electron position in the calorimeter.

The reconstructed events from the previous step are checkedwhether or not they pass the

identification criterion. If the certain flag is set, the electron is identified as loose, medium

or tight and enters the numerator Equation 6.15.
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Figure 6.6: Invariant mass of the tag-and-probe pair after preselection. Top: signal-only

sample. Bottom: combined sample with contributions from different backgrounds.

The∆Rmatching is also applied to determine the trigger efficiency: here, the distance

between RoI and the identified electron is required to fulfil∆R < 0.2 to account for the

coarser granularity of the trigger information. The remaining, hence triggered, events

enter the numerator in Equation 6.16.

A summary of all applied cuts is given in Table 6.3. Each invariant mass distribution

is available inclusively, single-differentially (in binsof ET and in bins of|η|) and double-

differentially in bins ofET and|η|. The truth efficiencies that have been derived from the

signal-only sample make use of the whole statistics, whereas the combined sample, which

consists of signal and background events, is limited (or scaled) to100 pb−1, in order to
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cut description requirement

ta
g

se
le

ct
io

n

electron author 1 or 3

Level-1 matching ∆R(tag, RoI) < 0.15

Level-1 threshold ERoI
T > 7 GeV

min. momentum E tag
T > 25 GeV

max. momentum E tag
T < 120 GeV

central object |ηtag| < 2.47

crack exclusion 1.37 < |ηtag| < 1.52

identification tight

p
ro

b
e

p
re

se
l. min. momentum Eclus

T > 15 GeV

max. momentum Eclus
T < 120 GeV

central object |ηclus| < 2.47

crack exclusion 1.37 < |ηclus| < 1.52

invariant mass 40 GeV< Mtag, probe< 140 GeV

co
n

d
iti

o
n reconstruction ∆R(clus, reco) < 0.01

identification medium

Level-1 trigger ∆R(clus, RoI) < 0.2

Table 6.3: Cuts to determine the efficiencies with the tag-and-probe method.

reflect an early stage of data taking in the ATLAS experiment.

6.7 Efficiency Determination

With the algorithms, which were presented in the previous section, the task is now to

derive the efficiencies from the output. This output consists of the numerators and de-

nominators of the considered method, namely truth, truth-matched tag-and-probe for the

signal-sample and standard tag-and-probe for the signal-only and the combined sample.

In case of the tag-and-probe method, each nominator and denominator is represented

by the invariant-mass spectrum determined by the algorithms described in the previous

section. For each method, the event numbers (truth) or invariant-mass spectra (tag-and-

probe) are available inclusively, single- and double-differentially.

To calculate the efficiencies, two different approaches areconsidered, a trivial one and

the standard way. When considering truth (or truth-matched) efficiencies, they are calcu-

lated just by building the ratios of the counted number of events. This can be justified

by the total absence of background and the sufficient amount of statistics for the signal

sample. This trivial approach cannot be applied to the tag-and-probe method, not even
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in the signal-only case: As it has been shown before, combinatorial background from

additionally reconstructed electrons contributes to the invariant-mass spectra and has to

be described adequate in order to determine the efficienciescorrectly. The implications

might be quite small while considering inclusive distributions (like shown for the signal-

only case in Figure 6.6), but this does not necessarily have to be the case when looking

at single- or double-differential distributions, where the impact of (combinatorial) back-

ground might change quite drastically depending on the transverse energy orη of the

probe. Thus, a fit has to account for signal and background events separately.

After introducing the fitting procedure, the efficiencies and their comparisons will be

presented for the inclusive case, for the single differential cases and as double differential

distributions. In anticipation of Chapter 8 it should be emphasised in this context that

the essential results are the one’s from the double differential analysis, as they might be

used later on as “look-up tables” for a re-weighting on eventbasis for the cross-section

determination (see Chapter 7).

6.7.1 The Fitting Procedure

As mentioned before, many distributions have to be considered to derive an efficiency.

A representative overview of them gives Figure 6.7, which shows the double-differential

distributions for numerator and denominator of the reconstruction efficiency for the com-

bined sample.

With the amount of distributions to fit, it is clear that one does not want to adjust fit

parameters for each distribution individually, but to find acommon description for almost

all of them to minimise the need of subsequent fine-tuning. The basic idea is to add a

function that describes the shape of the signal to a functionfor the varying background.

The challenge is that the peak in the invariant mass is not only distorted by the detector

response but might also be influenced for kinematic and geometric reasons. This is due to

the breakdown of the (inclusive) invariant mass spectrum into certainET -|η| areas, which

has to be accounted for in the parametrisation of the fit.

Furthermore, as the line shape of theγ∗/Z resonance has three contributions (photon,

interference andZ term), the contribution of the Drell-Yan continuum in the sidebands of

the (on-shell)Z peak might be indistinguishable from background. In order to describe

the shape over a broad range in the invariant-mass spectrum correctly, the fits cover a

window of 60 GeV< Mtag, probe< 120 GeV, whilst the integral to determine the number

of events has a range of 70 GeV to 110 GeV. The latter can be justified by the fact that

the sidebands of aZ distribution below and above these thresholds contain lessthan 1%

of the total number of events.
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Figure 6.7: Invariant mass spectra (60 GeV< Mtag,probe< 120 GeV) in bins ofET (hori-

zontal) and|η| (vertical) to determine the reconstruction efficiency via the tag-and-probe

method. By fitting, the contribution of signal (orange) and background (grey) in each

bin is determined (cf. Equation 6.14). Top: double-differential denominator. Bottom:

double-differential numerator.
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Chapter 6. Single-Electron Efficiencies

Signal Parametrisation

The accurate description of the invariant-mass spectra obtained from the analysis given in

the previous sections in a fitting algorithm has to take care of theγ∗/Z lineshape and the

treatment of the detector response. The implementation of the fitting algorithm follows

closely Reference [50], which includes a similar analysis for the determination of the

inclusive cross-section of the processpp→ γ∗/Z → e+e−.

The line shape of theγ∗/Z can theoretically be described with the following formula

(cf. Reference [42]):

σ(ŝ) ∼ A · 1

ŝ

(
m0√
ŝ

)β
(
fu

d
Iu(ŝ) + Id(ŝ)

)
. (6.18)

In this equation,̂s = x1x2s is the energy of the interacting partons,m0 is the energy scale

andβ parameterises the impact of the PDFs on the line shape. The factor fu
d

handles the

ratio of up and down quark contributions to the cross-section andA is a normalisation

constant. The physics of the process, including all three terms previously mentioned, is

represented in the functionsIq (with q = u, d either for the up or the down type quark):

Iq(ŝ) = Ξγq +
ŝM2

Z

(s−M2
Z)2 + Γ2

ZM
2
Z

[
(ŝ−M2

Z)ΞγZq + ŝM2
ZΞZq

]
, (6.19)

MZ andΓZ represent the invariant mass and the width of theZ boson, where theΞxq are

the coupling constants for photon, interference andZ term. They are defined as follows:

Ξγq = Qq ,

ΞγZq = 2QeQq(ξ
eL

Z + ξeR

Z )(ξqLZ + ξqRZ )κ ,

ΞZq = 4
(
ξeL

Z
2 + ξeL

Z
2)
(

ξqLZ
2
+ ξqLZ

2
)

κ2 ,

with κ =
√

2GF

4πα
=
(
4M2

W sin2 θW
)−1

and the fundamental quark and electron couplings

defined in Section 2.2.2. It is not obvious that all parameters in Equation 6.18 are fixed

except for two, the normalisationA andβ, where the latter can be determined from fitting

the invariant- mass distribution on generator level, to useit as another fixed parameter

later on.

In order to account for the response of the detector, the “clean” description of the

invariant mass distribution gets distorted by a convolution with a Crystal Ball function that

has been introduced in Equation 6.3. This function is preferred over a simple Gaussian,

as the power-law tail accounts for bremsstrahlung.

Background Parametrisation

As it has already been mentioned before, the varying shape ofthe background is a great

challenge. Without an accurate estimation of background events in an invariant-mass
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6.7. Efficiency Determination

distribution, the uncertainty on the efficiency grows large, as the underestimation would

become compensated by the signal description and hence contributes twice.

The Landau distribution guarantees sufficient flexibility to describe the background in

every bin and can numerically be expressed as:

p(x) =
1

π

∫ ∞

0

e−t ln t−xt sin(πt) dt . (6.20)

Characteristic for this distribution is a turn-on behaviour and, after a maximum, an expo-

nential decline. This is usually the case for the present invariant-mass spectra.

Even though background and signal can be accessed separately in this simulation-

based analysis, the focus lies on the clean separation when taking the combined sample

into account.

6.7.2 Inclusive Electron Efficiencies

Without differentiating in transverse momentum or direction of the electron, the inclusive

distributions found with the criteria from Section 6.6 describe the total efficiencies, inte-

grated over allET andη. In order to determine an efficiency, the distributions haveto be

fitted for denominator and numerator via the fitting functions presented in the previous

section. The resulting fits for all efficiencies of interest are shown in Figure 6.8 for the

signal-only case and in Figure 6.9 for the combined sample.

With a reducedχ2 ≈ 1 for each of the fits it is clear that the superposition of Equation

6.18 and Equation 6.20 describes the invariant-mass spectra very well. However, even

with strict limitations on most of the parameters, the contribution of the background can

be difficult to estimate in data if it does not dominate in the sidebands. Examples for this

case are the numerator of the identification efficiency as shown in Figure 6.97 as well as

the signal-only samples with their combinatorial background. Alternatives on how to deal

with this problem in data will be discussed in Section 7.7.

Also visible in this panel of Figure 6.9 as well as in Figure 6.8 is the impact of the

restriction on the invariant mass,M(ee) ≥ 60 GeV, on generator level. The fitting window

was therefore chosen to cover invariant masses only above that threshold.

The results for the inclusive efficiencies are calculated according to Equations 6.14,

6.15 and 6.17, and are shown in Table 6.4. The deviations between the different methods

are on the level of. 1% in case of the reconstruction and the level-1 efficiencies and thus

show a good agreement. However, the inclusive identification efficiency derived with the

tag-and-probe method for the combined sample shows a significant deviation. A possible

source for this behaviour will be discussed in the next section. The given uncertainties in

7this distribution yieldsχ2
selection/ndf = 1.21 ± 0.10 andχ2

background/ndf = 1.31 ± 0.12, respectively.

Even if this is the worst description of the selected and background event spectra, it is sufficient not to

dominate the statistical uncertainty for the efficiencies
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Figure 6.8: Fits to determine the inclusive efficiencies viathe tag-and-probe method

(signal-only case). From left to right: electron reconstruction, medium identification and

level 1. First row: denominator. Second row: numerator.

tag-and-probe method

efficiency truth truth-matched signal-only combined sample

reconstruction 88.82 ± 0.02 90.02 ± 0.02 89.42 ± 0.28 90.00 ± 0.53

medium ID 87.25 ± 0.02 87.90 ± 0.02 88.35 ± 0.30 84.44 ± 0.61

level 1 99.88 ± 0.01 99.94 ± 0.01 99.94 ± 0.18 99.86 ± 0.49

Table 6.4: Inclusive electron efficiencies. The truth and truth-matched efficiencies utilise

the full statistics of the signal sample, the signal-only (including combinatorial back-

ground) and the combined samples are limited to100 pb−1. The errors are statistical

errors, only. All values are given in per cent.

Table 6.4 are calculated using Bayesian statistics and additionally via error propagation

including uncertainties from the fitting parameters, if applicable.

6.7.3 Single Differential Electron Efficiencies

To demonstrate the behaviour of the efficiencies in dependence of one variable or another,

the invariant-mass distributions are split into partial ranges of these variables. After fitting
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Figure 6.9: Fits to determine the inclusive efficiencies viathe tag-and-probe method for

the combined sample (first row: denominator, second row: numerator). From left to

right: electron reconstruction, medium identification andlevel 1. In order to demonstrate

the background-suppression for the ID criterion, the rangeof the y axis has been kept

constant for all plots.

the eight8 ET and five|η| distributions according to the approach outlined before, the

resulting efficiencies are shown9 in Figures 6.10, 6.11 and 6.12, where only statistical

errors are given. Possible sources of deviations between the methods are going to be

discussed in Section 6.8.

The reconstruction efficiency for single-electrons increases with the transverse energy

of the particle, starting atεreco & 85% and reaches a plateau at≈ 90%. For central objects

at η ∼ 0 the reconstruction efficiency is excellent (≈ 95%) and decreases due to (dead)

material in front of the calorimeter. The different methodsto determine the reconstruction

efficiency show a very good agreement, especially with respect to |η|. However, the truth

efficiency is. 3% lower forET ≥ 35 GeV than the efficiencies derived via either of the

tag-and-probe methods.

8due to the dominating background at the lowest-ET bin (see Figure 6.7), it is hardly possible to dif-

ferentiate between signal and background contributions inthis kinematic region. Thus, this bin was not

included in the single- and double-differential tag-and-probe analysis.
9like motivated before, the lowest-ET bin, 15 GeV < ET ≤ 20 GeV, is not taken into account to

determine efficiencies via the tag-and-probe method; nevertheless, the truth efficiency for this bin is given

for reference
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Figure 6.10: Single-differential reconstruction efficiencies for truth, as well as for the tag-

and-probe method with and without truth-matching. Left: versus cluster-ET (logarithmic

scale). Right: versus|η| of the cluster.
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Figure 6.11: Single-differential medium identification efficiencies for truth, as well as

for the tag-and-probe method with and without truth-matching. Left: versus cluster-ET
(logarithmic scale). Right: versus|η| of the cluster.

The identification efficiency shows a similar behaviour as the reconstruction effi-

ciency. With an increasing transverse energy of the electron, the efficiency improves.

However, the turn-on of the efficiency starts at≈ 75% and reaches its plateau at≈ 90%.

When integrating over all energies and studying the identification efficiency versus|η|, it

drops towards the forward region except for the outermost bin, where the efficiency is at

the same level as before the crack region. The identificationefficiency for the combined

sample deviates significantly (up to5%) from the other methods, clearest visible in the

single-differential presentation versusET . Since this seems to be a unique behaviour of

the combined sample without truth matching, the cause mightbe the improper description

of the background shape after the rescaling (see Section 6.6.2).

The level-1 efficiency with respect to reconstructed electrons shows no differences for
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Figure 6.12: Single-differential level-1 trigger-efficiencies for truth, as well as for the tag-

and-probe method with and without truth-matching. Left: versus cluster-ET (logarithmic

scale). Right: versus|η| of the cluster.

the methods, it is approximately100% for each distribution and agrees with the previously

determined inclusive efficiency.

6.7.4 Double Differential Electron Efficiencies

The double-differential truth reconstruction efficiency is given in the top panel of Figure

6.13. The efficiency increases for high-ET electrons and decreases from central to forward

parts of the detector. Shown in the middle panel of the same Figure is the relative deviation

of the truth-matched tag-and-probe method to the truth efficiency. As for the majority of

bins in theET -|η| plane the fluctuations are covered by the statistical uncertainties, it

seems that the discrepancies increase with higher values ofET and|η|.
The challenge for the limited combined sample is the low amount of the statistics per

bin. As this analysis is restricted to an integrated luminosity of 100 pb−1, the available

number of events per bin drops to∼ O(103). Furthermore, the shape of the background

varies extremely in theET -|η| plane (cf. Figure 6.7), which makes it difficult to describe

its contribution correctly in order to derive the correct efficiency for each bin. Never-

theless, the comparison to the truth efficiency works reasonably well for most bins (see

bottom panel in Figure 6.13). The fluctuation lies within. 2%. Significant deviations

can only be observed in the two lowest-ET bins and the highestET -|η| bin.

The truth medium identification efficiency is shown in the toppanel of Figure 6.14. It

increases with higher transverse energies of the electron and decreases for higher pseudo-

rapidity-regions. In agreement with the discussion of the single-differential distribution,

however, the identification efficiency improves for the mostforward bin,2.0 ≤ |η| < 2.47.

Obviously, the most distinct efficiency-minima occur for low-ET electrons.

In comparison to the truth information, the tag-and-probe method seems to systemati-
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Figure 6.13: Double differential reconstruction efficiencies. Top: truth efficiency. Middle:

relative deviation of the truth-matched tag-and-probe method (full statistics) and the truth

efficiency. Bottom: relative deviation of the tag-and-probe method (combined sample,

100 pb−1) and the truth efficiency. All values are given in per cent.

102



6.7. Efficiency Determination

50

55

60

65

70

75

80

85

90

95

100

 0.16±
87.10

 0.13±
89.56

 0.11±
90.61

 0.09±
91.63

 0.08±
92.52

 0.07±
93.25

 0.09±
93.78

 0.08±
93.98

 0.19±
80.02

 0.15±
83.59

 0.13±
86.37

 0.11±
88.14

 0.09±
90.13

 0.08±
91.58

 0.10±
92.57

 0.09±
93.14

 0.18±
74.52

 0.14±
79.33

 0.12±
82.78

 0.10±
85.09

 0.09±
87.24

 0.08±
89.32

 0.10±
90.73

 0.09±
91.25

 0.24±
65.16

 0.19±
70.66

 0.16±
74.48

 0.14±
77.30

 0.12±
80.13

 0.11±
83.06

 0.13±
85.48

 0.12±
86.78

 0.26±
79.90

 0.20±
83.33

 0.16±
85.11

 0.14±
86.42

 0.12±
87.13

 0.11±
88.32

 0.14±
89.04

 0.14±
89.11

20 30 40 50 60 70 80 90 100
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

Eclus
T
/ GeV

|η
cl

u
s |

-20

-15

-10

-5

0

5

10

15

20

 1.11±
-4.99

 0.48±
-2.11

 0.25±
0.29

 0.17±
0.20

 0.14±
-0.94

 0.12±
-1.77

 0.14±
-1.89

 0.14±
0.34

 1.02±
-4.29

 0.54±
-1.86

 0.30±
-0.44

 0.19±
-0.09

 0.15±
-1.20

 0.14±
-2.50

 0.15±
-0.91

 0.15±
0.35

 0.82±
-2.45

 0.44±
-1.22

 0.26±
-0.10

 0.18±
-0.26

 0.14±
-0.52

 0.13±
-1.96

 0.15±
-1.36

 0.15±
0.77

 0.73±
-1.91

 0.46±
-1.22

 0.32±
-0.18

 0.26±
-0.02

 0.21±
-0.11

 0.19±
-0.02

 0.22±
0.27

 0.22±
1.45

 0.83±
-1.05

 0.51±
-0.50

 0.33±
-0.17

 0.27±
0.31

 0.24±
-0.33

 0.22±
0.40

 0.26±
0.59

 0.28±
1.25

20 30 40 50 60 70 80 90 100
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

Eclus
T
/ GeV

|η
cl

u
s |

-20

-15

-10

-5

0

5

10

15

20

 5.08±
-17.95

 3.67±
-4.07

 2.04±
-3.45

 1.32±
-4.23

 0.99±
-5.17

 1.20±
-5.15

 1.90±
-1.97

 7.50±
-9.48

 3.98±
-8.74

 2.05±
-3.22

 1.36±
-3.78

 1.06±
-3.30

 1.32±
-3.20

 2.05±
-2.73

 4.59±
-16.35

 2.76±
-7.94

 1.84±
-4.01

 1.15±
-4.00

 1.00±
-6.84

 1.29±
-1.72

 1.92±
-1.76

 4.58±
-10.85

 3.00±
-8.64

 2.20±
-0.61

 1.64±
-2.65

 1.40±
-1.43

 1.67±
0.10

 2.53±
-1.50

 6.21±
-11.33

 3.94±
-4.54

 2.74±
-6.78

 2.38±
-1.25

 1.91±
-2.10

 2.45±
-2.72

 3.91±
-1.17

30 40 50 60 70 80 90 100
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

Eclus
T
/ GeV

|η
cl

u
s |

Figure 6.14: Double differential identification efficiencies. Top: truth efficiency. Middle:

relative deviation of the truth-matched tag-and-probe method (full statistics) and the truth

efficiency. Bottom: relative deviation of the tag-and-probe method (combined sample,

100 pb−1) and the truth efficiency. All values are given in per cent.
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Figure 6.15: Double differential level-1 trigger-efficiency. All values are given in per

cent.

cally underestimate the efficiency. In the truth-matched case this is the dominating effect,

except for the highest-ET bin, where the truth-efficiency becomes over-estimated beyond

statistical fluctuations. Significantly with up to5% difference is the under-estimation for

central electrons with15 GeV< ET ≤ 20 GeV. With this bin skipped for the combined

sample, the bottom panel in Figure 6.14 shows the same behaviour for low-ET electrons.

Their identification efficiency is lower throughout theET -η plane, with a maximum dif-

ference of up to16% at the lowestET bin. Possible explanations for the discrepancies are

going to be discussed in the next section.

As it can be seen in Figure 6.15, the level-1 truth efficiency is essentially100% in

each bin of theET -η plane. A study of the related tag-and-probe efficiencies showed no

significant deviations apart from statistical fluctuations.

6.8 Systematic Uncertainties

Within this section, the impact on the efficiencies of several factors that might have an

effect on the determination of the single-electron efficiencies are going to be discussed.

In the first part, the uncertainty on the truth efficiency is estimated by using a slightly dif-

ferent release of the reconstruction software and another Monte-Carlo generator, respec-

tively. The latter, however, has not been analysed within this thesis due to unavailability

of a suitable sample. Apart from that, cut variations are studied in order to estimate their

impact on the efficiencies of interest. In this context, possible biases arising from FSR are

considered, as well.

The results are shown as distributions versusET andη. An overview of the inclusive
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6.8. Systematic Uncertainties

systematic effects is given at the end of Chapter 7.

6.8.1 Truth Single-Electron Efficiency

The determination of the single-electron truth efficiencies as described in Section 6.4 is

essential in order to determine an overall efficiency correction factor to determine the

cross-sections (see Chapters 7 and 8). Thus, they should be determinable in other pro-

cesses with electrons in the final state, in principle. In this case, theW → eν sample

has been chosen to cross-check the truth efficiencies independently from theZ → e+e−

signal sample. Due to different hadronic contributions in both samples, the difference in

the efficiencies is expected to be of the order of. 1%.

The processpp→ W → eν has been simulated with thePYTHIA generator and has a

single electron in the final state since the neutrino cannot be detected and contributes thus

to the missing energy of the event. The sample was introducedin Chapter 4 and includes

≈ 60,000 events.

In order to derive the efficiency for the electron from theW decay, the same procedure

has been applied as for theZ sample (see Section 6.4). The resulting efficiencies are then

compared to the truth efficiencies that have been presented in the previous section.

As long as both processes were generated withPYTHIA, no meaningful systematic

studies can be performed, especially if the reconstructionused the same software release.

One would expect no significant differences for the truth single-electron efficiencies in

this case. Figure 6.16 shows the ratio of the efficiencies of the given samples. Especially

for electrons with low transverse energy the reconstruction efficiency seems to be lower

(up to2%) when coming from theW boson. This might be caused by the recoil-jet of the

W interfering with the electron. However, the identificationefficiency shows a different

behaviour, as it is higher for mediumET electrons (∼ 40 GeV) from theW decay, where

the stringent criteria for the medium identification quality reduce the probability for both

electrons to pass. The picture is slightly different when the efficiency ratios are plotted

versus the pseudorapidity, where the electrons from theZ decay show slightly higher

identification probability at high-|ηclus| (see right panel of Figure 6.16).

6.8.2 Monte Carlo Generator

Rather than being dependent on a single Monte-Carlo generator, the extraction of truth

efficiencies can be cross-checked by using a different generator that simulates the process

pp→ γ∗/+X → e+e− +X. Up to this point, all efficiencies were determined by us-

ing thePYTHIA generator. By comparing the results to the efficiencies derived from a

MC@NLO sample, the systematics introduced by the generator can be estimated.

The MC@NLO generator is in principle superior to the (LO)PYTHIA generator, as
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Figure 6.16: Ratio of truth efficiencies derived from theZ → e+e− and theW → eν

sample, εW→eν

ε
Z→e+e−

, versusET (top) and|η| (bottom). Both samples were reconstructed

with the same software release (14.2.20.4). All values are given in per cent.

it includes full NLO matrix elements in order to calculate the hard cross-sections with

parton showers. On the downside, the event record is not as detailed as inPYTHIA,

making it harder to study FSR related issues, for instance.

As already mentioned before, some of the centrally producedMonte Carlo samples

were no longer available for this analysis. The results of a similar analysis (see Reference

[16]), which also contains contributions from this thesis,are therefore described in this

context.

The event selection and the determination of the truth efficiencies in Reference [16]

comply largely with their counterparts presented in this chapter, and the binning is the

same as shown in 6.6. One minor difference in this thesis is the exclusion of the crack re-
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6.8. Systematic Uncertainties

Figure 6.17: Relative deviation betweenMC@NLO andPYTHIA generators. Left: Single

electron truth reconstruction efficiency. Right: Single electron truth identification effi-

ciency. All values are given in per cent. Figures taken from [16].

gion. The ratio of the single-electron reconstruction (identification) efficiency determined

with theMC@NLO sample and the one derived from thePYTHIA sample is presented in

the left (right) panel of Figure 6.17. It shows an excellent agreement between the two

generators, so that with the given statistical uncertainties no systematic bias can be ob-

served.

6.8.3 Variation of the Matching Criterion

In order to decide whether or not a truth-level electron caused an associated object within

the calorimeter, the distance in theη-φ plane between the truth parameters and the cluster

position is the defining criterion. It is calculated as follows (cf. 6.8):

∆R =
√

(∆η)2 + (∆φ)2 , (6.21)

where∆η = ηtruth − ηclusterand∆φ = φtruth− φcluster, respectively. As this matching is the

link between truth and reconstructed object, biases introduced by the choice of the specific

cut value will directly effect most of the truth efficienciespresented in this analysis.

The standard cut of∆R = 0.15 is varied by±0.10 in order to study the impact of the

choice. The result is shown in Figure 6.18. With the good separation between clusters

caused by truth electrons and additional energy deposits inthe calorimeter, a more con-

servative choice does not affect the capability of reconstructing or identifying electrons.

With an aggressive choice, however, some of the clusters predominantly originating from

low-ET electrons, fail the matching due to the impact of bremsstrahlung. This worsens

the efficiencies in thisET regime by. 0.5%. The impact of the∆R cut versus theη

position of the cluster is negligible.
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Figure 6.18: Ratio of the reconstruction (identification) efficiency determined with a var-

ied ∆R cut and the according efficiency derived with the standard cut-value, versusET
(left) and versusη (right). All values are given in per cent.
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Figure 6.19: Ratio of single-electron efficiencies with andwithout final-state radiation

versusET and|η|. All values are given in per cent.

6.8.4 Final State Radiation

Unlike initial-state radiation where an incoming quark emits a photon, final state radiation

distorts the reconstructed invariant-mass distribution of theZ boson, since the electron’s

energy is measured systematically lower, leading to a lowerinvariant-mass tail for theZ

boson. In order to study the impact of FSR, the electrons are flagged on truth level as

stable particles or as electrons making bremsstrahlung. Afterwards, the single-electrons

efficiencies are determined for both classes separately.

The result is shown in Figure 6.19. As expected, low-ET electrons have a slightly

lower reconstruction efficiency (. 1%) than electrons not radiating photons. The effect

shows no dependence onη.
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Figure 6.20: Ratio of the modified single-electron tag-and-probe efficiencies and the stan-

dard tagET -cut versusET and|η|. All values are in per cent.

6.8.5 Tag-and-Probe Cut Variation

The choice of a specific value in the selection process as shown in Section 6.6.2 might

have an impact on the resulting efficiencies. Whilst most of the selection criteria for

a tag-and-probe pair are pretty much forced due to geometricconsiderations (detector

acceptance, crack region), the main free parameter is the minimal ET cut for the tag

electron. Its purpose is to reject as much low-ET background as possible while leaving a

sufficient amount of signal events untouched.

In order to study the effect of the minimalET cut on the efficiencies themselves, the

tag-and-probe pairs are matched to the truth particles in order to reject possible impact of

(combinatorial) background in this context. This is being done in order to demonstrate

the influence of the cut on the method itself.

With a variation of the transverse-momentum requirement by±10 GeV for the tag

object, the effect on the resulting efficiencies can be studied. The results are shown in

Figure 6.20 for the reconstruction and the identification efficiency. Within statistical un-

certainties, the efficiencies with a variedET cut show an acceptable agreement with the

efficiencies derived with the nominalET cut. In case of the identification efficiency, how-

ever, there is a large effect visible at the low-ET bins. Obviously, the harder theET
condition on the tag electron is, the less electrons become identified as medium electrons

and vice versa. The differences in the low-ET region could explain the deviations shown

in the previous section, the choice of the tagET has therefore a huge impact on the iden-

tification efficiency.
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6.9 Summary

In this chapter, two of the commonly used methods to determine efficiencies for single

electrons were shown. One of them, the truth efficiency, can only be derived from Monte

Carlo simulations and therefore needs a very good understanding of the detector. Another

method, which is also applicable to data, is the tag-and-probe method. In the early stages

of the ATLAS experiment, it can be used to estimate systematic uncertainties for efficien-

cies derived with the truth method. Once a sufficient amount of statistics is available, the

efficiencies derived by the tag-and-probe method might evenreplace the simulation-based

approach.

Both methods show a very good agreement for almost all applications. Especially the

truth reconstruction and trigger efficiencies can be reproduced accurately with the data-

driven tag-and-probe method. However, the tag-and-probe method seems to have an issue

at the low-ET part of the identification efficiency. As it is shown in Reference [16], the

effect also occurs in similar analysis and should be subjectof further investigations.
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7
Cross-Section Determination

7.1 Introduction

The inclusive cross-section of a given process can simplified be written as

σ =
N − B

A · ε ·
∫
dtL

. (7.1)

Here,N is the total number of selected events andB the number of estimated background

events. The acceptance,A, for Z bosons and the efficiencies1, ε, reduce the number of

signal events and hence enter the denominator. The integrated luminosityL =
∫
dtL ,

which reflects the available amount of data, enters the denominator as well. The precise

knowledge of the instantaneous luminosity is essential forthe correct determination of

cross-sections. The expected uncertainty on the luminosity for the early period of data

taking will be discussed in Section 7.9.5.

Equation 7.1 holds for data as well as for simulation-based analysis. However, since

the simulation is optimised to ignore non-relevant events,not every generated event auto-

matically enters the detector simulation but rather gets filtered out due to minimal kine-

matic or geometric requirements. In this case the filter efficiencyεF has to be included in

the denominator of Equation 7.1.

In this context it should be noted that the corrections are applied differently. Since the

acceptance of aZ boson does not depend on the specific kinematic topology of the leptons

per event, the correction can be applied after the selectionof all events. The efficiencies,

however, may depend on the kinematics of the electron-positron pair and have therefore

to be corrected on event-basis. It is obvious that these aspects have to be disentangled in

order to derive the correct cross-section in the end.

In order to put all the ingredients together to calculate a cross-section, the general

selection strategy to find aZ candidate will first be discussed in the following section. The

1this factor includes the several efficiencies involved like, for instance, reconstruction efficiency and

trigger efficiency of the electrons
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resolution of the invariant mass and the impact on the binning is then shown in Section

7.3, followed by the discussion of theZ-acceptance in Section 7.4 and the efficiency

correction in Section 7.5. After demonstrating the techniques necessary when dealing

only with simulated samples (Section 7.6), the fitting strategy and the results are shown

in Section 7.7 and Section 7.8. This is followed by the discussion of the systematic

uncertainties of the measurements (Section 7.9) and the presentation of the results for the

cross-sections (Section 7.10).

7.2 Event Selection

Each event has to have at least two reconstructed electrons.All possible combinations of

reconstructed electron-pairs are in the following tested whether or not they fulfil a set of

criteria. To exclude soft electrons from the selection process, theelectron authorvariable

must not be equal to2. Soft electrons are particles with a lowET and are mainly used in

J/Ψ analysis.

Even if it has already been assured that the event has successfully passed the trigger,

one of both electrons must have caused the trigger to fire. This can be checked by match-

ing the electrons to the trigger objects (RoIs) at each stage. Within the available samples,

however, the required information is not accessible for L2 and EF. Thus, at least one

electron has to be matched via∆R < 0.15 to a RoI on the first trigger-stage. This RoI

must also exceed the level-1 momentum threshold for thee10 medium trigger chain,

EL1
T ≥ 7 GeV.

In order to reject low-momentum electrons and to work withinthe same kinematic

boundaries as in Chapter 6, the transverse momentum is chosen to be in the range of

15 GeV≤ Eel
T ≤ 120 GeV. The geometrical limitations discussed in Chapter 6 also hold

for the event selection. Thus, only central electrons (|ηel| < 2.47), which are outside the

transition region (1.37 < |ηel| < 1.52) pass.

The remaining lepton-pairs have to fulfil the medium identification requirement and

must have an opposite charge. When an electron-positron pair of an event has passed

all given selection criteria, the four-vector of the lepton-pair is calculated. The allowed

invariant mass window for the selectedZ candidate is60 GeV < Mel1, el2 < 120 GeV.

This range allows for a sufficient amount of events from the sidebands in order to fit

signal and background appropriately. The selection of theZ candidates is concluded by

the restrictions on theZ ’s phase space,pel1, el2
T < 100 GeV and|yel1, el2| < 2.5. In addition

to these criteria, a cut on the primary vertex of the two leptons can be applied in order to

suppress contributions from pile-up in data. Moreover, each event will be required to have

passed a certain trigger chain in order to enter the event selection. Since the trigger chains

were simulated incompletely in the present samples, the criterion could not be applied in
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cut description requirement

reconstructed electrons ≥ 2

electron author 1 or 3

L1 matching (≥ 1 e±) ∆R(el, RoI) < 0.15

associated L1 threshold ERoI
T > 7 GeV

min. momentum Eel
T > 15 GeV

max. momentum Eel
T < 120 GeV

central object |ηel| < 2.47

crack exclusion 1.37 < |ηel| < 1.52

identification medium

charge of the leptons opposite

invariant mass 60 GeV< Mel1, el2< 120 GeV

max. four-momentum pel1, el2
T < 100 GeV

max. rapidity |yel1, el2| < 2.5

Table 7.1: Cut requirements for two reconstructed electrons to selectZ-boson candidates.

this analysis.

A summary of all criteria is given in Table 7.1. By applying these cuts to data, this

would yield inclusive, single and double differential invariant-mass spectra, reflecting the

amount of signal and background events in each mass bin at a given integrated luminos-

ity. With appropriate descriptions (see Section 7.7) of signal and background shapes the

numerator of Equation 7.1 can be determined. With this approach, however, one would

lose the opportunity to apply the efficiency correctionε in dependence of each event’s

kinematic topology. The inclusion of the efficiency correction on event-basis is going to

be discussed in Section 7.5.

As this analysis deals with different sets of individual physical processes rather than

dealing with a data sample, some additional steps need to be done in order to “fake” the

combined invariant-mass spectra after selection. This will be discussed in Section 7.6.

7.3 Binning for Differential Cross-Sections

The determination of the resolution for theZ boson follows closely the procedure for

single electrons from Chapter 6. Very similar to the arguments given there, it does not

make sense to choose bin sizes smaller than the resolution for a variable. Since this kind

of resolution studies are based on Monte-Carlo simulation exclusively, the whole statistics

available is used, rather than to restrict to100 pb−1.

With the event selection discussed in the previous section,suitableZ candidates are
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selected in order to study their resolution in the detector.The first step to get thepZT
or |yZ| resolution is to choose a fine binning in both variables, suchthat each bin still

contains a sufficient amount of events to allow for a fit. InpZT , the granularity is1 GeV

up to15 GeV and somewhat coarser above to account for the decreasingstatistics coming

with higherpZT . The granularity in|y| is 0.3, except for the outermost bin, which covers

2.1 < |y| < 2.5.

In a second step, for eachpZT -|yZ| bin the relative (pT ) or absolute (y) deviation be-

tween reconstructed and truth value is calculated:

∆pZT
pZ, truth
T

=
pZ, reco
T − pZ, truth

T

pZ, truth
T

, (7.2)

∆yZ = yZ, reco− yZ, truth . (7.3)

The distributions, which have been obtained in this way are fitted in order to determine

the width as a measure for the resolution. The various∆pZT /p
Z, truth
T distributions show a

similar shape with the tail below the nominalZ mass due to final-state radiation as shown

in Figure 6.1. Thus, the same function (see Equation 6.3) is used to fit the distributions.

Regarding the fitting function, the same applies for the determination of the rapidity res-

olution. As the distributions are not distorted by effects like bremsstrahlung, the normal

distribution (see Equation 6.5) is used. All fits describe the distributions well, the reduced

χ2 does not exceed1.25 for any of the fits.

Figure 7.1 shows the result for the wholepZT -|yZ| plane. The transverse-momentum

resolution drastically improves with increasingZ momentum and is worst forZ bosons

with low transverse momenta. This is due to the fact that highpT Z’s decay preferably

to high-ET electrons, which have a better resolution than electrons with lower energy.

Hence, the resolution for theZ bosons improves, too. ThepZT resolution shows noyZ

dependency and varies between∼ 1% for high-pZT and≈ 60% for low pZT . In case of the

rapidity, the variation of the resolution is smaller than for the transverse momentum. The

resolution is worst (σ(yZ) ∼ 0.1) for Z bosons with medium rapidity (|yZ| ∼ 1) and low

pZT . The resolution improves with increasing rapidity of theZ and reachesσ(yZ) ≈ 10−2

for 2.1 ≤ |yZ| < 2.5.

The results suggest to choose bin-sizes of& 1 GeV for the transverse momentum

variable and& 0.1 for the rapidity of theZ. Besides this lower limit, the binning inpT
and inZ rapidity is oriented on the expected statistics ofZ events within a certain area

of thepZT -|yZ| plane. With these results, the bins in terms of transverse momentum and

rapidity of theZ boson are chosen as follows:

pZT = {0.0, 3.0, 5.5, 8.0, 11.0, 17.0, 25.0, 40.0, 100.0}GeV ,

|yZ| = {0.0, 0.4, 0.8, 1.3, 1.9, 2.5} . (7.4)
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Figure 7.1: Resolution for the reconstructedZ bosons after selection in bins of truthpZT
and|yZ|. Top: relative transverse momentum resolution,σ(pZT ) × 103. Bottom: absolute

rapidity resolution,σ(yZ) × 102.

7.4 Z Acceptance

There are several limiting factors that reduce the number ofZ events to pass the selection

criteria. One is the rejection ofZ bosons due to kinematic and geometric cuts on the

leptons. If only one of them fails a criterion, the initial state could not be reconstructed

anymore and is therefore lost for the remaining stages of thecross-section measurement.

The acceptance studies have to be done completely on Monte-Carlo generator level,

since the acceptance cannot be obtained from data. As this analysis is based on recon-
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Figure 7.2: Kinematic and geometric acceptance for two clusters in bins ofpZT and|yZ|,
errors are statistical. All values are given in per cent.

structed variables rather than using variables on truth or generator level, the kinematic

and geometric criteria are applied to the cluster variables. As it has been shown in Figure

6.4, the probability of finding a cluster associated to a truth electron from theZ decay is

approximately100%. This provides the possibility to cut on and express distributions in

reconstructed quantities.

In order to estimate the loss ofZ bosons due to the restriction to kinematic and ge-

ometric ranges, the ratio of the amount of cluster-pairs before and after the specific cuts

gives the acceptance in the appropriatepZT -|yZ| bin. The criteria to find a cluster-based

Z are already given in Section 7.2: the transverse momentum ofthe clusters is lim-

ited to15 GeV< ET < 120 GeV, and as the analysis concentrates on objects in the cen-

tral detector, the pseudo-rapidity has an upper bound,|η| < 2.47. The transition region

1.37 < |η| < 1.52 is excluded. The nominal invariant-mass cut as given in Table 7.1 is

modified to70 GeV< MZ < 110 GeV since this mass window will be used to determine

the background-subtracted number of signal events in the later stages of this analysis.

The result of this study is shown in Figure 7.2. Whilst the acceptance is fairly constant

over the wholepZT range, it drops sharply for higher rapidity values of theZ. This is due to

the fact that the probability for loosing at least one leptonfrom theZ decay because of the

limitation to the central part of the detector increases with theZ ’s rapidity. Overall, the

acceptance varies between17.6% and81.2% within the kinematic and geometric limits

of pZT < 100 GeV and|yZ| < 2.5. Without these limits and the restricted invariant-mass
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window, the inclusive acceptance isA = (40.05 ± 0.01)%. For the remainder of this

chapter it makes sense to split the different aspects and factorise the inclusive acceptance:

A = al · Acluster, (7.5)

whereal = (74.62±0.01)% accounts for the restrictions on theZ ’s transverse momentum

and rapidity andAcluster = (53.67 ± 0.02)% reflects the criteria on the clusters including

the cut on the invariant-mass. The double-differential representation ofAcluster (see Figure

7.2) has already been discussed.

7.5 Correction for Inefficiencies

After the selection of a signal candidate, one could simply add the unweighted event

to the invariant-mass distribution and apply the corrections (like for the efficiency) after

the fitting procedure. But this would not account for the efficiency that may vary in

dependence of the kinematic topology of an event. As it was shown in Section 6.7.4, the

various efficiencies for single-electrons vary quite strongly over theET -|η| plane. Thus,

the correction should be done per event, rather than applying one overall correction factor.

For the purpose of this analysis, a correction factor for each pZT , |yZ| bin has been

used. This is a compromise between using only one overall correction-factor and a

correction-factor calculated from the two-dimensional single-electron efficiencies intro-

duced in Chapter 6. Thefactorisation ansatz2,

ε = εreco
el1 · εreco

el2 · εID
el1 · εID

el2 · εq
el1 · ε

q
el2 ·
(
εL1

el1 + εL1
el2 − εL1

el1 · εL1
el2

)
, (7.6)

which has been used in former analysis (cf. References [71] and [50], for instance) does

not work. This will be discussed in Chapter 8.

The correction factorεZ that will be used within this analysis is simply determined as

follows. The denominatorNacc is given by the accepted cluster-pairs from the previous

Section. The numeratorNsel consists of a subset ofNacc where both clusters have been

reconstructed as electrons that are matched to them, and these electrons fulfil the selection

critera given in Table 7.1. Thus, the correction factor is

εZ(pZT , |yZ|) =
Nsel(pZT , |yZ|)
Nacc(pZT , |yZ|)

. (7.7)

This results in an efficiency map inpZT and |yZ|, which is shown in Figure 7.3 and will

be used for each selectedZ candidate to get the appropriate weightεZ(pZT , |yZ|). Its

application for eachZ event will be shown in the following section.

2apart from the reconstruction, identification and trigger efficiency, the charge identification efficiency

εq has also to be taken into account if it is not∼ 100%. With εq > 98% in eachET -|η| bin, the charge

identification efficiency has been neglected in this analysis
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Figure 7.3: Correction factorεZ(pZT , |yZ|). The statistical uncertainties vary between

0.2% and0.6% All values are given in per cent.

7.6 Special Aspects for Simulated Samples

Within this study the signal sample and four background channels have been taken into

account (see Chapter 4). The latter are hadronic QCD background, tt̄, W + 1 jet and

W + 2 jets and each of them might lead to an electron-positron pairin the final state. Un-

fortunately, they all come with a different amount of statistics, whereas the QCD sample,

which happens to be the biggest source of background, suffers from a lack of simulated

events in the order of∼ 1000 (see Section 4.4). The impact of this issue and an alternative

way to estimate the contribution of this sample to the total background will be demon-

strated in the following section, along with the method to create a combined sample of

signal and background. In addition to this method, which is basically faking the expected

detector output for100 pb−1 of real data, the selection criteria are also applied to the

full signal-sample in order to cross-check the results fromthe combined sample and to

compare the full-statistics results for the cross-sectionwith the generator cross-section.

7.6.1 Scaling of QCD Background

With the excellent jet suppression in ATLAS (see Section 5.5) and the poor statistics

available for the QCD sample (see Section 4.4) it is obvious that by requiring two medium

identified electrons not enough events remain to describe the background appropriately.
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∫
dtL / pb−1 2,847 0.079 1,584 32.0 160.0

Cut Signal QCD tt̄ W + 1 jet W + 2 jets

≥ 2e± 1,700,168 6,274,145 317,201 32,122 84,359

Author 1,589,800 3,776,137 313,571 28,085 78,276

Emin
T 1,242,890 104,272 172,522 4,421 20,001

Emax
T 1,237,210 103,836 169,503 4,274 19,191

|ηmax| 1,209,816 102,073 168,448 4,188 18,848

Crack 1,079,789 91,114 157,626 3,717 16,932

ID 788,173 — 48 3,527 36 83

Charge 781,604 44,581 30 3,296 27 65

L1 781,330 8,628 30 3,289 27 22

Me1, e2 768,187 2,850 25 1,515 11 22

pZ, max
T 760,017 2,843 25 1,366 11 22

|yZ, max| 760,017 2,843 25 1,366 11 22

Table 7.2: Remaining number of events after applying the given cut criteria. The QCD

sample is split-up into flows with and without the identification criterion. All numbers

given are with respect to the available statistics of each sample and therefore not nor-

malised to a common integrated luminosity.

Table 7.2 shows the remaining number of events after each selection step for the signal

and background samples. By applying the medium-identification criterion, only 48 events

remain for the QCD sample. In order to preserve a sufficient amount of statistics, this cut

is skipped and each event becomes re-weighted instead. The low statistics after applying

the identification cut is not an issue for theW+jet(s) samples, since their initial integrated

luminosity is at least (W + 1jet) comparable to100pb−1. Thus, the remaining number of

events roughly reflects the expectations for data.

The re-weighting is done by applying each of the cuts given inTable 7.2 separately

to the electron candidates within the QCD sample to determine a background-electron

efficiency. The number of electrons before and after applying the medium-identification

criterion are counted in bins ofET and|η|, rather than using an overall scaling-factor. The

result is a look-up table with an efficiency

εID, medium
QCD (ET , |η|) =

N ID(ET , |η|)
N reco(ET , |η|)

(7.8)

for each bin. The weight for each pair of electrons that survives the standard signal-

selection is then simply approximated by

w(Eel1
T , |ηel1|, Eel2

T , |ηel2|) = εID, medium
QCD (Eel2

T , |ηel2|) · εID, medium
QCD (Eel2

T , |ηel2|) . (7.9)
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The factorw is used to adjust the invariant mass spectrum of the QCD sample by applying

it as a weight for each event entering the spectrum. For the other samples one hasw ≡ 1.

With the considerations from Section 7.5, the re-weightingon event-basis can be written

as

Ncorr =
∑

Events

w(Eel1
T , |ηel1|, Eel2

T , |ηel2|)
εZ(pZT , |yZ|)

. (7.10)

7.6.2 Relative Normalisation

At this stage, the inclusive, both single-differential andthe double-differential invariant

mass distributions come in five variations, namely one for each sample. It is obvious that

the summing up of these to a combined sample that fakes data-like distributions can only

work if they all represent the same amount of data. Except forthe QCD and theW +1 jet

sample, which suffer from insufficient statistics, this canbe achieved in different ways:

◮ consider only events up to a corresponding integrated luminosity of 100 pb−1. The

advantage is that the statistical uncertainty of the resulting distributions is correct,

but always the same events are used. The latter might result in adjusting fit param-

eters for one set of distributions, rather then ensuring stable fits even if statistical

fluctuations might lead to slightly different distributions

◮ use all available events. Making use of all events smoothes out the spectra, but,

after downscaling to the desired amount of data, the statistical fluctuations will not

be mirrored in this case

◮ choosing events randomly. Each event is considered with a probability that corre-

sponds to the desired integrated luminosity with respect tothe full amount of events

within the sample. This method ensures that a different set of events is picked each

time the analysis is run, mirroring statistical fluctuations. Furthermore, the distribu-

tions do not have to be heavily re-scaled, as they intrinsically contain≈ 100 pb−1

For this analysis, the third method was chosen. Thus, after applying the selection criteria

in 7.2, the signal sample as well as two of the background samples (tt̄ andW + 2 jets)

contain the number of events corresponding to≈ 100 pb−1. By running the analysis≈ 30

times, the stability of the fits for the targeted integrated luminosity was verified.

There are two samples, which have an integrated luminosity of less than100 pb−1,

so they need to be scaled. The scaling factor for eachW + 1 jet spectrum is simply

fW+1 jet = 100 pb−1

32 pb−1 . The calculation of the scaling factorfQCD for the QCD sample is of

course the same as for theW + 1 jet sample. WithfQCD > 1200, however, the need of

re-weighting the sample beforehand becomes clear.
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Figure 7.4: Filter efficiency on Monte Carlo generator level. One particle has to fulfil

the requirement|η| < 2.8. For better illustration, the highestET -bin was not drawn, its

efficiency is essentially 100%. All values are given in per cent.

After re-scaling the spectra are added up in order to “fake” combined distributions of

signal and background. These combined samples are now used to determine the number

of selected and background events via fitting procedures.

7.6.3 Filter Efficiency

The filter efficiencyεF is a technical factor that is only relevant for simulated events. It

denotes the ratio of all events that were generated within the Monte Carlo simulation and

the events that actually enter the detector simulation. Many criteria might be applied on

generator level to prevent events from entering the sample in order to reduce the rather

time-consuming process of detector simulation.

In case of the signal sample, the only criterion on generatorlevel is the requirement

to have at least one particle within|η| < 2.8. Thus, most generated events pass this

criterion, which can be seen in Figure 7.4. Here, the filter efficiency was determined

with an independently produced Monte Carlo sample that usedthe very same options and

parameters as the signal-sample on which this analysis is based on. Without running the

detector simulation on this “flat” sample, the filter efficiency could be reproduced as

εF =
Ngen+|η1p|<2.8

Ngen
, (7.11)
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Figure 7.5: Fit of the inclusive, truthe+e− invariant mass before reconstruction, linear

(left) and logarithmic illustration (right). See text for details.

whereNgen is the total number of generatedZ events andNgen+|η1p|<2.8 is the number of

events with the additionalη-cut. Even though Figure 7.4 shows almost no impact of the fil-

ter criterion onZ events to enter the reconstruction within the kinematic (pZT ≤ 100 GeV)

and geometric (|yZ| ≤ 2.5) window of interest, the cut leads to a rejection of4.4% of all

(i.e., without restrictions onpZT and|yZ|) generatedZ bosons.

7.7 Signal Extraction

The fitting algorithm as described in Section 6.7.1 is also applicable to the combined sig-

nal and background distributions, which have been derived in the previous section. Fur-

thermore, as in this case the algorithm targets exclusivelyonZ selection, rather than ap-

plying specific criteria for the tag-and-probe method, the line shape to describe the whole

process—including FSR3 and Drell-Yan continuum—should work perfectly, at least for

the inclusive spectrum.

As mentioned earlier, the description of the signal comes intwo parts. One is the pure

γ∗/Z line shape and the other one is a function to account for the detector resolution. In

order to demonstrate the description of the signal with the fitting function, the invariant-

mass spectrum of the two truth-leptons is fitted with the formulae that were introduced in

Section 6.7.1. The result is shown in Figure 7.5. It shows excellent agreement between

simulation and fit, withχ2/ndf = 1.03. TheZ mass and the width are found to be

MZ = (91.17 ± 0.06) GeV andΓZ = (2.51 ± 0.02) GeV. They agree perfectly with the

generator input (MZ = 91.19 GeV,ΓZ = 2.50 GeV).

In order to test the behaviour of the function when the detector resolution enters the

signal, all selected electron-positron pairs, which form aZ candidate, are tried to be

3final state radiation
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Figure 7.6: Fit of the inclusive, reconstructede+e− invariant mass, linear (left) and loga-

rithmic illustration (right). In order to clean the sample from combinatorial background,

the reconstructed leptons were matched to the truth particles. See text for details.

matched to the truth particles. The result is a background-free invariant-mass spectrum

of Z candidates, that is distorted by the effects of the electronresolution. With the fit-

parameters taken from the previous fit, the second part of thefitting algorithm, the convo-

luted Crystal-Ball, can be included. Figure 7.6 shows the resulting distributions as well

as the description by the fit.

The convolution not only accounts for the broadening of theZ resonance, but also

allows for shifts in the location of the maximum of the peak, which might occur if the

electron’s energy-scale is incorrect. The fit in Figure 7.6 gives a reconstructed mass of

theZ boson ofMZ = (89.90 ± 1.21) GeV. The resolution that can be derived from the

fit is 1.50 ± 0.12 GeV and is in good agreement with the expectations for the ATLAS

experiment (cf. Table 3.1). The good agreement between fit and reconstructed events is

confirmed by a value forχ2/ndf of 1.12.

In this context it should be emphasised again that the precise description of theZ

line shape comes with a high price: the parametrisation is quite vulnerable to background

events, which simply means that a differentiation of signaland background becomes diffi-

cult. It is therefore necessary to limit as many signal-parameters as possible before fitting

a combined spectrum of signal and background. Within the scope of this analysis with

its focus on single and double differential representations of distributions, many different

approaches to face this difficulty have been tested. Some of them will now be briefly

discussed.

Fitting Strategies for a Combined Sample

The difficulties in fitting a combined sample of signal and background events were already

discussed before (cf. Section 6.7.1): Firstly, if the background in the lower-mass tail of

123



Chapter 7. Cross-Section Determination

the invariant mass spectrum is on the order of the Drell-Yan continuum, a differentiation

between signal and background events becomes impossible. Secondly, the shape of the

background changes quite dramatically withpZT (cf. Figure 6.7); this matters only for the

single or double-differential spectra, obviously.

In order to reach a sufficiently stable fit for each binned or inclusive distribution, two

different approaches have been taken into account, where the basis is either the back-

ground or the signal description.

Background Based Approaches.One standard method to determine the background con-

tribution to a distribution is the side-band method: the amount of background in a narrow

window around the peak region is estimated by the number of events to the left and to

the right of the window, given that these sidebands only consist of background events

and the background itself is approximately linear in the peak region of the signal. Since

the differential distributions given by the event-selection show a similar behaviour as the

tag-and-probe distributions (see Figure 6.7), this methodcannot be applied.

One possible workaround is to make use of the Monte Carlo simulation, once data is

available. The background distribution can be used to constrain the shape of the back-

ground in data. With the normalisation as the free parameter, the contribution of the

background to the invariant-mass spectrum can be estimatedappropriately. This method

depends on simulation and data, as the QCD cross-section applied for the simulation still

suffers from a large uncertainty.

Signal Based Approach.Similarly to the previous approach, this one uses the simulation

in order to constrain one part of the fit, before dealing with the combined distribution (or

data). As the theory and hence the cross-section of theγ∗/Z process is well known,

the signal part of the fit parameters can be taken from fits on the simulated distributions

that are “cleaned” from possible combinatorial background. One has to be very careful,

though, not to introduce any bias by restricting the parameters too much.

With these constraints on the signal-fit, the whole distribution can then be fitted, where

the background-part has to account for most of the remainingevents that exceed the pre-

defined signal contribution.

Both of the introduced methods were applied to determine thenumber of signal and

background events from the (non-)inclusive distribution(s). If they showed a significant

difference in the result, the method with the bestχ2 of the fit has been chosen.
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7.8. Corrected Event Numbers

7.8 Corrected Event Numbers

With the selection criteria, the fitting algorithms and the different fitting approaches dis-

cussed so far, it is now possible to show the results of the different fits, i.e., inclusive and

binned number of signal and background events. Since the numbers do not represent the

actual number of selected events, but the number of eventsafter efficiency correction,

Equation 7.10 can be written as

(N −B)corr =
∑

events

w(Eel1
T , |ηel1|, Eel2

T , |ηel2|)
εZ(pZT , |yZ|)

. (7.12)

Here,N is the total number of events,B the number of background events, both deter-

mined by the fit andw andεZ are the applied corrections for eachZ candidate, i.e., for

signal and background events. In the following, the resultsare shown for the fit of the

combined sample with an amount of data equal to100 pb−1 and for the signal-only case

with truth-matching, i.e., with rejection of combinatorial background with all statistics

available. Additionally, the event numbers will be corrected by the cluster acceptance

Acluster. Both results are compared to the expected number of events given by the Monte-

Carlo generator within the limitedZ acceptance (pZT < 100 GeV, |yZ| < 2.5).

7.8.1 Inclusive Event Numbers

Within the allowed geometric and kinematic acceptance of theZ boson,pZT < 100 GeV

and|yZ| < 2.5, 760,017 events have been selected in case of the signal-only sample.In-

cluding the corrections, this translates to a resulting, corrected number of signal events of

(N −B)corr/Acluster = (2.329 ± 0.002stat) × 106. The excellent agreement with the num-

ber of generated event within the allowedZ rapidity and transverse momentum is ex-

pected since the correction factorεZ mirrors the event selection. The uncertainty is given

by the statistics. In case of the combined sample, the uncertainty is calculated by error

propagation of the fit-uncertainty and the uncertainty on the number of events.

As this analysis targets on providing useful information onthe feasibility of a cross-

section determination at the very early stage of data taking, the corrected number of

events of the combined sample is compared to the expected number of events given

by the generator for100 pb−1. With the event-based corrections, a total number of

(N −B)corr = (82.91 ± 1.28stat) × 103 has been derived from the fit, whilst on genera-

tor level,Ngen = 81,823 were produced. The deviation of≈ 1σ shows a good agreement

between the corrected number of events and the expected value. Table 7.3 summarises

the numbers.
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Figure 7.7: Number of reconstructed signal events after efficiency and acceptance correc-

tion for the signal-only sample (full statistics) and for the combined sample (100 pb−1).

Top: versus the transverse momentum of theZ. Bottom: versusZ rapidity.
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Expectation,Ngen · al 2.329 × 106 81,823

Signal-only (full stat.) Combined sample (100 pb−1)

(N − B)corr/Acluster (2.329 ± 0.002) × 106 (82.91 ± 1.28) × 103

Relative deviation – 1.32%

Table 7.3: Comparison of the total numbers of generated events and reconstructedZ

events after corrections. In order to study the stability ofthe fitting algorithm and min-

imise the uncertainty on the fit parameters, the corrected number of events for the com-

bined sample is averaged over30 runs (see Section 7.6.2 for details).

7.8.2 Differential Distributions

Even if the agreement would be perfect for the inclusive number of events, the corrections

applied might lead to systematic effects. Especially the impact of, e.g., parton distribu-

tions on single differentialZ distributions can only be studied if their current implemen-

tation in the simulation can be reproduced.

Figure 7.7 shows the number of signal events for Equation 7.12 as derived from the

fits, divided by the cluster acceptanceAcluster. The ratios between the results and the

expected number of events per bin never exceed5% and can be read of the final results

for the single-differential cross-sections in Section 7.10. From the distributions in Figure

7.7 one can also draw the conclusion that the binning was chosen appropriately in order

to guarantee a sufficient amount of statistics per bin.

The double-differential binning inpZT and |yZ| allows to study theZ production in

both variable at once, but comes at the cost of lower statistics per bin. This is even

more crucial if the integrated luminosity is low. In Figure 7.8 the expected number of

events within the acceptance perpZT -|yZ|-bin is shown on generator level. The occu-

pancy per bin varies between& 30,000 events for low-momentum (pZT . 3 GeV) and

central (|yZ| . 0.8) Z bosons and≈ 90,000 events for11 GeV < pZT ≤ 17 GeV

and 1.3 < |yZ| ≤ 2.5. In comparison to these numbers, the top panel of Figure 7.9

shows the ratio between the expected number of events and thecorrected number of

events for the signal-only sample with full statistics divided by the cluster acceptance

Acluster, [(N − B)corr · Acluster] (p
Z
T , |yZ|)/Ngen(p

Z
T , |yZ|). Since the statistics per bin is suf-

ficiently large, the number of signal events were counted instead of fitting each spectrum.

The expected number of events can exactly be reproduced overalmost the entirepZT -|yZ|
range. However, the highpT Z-events show a systematic excess of corrected events over

the expectation. Obviously, the correction factorεZ is slightly underestimated for high-

momentumZ ’s. The reason for this behaviour is currently not known. Even if this effect

is quite small (< 1%), it will be accounted for in the systematic uncertainties.
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Figure 7.8: Generated number of events from the signal-onlysample, full statistics.

The ratio between generated events and the corrected numberof events for the com-

bined sample is showed the bottom panel of Figure 7.9. The statistical uncertainties given

by the number of events per bin and the uncertainty on the fit donot permit a proper

(. 5%) determination of the expected number of events.

7.9 Systematic Uncertainties

The handling of systematic uncertainties has to cover a variety of factors that might have

an effect on the results of the cross-section measurement, which will be presented in

Section 7.10. In the following, the various contributing uncertainties for the four “ingre-

dients” of a cross-section measurement are going to be discussed. These four categories

are

◮ signal selection

◮ efficiency correction

◮ acceptance

◮ integrated luminosity
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Figure 7.9: Ratio of generated and corrected number of events, see text for details. Top:

signal-only sample, full statistics without fitting; the statistical errors are≪ 1%. Bottom:

combined sample,L = 100 pb−1; the statistical uncertainties vary between5.2% for bin

with high statistics and8.4% for regions with low statistics (cf. Figure 7.8). All values

are given in per cent.
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For the signal selection, contributions that might have an effect on the total number

of selected events as well as on the background have to be checked. Apart from the esti-

mation of the uncertainty for the background, a variation ofthe energy scale and possible

bin migration effects were taken into account.

The systematic uncertainties for the single-electron efficiencies were already discussed

in Chapter 6. However, the uncertainty on the overall efficiency factorεZ that has been

used in this analysis is already given by the closure test shown in the top panel of Fig-

ure 7.9. Nevertheless, the tag-and-probe efficiencies willbe used as an estimator for the

systematic uncertainty of the efficiency correction, as it will be justified at the end of this

section.

The acceptance uncertainty∆A/A is mainly given by the uncertainty of the PDFs,

which will be studied in Section 7.9.3. A brief discussion ofthe uncertainty on the lumi-

nosity is given in 7.9.5.

Due to the lack of statistics and the re-weighing problematic for the QCD-background

in connection with the event numbers derived from fitting, itis obvious that a reliable

treatment of systematic uncertainties for the combined sample is hardly possible. Their

possible impacts become overlapped by fluctuations from thestatistical uncertainty, es-

pecially in the double differential case. For completeness, explanatory results for the

combined sample are shown, as well.

7.9.1 Impact of the Energy Scale

One possible contribution to the systematic uncertainty isthe energy scale, which might

be different in data and simulation. In order to check the impact of possible shifts, first, the

acceptance and efficiencies were determined without energy-modifications. In a second

step, the energy of the electrons is altered by varying theirenergy as a function of particle’s

ET and the standard selection-criteria were applied, including the corrections to derive

Ncorr (see Equation 7.12).

The energies of the reconstructed electrons were changed by±0.5% and±1.0%, re-

spectively. The transverse energies of the electrons therefore changed according to

Eshifted
T = Eshifted · cosh η . (7.13)

The result of the energy scale variation is shown in Figure 7.10. On the top panel,

the impact on theZ ’s transverse momentum shows a shift of the number of produced Z

bosons towards lower (higher)pZT if the energy scale is altered to lower (higher) electron

energies. The effect reaches up to2% for the lowest/highest transverse momentum bin of

theZ. As one would expect, the variation only has a minor effect onthe rapidity of the

Z, which is shown in the middle panel of Figure 7.10. For central Z bosons (|yZ| . 1.0),

the number of events, and hence the cross-section, is slightly larger (smaller) (≈ 2%) if
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Figure 7.10: Relative systematic uncertainty due to the energy scale variation of the elec-

tron. Top: single differential versuspZT . Middle: single differential versus|yZ|. Bottom:
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T
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dNstd

dpZ
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the energy is shifted+1% (−1%); the effect vanishes for forwardZ bosons. This cross-

section increase (decrease) is due to the minimalET cut of the electrons, which is passed

for more (less) electrons.

The energy variation of+1% is exemplarily shown on the bottom panel of Figure 7.10

in bins ofpZT and|yZ|. Obviously, the same considerations as for the single-differential

distributions apply here, too. The deviation to the unbiased electron energy varies between

≈ ±2%. Inclusively, the cross-section variation caused by a shift in the energy-scale is at

0.6%.

7.9.2 Bin Migration

Independent from dealing with a simulated or a data event, one has to deal with detector

imperfections and reconstruction inaccuracies in a way that a particle’s location and/or

energy4 measurement might have an offset from its “real” value. The resolution studies,

which were presented in Sections 6.2 and 7.3, demonstrated the effect of the reconstruc-

tion on the energy and the position of the particle of interest.

But, furthermore, the resolution effects are not only of theoretical interest, but might

also have a significant impact on the analysis, itself. For example, if aZ boson is produced

at a rapidity of1.92, the reconstructed rapidity of the two electrons might be aty = 1.89.

What seems to be a minor difference becomes a significant effect when applying the

acceptance correction that is taken from Figure 7.1: Since the border of the bin is at

|y| = 1.9, the acceptance correction that is applied is different by afactor of 2 for the

given case.

This effect, called “bin migration” or “smearing”, has its greatest impact on recon-

structedZ bosons, as the imprecisions of both contributing electronsmight add up. For

completeness, the smearing on single-electron level is investigated, as well.

In order to study the bin migration between the truth-information from the simulated

event and the corresponding reconstructed values, the events were pre-selected on truth

level to only allow for events with a generatedZ mass of70 GeV< Mgen(Z) < 110 GeV.

Each of both truth-electrons is then tried to be matched to a cluster5 that has to pass the

well-known phase-space cuts (see Section 7.2) with the minimal transverse energy cut

lowered toET > 10 GeV, in order to visualise possible bin migration in and out of the

acceptance region. When the cluster passes the cuts, the variable of interest (ET or |y|) is

filled into a histogram with its truth value on the abscissa and its reconstructed value on

the ordinate. Without bin migration, the result would be a diagonal bin-population, only.

Figure 7.11 shows the results, with the expected preferencefor the bins on the diago-

4apart from effects due to the energy scale, which were discussed in the previous section
5the comparison to a reconstructed electron instead of a cluster leads to similar results, as the parameters

for both are taken from calorimeter-variables
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Figure 7.11: Bin migration between reconstructed clustersand associated truth electrons,

including statistical uncertainties. Top: transverse energy (highestET -bin skipped for

better illustration). Bottom: smearing in bins of|η|. All values are given in per cent.

nal. For the transverse energy distribution, however, the smearing is much more distinct

as forη: Approximately three out of four clusters become reconstructed in the predeter-

mined bin, whilst the remaining≈ 25% are almost completely shared by the adjacent

bins. Due to bremsstrahlung, the sharing is biased to lowerET -values, which can also be

seen in the Figure.

The determination of the bin migration for the reconstructed Z boson uses the same

algorithm as the acceptance determination given in Section7.4: Each pair of clusters has

to fulfil the truth-matching, the phase space and the invariant-mass criteria. If successful,
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Figure 7.12: Bin migration between reconstructed and associated truthZ-bosons, includ-

ing statistical uncertainties. Top: transverse momentum (highestpZT -bin skipped for better

illustration). Bottom: smearing in bins ofZ rapidity,|yZ|. All values are given in per cent.

the transverse momentum and the rapidity of the reconstructedZ is plotted versus the

information from the truth-variables.

As it can be seen in Figure 7.12, the migration effect in termsof Z rapidity is quite

small, at a few-percent level. The deviations inpZT are significantly larger (≈ 50%),

however, as the acceptance distribution is pretty flat in that variable, the mis-correction

due to smearing thus becomes small. To study the effects of the smearing quantitatively,

the standard selection-process—as described in Section 7.2—has been altered such that

the reconstructed particles were replaced by the truth particles. The corrections (efficiency
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and acceptance) were applied like for the standard selection and compared to the results

from Section 7.8. It is obvious that there is no physical statement behind these corrections,

as the efficiencies themselves would have to be adapted in order to give a meaning to

the absolute numbers. The systematic uncertainty, which may arise from bin migration,

however, can be estimated with this method.

The results are shown in Figure 7.13. The fluctuation for the signal-sample is in the

order of≈ 1%, independently from the binning inpZT or Z rapidity. Only shown for

comparison is the effect of bin migration for the combined sample, which is limited to an

integrated luminosity of100 pb−1: As the fluctuations within the single-differential dis-

tributions are at least comparable to the ones in the signal-only case, the lack of statistics

completely superimposes the effects from bin migration.

For the inclusive event selection, bin migration does not play a role obviously. How-

ever, by limiting theZ acceptance to a certainpZT -rapidity window, bin migration might

happen at the edges, causingZ bosons that have been generatedoutsidethe window to

become reconstructedinsideof it, and vice versa. The effect is found to be negligibly

small (≪ 1%).

Even though the total number of selected events is unaffected by smearing due to

limited resolution, the weights that are applied per event might become distorted by bin

migration and hence increase the systematic uncertainty onthe total cross-section. By

applying the previously described method, an overall uncertainty of1.1% on the number

of corrected events has been determined.

If the energy resolution in data is worse than in the simulation, the effect of bin migra-

tion will increase since both effects are correlated. With abroadened energy resolution

for both electrons, the probability to reconstruct theZ in the rightpZT bin decreases.

With a broadened resolution in data, the energies of both electrons are measured

worse, which leads to an increased probability that aZ boson is reconstructed in a differ-

ent bin.

7.9.3 Parton Density Functions

Another possible source that might effect the determination of the cross-section is the

choice of the Parton Density Functions (PDFs). The PDFs, which were introduced in

Chapter 2, describe the fraction of the proton’s momentum, that each constituent within

the proton carries.

Even though the PDFs have been measured very precisely at H1 and ZEUS, the pa-

rameterisation of the PDFs in the Monte-Carlo generator suffer from the need to ex-

trapolate these results to the energy scale at the LHC. Hence, the simulated process

pp→ γ∗/Z +X might be sensitive to imperfect description of the quark’s momenta and

lead to different acceptance for theZ boson.
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Figure 7.13: Relative systematic uncertainty from bin migration. Top: single differential

versuspZT . Middle: single differential versusZ rapidity. Bottom: double differential

(signal only), dNvar
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T
d|yZ |/

dNstd
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Figure 7.14: OverallZ acceptance for each variation (“up” and “down”) of the eigenvec-

tors, parametrising the PDF uncertainties. See text for details. Figure taken from [16].

In order to study the uncertainties on the acceptance that might arise from the limited

knowledge of the PDFs, the acceptance was calculated for central electrons,|η| < 2.47,

which were located outside the crack region,1.37 > |η| > 1.52. To reject low-momentum

electrons, the minimal transverse momentum is required to be more than15 GeV. Even

if the definition of the acceptance is somewhat different from the one in this thesis, the

conclusions are still applicable.

Since the leading order (LO) PDFs within MC08 lead to imperfect shapes of param-

eters, such aspT and rapidity distributions, the MC09 production has been used to de-

termine the systematic uncertainties arising from the PDFs. In this context, the results

from Reference [16] are shown, since the level of detail could not be matched within this

analysis, which in return also contributed to other parts ofthe Note.

A Monte-Carlo set with the ATLAS MC09 tune (see Reference [23]) and the NLO

set CTEQ6.6 (see Reference [66]) has been produced. In orderto keep the statistical er-

ror well below0.1% for all bins, even in the double-differential illustration, the sample

contains68 × 106 events. The CTEQ-parametrisation of the uncertainties on the PDFs

happens in 22 eigenvectors. Each eigenvector can be varied up and down, which gives a

total of 44 error set PDFs. By calculating the acceptance foreach set, its shifting in com-

parison to the mean value for the acceptance is a measure for the systematic uncertainty.
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Chapter 7. Cross-Section Determination

Figure 7.15: Double differential illustration of the acceptance and the absolute systematic

uncertainty for two central electrons outside the crack region in bins ofpZT and|yZ|. All

values given are in percent. Figure taken from [16].

Figure 7.14 shows the result: each error set’s inclusive acceptance is represented

as a data point and gives two values for each eigenvector. Without the restriction to

pZT < 100 GeV and|y| < 2.5, respectively,46.8% of the generatedZ bosons have passed

the given cuts. The magenta line shows the statistical errorband, which is completely

negligible. The overall systematic uncertainty of0.8% is derived by adding in quadrature

the deviations of the error sets from the mean value and is represented as blue lines in

Figure 7.14. By restricting the generatedZ bosons to the given values, the acceptance

increases to63.0%, whilst the systematic uncertainty decreases to0.45%. This is due to

the fact that a significant contribution to the uncertainty arises from generatedZ events in

the very forward direction.

In addition to the inclusive acceptance, the systematic uncertainties have also been

studied for the single differential and the double differential acceptances, as well. Since

for the non-inclusive cases the cross-sections will be determined including the kinematic

and rapidity restriction on theZ, only corresponding uncertainties will be shown.

The absolute systematic uncertainty for the double differential acceptance is given

in Figure 7.15. Although the effect of a growing uncertaintywith increasing rapidity

is visible, the relative error in every bin is at the per-milllevel or well below, thus its

contribution to the overall uncertainty in 7.9.6 can be neglected.
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7.9. Systematic Uncertainties

7.9.4 Background Estimation

As described in Chapter 4, the largest source of background comes from QCD-dijet

events, that become misidentified as electrons. Even thoughthese processes have an

enormous cross-section, the jet suppression in ATLAS worksso well that it is almost im-

possible to produce a simulated sample with sufficient amount of statistics in order to be

able apply all selection criteria (see Sections 6.6.2 and 7.2). The mandatory re-weighting

might distort the shape of the QCD background and lead to imperfect reproduction of to-

tal number of background events, either in the inclusive case or when binned inpZT and/or

|yZ|.
Beyond that, the knowledge of the given QCD cross-section itself suffers from an

uncertainty of≈ 20%, due to the ignorance of non-pertubative corrections in theQCD

models.

In order to estimate possible biases from the imperfect knowledge of the mainly con-

tributing source of background, the impact of a±40% variation of it on the resulting

cross-section is studied. For the inclusive cross-section, the effect is almost negligibly

small (. 1%), whilst it increases for the single differential distributions to≈ 2% in all

bins and becomes largest in the double differential case (≈ 5%).

The systematic uncertainties in the binned distributions is averaged over all bins and

is therefore applied as a constant bias for all bins of a certain distributions.

7.9.5 Luminosity Uncertainty

The description of the possible ways to measure the instantaneous luminosity has been

given in Section 3.6, together with the expected uncertainty for each method. For this

analysis, the uncertainty on the luminosity is assumed to be10%, as the knowledge of the

luminosity in the early data-taking stage of the ATLAS experiment will also be limited to

this order of magnitude.

7.9.6 Treatment of Systematic Uncertainties

As it has already been mentioned in Chapter 6, the lack of a simulation of the process

pp→ γ∗/Z +X → e+e− +X with a different generator thanPYTHIA limits the extend

of systematic uncertainty studies. In this analysis, the presented uncertainties are either

considered to be fully correlated or bin-wise uncorrelated. The correlated errors deal with

methodological uncertainties like detector alignment andenergy calibration, whilst the

uncorrelated uncertainties are given by the limited statistics of the simulation sample, e.g.,

the statistical uncertainty of the energy calibration. This can be estimated by determining

the RMS of the derived set of cross-sections, calculated from different event-sets.
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Systematic Uncertainty

E
ffi

ci
en

ci
es

∆R cut ≪ 1%

FSR ≪ 1%

Efficiency determinationδε 3.6%

Tag selection 1.3%

MC generator 0.5%

S
el

ec
tio

n

Energy scale 0.8%

Bin migration 1.1%

QCD cross-section ≪ 1%

Acceptance (PDFs) 0.8%

Luminosity 10%

Table 7.4: Contributions to the systematic uncertainty of the inclusive cross-section mea-

surement.

By varying the source of the systematic uncertainty, the resulting cross-section vari-

ation from the nominal value,σ, is determined,σ− andσ+. This yields the systematic

uncertaintiesδ− = σ− − σ andδ+ = σ+ − σ, which are symmetrised for simplification

asδ = 1
2
(δ− − δ+). The contribution of the identification efficiency (see below) has been

symmetrised in this way, for instance.

The systematic uncertainties are listed in Table 7.4 with their impact on the different

contributions for the inclusive cross-section determination. They all were determined by

the methods presented here and in Chapter 6. The main contribution for the differential

cross-sections are given by the energy-scale and the efficiency determination.

In this context, the uncertainty on the efficiencyεZ plays a special role. As mentioned

before, usually more than one generator and hence simulatedsample is needed to deter-

mine the uncertainty of the efficiency correction. This can be done by determining the

efficiencies within the simulated “data” sample and use the deviations in the efficiencies

from a “control” sample with respect to the simulated data sample as uncertainties (cf.

Reference [16]). Within this analysis, no control sample was available. Therefore, the

only way to estimate the uncertainty onεZ is to use the deviations between tag-and-probe

method and truth efficiencies shown in Chapter 6 and calculate a systematic uncertainty

on εZ inclusively and differentially:

δε =
εt&p

εtruth

∣
∣
∣
∣
reco

⊕ εt&p

εtruth

∣
∣
∣
∣
ID

⊕ εt&p

εtruth

∣
∣
∣
∣
L1

, (7.14)

where the relative deviation between the single-electron efficiencies determined by the

tag-and-probe method and the truth efficiencies are added inquadrature.

In the early phase of data taking, the main contribution to the systematic uncertainty
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7.10. Expected Accuracy of the Cross-Section(s)

comes from the measurement of the luminosity. Later on, the luminosity measurement is

expected to become improved to a level of∼ 5%.

7.10 Expected Accuracy of the Cross-Section(s)

As it was stated several times in this chapter, that the initial formula (Equation 7.1) to

determine cross-sections is simplified. Neither does the formula account for corrections

on event level, nor does it include possible binning in variables of theZ boson.

In the recent sections, the different ingredients needed tocalculate the cross-section

were determined and their systematic uncertainties have been discussed. At this stage,

and starting from Equation 7.1, all parameters are known:

σ(pZT , |yZ|) =
1

A · εF · L
∑

events

[
w

εZ
(pZT , |yZ|)

]

· β(pZT , |yZ|) . (7.15)

This representation of the double-binned cross-section simplifies to the single-differential

cross-sections by integrating overpZT or |yZ|, respectively, and results in the total cross-

section when integrating over both. The parameterβ in Equation 7.15 is the correction

factor that accounts for the bin size, thus, in the double-differential case, is expressed as

β(pT , |y|) = 1/(∆pZT · ∆|yZ|) and is≡ 1 for the total cross-section, trivially.

In the following sections, the final results of the cross-section reproduction will be

presented.

7.10.1 Total Cross-Section

The total cross-section measurement has to ensure that the number of events generated by

the Monte-Carlo simulation and thus the cross-section can be reproduced in case of the

signal-only sample as well as for the combined sample that, additionally, went through

re-weighting, rescaling and fitting processes.

In total, 3,023,412 events were available, which corresponds to an integrated lumi-

nosity of L = 2.846 fb−1. As stated before, the signal sample makes use of all the

statistics available, whilst the combined sample is limited to 100 pb−1, in order to reflect

measurements during early data-taking of the experiment.

After selection,760, 017 events remained in case of the background-free signal sam-

ple. After re-weighting on event level to account for acceptance and efficiencies, as well

as luminosity and filter corrections, the following cross-section has been derived:

σsignal(pp→ γ∗/Z+X → e+e− +X; pZT < 100 GeV, |yZ| < 2.5) = (856.0± 0.8stat) pb.

(7.16)
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The whole analysis was based on the restricted invariant mass window. Thus, by consid-

ering the limited acceptanceal, the total input cross-section can perfectly be reproduced:

σsignal(pp→ γ∗/Z +X → e+e− +X) = (1147.0 ± 1.0stat) pb. (7.17)

The agreement on this level was expected, as both, the corrections and the selected events

originate from the same, background free, Monte-Carlo sample.

More interesting is the extraction of the cross-section in case of the combined sample.

Subsequent to the selection process, the signal and each background sample have been

scaled to the same integrated luminosity in order to create adata-like combined sample.

A fitting algorithm than had to extract the amount of signal and background events. With

this method, the following result was obtained:

σcombined(pp→ γ∗/Z +X → e+e− +X) = (1162.2± 18.0stat± 48.5syst± 116.2lumi) pb.

(7.18)

The deviation of1.3% from the input value of1147.0 pb lies within the statistical uncer-

tainty.

7.10.2 Single Differential Cross-Sections

The resulting single differential cross-sections are shown in Figure 7.16 and Figure 7.17,

respectively. These have been calculated using Equation 7.15 whilst integrating over the

remaining variable. Each plot shows the cross-section on generator level, the reproduced

cross-section for the signal sample with full statistics aswell as the combined sample for

an integrated luminosity of100 pb−1. The associated ratio gives the ratio of the combined

sample and the expectation from the generator, together with the statistical and combined

systematical uncertainty. TheZ acceptance is limited topZT ≤ 100 GeV and|yZ| ≤ 2.5.

Figure 7.16 shows a very good reconstruction of the cross-section versus the trans-

verse momentum of theZ. The distribution shows the expected behaviour with a decreas-

ing cross-section with increasingpZT , and the except for the first, most central bin, which

has a significantly lower cross-section. The fluctuation is well covered by the statistical

uncertainty and the integral of the distribution gives

∑ dσ

dpT
∆pZT = (859.6 ± 8.8stat) pb. (7.19)

as a crosscheck to Equation 7.16. The main contribution to the systematic uncertainty

comes from the effects in the identification efficiency at lowET .

The same considerations as for the transverse-momentum analysis also hold for the

cross-section measurement versus the rapidity of theZ (Figure 7.17). The corrections

work perfectly for the signal-only case, where the generated spectrum is exactly repro-

duced. The combined sample also shows a very good agreement within the statistical
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Figure 7.16: Single differential cross-section determination versuspZT with the cross-

section on generator level in comparison to the signal-onlyand the combined determina-

tion. The bottom plot gives the ratio between generator level and combined sample as

well as the appropriate errors.

uncertainty. This underlines the possibility to measure the cross-section accurately with

an integrated luminosity of only100 pb−1. The total cross-section can also be reproduced

very accurately:
∑ dσ

d|yZ|∆|yZ| = (862.9 ± 7.1stat) pb. (7.20)

The statistical errors are calculated by error propagationfrom the statistical uncertainty

per bin and the uncertainty on the fit parameters.

7.10.3 Double Differential Cross-Section

The cross-section on generator level shows Figure 7.18. As for the single differential

cross-sections it has been derived by counting the number ofgeneratedZ bosons per

pZT -|yZ| bin on truth level, thus, without any cuts besides the limitation to the acceptance.

In Figure 7.19 shown is the double differential cross-section as determined from the

combined sample that was limited to100 pb−1. In order to enhance the readability, the

binning was chosen to be equidistant, rather than to represent the actual scale as in 7.18.
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Figure 7.17: Single differential cross-section determination versus|yZ| with the cross-

section on generator level in comparison to the signal-onlyand the combined determina-

tion. The bottom plot gives the ratio between generator level and combined sample as

well as the appropriate errors.

With the information available from the simulation (see Section 7.7) an accurate repro-

duction of the cross-section can be accomplished. However,the variation due to the statis-

tical fluctuations can reach almost 10 percent for some bins.Given that the corrections as

well as the signal events originate from the same simulation, the deviation can be consid-

ered as large. The errors given in Figure 7.19 are the combined statistical and systemat-

ical uncertainties. They reflect the difficulty to derive a meaningful cross-section double

differentially for a sample containing100 pb−1. For completeness, the double-integral

reproduces nicely the total cross-section as given in Equation 7.16, which confirms the

statistical origin of the deviations:

∑∑ d2σ

dpZTd|yZ|
∆pZT∆|yZ| = (856.4 ± 10.2stat) pb. (7.21)

7.11 Summary

In this chapter, the procedure to determine inclusive and differential cross-sections has

been demonstrated. From the analysis point of view, noa priori differentiation between a
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Figure 7.18: Double differential cross-sectiond2σ/(dpZTd|yZ|) in bins ofpZT and|yZ| on

generator level. All values given are in pb/(GeV · y-unit).

simulation-based analysis and an analysis with first data from the ATLAS experiment has

been made. Instead, the necessary steps to derive the cross-section were introduced and

special aspects for a simulation-based analysis were discussed separately. In later stages

of the ATLAS experiment, especially when the centre-of-mass energy provided by the

LHC is at its design value of
√
s = 14 TeV, some parameters in the event selection will

have to become adjusted, e.g., in order to account for pile-up.

With the results shown in the previous section it has been demonstrated that an in-

clusive and a single differential cross-section measurement with data corresponding to

. 100 pb−1 is possible. The systematic uncertainties are a few per centand agree well

with similar analysis like given in References [50] and [16]. The limiting factor will

especially during the period of early data-taking will be the poor knowledge of the in-

tegrated luminosity, which will become improved over time.In summary, the expected

uncertainties on the cross-section determination for the combined sample are:

∆σ(pp→ γ∗/Z +X → e+e− +X)

σ(pp→ γ∗/Z +X → e+e− +X)
= 1.5%stat± 4.2%syst± 10%lumi . (7.22)

However, with the improvement on the knowledge of the luminosity, which is expected

to reach∼ 5% in the future, an improvement of the systematic uncertaintyis desirable.

One contribution in order to minimise the systematic uncertainty might be an advanced
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Figure 7.19: Double differential cross-sectiond2σ/(dpZTd|yZ|) in each bin ofpZT and|yZ|
for the combined sample with an integrated luminosity of100 pb−1. The errors shown are

the combined statistical and systematical uncertainties,the uncertainty on the luminosity

is not included. All values given are in pb/(GeV · y-unit).

efficiency determination that will be introduced in the nextchapter.
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8
Calculation of the Efficiency Correction

8.1 Introduction

In Chapter 6 the single-electron efficiencies have been determined via two independent

methods. The truth efficiencies can only be derived from simulation studies, whilst the

tag-and-probe method can be applied to data in order to determine the efficiencies inde-

pendently from inaccurate detector description within thesimulation. As it was shown,

the truth efficiencies can be reproduced very accurately with the tag-and-probe method

for most parts of theET -η plane, which underlines the functioning of this data-driven

method.

In order to make use of the single-electron efficiencies to calculate a cross-section

like shown in Equation 7.1, the various contributions have to be combined to a single

correction factor. The aim in this context is to find a method that is also applicable to data,

rather than only relying on simulation-based methods. In order to avoid any additional

effects arising from combinatorial background, the studies presented in the following are

based on truth-matched signal events.

8.2 Standard Approach

The idea behind this commonly used approach (cf. References[71], [50]) is to use the

two-dimensional single-electron efficiencies derived in Chapter 6 to calculate the overall

efficiency that will be applied to correct each selectedZ event. The advantage of this

method is its applicability on data with very low integratedluminosity, since the electrons

are treated separately to determine the correction factor.The method will now be outlined,

briefly.

After selection of a suitableZ candidate, the electrons’ transverse energies andη

positions are used to look up the individual efficiencies of the electrons. By treating

them independently from each other, possible correlationsbetween the particles are being
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Figure 8.1: Relative deviation between the efficiency factors εcorr andεZ as described in

the text,(εcorr − εZ)/εZ.

neglected. Hence, the overall efficiency can be calculated by factorising1 the individual

contributions:

εcorr = εreco
el1 · εreco

el2 · εID
el1 · εID

el2 · εq
el1 · ε

q
el2 ·
(
εL1

el1 + εL1
el2 − εL1

el1 · εL1
el2

)
, (8.1)

with εiel1,2 = εi
el1,2(ET , |η|). This factorisation can be used if all the requirements are

equally applied to both electrons, except for the trigger efficiency. As only one of the

electrons is required to have an associated level-1 object (see Section 7.2), the efficiency

is calculated from the probability that at least one electron fires the trigger.

If N is the number of generatedZ events within the acceptance, then, after applying

the selection criteria as also outlined in Section 7.2, the efficiency-corrected number ofZ

events,Ncorr, should equalN in order to determine a cross-section. With the application

of the event-based correction withεcorr, the result yields

Ncorr −N

N
≈ 0.9% , (8.2)

which shows that the correction seems to work. However, the correction factor that has

been calculated in Equation 8.1 can be compared to an overallcorrection factor,εZ, for

both electrons within the event, which is computed simply bymirroring the selection

1see Section 7.5 for details
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8.3. 4 Dimensional Efficiencies

steps within the simulation and has been used for the cross-section determination in the

previous Chapter (see Section 7.5).

The result of this comparison is shown in Figure 8.1. The distribution is distorted

compared to the Gaussian-like behaviour that one would naively expect. The maximum

is shifted towards higher correction factors, with a long tail for events where the correc-

tion is too small. This distinct tail is responsible for the fact that the integral over this

distributions favours an overall-deviation close to zero.Thus, Equation 8.2 gives the cor-

rect number (O(∆N/N)1%) of (corrected) events. Obviously, the underlying correlations

mostly cancel out for the inclusive treatment ofεcorr.

The behaviour ofvarepsiloncorr that has been demonstrated in Figure 8.1 raises some

questions to the use of Equation 8.1. In order to study this inmore detail, the correction

factorεcorr is calculated and compared toεZ in bins ofpZT and|yZ|. This is an essential

test if one wants to calculate single or double differentialcross-sections.

Again, the event-by-event correction factor from Equation8.1 is compared to an over-

all factor for both electrons, which is derived by mirroringthe standard-selection steps.

This time, the relative deviation is sub-divided in bins ofpZT and |yZ| (see Section 7.3),

leading to the result shown in Figure 8.2, where the shape of the distribution

εZ(pZT , |yZ|) − εcorr(p
Z
T , |yZ|)

εZ(pZT , |yZ|)

strongly varies over thepZT -|yZ| plane. Only a few bins show an acceptable replication of

the efficiency correctionεZ . Especially bins in mid-rapidity regions (0.4 < |yZ| ≤ 1.3)

have a double-dip structure, where possibly correlations between the two electrons might

have an impact.

It is obvious that there are underlying effects preventing the efficiencies to become

reproduced correctly. As one can see in Figure 8.3, which shows the ratioNcorr/N double

differentially, the effect leads to quite massive deviations from the expected number of

events per bin in the order of up to10%. This makes it impossible to determine the

correct number of events—and hence the cross-section(s)—with this approach.

Under the assumption that the occurring effects are indeed related to correlations be-

tween the final-state electrons, the efficiencies have to be based on information fromboth

electrons, rather than considering them separately. In thenext Section, a new ansatz that

is inspired by work (cf. Reference [51]) from the ATLAS collaboration is presented to

account for possible correlation effects.

8.3 4 Dimensional Efficiencies

In the previous Section, the correction factorεcorr, which included all efficiency correction

for a cross-section determination, was introduced. It was shown that this correction does
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Figure 8.2: Relative deviation of the efficiency factorεcorr, ∆ε/εZ, in bins ofpZT andyZ

(given in Equation 7.4), axis labeling and range of thex axis are the same as in Figure

8.1. Picture is rotated 90 degrees clockwise.
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Figure 8.3: Ratio of the corrected number of events and expected number of events per

pZT -|yZ| bin after applying the correction via Equation 8.1. The statistical error for each

bin is well contained at. 1%. All values are given in per cent.

not allow to reproduce the right number ofZ events. Rather than dealing with a variety of

efficiencies at once, the determination of the appropriate efficiency correction factor per

event is, for simplification, reduced to the correct handling of just one efficiency. The de-

termination of the remaining efficiencies shall be deemed tobe a matter of generalisation

and should in principle work accordingly.

The goal for this part of the analysis is therefore to determine the (medium) identifica-

tion efficiency,εID, medium, in a way to reproduce the invariant mass spectrum of a selected

Z candidatebeforethe medium identification requirements for both electrons,with the

spectrumafter the cuts and the appropriate weight for the event from the factor εID, medium.

The spectrum reconstruction ensures the reproduction of the correct number of events for

the cross-section determination.

If the assumption applies that correlations between the electron and the positron from

theZ decay are responsible for the improper correction, the efficiency for a single electron

cannot longer be determined independently from its partner. The first ansatz is therefore

to define the formerly used, two-dimensional truth and tag-and-probe efficiencies in four
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Chapter 8. Calculation of the Efficiency Correction

dimensions, respecting also the partner’s location and momentum, such that

εID, medium
truth (E truth

T , |ηtruth|) → εID, medium
truth (Epartner

T , |ηpartner|, E truth
T , |ηtruth|) ,

εID, medium
tag and probe(E

probe
T , |ηprobe|) → εID, medium

tag and probe(E
tag
T , |ηtag|, Eprobe

T , |ηprobe|) . (8.3)

In addition to this four-dimensional ansatz, the standard approach to correct the mass

spectrum with the two-dimensional efficiency is also used. The correction is applied by

weighting each event that enters the spectrum with a factor of 1/wi. In total, five different

ways to correct the spectrum have been considered:

◮ standard approach, 2-dimensional efficiency

◮ truth, single electron efficiency

w1 = εID, medium
truth (Eel1

T , |ηel1|) · εID, medium
truth (Eel2

T , |ηel2|)

◮ single electron efficiency determined by the tag-and-probemethod

w2 = εID, medium
tag and probe(E

probe, el1
T , |ηprobe, el1|) · εID, medium

tag and probe(E
probe, el2
T , |ηprobe, el2|)

◮ two-electron efficiency, gives an overall weighting-factor per event (for de-

tails, see Section 7.5)

w3 = εZ(pZT , |yZ|)

◮ 4-dimensional approach

◮ truth, single electron efficiency

w4 = εID, medium
truth (Eel1

T , |ηel1|, Eel2
T , |ηel2|) · εID, medium

truth (Eel2
T , |ηel2|, Eel1

T , |ηel1|)

◮ tag-and-probe method, single electron efficiency

w5 = εID, medium
tag and probe(E

tag
T , |ηtag|, Eprobe

T , |ηprobe|)
· εID, medium

tag and probe(E
probe
T , |ηprobe|, E tag

T , |ηtag|)

The results for the various corrections are shown in Figure 8.4. The difference between

the number of dimensions is clearly visible: For lower-massZ candidates, the correction

is heavily underestimated (≈ 20%) and overestimated forMel1, el2 & M(Z) in case of

the 2-dimensional efficiencies. The worst correction gives, as one would expect, the cor-

rection factorw3, since it does not differentiate between the leptons. However, as this

efficiency mirrors the selection-steps to find aZ candidate, the integral of the corrected

spectrum by definition gives the number of events before applying the identification cut.
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Figure 8.4: Ratio of the invariant mass spectra with and without identification cut and

correction. Five different corrections have been applied,three in two dimensions and two

in four dimensions.

The 4-dimensional corrections show a better reproduction of the invariant-mass spec-

trum before the identification cuts. Taking into account thesecond involved lepton obvi-

ously has an impact on the correction and reduces the deviations by roughly a factor of

two.

Apparently, all five distributions show the same behaviour with the underestimation

(overestimation) at the low-mass (high-mass) region. Furthermore, they all seem to share

the same inflection point at88 GeV < Mel1, el2 ≤ 89 GeV, withNcorr/N ≈ 1. That

means that the correlation is completely negligible for electron-positron pairs close the

Z mass. Since the correction varies strongly with the invariant mass of theZ boson, it

seems natural to extend the two and four dimensional descriptions of the efficiencies with

another dimension which covers the combined mass of the two leptons.

8.4 Correction Factors Including the Invariant Mass

As it has been shown in the previous section, the inclusion ofthe second lepton’s pa-

rameters to derive an event-based correction factor improved the picture to some extent.
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Figure 8.5: Ratio of the invariant mass spectra with and without identification cut and

correction. Top: corrections in two dimensions compared tothe three-dimensional ansatz.

Bottom: two and five dimensional approaches in comparison.
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However, as the deviation in the spectrum still heavily varies with the invariant mass

of theZ, the obvious extension of the previous model would be to respect also the (recon-

structed) invariant mass of both leptons, so that the factorsw1, w2, w4 andw5 read now

as

w′
1 = εID, medium

truth (Eel1
T , |ηel1|,Mel1, el2)

· εID, medium
truth (Eel2

T , |ηel2|,Mel1, el2)

w′
2 = εID, medium

tag and probe(E
probe, el1
T , |ηprobe, el1|,Mtag, probe)

· εID, medium
tag and probe(E

probe, el2
T , |ηprobe, el2|,Mtag, probe)

w′
4 = εID, medium

truth (Eel1
T , |ηel1|, Eel2

T , |ηel2|,Mel1, el2)

· εID, medium
truth (Eel2

T , |ηel2|, Eel1
T , |ηel1|,Mel1, el2)

w′
5 = εID, medium

tag and probe(E
tag
T , |ηtag|, Eprobe

T , |ηprobe|,Mtag, probe)

· εID, medium
tag and probe(E

probe
T , |ηprobe|, E tag

T , |ηtag|,Mtag, probe)

Apart from the additional dimension in these Equations the same considerations and

steps as in the previous Section were taken into account in Figure 8.5. It shows the

commonly used, 2-dimensional approach in comparison to thethree and five dimensional

efficiency corrections with a mass binning of

Mel1, el2 = {70, 75, 77, 79, 80, 81, . . . , 99, 100, 101, 103, 105, 110} / GeV.

Apparently, the quality of the correction strongly dependson the invariant mass of the

leptons’ mother particle, which cannot be neglected if one wants to properly reconstruct

the spectrum and hence the correct number of events. As it canbe seen in Figure 8.5, the

three dimensional approach nicely reproduces the spectrumfor Mel1, el2 & 87 GeV whilst

especially the tag-and-probe correction seems to overestimate the lower mass region at a

2-3% level. When looking at the five-dimensional approach (bottom panel of Figure 8.5),

the offset for low-mass pairs almost vanishes.

The question is: How many events are needed to reach the accuracy of the five-

dimensional approach as presented in Figure 8.5? This can beapproximated by the total

number of bins used to derive appropriate correction factors. For each lepton, the binning

as given in Expression 6.6 is used. This already results in92 · 52 = 2,025 bins. Moreover,

the mass-binning adds another 28 bins, as described above. In total, 56,700 bins were

taken into account in this analysis.

It is obvious that not each of the bins is occupied by the same amount of statistics,

due to kinematic and geometric constraints. In Figure 8.6 shown is the population density
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Figure 8.6: Relative abundance of number of events enteringthe denominator of each bin

in order to calculate the 5-dimensional tag-and-probe efficiency.

of events in the denominator for the efficiency bins. It reflects the non-negligible number

of correction factors based on a poor number of events per bin(. 20). It is therefore

recommended to use either more statistics (> 3 fb−1) or a somewhat coarser binning.

However, for the mass binning the latter would result in a worsened reproduction of the

spectrum and can therefore not be justified.

8.5 Comparison and Summary

After introducing the problems arising from the “classic”2 factorisation ansatz in Equation

8.1, the task of finding one correction factor for all efficiencies was simplified to correctly

describe one efficiency, first. The generalisation is reserved for further, more detailed

analysis, but should, in principle, not deviate from the given path.

In this final Section, the implications of the≥ 2 dimensional approaches on the differ-

ential cross-section measurements are outlined briefly. Asit was previously shown in this

Chapter, the invariant mass spectrum can not be reproduced appropriately when looking

at the electrons from theZ decay independently. The extension to three and five dimen-

sions, where the invariant mass of the two leptons is taken into account, allows a proper

2i.e. with two-dimensional factors
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Figure 8.7: Invariant mass spectrum of a selected pair of electrons before the identification

cuts, as well as after both cuts including the correction. Linear (top) and logarithmic

(bottom) representation.
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Figure 8.8: Invariant mass spectrum correction in 8 bins ofpZT and 5 bins of|yz| (see

bin definition in Expression 7.4). Ratio of spectrum after the 2D (5D) correction and the

spectrum before the ID cuts in blue (red). The range of thex (y) axis is[70 GeV; 110 GeV]

([0.7; 1.3]). The Figure is rotated 90 degrees counter-clockwise.
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Figure 8.9: Relative deviation between the integrated two-dimensional invariant-mass

correction and the integrated invariant mass before the identification criterion. For better

illustration, all bins were given an equal size, the actual boundaries are given in Expres-

sion 7.4. The statistical uncertainties are∼ 1% in each bin. All values are given in per

cent.

reconstruction of the spectrum (see Figure 8.7).

As already mentioned before, the impact of the mis-reconstructed spectrum is quite

small for the inclusive cross-section measurement, since the integral deviates by only

∼ 1% from the theoretical value. However, when it comes to the single or double differ-

ential treatment of the corrections, Equation 8.1 breaks down entirely. In the following,

the behaviour of the 5-dimensional efficiency in comparisonto the classic method with

respect to differential distributions is subject of the considerations.

This can be studied by splitting up the spectrum that is shownin Figure 8.7 in bins

of pZT and|yZ|. As it can be seen in Figure 8.8, the 5-dimensional tag-and-probe correc-

tion results in an fundamentally improved spectrum reconstruction in each kinematic and

geometric regime of theZ boson.

Even with the low amount of statistics in the low and high massregion the initial

spectrum is much better described by the 5-dimensional tag-and-probe method than with

the 2-dimensional efficiency. However, some subsets of the 5-dimensional correction

show also some possible biases beyond statistical fluctuations (like panel[8, 4] in Figure

8.8, for instance), which might be resolved by a narrower binning in one or more of
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Figure 8.10: Relative deviation between the integrated five-dimensional invariant-mass

correction and the integrated invariant mass before the identification criterion. For better

illustration, all bins were given an equal size, the actual boundaries are given in Expres-

sion 7.4. The statistical uncertainties are. 1% in each bin. All values are given in per

cent.

the variables or by adding another dimension. This should besubject of another, more

detailed analysis.

The advantage of the 5-dimensional over the 2-dimensional correction can best be

demonstrated by comparing the integral of the invariant-mass spectra before and after the

correction. As it is shown in Figure 8.9, the factorisation in two dimensions,

w1 = εID, medium
truth (Eel1

T , |ηel1|) · εID, medium
truth (Eel2

T , |ηel2|)

obviously overestimatesZ bosons with lowpT and underestimates significantly high-

rapidity Z ’s. The deviations for the identification efficiency alreadyreach the three-

percent level. Thus, by also including the remaining efficiencies appearing in Equation

8.1, an overall fluctuation and deviation as shown in Figure 8.2 seems reasonable. Even

if the fluctuation is sometimes quite extreme between adjacent bins, integrating overpZT
or |yZ| results in the same overestimated and underestimated areas, which would directly

affect the single differential cross-section measurements.

In comparison, Figure 8.10 is showing the discrepancy to theexpected number of
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events per bin for the 5-dimensional tag-and-probe method,

w′
5 = εID, medium

tag and probe(E
tag
T , |ηtag|, Eprobe

T , |ηprobe|,Mtag, probe)

· εID, medium
tag and probe(E

probe
T , |ηprobe|, E tag

T , |ηtag|,Mtag, probe)

The fluctuations are within the statistical uncertainty at. 1%. Moreover, there is no

region inpZT , |yZ| favoured in any way. This is a confirmation that the method is working

well.

However, there is a price for the efficiency-treatment in fivedimensions. The amount

of statistics needed to reach the accuracy presented in thisanalysis is≈ 3 fb−1, corre-

sponding to∼ 3 years of initial LHC-running. On the bright side, the tag-and-probe

method allows the efficiency determination from data, rather than to rely on simulated

events, only. It should be emphasised in this context that the results presented here are an

overview of the possibilities the 5-dimensional treatmentof the efficiencies give.

The alternative to use the three-dimensional ansatz looks very promising, since it al-

ready reproduces the spectrum perfectly for higher masses of the Z and requires obvi-

ously much less statistics than the treatment in five dimensions. A more detailed analysis

of binning and the remaining efficiencies should confirm the working of the three and five

dimensional approaches to derive an overall efficiency, which includes reconstruction,

trigger and further efficiencies that can be derived by the tag-and-probe method as well.
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≪Was wir wissen ist ein Tropfen, was wir
nicht wissen, ist ein Ozean.≫

Sir Isaac Newton (∗1643, †1727) 9
Summary and Outlook

In the thesis the production of theZ boson in proton-proton collisions at the ATLAS

experiment has been investigated. Its subsequent decay into an electron-positron pair

serves as a standard candle for the calibration and understanding of the ATLAS detector

due to the clean signature given by the two isolated leptons in the final state. The total

cross-section of∼ 1 nb leads to a large yield ofZ bosons in the early phase of the

experiment. This allows for first LHC studies of parton density functions.

After the incident at the LHC in September 2008, it became clear that the design

centre-of-mass energy of 14 TeV would not be available at therestart of the experiment.

During production of the Monte Carlo simulations on which this analysis is based on, an

energy of 10 TeV was in the discussion for LHC startup. As it turned out, the decision was

to run with
√
s = 7 TeV initially, leading to the fact that no exact predictionscan be made

within this thesis. The concepts, however, will be the same since the cross-section of the

processpp→ γ∗/Z +X → e+e− +X does not change significantly. It was therefore the

aim of this thesis to test the concepts used in early data-taking to measure the inclusive

and differential cross-sections for theZ production.

In preparation for the cross-section measurement, the single-electron efficiencies have

to be considered. Therefore, an in-depth comparison between the simulation-based “truth”

and the data-driven “tag and probe” technique has been shown. They coincide within a

few percent for all considered efficiencies. However, low-ET electrons obviously suf-

fer from effects like bremsstrahlung, leading to deviations ofO(10%) between truth and

tag-and-probe method regarding the identification efficiency. With a combined sample of

signal and background, which was limited to100 pb−1 of data in order to reflect early

data-taking in ATLAS, the possibility of an efficiency measurement for single electrons

with the data-driven technique has been demonstrated.

The focus of this thesis has been to outline the inclusive anddifferential cross-section

measurement with an amount of data corresponding to an earlyphase of the ATLAS

experiment. The statistical and systematic uncertaintieshave been estimated. For the in-

clusive cross-section determination, the expected statistical uncertainty is1.5% and the
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systematic uncertainty is4.2%. Similar studies for the inclusive (see Reference [50]) and

differential case (see Reference [16]) dealt with a limitation to 200 pb−1, thus twice as

many events as for this analysis. Their results are in good agreement with this analysis.

Even if the combined uncertainty is< 5%, the dominating contribution to the overall un-

certainty comes from the luminosity. Its uncertainty during early data-taking is expected

to be of the order of10%.

An important aspect of this analysis has been to measure the differential cross-sections.

The single-differential cross-section with respect topT depends on QCD radiation in the

initial state including soft QCD processes, hence it might be sensitive to non-pertubative

effects in pQCD. Furthermore, the rapidity distribution oftheZ boson gives access to the

PDFs of the protons. This is due to the fact that, at leading order, the involved partons’

momentum fractions are related to the rapidity.

With the results for the single-differential cross-sections given in this analysis, the

transverse momentum as well as the rapidity distributions for theZ boson can be repro-

duced well (better than5%) within the statistical uncertainty for100 pb−1. It has to be

stated, though, that in data it is essential to describe the shapes of signal and background

very accurately in order to derive the correct cross-section per bin.

The double-differential cross-section can be reproduced alittle worse than single-

differential cross-seciotns. The discrepancies to the expectation per bin almost reach

10%. The overall error per bin is totally dominated by the statistical uncertainty. It is

therefore not recommended to measure this distribution with a low amount of data as

given by100 pb−1.

As it has been presented, the formerly used factorisation ansatz to combine the var-

ious, two-dimensional single-electron efficiencies to a common correction factor is not

applicable to differential cross-section analysis, neither from simulation nor from a data-

driven method. Failing to reproduce the invariant-mass spectrum before the medium iden-

tification cuts with the two-dimensional identification efficiency was demonstrated. By

including theET andη parameters of the other lepton and the invariant-mass of both as

additional dimensions in the efficiency correction, it was shown that the spectrum could

be reproduced accurately and that the correction allows fora proper reconstruction of the

cross-sections per bin.

However, the description in five dimensions would require several years of ATLAS’

data taking. The possibility to study the efficiency correction in just three instead of five

dimensions was also examined in this analysis. It has been shown for the very first time

that the three-dimensional approach already reproduces the spectrum quite well, making

it possible to derive the several efficiencies needed and combine them to a correction

factor via the data-driven tag-and-probe method. As an educated guess, an integrated

luminosity of≈ 200 pb−1 would be sufficient to calculateε from the three-dimensional

electron efficiencies.
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As some of the techniques and methods demonstrated in this analysis are already

adopted in current data taking at ATLAS, it would make sense to study the efficiency de-

termination in much more detail. Since only the identification efficiency has been studied

in the multi-dimensional ansatz, the applicability for reconstruction and trigger efficien-

cies, for example, still needs to be proven. Moreover, detailed studies are needed to

optimise binning effects and additional corrections that might be needed in data.

The first cross-section measurements of theγ∗/Z → e+e− production with the AT-

LAS detector at
√
s = 7 TeV have been published recently (see Reference [5]). The

results are based on an integrated luminosity ofL = 316 nb−1 with 70 observedZ-

boson candidates yielding68.8 ± 8.4stat ± 0.4syst background-subtracted signal events.

With the efficiencies and the acceptance derived from Monte-Carlo simulation, the total

production cross-section within an invariant-mass windowof 66 GeV< Mee < 116 GeV

is derived asσtot
γ∗/Z = (0.75 ± 0.09stat± 0.08syst± 0.08lumi) nb. This first measurement is

within 1.5σ from the theoretical value (σNNLO
γ∗/Z = (0.96 ± 0.05) nb) that is based on NNLO

QCD corrections using the programs FEWZ [19] and ZWPROD (seeReferences [59] and

[74]).

In conclusion, the study of theZ boson production is one of the most central tasks dur-

ing the first period of data taking at the ATLAS experiment. Ithelps to understand aspects

of QED and QCD, and improves the understanding of the ATLAS’ detector performance

and its response. In later stages of the experiment, the knowledge gained by studying the

processpp → γ∗/Z +X → e+e− +X also has an impact on the discovery of the much

anticipated Higgs boson as well as for discovering physics beyond the Standard Model.
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