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Abstract

The production of theZ boson in proton-proton collisions at the LHC serves as adsiiah
candle at the ATLAS experiment during early data-takinge Tecay of theZ into an
electron-positron pair gives a clean signature in the detebat allows for calibration
and performance studies. The cross-section afnb allows first LHC measurements of
parton density functions.

In this thesis, simulations af0 TeV collisions at the ATLAS detector are studied.
The challenges for an experimental measurement of the-ses®n with an integrated
luminositiy of 100 pb~! are discussed. In preparation for the cross-section detation,
the single-electron efficiencies are determined via a strari based method and in a
test of a data-driven ansatz. The two methods show a very gag@ment and differ by
~ 3% at most.

The ingredients of an inclusive and a differentigbroduction cross-section measure-
ment at ATLAS are discussed and their possible contribstiorsystematic uncertainties
are presented. For a combined sample of signal and backgjtbarexpected uncertainty
on the inclusive cross-section for an integrated lumiyasitl00 pb~! is determined to
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The possibilities for single-differential cross-sectimeasurements in rapidity and trans-
verse momentum of thg boson, which are important quantities because of the ingract
parton density functions and the capability to check for-pertubative effects in pQCD,
are outlined.

The issues of an efficiency correction based on electroneffiees as function of
the electron’s transverse momentum and pseudorapiditgtadeed. A possible alterna-
tive is demonstrated by expanding the two-dimensionalieffes with the additional
dimension of the invariant mass of the two leptons of théecay.






Kurzfassung

Die Produktion vorZ Bosonen in Proton-Proton-Kollisionen am LHC dient als 8tad-
kerze beim ATLAS-Experiment in der ersten Phase der DateneaDerZ-Zerfall in ein
Elektron-Positron-Paar weist eine eindeutige Signatubetektor auf, was Leistungsstu-
dien und dessen Kalibrierung ermoglicht. Der Wirkungsgakenitt von~ 1 nb erlaubt
erste LHC-Messungen von Parton-Dichteverteilungen.

In der vorliegenden Arbeit werden Simulationen v TeV-Kollisionen studiert.
Es werden die Herausforderungen einer experimentellersivbgsdes Wirkungsquer-
schnitts mit einer integrierten Luminositat vdan0 pb~! diskutiert. In Vorbereitung
auf die Wirkungsquerschnittsmessung werden die EinZelele-Effizienzen auf Simu-
lationsbasis und im Test einer datenbasierten Methodarest Beide Vorgehensweisen
zeigen eine sehr gutébereinstimmung und unterscheiden sich hdchstens-u¥.

Die einzelnen Bestandteile einer inklusiven und diffeidl@n Z-Produktions-Wir-
kungsquerschnitts-Messung bei ATLAS werden diskutied deren moglichen Beitrage
zu systematischen Unsicherheiten prasentiert. Fur®ahektion aus Signal- und Unter-
grundereignissen wird die zu erwartende Unsicherheit anfiaklusiven Wirkungsquer-
schnitt fiir eine integrierte Luminositat vano pb~—! bestimmt zu

AgPp—7"/Z+X—ete+X

oPP—7 It X —ete +X 1.5%stat & 4.2%syst=£ 10700umi -

Die Moglichkeiten fur einfach-differentielle Wirkungserschnittmessungen in Rapiditat
und transversalem Impuls d&sBosons, welche wichtige Parameter in Bezug auf Parton-
Dichteverteilungen und beziglich des Studiums nichtyiativer Effekte im Rahmen der
pQCD sind, werden dargelegt.

Die Schwierigkeiten einer Effizienzkorrektur basierentlBlektron-Effizienzen, die
Funktionen von Transversalimpuls und PseudorapiditatElektrons sind, werden stu-
diert. Eine mogliche Alternative durch Hinzufigen eimaziteren Dimension — namlich
der invarianten Masse des Leptonpaars — wird aufgezeigt.
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Overview and Basics






<Wer von Anfang an genau weif3, wohin
sein Weg ihn fuhrt, wird es nie weit brin-
gen.>

Napoleon Bonaparte (*1769, 1821)

Introduction

The defining purpose of science is the quest for the answersohple question: Why
is everything the way it is, the way, how we experience ourl@#®rScientists in their
attempt to close in to the answer were always dependent agiviee circumstances and
tools. Nevertheless, they always managed to expand thel&dge/to new levels, some-
times beyond human imagination: Isaac Newton (1642-17d@3lesed the force that lets
things fall down to earth with the motions of planets arourelgun, James Clerk Maxwell
(1831-1879) unified the electric and magnetic forces to awomtheory named “electro-
magnetism”, Albert Einstein (1879-1955) revolutionised anderstanding of time and
space with his theory of relativity and Werner Heisenber@0(t1976) introduced the
principle of probability into physics, abandoning the thbtthat everything is predictable
once the initial state of a system is known.

But these are just a few milestones in the long history ofre@econtributing to the
answer of the central question. It converges in the effofind the ‘Master Formula”,
a single “Theory of Everything”, covering all forces actimgnature. Four of them are
known: the electromagnetism, the weak force (responstislthe radioactive decay), the
strong force (glues the nucleons together) and gravity. réhér unification, binding the
first two together to the “electroweak force”, has alreadgrbachieved. With the excep-
tion of gravity, a theoretical framework called the “Stardi&odel of Particle Physics”
describes all elementary particles and forces of naturetteéviéand hence anti-matter)
consists ofermions(quarksq and leptong), the force-carriers afeosonggluong, pho-
tony, W=+ andZ). The last particle predicted by the Standard Model thabtsliscovered
so far is theHiggs boson, as the manifestation of the Higgs field. Particlesiaedheir
masses by interacting with this field.

In particle physics and astrophysics, completely diffedjects are studied, which
are separated by many orders of magnitude. In the twentettugy, however, the two
disciplines started to complement each other whilst stglthe very early universe. With
better optical instruments available, astronomers des@a/that the universe is expand-
ing, thus it must have an origin: the idea of the “Big Bang” Wwasn. With today’s instru-

3



Chapter 1. Introduction

ments and natural phenomena like gravitational lensesy@stsicists and astronomers
are able to look into the very early stage of the universe|@®ea@s some hundred thou-
sand years after its birth 14 billion years ago. Those stublieught a great understand-
ing of the structure of our world. Unsatisfying, though, ibat astrophysicists and as-
tronomers actuallgan seeas matter in the universe only makes up as little@sof it.
Due to the lack of gravitational force, galaxies would noiseas we see them, if they
would only consist of visible matter.

A quite elegant explanation for the missing (“dark”) maiteour universe would be
a new stable, yet undiscovered, elementary particle. A®tiseno candidate within the
Standard Model remaining, a completely new theory-modsiltihs been developed since
the 1970’s, called “Supersymmetry” (SUSY), was tuned taaot for a particle with the
needed properties.

But particle physics might not only be able to answer the tjoesn which kind of
universe we live in now, but also answer the question whatavdke very beginning,
at the Big Bang itself. As already mentioned, the universghinhave expanded from a
single point with almost infinite energy and density (the @ré&uantumgravity”, where
all forces of nature were expected to be unified), expandudgcaoling down for billions
of years. By approaching energies as they were close to thBd@ig, the conditions back
then can be simulated in the laboratory, reproducing theiwtye opposite direction that
nature has gone from the one single force at the beginnipgraeng to the forces we
know today.

One goal of particle accelerators is to create new, so faeamparticles like SUSY
particles or the Higgs boson. The latter is the “Holy Gralfparticle physics these days,
since it is the one missing piece in the Standard Model. Térge Hadron Collider
(LHC) at CERN in Geneva as the most sophisticated machinebeueg built is designed
to accomplish this goal. Once fully operational, it will Bdeé mainly* protons at an
unprecedented centre-of-mass energy4feV at four interaction points along its ring
of 27 km circumference. Located at one interaction point is the &F experiment as a
multi-purpose detector. It is designed to detect the desdrnew patrticles.

While approaching a new energy regime with the LHC, the umgnts and tools to
detect and study the produced particles need to be calibaaiz checked for consistency
with “well known” physics first. Therefore, the original iddor this analysis was to
measure the cross-section of the production ofAH®son and its subsequent decay into
an electron-positron pair with the first data from the ATLASeriment. Unfortunately,
delays in the construction of the very complex LHC maching am accident soon after
its start-up left no choice but to stick to simulations. Tprgvents contributions to the
calibration of the detector itself, but opens the posdibit study the tools that will also

ta smaller fraction of operation time is dedicated to hearyeollisions



be used in the data-based studies to come.

This analysis outlines the challenges and the necessay tsteneasure the produc-
tion cross-section of th& with 100 pb~! of data. The statistical and systematic uncertain-
ties on the measurement are estimated for the inclusivenendifferential cross-sections.
The event selection itself reflects the criteria that wilatbe applied in the early period of
ATLAS running. The aim is to develop a robust fitting algoniththat accounts for signal
as well as for background contributions. However, not evéryoson that is produced
within ATLAS can be reconstructed due to the fiducial deteatzeptance and inevitable
inefficiencies. These factors have to be known preciselydeicto correct for them. The
acceptance correction can only be determined in simulgti&fficiencies for each lep-
ton from theZ decay, on the other hand, can also be extracted by a datndiivsatz.
The challenge is to derive an overall efficiency correctiactdr per event that can be
calculated from the variety of single-electron efficiesoia the data-driven method.

Following this Introduction, in the next Chapter presentethe theoretical ground-
work by giving an overview of the Standard Model and the msigroton-proton inter-
actions at machines like the LHC. The latter is introduce@lapter 3, together with an
overview of the ATLAS detector with a detailed discussiorthe# detector components
relevant for this analysis. In addition, the reconstrutsoftware is briefly outlined. The
event generation within Monte Carlo simulations is disedss Chapter 4, along with
the detector simulation and the simulated samples usednvilifs analysis. The more
general part of the thesis is concluded by Chapter 5, in wtiiehdetector response in
terms of trigger, reconstruction and identification for é&cton that traverses ATLAS is
described.

The actual analysis starts in Chapter 6, where the inclumiekdifferential single-
electron efficiencies for the*/Z — e'e™ decay are determined via two different ap-
proaches. The techniques are introduced and possibleesonirsystematic uncertainties
are discussed. In Chapter 7, the various steps to measunecthsive and differential
cross-sections are presented and the results for thisationdbased approach are shown,
including the discussion of systematic uncertainties. gedssion of the problems arising
from the use of the standard factorisation ansatz usingdiwensional efficiencies in
order to calculate an efficiency correction for the crosgiea determination concludes
the analysis. Finally, a summary and an outlook is given iaptér 9.
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<Wer sich der Praxis hingibt ohne Wis-
senschaft ist wie der Steuermann, der
ein Schiff ohne Ruder und Kompass
besteigt und nie weil3, wohin er fihrt.>

Leonardo da Vinci (*1452, 11519)

Theoretical Groundwork

2.1 Introduction

Since the discovery of the first elementary particle, theteda, at the end of the 19th cen-
tury, theory and experimental knowledge of the process#iseaitoms-scale and below
have come a long way. Today, more than hundred particlesremerk which are com-
posed of very few elementary constituents. The latter aserdeed inthe fundamental
framework of particle physics, the “Standard Model” (SMhig overwhelmingly suc-
cessful model earned its glory not only from describingadseknown phenomena at the
time it was formulated, but also from leading to predictiohget undiscovered particles,
which then were discovered at later experiments.

In the following section, the details of the Standard Modél ke outlined, framed
by a brief history as well as known issues and its future. Tdtaits include a description
of the theoretical fundamentals on which this analysis seldaon. The chapter is then
concluded by describing th8-boson production at hadron colliders and the motivation
for this analyis.

2.2 The Standard Model of Particle Physics

2.2.1 History

With the discovery of the electron in 1897 by J. J. Thomsorb@l®rize 1906) it became
clear that the atofmalso has a sub-structure. In 1911, E. Rutherford improvegitture
of the atom in his experiments with a beam of positively cbdig-particles onto a gold
foil as target, where he concluded from the angular distidiouof the scattered particles
that the positive charge of the gold atom is located in itgregmvhile electrons surround
this nucleus.

Lafter the Greek word-r¢uvw, “indivisible”



Chapter 2. Theoretical Groundwork

This lead, as many discoveries in physics did, to anothécdify: how could the
nucleus, and hence atoms as a whole, be stable as the rgpe#ittromagnetic force
between positively charged nucleons should prevent gigbiThe discovery of a second
nucleon, theneutron at the beginning of the 1930’s did not solve this mystemngcsi—as
their name already suggests—neutrons do not carry adyghatge.

The contradiction was solved by H. Yukawa (Nobel Prize 1948 postulated a new
kind of particle, callednesonas the carrier of a force causing nuclei to “glue” together.
With the size of the nucleus as a measure for the range of tice,fbe estimated the
meson’s massto be~ 100 MeV. A few years later, th@ion was found as the particle
carrying the attractive force between the nucleons. It wgseat confirmation of the
predictions from the mathematical framewhriwhere a new particle was postulated in
theory and has been discovered in the experiment afterwards

Another example of a successful prediction of a particleeneutring whose discov-
ery led to a whole new discipline of particle physics. In 198@ fundamental physical
law of energy conservation seemed to be violated in the detay atomic nucleis
XY — p+ e™. Since this two-body decay implies a discrete energy spectf the elec-
tron with respect to the proton, its continuous distribntc@ame as a surprise. W. Pauli
(Nobel Prize 1945) suggested a neutral, light-weight spjrarticle, calledneutronat
first, which in the end was nameeutrina It was experimentally discovered in 1953 via
the induceds-decay of the proton (see Reference [41]).

The sub-structure of proton and neutron was postulated liyMzenn (Nobel Prize
1969) in 1964, when he considered the constituents of naslaod mesons agiarks
with the underlying symmetry group to 58/ (3) (see Reference [54]). He also correctly
predicted the charges of the quarks, thus leading to thenada$éhree-quark multiplets as
well as to the meson-octet.

Not only the particle themselves have been investigatedalso their interactions
were objects of interest. However, gravity as the most comyrknown interaction does
not play a role on particle level, since the particles hawy genall masses. Very well
understood at this point of history watectromagnetisimwhich unifies phenomena of
electricity, magnetism and optics and was formulated by. M&well in 1864. Its coun-
terpart in relativistic quantum field theory, Quantum Eledynamics (QED), describes
generally the way, how light (i.e. photons) interacts witatter (like electrons).

The two remaining forces of nature were yet relatively unknan the early 1960'’s.
These are the weak force, which is responsible for the rathi@adecay and the strong

2their later discovered constituents (quarks), on the dthed, do carry charge

3in this analysis the simplificatioh = ¢ = 1 as it is commonly used in particle physics is applied;
hence, all masses are given in units of energy

4manifested in the “Yukawa potential”

Sas shown above, the neutron was not yet discovered, thushmnheutral initial state was known



2.2. The Standard Model

Generation
1 2 3
2 Leptons {, v) ‘ a T
RS . v, v,
£
't U c
LL
uarks

Q 1) p . b
@ electromagnetic Photon)
§ weak W+, 7
@ strong Gluon ¢)

Table 2.1: Listing of all Standard Model particles. For epaltticle exists an anti-particle.

force, which glues the (positively charged) constituerftshe nuclei together. Since
further progress in understanding these interactions adorg with the formulation of
the Standard Model, details will be outlined in the next imect

The “Standard Model of Particle Physics” describes oury@deanowledge of the ele-
mentary particles and their interactions. It is based orhhee fundamental publications
by S. L. Glashow [55], S. Weinberg [75] and A. Salam [70], whexéme awarded the
Nobel Prize in 1979.

Overview

Within the Standard Model, the fundamental particles ategmised in two groups:
fermions which form mattef, andbosons which transmit forces. Fermions are sub-
divided intoleptonsand quarks The criterion for this distinction is whether they par-
ticipate in the strong interaction (quarks) or not (lepjonSo far, no experiment has
shown any hint that quarks and leptons are anything but {piamiparticles without a
sub-structure and hence represent the fundamental ecergstof everything. However,
it seems curious that the fermions can be organised in tigerestrations”, with increasing
masses from first to second and second to third generatiorefeeating characteristics of
the particles across. This might imply an underlying symmgnahd be thus an indication
that fermions are not the most fundamental particles.

Table 2.1 shows the six leptons and quarks categorised erggons. Fermions of
the second and third generation decay into lighter ones,ahly particles from the first
generation are stable and build the conventional mattéramhiverse.

Since the quarks respond to the strong interaction, thegatare observed free, but
are always “confined” (see Section 2.2.5) in two- or threargistates, calletiadrons

Sin particle physics, anti-matter is usually included wheatter is mentioned in general
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The two-quark stategg are calledmesonswhilst the three-quark stategq (or ¢qq,
respectively) are calledaryons with protons and neutrons as their best known represen-
tatives.

Interactions of fermions are mediated by the coupling ofrtfermion fieldsto the
gauge bosonsvhich are also shown in Table 2.1. Whilst gravity is not adaszd within
the Standard Model, three interactions matter in partiblgsics and thus three different
types of gauge bosons. The photon s the force carrier of the electromagnetic inter-
action, thus all fermions (except for the uncharged neasjimespond to it. Th&/’* and
Z bosons on the other hand mediate the weak force and coupgttnk as well as to
guarks and affect therefore all fermions. By coupling to¢bur chargeof the quarks,
the strong force is carried by tlgguons(g). Glashow, Weinberg and Salam unified the
weak and the electromagnetic force and formulated therelgetk theory, which laid the
foundation to formulate the Standard Model.

Known Issues

Even if the Standard Model has been very successful overabedecades, it also has
some inaccuracies that are addressed in current expesrardtby theories describing
physics beyond the Standard Model. In this context, twoetspeill briefly be discussed.

Shortly after the discovery of neutrinos, experimentseted to understand the sun’s
physics by detecting the solar neutrino flux on earth. Inrtygderiment, R. Davis (Nobel
Price 2002) and J. N. Bahcall discovered that the measurgdflelectron neutrinos
disagrees with the predictions from the Standard Solar Mod#éis discrepancy was
resolved by allowing the neutrinos to have a small mass, wrasults in the ability to
perform oscillations between their flavour eigenstated,f@nce give an explanation for
the deficit of electron neutrinos due to the oscillation agirtvay to earth. According to
the Standard Model, neutrinos are massless and thus casuiltdte.

From the observations of the universe it is a known fact timdy % of it is made
of “visible matter”. The existence of galaxies indicatesyiver, that another form of
matter, called “dark matter”, is necessary to ensure thabilty. A possible candidate
for dark matter is the “lightest supersymmetric particleSP), which is part of a new
framework of particle physics, calleéBupersymmetr{fSUSY). Within this theory, each
fermion in the Standard Model has a corresponding bosoneirsthSY framework and
vice versa. All other properties are the same for SM and SU&%Mqgbes. Since none of
the SUSY particles has been observed so far, it is considefexia broken symmetry with
masses of the SUSY particles approaching the TeV scale. 8drefsfor these particles
is one of the main purposes of the ATLAS experiment at the LHC.

10



2.2. The Standard Model

2.2.2 The Electroweak Interaction

In order to formulate the electroweak theory in an elegarnyt waew quantum number is
introduced, theveak isospinT'. Each generation of left-handed fermions builds a doublet
with 7 = 1 andT3 = +1, which reflects the coupling to the charged current. Thegerhr
current does not interact with right-handed fermions, ttiney build an isospin singlet,
T=1T3=0.

The terms “left handed” and “right handed”, which denote ¢hgality of a massive
particle, are essential to understand the weak force: Faskess (highly relativistic)
particles, chirality andhelicity are (almost) equal. Helicity is defined as the projection
of the spin vectos of a particle onto its momentum vectpr

h=32"P (2.1)
S-p
If the spin of a particle points in the direction of its trajexy, the helicity is right-handed,
and left-handed if they point in opposite directions. Foseize particles, the chirality is
defined by eigenvectors ¢f 4-+°), with v = in%y142~+3 and+* (: = 0.. .. 3) as the Dirac
matrices. In case of the leptons of the first generation, thggtion of the left-handed
doublet onto its left-handed component is (cf. Referen&§){7

(1-7) <f) . (2.2)

For the right-handed singlet one has

L=

(NN

Rzéu+7%a (2.3)

The theory is invariant under rotations in the space of thakwsospin, i.e., invariant
underSU(2),, transformations.. denotes the acting on left-handed fermions only. An-
other invariance of the electroweak interaction arisedfor),- phase-transitions of the
weak hypercharg&’. Like the Gell-Mann-Nishijima formula in the theory of thi#ang
force, the hypercharge in the electroweak theory links tbetecal charge) to the third
component of the weak isospi:

Y =Ty + %Q . (2.4)

By requiring not only global but also local gauge invariarice the combined group
SU(2), x U(1)y, four additional vector fields have to be introduced, nani&ly with

1 =1,2,3 and B*. In order to guarantee gauge invariance, the fields havansform
correctly:

W, — W,+0.0(z)+g0(x) x W,
B, — B,+0,\x), (2.5)

11



Chapter 2. Theoretical Groundwork

where@(x) are arbitrary functions of space-time. The Lagrangian ef électroweak
interactions then reads as follows:

1 1 - . Y -
Low= = WuwW" = [ BB + /3,00 = g0l 0T - W' — g/ S 0/7,0" By

4
(2.6)

Here, the vector fields are composed of gauge-invariantfiegidors, which are given by
w,=0W,-0W,—-gW,xW,andB,, =0J,B, —0,B,, respectively. These
fields are not to be confused with the particles or fields nmedjahe actual interaction
(see below). In Equation 2.6, represents the Dirac spirfoof all fermion fields, hence
left-handed and right-handed quarks and leptons. &), x U(1)y structure is rep-
resented by their operatafdandY’, and the associated coupling constanésdg’.

The actual weak interactions are mediated by superpositobtiheW , and B, fields.
The “charged current’V** is composed of linear combinationsiaf! andV}', whereas
the “neutral current’Z* and the “photon field’A* of the electromagnetic interaction
consists of superpositions of; and B

1
W = E(W{Liiwz“) (2.7)

- _ c?s Ow —sinby \ (WL 2.8)
AW sinfy,  cos Oy BH

In Equation 2.8, the “weak mixing angle” or “Weinberg anglg; has been introduced.
It can be expressed as

iy = 9 _° (2.9)
VE+g? 9
Its value cannot be determined within the Standard Modele @dupling strengths of
the physical particle$/’*, Z and~y can be derived by combining Equations 2.7, 2.8 and
Equation 2.6. With théV* only coupling to left-handed fermion-fields, the couplisg i
given by

Gr g9

— = : 2.10

N (2.10)
Here,Gr denotes the Fermi constant. The coupling of the photon taiers does not
distinguish between left-handed and right-handed fields.diven by

e = gsinfy = ¢ cosOy . (2.11)

Although theZ boson, like the photon, couples to both fields, it discrirtesaxial and
vector couplings, known as th&“— A theory”. Its coupling strengtlf,; can be expressed
in terms of the third component of the weak isospin and chafdgiee fermion as

£, =T — Qsin’ Oy . (2.12)

the “ ’ " denotes that the constituents of the spinors are not nadsmass eigenstates, but rather
gauge eigenstates

12



2.2. The Standard Model

When going back to the Lagrangian defined in Equation 2.6dbbees obvious that a
mechanism is missing that allows particles to acquire mésis.mechanism is the subject
of the following section.

2.2.3 The Higgs Mechanism

In order to allow for mass-generating terms within the etegeak Lagrangian (Equa-
tion 2.6), quadratical terms lik&/3, W, W+, which violate the invariance under gauge
transformations, would have to be added. P. Higgs et alomestthe invariance of the
Lagrangian by introducing a scalar doubjefsee References [60], [58] and [47])

6= (f) , (2.13)

whose non-vanishing vacuum expectation-value will spoedasly break the given
SU(2);, x U(1)y symmetry. With this scalar field and its coupling to the vector fields
WH, Equation 2.6 can be extended by the contribution from tiggsifield:

Luiggs = D" ¢' Dy — (17070 + M('9)] | (2.14)
V(o)

with the covariant derivativé)" = 0% — igT - WH — z’g’%B“. Since the minimum at
Olp = —% of the potential’ (¢) in Equation 2.14 is non-zero fai* > 0 and\ < 0, the

ground state is degenerated. With the vacuum expectatiop,va= |(¢)| = (—%) E,
the mass of the charged spin-1 boson can now be generated,

1
My = V9 (2.15)

whereas the masses of the neutral vector-fields read as

M 1
M, = —2 = —u\/¢?+ g2, (2.16)

cosby 2
My = 0. (2.17)

Obviously,A* can be identified as the photon field with zero mass.

With the same considerations the masses of the fermionsecgererated, too. The
interaction of the fermion field with the gauge field and tiere the Higgs field, can be
expressed as follows:

Lrermions= JJIWLD”Q/}/ + qu/_}’d)z/}’ . (2.18)

In this Langrangian, the paramet@y, denotes the Yukawa couplings of the fermions to
the Higgs field. Via the non-vanishing vacuum expectatidoeaf the Higgs field after

13



Chapter 2. Theoretical Groundwork

the spontaneous symmetry breakigg,— ¢ + v, the second term allows fermions to
acquire their masses:

u d
»Cmass: - (a/’ 6,7 E,)R Mu C/ - ((jla ‘§,7 B/)R Md 5/
t b
L L
/
— (@, @,V pM, | /| +he (2.19)
-

L

The mass matriced/, and M, for the quarks and/, for the leptons are composed of
G, andv. Since neutrinos do not have a right-handed component, 188 team is being
generated in Equation 2.19. Thus neutrinos stay masslésswhe Standard Model and
M, becomes diagonal, i.e., the mass-eigenstatgsequal the gauge eigenstatgs; of
the weak interaction.

With the Higgs mechanism for the gauge bosons of the weakaictien and the
Yukawa coupling to the Higgs field, the mass generation withe Standard Model is
explained. But the theory not only manifests itself by thedictions of particle masses
and interaction strengths, but the excitation of the Higgisl fitself give rise to a new, yet
undiscovered, particle of the Standard Model: the Higg®hoks detection is one of the
main goals of the LHC and would complete the Standard ModPlkoficle Physics.

2.2.4 The Cabibbo-Kobayashi-Maskawa Matrix

In order to ensure the universality of the weak interactinCabibbo introduced a new
mixing anglé 6§ that allows the transition between quark generations (ssfer@ce
[35]), since processes likk — p e~ v have already been observed experimentally at that
time. Thus, he postulated a mixing matrix in a way that flawchanging charged currents
(FCCQC) like, for instanceg W, ware possible:

d _ CO?GC sin O¢ d . (2.20)
s’ —sinfc cosfc s

In this equationd ands are the mass eigenstates (and hence the eigenstates of @CD) a
d" ands’ are the eigenstates of the weak interaction. Since eaplark is a superposi-
tion of ' ands’ eigenstates of the weak interaction, the coupling tolthe allows for
transitions between generations.

However, in the model of Cabibbo another phenomenon wasdureased that was

8today referred to a€abibbo angle

14



2.2. The Standard Model

experimentally found shortly after Cabibbo’s propos#l violatior®. In order to allow
CP violation in their models, M. Kobayashi and T. Maskawa swsjge an additional
interaction term in the hadronic parts of the electroweagraagian and thus extended
the fermion multiplets to include three quark-generati(se® Reference [62]). The mix-
ing between the weak eigenstates doublet-partners of thgpgpquarks and the mass
eigenstates of down-type quarks can then be realised as/®(see Reference [67]):

i —is
d C12€13 512€C13 S13€”" d
! _ —10 —1id
S = | —S12C23 — C12523513€ " C12C23 — S12523513€ " 523C13 S )
/ —10 —1id
b $12823 — C12C23513€ " —C12523 — $12C23512€ " C23C13 b

(2.21)

wheres;; = sin;;,c;; = cosf;; andf;; as the three Euler angles. The phasas the
fourth free parameter in Equation 2.21 is responsiblé&fBrviolation and the reason for
introducing a third generation of quarks. The predictiorswanfirmed by the discov-
ery of the bottom quark (1977) and the top quark (1995) anddeatie Nobel Prize for
Kobayashi and Maskawa in 2008.

2.2.5 Quantum Chromodynamics (QCD)

When the basic structure of nature was explored in the 1980'&ell-Mann proposed
the “eightfold way” as the fundamental symmetry for the ¢inents of hadrons (see Ref-
erence [54]). He gave rise to the term “quark” and claimed they are the constituents
of baryons and mesons. The idea, which became advanced byeig Zsee Reference
[77]), led to the concept of baryon and meson multiplets imcWithe triplets (doublets)
of the three (two) lightest quarks, d, s and anti-quarksi, d, 5 can be arranged as new
particles or resonances.

But as a consequence, this very elegant formalism resuitednew problem: the
baryon decupléf allows the combinationgiuu) and|sss) and therefore totally symmet-
ric wave functions, which is forbidden by ttiRauli principle In order to save the theory
and to yield an anti-symmetric wave function a new quantummier, called “colour”,
was introduced.

The structure of QCD is represented by 5% (3) symmetry group with the colour
as the representative of the three dimensibasd eight generators (“gluons”) of the
group. They are represented3as 3 matricesI” in colour space and fulfil the commutator

the laws of physics should stay the same if space coordimageswapped (paritf) and a particle
becomes exchanged by its anti-particle (chatyye The violation of theCP principle might explain the
excess of matter over anti-matter and hence the existertbe ahiverse in its current state

Othe decuplet represents three-quark states with alignedegm. | 171), J~ = %7), whilst the octet
includes/~ = 1~ states (e.g| T11))

referred to as “red”, “blue” and “green”
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relationship
[Taa Tb] - ifabcTc ) (222)

where thef,,. are the structure constants 8t/(3) and the indices, b, c¢ refer to the
gluon index. Since leptons are colour singlets, their fieldsiot change under rotations
in colour space. For colour-carrying quarks whose figldareSU(3) triplets, a rotation
yields:

P, — e 9Ty, (2.23)

It is obvious that with this transformation the invarianddhe free-fermion field has to
be restored by introducing a gauge invariant, gluonic fetténgth tensof,, that can be
written as

GZV = 6MGZ - 6VGZ - gfachZGi : (224)

With this information, the QCD Lagrangian can be formulaasdollows:

. 1 v
Lacp = ihiy" Dytbg — mgih, — ZGW -GM . (2.25)

In parallel to the considerations given in Section 2.2.8,fdllowing abbreviation for the
covariant derivative has been used:

D,=0,+ig,T -G, . (2.26)

One important aspect of QCD has not been discussed so facthwais an important
impact on the nature of the theory. TH&/ (3) gauge group ison-abelian meaning that
the product of two elements is not commutative. Thus, thieistracting terms of the
gluons do not cancel and hence lead not only to self-couplfrte gluons, but also to
the effects calledonfinemenandasymptotic freedom

Impacts from the SU (3) Structure of QCD

The gluon self-interaction is an important difference te tiature of the electromagnetic
theory, which is represented 6¥(1)y, and manifests itself in the behaviour of the cou-
pling constant of the strong interactian,.

In QED, for instance, the strength of the interaction of atphaevith a charged particle
is given by the coupling constant ~ % However, this is only true for low-energy,
O(1 GeV), interactions. If with increasing energy smalleustures can be resolved,
an effect known asacuum polarisatiorbecomes important: each chardegarticle is
surrounded by fermion anti-fermion fluctuations of the vauouy distorting the effective
strength of the boson field of that particle. With this weakgrof the interaction field,
the effective coupling of a photon carrying a sufficient amicaf energy to resolve these

vacuum effects becomes larger.

12in this context, “charge” is not restricted in any sense arttbus even stand for colour
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2.3. Proton-Proton Interactions

In QCD the same effect occurs: with increasing energy, argtiam resolve smaller
structures. But because of the self coupling of the gludresptobe itself interacts with
the vacuum fluctuations, thus the coupling constantecreases with higher energies.
This effect, calledasymptotic freedomwas first described by H. D. Politzer [68] and
independently by D. J. Gross and F. Wilczek [57], who becawsa@ed the Nobel Prize
in 2004. A possible parametrisation®f as it is used in Reference [67] is

9% Boge _ BLos _o@ty— ... (2.27)
op

Ton e T g2 *

= 25(053) =

with Gy = 11 — 2%, Gy =51— 19% andn as the number of quarks with masses less than
the energy scale. Within the Standard Model this always leads to a decreasingling

strength at higher energy. By solving the differential éguma2.27 one obtains:

4 23, Inln X—Z

= 2 - 2 2
BoIn &5 5 In 25

as(p) +0(n* (p?) —...| . (2.28)
The dimensional parametdrcan be chosen freely. Expressing the solution of Equation
2.27 in inverse powers dfi ;2 gives a meaning ta\: in case ofu — oo the coupling
vanishesd, — 0). Thus QCD becomes strongly coupled.at- A (see Reference [67]).

Equation 2.27 shows the opposite behaviour at lower ergevgid an increasing cou-
pling strength. This leads to the other aspect of QCD, whsateiledconfinementand
causes quarks to exist always in bound states as mesonsg/onbar

In the left panel of Figure 2.1, the curremt measurements from various experiments
are shown aj. = My. The scale dependency of the “running coupling constant”
is shown in the right panel of the same figure. The confinemem’ixpressed by the
increasing coupling strength at log, which is mirrored by the fact that free quarks do
not exist in nature. The higher the energy in the scatteninggss is, the smaller becomes
the coupling strength so that the interaction seems to mapipe free particle. This is the
reason for the previously introduced term “asymptoticdiaa”.

2.3 Proton-Proton Interactions

The phenomenology of proton-proton interactions depemdghe energy scale of the
interaction. At low collision energiesy 1 GeV), the interaction can be approximated
by an elastic scattering process of two charged objects.nWWle®mmes to higher energy
regimes, however, the sub-structure of the proton becoms#sesand the interaction gets
much more complicated.

A physical proces$/ can be described with its initial state, an interaction afidal
state. In technical terms, this can be written as

H = (| M) (2.29)
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Figure 2.1: Combination af, measurements. Left: Measurements and world average at
u = M. Right: Measurements of; (1) at different energy regimes. Results are obtained
from ther width, T decays, deep inelastic scattering, JADE and TRISTAN erpants,

Z width and furtherete™ event shapes. A fit on the data and dtdo error band is
included. Figures taken from [67].

wherey; (1) is the final (initial) state and/7; is the matrix element of the interaction.
In order to determine the overall cross-section of a QCD gsegca similar factorisation
into the description of initial, intermediate and final statan be made (“factorisation
theorem”):

o1t = PDFs® 6 @ FF. (2.30)

Here, the initial state is represented by fhaton distribution functiongPDFs) of the
incoming protons, which cannot be calculated but have teeberohined from experiment,
e.g., via deep inelastic scattering (see Section 2.3.1f cfbss-sectiow of the hard
process describes the interaction of the particles inghllike g9 — gg andqq — qq.
Also not exactly computable is thfeagmentationof the remaining partons, which do
not directly participate in the interaction. Their contrilon to the total cross-section in
Equation 2.30, denoted as FF, is describeflagmentation functions

The three contributing terms will be discussed in the follayy with the focus on the
determination of the PDFs. Today’s knowledge of the PDFrsoask completely based on
information gained frondeep inelastic scatterin@IS) experiments. Thus, the concept
of DIS is introduced beforehand.
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2.3. Proton-Proton Interactions

2.3.1 Deep Inelastic Scattering

With the items discussed so far, it is known that protons Fegeb-structure and that
their constituentS—referred to apartons—participate in the electroweak interaction. It
is clear that electrons are an obvious choice to probe ther istnucture of hadrons, as
electrons are stable and it is easy to tune their energy tatdeivalues. In order to scatter
on partons, high electron energies are necessary, siregtigks do not exist in nature
and the principle of asymptotic freedom of the quarks hagtatltized in order to achieve
electron-quark scattering.

Not only electrons were taken as incoming particles in théygehase of DIS ex-
periments. In the 1970’s and early 1980’s, muons were aled s probe hydrogen,
deuterium or neutron at fixed-target experiments like BCOBIY, E665 [12] and NMC
[20]. Their results as well as the electron approach at SLAST &re also shown in Figure
2.2, covering the regime at lo@? and high values af.

The difficulty at hadron-colliders lies in the ignorance loé tinitial state when a col-
lision takes place. This sounds surprising as the initiakgy of the protons—at least in
the transverse plane relative to the beam axis—is prectsdiped. But because of the
sub-structure of the protons, the actual interaction tpk&se on parton level. Therefore
it is necessary to know the parton behaviour within the proto

At the HERA!" experiment, the proton structure has been investigatedlgizron-
proton scattering. The energy of the proton (electron) bea$920 GeV (27.5 GeV).
Obviously, each parton only carries a fraction of the pritammentum. This fraction is
given by a scaling variable, call&jorkenx, which is restricted t0 < = < 1:

Q2
= 2.31
YT oMy (2:31)
where)? = —q? is the four-momentum transfeit/ the mass of the incoming proton

andyv = %3 the energy loss of the lepton in the rest frame of the protdh miomentum
P. In order to find a measure for the scattering in terms of thesfierred momentum
or energy,structure functionsvere defined which are directly related to the differential
cross-section (see Reference [32]):
d*c a? Fy(r,¢*) 5,0 2F(z,¢*) . ,0
= ’ -+ ——"Zsin"— | . 2.32
dE'dQ ~ 4E?sin'? ( R R VA (2.:32)

Here, £ (F’) is the energy of the incident (scattered) electron énd the electron’s
scattering angle. The structure functidris /, depend on the momentum transférand
the scaling variable. They cannot be deduced from theory due to non-pertubdfeete
within QCD, and must be measured at dedicated facilitiesHERA, instead.

3in this context, only valence quarks are considered—a deatigeussion would also have to deal with

sea-quark and gluon contributions
YHERA stands for “Hadron-Elektron-Ring-Anlage” at the DE&¥ility in Hamburg, Germany
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Figure 2.2: Proton structure functidff (z, Q) as a function of the momentum transfer,
Q? = —q?, with data from fixed-target experiments (SLAC, BCDMS, EGRBIC) and
collider experiments (H1, ZEUS). See text for details. Fegiaken from [67].

Figure 2.2 shows an example of the proton structure fundfitin, ¢*) for the acces-
sible kinematic regime of HERA and other experiments. Thelenate change, which
is known as “scale independence”, in the experimentallgrdeined values foF, over a
broad range of)? in a certain scale regimé.05 < x < 0.4) is evidence for the scattering
at point-like partons. By probing lower valuesgfa scale violation becomes observable
as gluon radiation causes an evolution in the structuretiume

As one cannot make use of discrete data points from the empetally found struc-
ture functions within a simulation, several groups put aeheffort into the modelling of
the structure functions. An overview of their work is sulbjetthe next section.
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Figure 2.3: Parametrisation of the parton distributionsHeyMRST group. Left: Proton
structure functionF} (x, Q?) for two given values of)? = —q? versus the scaling vari-
ablez. Right: Contributions of the gluons and different quark dlaxs to the structure
functions foru? = 10 Ge\? andu? = 10 TeV2. All figures taken from [67].

2.3.2 Parton Distribution Functions

In order to simulate an interaction of hadrons accuratély,rhomentum-distribution of
the partons within the hadron have to be reflected in the MGatdo simulation. This
is done by parametrising the structure functionpanton distribution function$PDFs).
The difficulty for groups like MRST [65] and CTEQ [66]—besglthe modelling of the
structure functions given by experiments—is the extrapmaof the PDFs to yet inac-
cessible kinematic regimes f. The extrapolation as well as the PDFs are based on the
DGLAP?®® equations (see References [56], [44] and [18]).

In their current form, the MRST collaboration performs fitsleading order (LO),
next-to leading order (NLO) and next-to next-to leadingesr(NNLO) by starting at a
reference input scalg)? = 1 Ge\?), determined from a global analysis of data. With
sum rules as boundary conditions, like the number of valgueeks of a given typgé a
total of 30 free parameters remain in the fit.

Some exemplary results for the parametrisation of thestredunctions via PDFs are
shown in the left panel of Figure 2.3. It shows a very good exguent between the data
points given by various experiments and the fits. Additibn#ie contribution of different
quark-flavours and gluons to the structure functions can degetled for different energy
regimes, mirroring the increasing gluon contribution ah@r energies in proton-proton
interactions at the LHC.

1%“DGLAP” stands for the authors of the different papers, wheRokshitzer, Gribov, Lipatov, Altarelli
and Parisi
16 g. for the number of up-quarks within a proton oneﬁbdx uy(2,Q%) =2
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The PDFs included in the simulations that were used in thasyars will be introduced
in Chapter 4.

2.3.3 The Matrix Element of the Hard Process

The cross-sectiof of the hard process in proton-proton interactions is eyaeticulable,
in principle. However, when going to higher order diagrafms ¢alculation quite soon
becomes very complex. As of today, the cross-sections arerkat NNLO level.

At leading order the cross-sections of processes relewatiié LHC can be calculated
precisely. Such processes are, for instagge—~ qq, q¢ — ¢gq and, in contrast to non-
existent triple-photon couplings in QED, processes witie¢hgluon couplinggg — gg,
and the crossed reactiong — ¢qg andgg — ¢q.

The available Monte-Carlo generators can roughly be djsished in LO, NLO and
NNLO generators. The implementation of the hard procesdtirmalement is already
possible at NNLO with ZWPROD (see References [59] and [74§) BEWZ' (see Ref-
erence [19]), which calculates the cross-sections of matemron collisions in pertuba-
tive QCD, including full spin-correlations and effectsdik*/Z interference, in case of
the leptonic decay channels. At NLO, generators like MC@NE®CFM*®, which also
includes spin-correlations of the decay products, ardahlai

With this in mind it seems a bit anachronistic to rely on a L@em@tor likePYTHI A
for the majority of the samples used in this analysis, esfigdor the signal sample. The
reasons for usin§YTHI A nevertheless are practical issues: the vast majority dfaign
produced samples are generated VAYTHI A including the PHOTOZX extension; ad-
ditionally, most of the detector studies relied on the uséhif generator. However, by
considering the QED final-state radiation via PHOT®3THI A already emulates some
aspects of higher-order behaviour.

2.3.4 Fragmentation Functions

The fragmentation functions (FF) can be seen as final-stegon to the PDFs and
hence have to deal with the transition of partons emergiog fthe hard process to the
final-state hadrons. The non-pertubative nature of thisstti@n forces a splitting into
pertubative and non-pertubative aspects, which is rehlis¢he FFs. Since the deduc-
tion of FFs inpp-scattering always suffers from effects like the undedyevent (see
next section), fragmentation functiones can best be dudie™e~ annihilation, in pro-
cesses likete™ — v*/Z — h + X. The total fragmentation functioA”(z, s), which

17Fully Exclusive W, Z Production through NNLO in pQCD”
18Monte Carlo for FeMtobarn processes”
calculates the final-state photon radiation
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2.4. Discovery and History of theZ Boson

can be deduced from the cross-section observables in tbeggquoted, is given by (see
Reference [67]):

Ydz s T, 1
FM'(z,s) = XZ:/m — C; (z,as(u), E) D! (5”“ ) +0 (E) , (2.33)

with z = % < 1, C; as observable-dependent coefficient functions:easlplaceholder
for the respective (anti) quark or for the gluon. The funedid! denote theparton
fragmentation function®r fragmentation densitiggnd give the probability that a parton
1 fragments into a hadroh carrying a fractiornz of the parton’s momentum. The scale
paramete? of the factorisation can be identified with the renormai@ascale.

The downside of using™e~ scattering to determine the FFs lies in the insensitivity to
gluon-like fragmentation densities and the investigatibcharge asymmetrie@f}i _D(}i»
where studies oép and pp scattering deliver complementary results to the one’s from
ete™ scattering.

2.3.5 The Underlying Event

In hadron-collider physics, the description of the finatestalways has to deal with the
remnants of the initial state protons that have not pasdieig in the hard process. This
additional particle flow is callednderlying evenfUE).

In simulations, the UE is usually implemented by includinigidional2 — 2 scatter-
ings (“multiple parton interactions”). An independenti@ent of the UE and the actual
hard-interaction process is difficult due to their correlatin terms of colour, as both
share a common, neutral-colour initial state.

2.4 Discovery and History of theZ Boson

The outstanding success of the Standard Model was undgihin¢he discovery of par-
ticles whose properties—like masses and interactions-etmedtexactly their prediction
by Glashow, Weinberg and Salam (see Section 2.2).

One of those particles, theeak neutral currenor Z boson, was indirectf} discov-
ered at CERN'Gargamellebubble chamber in 1973. The experiment used a neutrino
beam from the Proton Synchrotron (PS) to induce the scadt@rocess

Dive -V te (2.34)

that can only take place via the neutral current.

2for a direct search, the center-of-mass energy providechbgxaeriment has to reachl (Z) for an
on-shell production
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Chapter 2. Theoretical Groundwork

After the commissioning of the Super Proton SynchrotronrS)SR 1976, the energy
for an on-shell production, and hence a direct observatigheZ, became technically
available. However, since the cross-section to créldteand Z bosons is significantly
larger if the requiredq pair is provided by valence quarks rather than using caniohs
from sea quarks, the possibility to use the SPSasa@llider (called “$pS”) from 1981
to 1984 allowed the discovery of the two electroweak gaugghs. The experiments
UA1 and UA2 directly measured the along with thelV in 1983. For the discovery, C.
Rubbia and S. van der Meer become awarded the Nobel Prize8#h 19

In the following years, the experiments at LEP (ALEPH, DEUPEPAL and L3),
and at the Tevatron (® and CDF) measured the properties of theery precisely (see
Reference [67]):

My = (91.1876 4 0.0021) GeV,
Iy = (2.4952+0.0023) GeV. (2.35)

The decay width of th&Z boson is theoretically determined by Equation 2.9. In terms
of axial g%, and vectorg!, coupling constants, the common width foZZeboson decaying
into a pair of fermiong is given by

_ NeV2GpM;3

D(Z = i) = = (g + 47 (2.36)

where N is 1 for leptons and for quarkg?!, G is the Fermi constantl/; is the mass
of the Z, ¢¢, = Ty(i) — 2Q;sin Oy andg’, = Tx(i), respectively. Due to the lepton
universality, theZ couples equally to each lepton generation. In particuke, decay
modes and branching ratios are

'y e

22— (3.3658 & 0.0023)%,
1—‘total

T invisi

- Z—imvisible (20.00 £ 0.06)%,
1—‘total

I'z_

—Z_hedions — (69.91 = 0.06)% .
I‘total

Additionally, the ALEPH experiment proved the concept cf three generations of
matter by measuring the width of tiewith the required precision (see Reference [36]).
This experimental results excluded a possible fourth geiwer of neutrinos and once
more confirmed the predictions of the Standard Model.

The total cross-sections of a variety of processes are givEigure 2.4. The overall
pp cross-section is- 7 orders of magnitude higher than the inclusieross-section. The
difficulty for this analysis is the enormous number of proelliget-events. As it is shown

2lthe factorNo = 3 denotes the presence of the colour, without higher-ordeections ino
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Figure 2.4: lllustration of the expected cross-sectionséoious processes versus centre-
of-mass energy. The evolutions for the weak gauge bosorsgkghted.

in Figure 2.4, the jet cross-section wiﬂi‘ft > 100 GeV already exceeds the inclusise
cross-section for energies reached at the LHC. Furtherrti@get cross-section increases
exponentially for lowerZ; thresholds, such thafes( ' > 20 GeV) ~ O(107 nb). This

is a huge challenge for the ATLAS trigger system (see Chaptetn comparison, the
LO cross-section as given by tRYTHI A generator as well as the LO and higher order
cross-sections from FEWZ are shown in Table 2.2. It is obwithat only a sufficient
jet-rejection allows the extraction of a clearboson signal by the offline selection.
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Chapter 2. Theoretical Groundwork

Generator Order in pertubation theory,,, .7 xc+c-+x / Nb
PYTH A+PHOTOS LO 1.47
FEWZ LO 1.66
FEWZ NLO 2.03
FEWZ NNLO 2.02

Table 2.2: Leading order (LO) and higher order ((N)NLO) srggctions fo¥Z production
in pp collisions atl4 TeV and its subsequent decay into an electron-positron paie
invariant mass of the lepton-pair is restricted\tg, > 60 GeV.

2.5 Z Production in Proton-Proton Interactions

In 1970, S. D. Drell and T.-M. Yan discussed the possibilitypooducing large-mass
lepton-pairs in inelastic hadron-hadron scattering (sefefi@nce [45]). They claimed that
the creation of a massive dilepton-pair within the “infini@mentum frame?® can only
take place via annihilation of a parton and an antipartomfeach incoming hadron rather
than producing this final state from one of the hadrons byguehanging lowt partons
between them, in order to fulfil momentum and energy conservaequirements.

The paper by Drell and Yan had two implications: the theoedtilescription of the
experimentally discovered rapid fall-off of the (diffete) cross-section when producing
w1~ pairs in hadron-hadron collisions (see Reference [37§) tha explanation of high-
mass dilepton systems via an intermediate—and at that tehernknown—state. The
available energy for the final state,

Q? = 21295 , (2.37)

is composed of the total collision energy squarednd the fractions of the longitudinal
moment of each parton;; , (0 < 212 < 1). The intermediate state turned out to be an
interference of a virtual photon and a virtualboson, as the available energy still was
insufficient to produce’ bosons on the mass shell.

At the LHC, theZ production is dominated by the Drell-Yan process (see [Eigus),
with the subsequent decay into a fermion-anti-fermion pair

q@—wy*/Z—)ff. (2.38)

With the same collision energy, the LHC'’s cross-sectioritia process would be slightly
lower than the one at the Tevatron, since the latterzig eollider with the required as
valence quark already in the initial state. However, thé&igenter-of-mass energy more
than compensates for the required contribution of sea guarthe LHC.

22the infinite momentum frameP — oo, allows to treat the constituents of hadrons as collingae f
particles, whereas their momentum is slowed by time ditatsee Reference [49])
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2.5. Z Production in Proton-Proton Interactions

Figure 2.5: lllustration of the Drell-Yan process: hadtwadron {4, andhg) interaction
via quark anti-quark annihilation, intermediate/Z state and its subsequent decay into a
lepton anti-lepton pair (cf. Reference [61]).

In order to produce on-shelf bosons at the LHC, the collision energy in Equation
2.37,y/s = 10 TeV (/s = 14 TeV) must provide)? ~ M2, so that each quark carries
on averager ~ 0.91% (x ~ 0.85%) of the proton’s momentum. The production cross-
section for the process — ~*/Z + X can be calculated in leading-ord&expansion of
a, Within the electroweak theory as follows (see Referencé [@Rapter 10):

o(qq — Z; QQ) ~ MEGF (géL + f%,R) 5(Q2 - Mé) ) (2.39)

with the Z coupling,£z, as defined in Equation 2.12. The involvement of quarks inthe
production, however, leads to a modification of Equatio®2r3order to account for the

relevant PDFs of this process. By using the factorisati@otém (see Reference [39]),
the parton-level interaction from the previous equation lsa separated from the terms
arising from the PDF contributions:

o(pp — Z) = / deydes S {fylen ) falwa )y 0(aq — Z:Q%) . (2.40)

Here, denotes the factorisation scale and can be chosen atyiteag.,;. =~ M in order
to reflect the underlying physical process. This free patanghows the uncertainty that
arises from non-pertubative QCD contributions and can bemised by adding higher-
order corrections fotv, in the formula to calculate the cross-section. The impleatéeon
of the PDFs is part of the discussion of the Monte-Carlo satoih in Chapter 4.

Z3the leading-order approximation can be justified by the esing ofo, at high energy scales (see
Section 2.2.5)
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Chapter 2. Theoretical Groundwork

2.6 Motivation for the Measurement

The Drell-Yan production of & boson and its subsequent decay inté/ gair serves
as a standard candle for the electron and muon channel. ®ss-section of~ 1 nb

is sufficiently large in order to collect enough statistios ¥arious purposes in the early
data-taking period. The decay into a pair of isolated lepieaves a clean signature in
the detector, which allows for calibration and performasicelies. Once the experimental
uncertainties have been minimised, the Drell-Yan proces$dcalso be used to measure
the luminosity at the LHC.

The central parameter in order to measureAh@oduction is the cross-section of the
process. With Monte Carlo simulations (FEWZ, see Refer¢b@pand ZWPROD, see
References [59] and [74]), the cross-section has been dechti NNLO level. In addi-
tion to an inclusive measurement, the productioi @vents can also be determined with
respect to the rapidity of th& or with respect to its transverse momentum. At leading
order, the relation between the rapidity of tHeand the involved partons’ momentum
fractionsz; andx, can be expressed as follows:

7 1. 29
vt =3 In o
The measurement afo/dy, thus is a probe for the PDFs of the proton. In addition,
measuring theZ production with respect to its transverse momentdmy,dpr, yields
information about non-pertubative effects in pQCD.

The aim of this study is therefore to estimate the expecterainties on the in-
clusive and differential cross-sections for an integraeainosity of 100 pb~!, hence an
early stage of the experiment. The methods and tools, wiinhatso be applied to data
in studies to come, are introduced and tested whether ohapialow for a reproduction
of the cross-section that was used to generate the givenesamp
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<Nur ein Narr macht keine Experi-
mente.>

Charles Darwin (*1809, 11892)

The ATLAS Experiment

3.1 Introduction

After World War I, the restart in European science lead ® fibundation of an inter-
national laboratory for nuclear research. Named after titeal council, Conseil Eu-
ropéen pour la Recherche N@elire CERN as the “European Organization for Nuclear
Research” with 12 member states was brought to life in 1954 Idcated on the outskirts
of Geneva on the Franco-Swiss border.

The first particle accelerator, the Synchrocyclotron ($@ught protons to an energy
of 600 MeV and started operation in 1957. Two years later, the Br8§chrotron (PS)
provided proton beams with an energy28fGeV. Over the years, the PS fed many experi-
ments with particle beams and was used as pre-acceleragtisequent machines—and
is in use even today, as one of the pre-accelerators of the LHC

Another milestone in CERN’s history was the first protoniprocollider, ISR. Rather
than focussing a particle beam onto a fixed target, the evlliechnology allows to in-
crease the available collision-energy by a factor of twadieg to a significant increase in
the centre-of-mass energy of the reaction. Of course, nelwmigues had to be developed
in order to control the beam within the ring and to focus it interaction point.

The experiences obtained with the ISR went directly intalieelopment of the Super
Proton Synchrotron (SPS), which became operational in 1®Wé&s built in a tunnel with
a circumference df km and initially? accelerated protons to an energypof GeV. Today,
the SPS still delivers it$50 GeV proton-beam to experiments and acts as pre-accelerator
for the LHC.

In 1989, the Large Electron-Positron collider (LEP) was ogssioned in a new tun-
nel with a circumference a7 km, which also hosts today’s LHC. In a first phase, LEP
operated with a design energy 8f0 GeV, being increased &1)0 GeV in a second phase
of operation from 1996 until the year 2000, when the LEP was-dlown in order to build

14|SR” stands forintersecting Storage Rings
2later on, anti-protons and heavy ions were also accelevéthih the SPS
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Chapter 3. The ATLAS Experiment

Overall view of the LHC exeriments.

Figure 3.1: Schematic view of the Large Hadron Collider @aadidur major experiments.
Figure taken from [24].

the LHC.

In the history of CERN, many discoveries have been made, wither confirmed
given theories or gave rise to new questions about nature if®portant step to verify the
Standard Model was the detection of the heavy electrowea&risd’'* andZ in 1983.
The Higgs-Boson as the very last, yet undiscovered, pietkeoStandard Model waits
for its discovery at the LHC.

In the following sections, the ATLASexperiment will be discussed in detail. First,
an overview of the LHC is given with a brief summary of the ath®jor experiments
besides ATLAS. After a detailed discussion of each for timalgsis relevant part of the
detector, the trigger system, the reconstruction soft@acethe computing model are be-
ing explained. The chapter is concluded by a brief outloothertuminosity measurement
at ATLAS.

3.2 The Large Hadron Collider (LHC)

The construction of the LHC was approved in 1994. Togethéh wi$ four major ex-
periments ATLAS, CMS, LHCb and ALICE it is located in the foemLEP-tunnel (see
Figure 3.1). Its main purpo$és to provide proton-proton collisions with an unprece-

3« A ToroidalLHC Apparats’
4alternatively, the LHC is also used for dedicated heavy{Rin) runs, with energies up B8 TeV per

nucleon.
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Figure 3.2: lllustration of a LHC dipole-magnet and its caments. Figure taken from
[24].

dented centre-of-mass energy laf TeV at specified interaction points. As many, yet
undiscovered, processes come with very low cross-secttbesmain focus in the de-
velopment of the LHC was on achieving a sufficiently high f@msaneous) luminosity
(« = 10** cm~2s7!) in order to produce rare events with an acceptable raterdlagon
between the expected event rate and the luminosity is assll

dN

dt
with ¢ as the (total) cross-section ard as the machine—or instantaneous—Iluminosity.
The latter can be derived only from machine parameters (sésé&hce [34]):

— 0¥, (3.1)

7 N[?nbfrev%*
4me, B '

whereN, is the number of protons per buneh,is the number of bunches per beafn,

(3.2)

the revolution frequency of the LHG, = (1 — 52)’% the relativistic gamma-factos,,
the normalised transverse beam emittance. In Equation33.i,the beta-function and
F the geometric luminosity reduction factor, both at therat&ion point. A symmetrical
setup for both beams is assumed in Equation 3.2.

In order to reach the desired luminosity as well as the desigaigy of14 TeV, su-
perconducting magnets at a temperature.6fK are used throughout the entire ring to
bend the protons around their trajectory within the LHC amfbtus each proton beam.
Figure 3.2 shows an illustration of a bending dipole, wighalmost symmetrical structure
in order to host both beam pipes.

33



Chapter 3. The ATLAS Experiment

Once the LHC has become fully operational, each bunch obpsowill carry~ 10
particles and each fillwill consist of 2,808 bunches. This leads to a bunch crossaui
25 ns and an expected interaction ratd @Hz at ATLAS.

Apart from ATLAS, three other major experiments are detegrthe collisions at the
LHC: the CMS detector is like ATLAS a multipurpose detector that covérs same
goals in terms of physics. In some way, CMS with its better magstem at the cost
of a worse tracking system and calorimeter is complemenitaATLAS. The results of
both experiments, CMS and ATLAS, can therefore be used fissschecking purposes.
LHCb’, on the other hand, is dedicated to the investigatiof@fviolation in theb sec-
tor. LHCb concentrates on scattered particles in the fatwegion, hence it is not build
symmetrically around the interaction point. Also built fospecial purpose was ALIGE
a detector that is designed to study the quark-gluon plakateekisted shortly after the
big bang via heavy-ion collisions.

The LHC started its operation with the first circulating protoeams on 10 September
2008. Nine days later, however, an incident at one dipdiersection caused a leak in the
cooling system and a major damage to several adjacent nsadrnet inevitable shutdown
and repair period of 11 months forced this analysis to detd simulated events, rather
than analysing the very first data from the ATLAS detector.

Since 20 November 2009 the LHC operates again with a catlisiergy of currently
7 TeV. After another shutdown in 2012, the LHC will presumaidgich its design energy
of 14 TeV in the year 2013.

3.3 The ATLAS Detector

The ATLAS detector is located in a cavern at CERN'’s “Pointiié,sopposite to the main
entrance. Itis the largest multi-purpose particle detdmiidt so far, with a diameter of 25
metres and a length of 44 metres. An illustration of the detas shown in Figure 3.3.

The coordinate system of the experiment is defined as folltvesorigin is the nom-
inal interaction point of the beams, theaxis points from the origin to the centre of the
LHC ring, they axis points upwards. With the right-handed orientatiorneftoordinate
system, the: axis, which is defined by the beam pipe, becomes its oriemaflhe az-
imuthal anglep is measured around theaxis, the polar anglé is the angle from the
axis.

In hadron colliders, however, the polar angle is most comynexpressed as theseu-

Safter injecting the SPS beam(s) into the LHC and accelagdltiam to the targeted intensity, the beams
circulate for many hours to provide luminosity to the expernts

6“Compact Muon Solenoid”

"“Large Hadron Collider beauty”

8“A Large lon Collider Experiment”
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Figure 3.3: Illustration of the ATLAS detector. Figure takieom [24].
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Detector component Required resolution 1 coverage
Measurement Trigger
Tracking oy, /pr =0.05% pr 1% +2.5
EM calorimetry ok /E = 10%/E ©0.7% +3.2 +2.5
Hadronic calorimetry (jets)
barrel and end-cap or/E = 50%/VE ® 3% +3.2 +3.2
forward og/E=100%/VE®10% |3.1<|n|<4.9|3.1<|n|<49
Muon spectrometer Opr/Pr=10% at pr = 1 TeV s =0 +2.4

Table 3.1: Performance goals of the ATLAS experiment fordtiierent detector parts.
The performance of the muon spectrometer is given for highruons without taking the
Inner Detector into account. The unitpf andE is GeV. Table taken from [3].

dorapidity,

= —Intan— .
Ui ntan o

(3.3)

As this equation only holds for massless particles, thedgpfor massive particles is
defined as
1, E+p,
Yy = 3 In Fp.
where E is the particle’s total energy ang its momentum component in direction.
Radial distances are given By= /(22 + y2).
In order to cover as many disciplines of particle physicafrecision measurements
of well-known processes to the discovery of new ones, theireapents on the design of

the ATLAS detector were manifold (see Reference [3] for aardetailed description):

(3.4)

» fast, radiation-hard electronics and sensor elements
» large acceptance in

» good charged-particle momentum resolution and recortgtruefficiency as well

as the ability to resolve secondary vertices in the trackygiem

very good electromagnetic calorimetry for electron andtphadentification and
measurements

complementary full-coverage of the hadronic calorimeteorider to find jets and
missing transverse energy

good muon identification and momentum resolution

highly efficient trigger system, i.e. maximised backgrowughpression by min-
imised signal loss
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Figure 3.4: lllustrations of ATLAS’ Inner Detector. Figwréaken from [24].

The overall performance goals deduced from these requiresnoa the ATLAS com-
ponents are given in Table 3.1.

In the following, the different parts and sub-detectors ®LAS will be discussed—
more detailed when related to the analysis, and more briffigt (like the muon system).

3.3.1 Inner Detector — Tracking System

The Inner Detector (ID) of ATLAS (see References [26] andl fizls to deal witli(1000)
particles per bunch crossing, hence, a very fine detectautaaty is required, especially
close to the interaction point. Closest to the beam pipesi®tkel Detector (PD), followed
by the Semi-Conductor Tracker (SCT) and the Transitioniemh Tracker (TRT). An
overview of the Inner Detector is given in Figure 3.4.

In order to perform momentum measurements and to deteriménehtarge of a parti-
cle, the ID region is embedded in2al solenoidal magnetic field. The solenoid itself is
located between the ID and the electromagnetic calorimé&tez coverage of the whole
IDis 0 < |n| < 2.5.

Pixel Detector (PD)

An important requirement for the innermost detector-congm (see Reference [1]) is
the capability to find secondary vertices, e.g., for decdybh®r lepton or theb andc
qguarks. Therefore, the inner pixel-layer, called “b-ldyes located directly at the beam
pipe. The nominal pixel size 50 um in ¢ and400 um in z (barrel region) orR (disk
region), which are located on more than 1,700 modules pimyist 80 - 10° channels.
Even though the design of the PD complies with the requirg¢imfaadiation hardness,
the luminosity within ATLAS forces the b-layer to be repldcafter three years of LHC
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operation. The remaining layers do not suffer from thisexiely high particle flux and
have an expected lifetime &f 10 years.

In order to protect the Pixel Detector from a possibly misigdi beam, the Beam
Conditions Monitor (BCM) is installed (see Reference [1]jhin the PD. It consists of
two diamond sensors that produce coincident signals ifaestens originate from the
nominal interaction point. Out-of-time events might iratie a misplaced beam and thus
trigger the LHC to dump the beam. Furthermore, the BCM sggah be also used to
monitor the luminosity.

Semi-Conductor Tracker (SCT)

Within the Semi-Conductor Tracker (for details, see Refees [9] and [10]), each track
crosses eigftstrip layers, which leads to four resulting space pointsthifvithe barrel
region, both coordinates are measured by using small-&t@lenrad) stereo strips. One
set of strips is parallel to the beam pipe, measufing ¢ with an accuracy of7 um. In
the endcap, the detector has strips running radially asagedl set of small-angle stereo
strips. The accuracy iR — ¢ is the same as in the barrel region.

For both, barrel and endcap, the resolution in the orthdgmwdinates; andR, is
worse & 580 um) due to the use of ambiguity-reducing stereo strips. ThE IS5 a total
of more thart - 10° read-out channels.

Transition Radiation Tracker (TRT)

As its name already says, the TRT (see Reference [8]) makedf lmw-energy transition
radiation (photons) from ultra-relativistic particlesk@ electrons) passing through nu-
merous dielectric boundaris This is achieved by polypropylene-polyethylene fibres in
the barrel (see Reference [6]) and polypropylene foils emdhdcaps (see Reference [7]),
which are interleaved with drift tubes (“straws”). Thesasis aret mm in diameter and
filled with a xenon-based gas mixture to enhance the signahyhotons from transition
radiation pass through. The intrinsic accuracy for of eacdmsprovidingR — ¢ mea-
surements within the barrel i$0 um. In total, the TRT has more than 350,000 read-out
channels.

Due to external constraints, the coverage of the TRT is dichib || < 2.0. An-
other difference to the PD and the SCT is the inability to meashez coordinate within
the TRT in the barrel region, which is compensated by itstedeeidentification capabil-
ity. However, generating transition radiation comes atdbst of introducing additional
material in the particle’s trajectory. This item will be dissed in the ID summary.

%for some regions off the number is less than eight
10as the number of TRT hits strongly dependspan electron gives- 30 hits
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Figure 3.5: Simulated material distribution in terms ofieihn length (X)) at the exit of
ATLAS’ Inner Detector envelope. Figure taken from [3].

Summary of the Inner Detector

Every kind of material a particle traverses is a possible@wof conversions, brems-
strahlung and multiple scattering. Each effect distorésrtteasurement of the particle’s
trajectory or its energy, and thus has severe consequeseefeference [3]):

» many electrons loose most of their energy due to bremsatighiefore even enter-
ing the calorimeter

» ~ 40% of the photons do not reach the calorimeter but convert ttrele-positron
pairs

» a significant amount of (charged) pions interact inelaByieath the material in the
ID

In order to describe and to reproduce the effects within tireed Detector, a detailed
modelling of its material has been implemented in the sitmuda Figure 3.5 shows the
impact of different kinds of material on a particle exitigetID’s envelope. Especially
trajectories within the transition region from barrel todeap at|n| ~ 1.5 face a large
amount of material.

With the requirements on the accuracy of the spatial measnmts within the 1D,
the alignment of the sub-detector parts is another cruégmhent. In order to correct
the alignment and to mirror possible irreversible misatngmts in the simulation, cosmic
rays were studied prior LHC operation.
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Figure 3.6: Cut-away view of the ATLAS calorimetry. Imag&ea from [24].

In routine LHC running, the alignment is checked by a dedidagtream of tracks
selected at a rate ef 10 Hz, giving almost10° events to fix the alignment constants
daily, and to ensure a precision @f xm on the module positions of the SCT.

The solenoid field of the ID, which can also be a source of uac#res, has been
checked during the installation phase of ATLAS. Before thetallation of the ID, the
magnetic field strength has been measured by movable Hdleprwithin its volume
in order to map the magnetic field and to find inhomogeneiti2aring running, four
permanent probes to monitor any long term drifts in the magrield are installed at
z=0.

Whilst discussing the different sub-detectors of the I@,itidividual numbers of read-
out channels were stated. It is obvious that, due to the nkadigh granularity of the
ID, the first trigger stage is not capable of handling that madormation within~ 2 us.
Hence, the (digitised) ID information is buffered duringtlevel-1 latency, and is passed
to the High Level Trigger system in case of a level-1 accept.

3.3.2 Calorimeter

An illustration of the ATLAS calorimetry is given in Figure® As it is common to
multi-purpose detectors, ATLAS’ calorimeter system isidiad into an electromagnetic
and a hadronic part (see Reference [3]). Both have to coveida mange of physics
requirements over a large rapidity region|gf < 4.9.

Another similarity of both parts is to stop the measuredigias completely. Apart
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from the obvious reason in containing the whole energy opimicle, this requirement
also reduces leakage into the following detector-partdrgfrac calorimeter or muon sys-
tem). Thus, calorimeter depth is an important considemnatiothe construction phase.
For the electromagnetic calorimeter the radiation lenghexceed<0 in all parts of it,
as well asl0 interaction length's X in barrel and endcap of the hadronic calorimeter.

Electromagnetic Calorimeter

The electromagnetic calorimeter (for details, see Retm®rj25], [30] and [17]) is a
LAr*?-lead detector with an accordion-shaped geometry for #etreldes and lead absor-
ber-plates. The accordion structure guarantees azimsghahetry, whilst the thickness
of the lead absorbers changes as a function of order to optimise performance and
energy resolution of the calorimeter.

The calorimeter covers a total range |9f < 4.9 and is divided into a barrel part
(0 <|n| < 1.475), two endcapsi(375 < |n| < 3.2) and a compartment in the forward
calorimeter 8.1 < |n| < 4.9). The barrel is composed of two identical half-barrelsdiea
ing to a4 mm gap at) = 0. The endcaps also consist of two parts, an outer wheel cayeri
1.375 < |n| < 2.5 and an inner wheel for the regi@® < || < 3.2. In order to correct
for energy losses of electrons and photons in front of thercakter, an active LAr-layer,
named “presampler”, is used in the regiongf< 1.8.

Since the analysis will only deal with central objects (j:g. < 2.5), the inner wheel
will not be discussed here. In the central region, the edetagnetic calorimeter is seg-
mented in three sections in depth, called “samplings” oyéfa”, which is shown in
Figure 3.7. The layers clearly have different purposes:fitisé layer consists of strip
cells withA¢ x An = 0.98 x (3.1-107%) and X, = 4. The very fine granularity in the
n coordinate helps to differentiate photons coming from reutions ¢° — ~v), and
hence to identify the mother particle. The second layer vw#tfalmost quadratic shape
(Ap x An = 0.0245 x 0.025) absorbs most of the electromagnetic showefs £ 16),
whilst the third layer A¢ x An = 0.0245 x 0.05, X, = 2) is used to estimate possible
energy leakage into the hadronic calorimeter. The valuethéradiation lengths depend
onn of the particle and vary betweeld < X, < 33 in the barrel region.

The transition from the barrel to the endcap 87 < |n| < 1.52is a special case in the
description of the detector, as it hosts a large amount o deaterial (like cables etc.).
This leads to an increased effort to estimate losses andrialadéstribution correctly.
Early analysis with data—and hence this thesis—will thus nety on data from this
region.

The read-out of the electromagnetic calorimeter withxit482,000 channels is sep-

Ymean path length to reduce the hadronic interacting pestioy a factor of
12| Ar stands for liquid argon
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Figure 3.7: Sketch of the three-layer structure (and thawdeaity of each layer) of the
electromagnetic calorimeter. Also shown is the size ofttigger towersthat will be
discussed in Section 3.4. Image taken from [3].

arated in on-detector (front-end) and off-detector (bewH) electronics. Though front-
end electronics need to be radiation-tolerant, it is nesggse avoid picking up additional
noise during long analogue signal-transport in order td déth O(10 MeV) signals.
Thus, amplification and digitisation of the analogue cetbrmation happens on-detector.
Furthermore, the front-end electronics buitdgger towersas the analogue sums of all
4 x 4 cells on which the Level-1 decision (see Section 3.4) wilbeeed on. Both, digital
and analogue information is then driven to the back-endreleics, located in a cavern
(“USA15”) 70 m away from the detector.

The back-end electronics buffers the digitised, full-gdanty information from the
calorimeter, whilst the analogue trigger-towers are digd and a Level-1 decision is
computed. In case the event is accepted, buffered infoomagi processed to the High
Level Trigger stages. A detailed description of the triggygstem will be given in Section
3.4. The performance of the electromagnetic calorimettr méspect to electrons will be
discussed in Chapter 5.
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Figure 3.8: Sketch of the mechanical assembly of the tilercakter. Image taken from

[3].

Hadronic Calorimeter

The heterogeneous hadronic calorimeter consists of tlanee phe central tile calorimeter
(TileCal, coveringn| < 1.7, see References [3] and [15]), the hadronic end-cap caderim
ter (HEC,1.5| < n| < 3.2, see References [3] and [25]), and the forward calorimeter
(FCal,3.1 < |n| < 4.9, see Reference [21]). The main purpose of each sub-part of
this calorimeter is to completely absorb the energy of hasland jets, which should be
fulfilled as the interaction length exceetlsin all parts of it. For the reconstruction of
electrons, however, the hadronic calorimeter acts as aifvatoelectromagnetic shower
deposits energy above a given threshold also there.

The TileCal is a sampling calorimeter with steel as absoaerscintillating tiles as
active medium. The arrangement of absorbers and tiles dsgvéie optical read-out is
shown in Figure 3.8.

When a hadronically interacting particle enters the Tile@aauses scintillator light
that becomes modulated by wave-length shifting fibres,reat@ets detected by photo-
multiplier tubes adjacent to each module. In order to mitherparticle’s (or jet’s) trajec-
tory, the fibres are grouped to form read-out cells with respethe nominal interaction
point.
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Figure 3.9: Cross-section of the muon spectrometer. keftplane perpendicular to the
beam axis (hon-bending plane). Rightz plane (bending plane). Images taken from [3].

With the expected high rate of jets in the intermediate negiat is covered by the
HEC as well as for geometric reasons, LAr is used as activeumednd copper as ab-
sorber material within the hadronic endcaps. The lattercghavhich is different from
the one in the electromagnetic calorimeter, is due to thetfeat copper has a higher
density for hadron interactions. As can be seen in FiguretBe&sHEC consists of two
longitudinal layers on either side.

The FCal is segmented into three parts, FCall, FCal2 and3F@&hough they also
use the LAr technology, FCall is dedicated to measure el@etignetic particles and uses
copper as absorber material. FCal2 and FCal3, on the othdr have tungsten absorbers
and measure hadronic energy deposits, primarily.

The electronic read-out of the hadronic calorimeter fod@most exactly the one of
the electromagnetic calorimeter, with the front-end congris as well as with the signal
paths to the back-end electronics. Details of the furthgmaditreatment will be given in
Section 3.4.

3.3.3 Muon System

The muon spectrometer (MS, see References [27], [3]) in Aligfessentially a tracking
detector that is in the barrel (endcaps) embedded in a @rmedgnetic field ok 0.5 T
(= 1 T). The magnetic fields lead to field gradients ug tmT per mm, yielding bending
powers as shown in Figure 3.10. The fact that muons passmaéitteminimal interaction
provides the possibility to study them with all other pdegcbeing stopped in front of the
muon system.

An overview of the muon system gives Figure 3.9. It has a (ppigdtision) coverage
of |n| < 2.7 (|n|] < 2.4) and aims on a stand-alone, i.e. without relying on infororat
from other detector parts, transverse momentum resolwatior®% for 1 TeV muons,
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Figure 3.10: Predicted bending power of the muon spectrenvetrsus rapidity for two
different azimuthal angles. Image taken from [3].

which gives a direct constraint to the spatial resolutign50 xm) of the spectrometer.
The trigger system, however, only covers trajectories up|te: 2.4.

In the barrel region, the precision-tracking chambers acated between the super-
conducting toroid-coils, whereas the endcap chambersdrent and behind the endcap
toroids. The symmetry ig of the magnetic field is mirrored in the octet-structure & th
muon chambers, which minimises possible gaps in detect@mrage due to the overlap
on the edges (see Figure 3.9). The three consecutive lalyehsumbers are aligned pro-
jectively with respect to the nominal interaction point iotly, barrel and endcap. Only in
the forward region4.0 < |n| < 2.7) where the occupancy is high, Cathode Strip Cham-
bers are used in the inner segment, whilst for the rest Maedt®rift Tubes (MDTSs)
measure the muon position.

Similarly to the considerations from Section 3.3.1, precismeasurements of the
muon’s momentum require a precise alignment and a wellnstalad magnetic field. In
order to achieve an alignment to comply with the constramt®mplex optical alignment
system that forms a dense, stable grid for monitoring (aoreeconstructing (endcaps)
the positions of the MDTSs (see Reference [3]) has been udeelmiagnetic field, which
should be known at the per-mille level for each track’s paimonitored byl,800 Hall
probes sitting on the MDTs and on the endcap cryostats, wbilg-term drifts are mon-
itored by two NMR tubes.

Dedicated trigger chambé#awithin the muon system feed the back-end electronics

BResistive Plate Chambers (RPCs) are used in the barrehragiwell as Thin Gap Chambers (TGCs)
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Figure 3.11: Schematic overview of the ATLAS trigger systdrat consists of three
stages: Level 1, Level 2 and Event Filter.

with a fast-signal about the event to derive a trigger denismeasure the position of
the muon and to provide bunch-crossing information.

3.4 The Trigger System

The main parameter defining the requirements on the triggees is the amount of data
that can be written to disk per second. A particle detecta ATLAS with its O(10%)
read-out channels operating4tx MHz and a—already zero suppressed—raw event size
of ~ 1.5 MB, would produce an overwhelming 60 TB/s of data if no preceding in-
stance, called “trigger”, selects the events—based on ilkeset of criteria—that actu-
ally will be written to disk and, hence, can be analysed afeds.

With a manageable output ef 300 MB/s, the trigger rate is set to 200 Hz. Hence,
a suppression factor gf 10° has to be achieved by the trigger, with an overall latency in
the order of seconds.

In order to meet these requirements, a three-staged trgygéem is implemented in

in the endcaps
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ATLAS. The first trigger level is completely hardware-bassidce software-based algo-
rithms would not meet the timing requirements. The secontthind trigger stage, also
commonly referred to as High Level Trigger (HLT), is softe@drased and consists almost
entirely of commercially available networking hardwarel@omputers, in contrast to the
custom-build hardware of the first trigger stage (see Retexr¢3]). A detailed overview
of the ATLAS trigger system gives Figure 3.11.

3.4.1 Level-1 Trigger (L1)

The ATLAS L1 trigger receives the analogue sumstof 4 calorimeter cells (Trigger
Towers, TT) with a granularity oA¢ x An = 0.1 x 0.1 for the calorimetry and the in-
formation of the muon trigger-chambers from the front-etetteonics of the detector
(see Reference [28]). Its purpose is to look for highmuons, jets, electrons, photons
andr leptons. Additionally, it calculates the possible imbakain the transverse energy
within an event, called missing energy,. as well as) | Er and " E*. The overall
latency is2.5 us during which the raw data is buffered on the front-end eb@its that
have a maximum acceptance rate7dkHz4.

The muon trigger information is separated in streams froenRRCs and the TGCs,
with a total of~ 8-10° input signals. The trigger algorithm tries to identify high muons
originating from the nominal interaction point, with sixdependently-programmabje
thresholds whose multiplicity is passed to the CentralgergProcessor (CTP).

A more detailed description of the operating principle af ttalorimeter signal path
will be given in the following, since one part of the thesisicentrated on the software
development for and testing of the Jet Energy Modules (JENId)e L1 trigger.

After receiving thet x 4 energy sums from the front-end electronics of the calorime-
ters, Pre-Processor Modules (PPMs) digitise the datanstrigaorder to calculate energy
sums and to find large objects like jets, the digitised infation of the TTs is summed in
a coarser granularityX¢ x An = 0.2 x 0.2), called “jet elements”. The TTs are passed
to the Electromagnetic Cluster Processor Modules (CPMtbdlectromagnetic objects,
and the jet elements are passed to the JEMs, in order to rUn jet- and .. algorithms.

The various—electromagnetic and hadronic—trigger tovezes distributed by the
PPMs over 64 CPMs, whilst some TTs are duplicat@uorder to handle cluster sharing
between adjacent CPMs correctly. Via a sliding-window athon (described in Section
5.3.1), alocal maximum of 2 x 2 TT-window is sought. If one of the 16 programmable
threshold& is passed, the corresponding multiplicity bit is increasisl this procedure

Yupgradeable ta00 kHz
15a part of the TTs are duplicated by the PPMs, another part &yClister or Jet Processor via the

backplane of the crate
8divided in 8 thresholds for electron/photon objects and8rfbadron objects signatures include
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Figure 3.12: Block diagram of the ATLAS L1 trigger. Imageéeakirom [22].

happens for each of the CPMs, Common Merger Modules (CMMsjbooe the multi-
plicities into one overall multiplicity for each thresholdhis information as well as the
location of these objects passing one or more thresholdsgitRs of Interest”, Rol) are
then passed to the Central Trigger Processor (CTP).

The operation of the JEMs is quite similar to the one of the GPbAit one difference
is that half of the numbers of modules are necessary in oodanvter the whole detector
due to the doubled granularity of the jet elements with resfmethe trigger towers. Ad-
ditionally, the jet-finding happens within a customisabledow-size of2 x 2, 3 x 3 or
4 x 4 jet elements. The JEMs provide the sums of the transversgyene Er, > Eg?t as
well asE, andE, to Sum Merger Modules (SMMs) and the number of jet clustesspa
ing each threshold to Jet Merger Modules (JMMs). In a fingd, dfee missing transverse
energy is computed, and the individual threshold multifyés are passed to the CTP.

The CTP combines the information of the two calorimetergeigparts and the muon
trigger to make the final L1 decision, whether an event isctepk or becomes accepted
(L1A). The latter happens if at least one of the conditidrier each stream is fulfilled.
In case of a L1A, a signal is sent to the front-end electrotucaitiate the read-out.
Moreover, the CTP has to handle timing differences betweevireg information from
different parts of the calorimeter and muon trigger and ckeefrom different parts of the
detector.

The Central Trigger Processor provides information to thgdicquisition system
(DAQ) that is used for offline-monitoring purposes of evahest become rejected by the

processes liké/ — 7v, andZ — 7777,
7each condition is an item of thiggger meny an abundant set of requirements to satisfy various physics
demands
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second trigger stage, as well as—via a separate path—t@vbe2 trigger. This data
stream contains information about why the event has beesptext and the locations of
the Rols.

3.4.2 Level-2 Trigger (L2)

The first part of the HLT is the L2 trigger (see Reference [28fich receives the Rols
and the multiplicities of the trigger-menu items from theous trigger stage. Within
a latency of40 ms, the incoming event rate gf 75 kHz has to be reduced tbkHz, in
order to comply with the input rate of the last trigger stage.

As stated earlier, the HLT is realised in software algorghmnning on a computer
farm. This allows a maximum of scalability and flexibility.n& algorithms used at L2
have been written especially for this trigger stage to agmin the available latency, but
emulate some aspects from the offline reconstruction (se@8e3.5).

Unlike the L1 trigger, L2 has access to the full granularityh® detector, though this
access is limited to the Rols delivered by L1. Additionalhformation from the Inner
Detector can be used, allowing track-cluster matching amgtaved particle identifica-
tion, like electron and photon separation.

In case the event is accepted at this stage, its informat@n the various detector
parts becomes processed into one coherent structure. sTthise by the Event Builder
[33], before the stream is passed to the last trigger stage.

3.4.3 EventFilter (EF)

The final stage of the ATLAS trigger system is the Event Filédthough it uses L2-based
seeds, it has potential access to the full detector infoamatnd runs ATLAS standard
event reconstruction algorithms (see Reference [3]). iEhmssible due to the relaxed
time constraint oft s for each event to become processed. This is sufficient tagtese
an overall output rate ¢f00 Hz on which the data is finally written to tape.

Another tasks of the EF is the classification of the eventhiwithe accepted data
stream, according to the ATLAS physics streams. These areertly, streams for elec-
trons, photons, muons, jets, missing (transverse) enedjjeaions, as well as a dedicated
stream forB-physics. In addition to that, the EF also delivers streaonglétector cali-
bration, monitoring and data-quality purposes, simildr20
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Figure 3.13: Tracking reconstruction chain. The boxes @éttp represent data objects,
whilst the second-row boxes show the algorithms workingherthem. Figure taken from
[11].

3.5 The ATLAS Computing Model

With the raw-output of the Event Filter, the offline reconstruction software nnepares
the different streams for analysis (see References [46]HLJil However, an important
instrument in particle physics is the ability to simulataighysics processes and de-
tector responses, hence also obtaining the raw data onty $imulation. This will be
discussed separately in Chapter 4.

In order to analyse the data from the detector, severaldiifelatasets corresponding
to the stage of reconstruction will be produced, so thataheving data will be available:

» Byte-Stream (Raw) Data Object, RD@ersistent (C++ object) representation of
event data from the HLT ~ 1.5 MB per event

» Event Summary Data, ESPDontains detailed output of the detector reconstruction,
hence particle identification, track re-fitting, jet caibon etc. Still possible is
calibration and algorithm tuning ~ 0.5 MB per event

» Analysis Object Data, AODderived from the ESD, containing sufficient informa-
tion for most analysis’ purposes, can be adjusted to detifErent AODs in order
to fit specific analysis-paths ~ 0.1 MB per event

Starting from AODs, even smaller representations of tha danh be derivedderived
Physics Data, DP} which, roughly speaking, correspond to the common netipl

The reconstruction of the RDOs derives the particle pararadike four-momenta for
electrons, photons, muons, jets etc., as well as auxilidoymation (like the primary ver-
tex, missing transverse energy) for each event. In ordeptiongse the determination of

Btheraw data is a C++ object representation of byge-streanthat is the actual output of the EF
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Figure 3.14: Cluster finding scheme with the data objectshertdp and the algorithms
in the second row. Figure taken from [11].

the four-momentum, information from all detector partsasbined, without restrictions
on particle’s momentum or rapidity. First, tracking systana calorimeter reconstruction
are independent steps, followed by, second, combined sétmtion algorithms. The
identification of some of the physical objects is part of theanstruction, as well.

The track reconstruction has to deal with a variety of ddferdetector parts from the
Inner Detector as well as the Muon Spectrometer, accomgdnyialifferent coordinate
systems from measurements on their various surfaces. Ustriition of the track-finding
algorithm is shown in Figure 3.13, where, after the deteatiom of space points, a pre-
liminary track is tried to be found. The last step in the traekonstruction is the post
processing, which determines the primary vertex and regultrack particle” objects.

As the hadronic and electromagnetic calorimeters haveréifit data formats, a “cell
maker” (see Figure 3.14) algorithm is run in order to form ocoom objects for the
calorimetry. In the following, two different kinds of algtdims are used to find the out-
put (“energy clusters”): theliding windowalgorithm (see Sections 5.3.1 and 5.4) and a
topological clustemlgorithm.

Subsequent to the determination of the objects that forrack tor a cluster individu-
ally, the combination of the results yields in the identifica of physical objects. Highp
electrons gy > 10 GeV), for example, become identified by associating tracksusters
found by the sliding-window algorithm as well as by compgtshower-shape and other
variables. Soft-elecctrong{ < 10 GeV), on the other hand, are found by extrapolating
the track to the calorimeter, where the topological-cluatgorithm is run. This gives a
higher efficiency for lowp; electrons than to start from two objects, a track in the ID and
a cluster given by the sliding-window algorithm. The veryngaconsiderations hold for
the photon search, with a track veto if an associated clisteund.

Similar algorithms are run to identify muons, jets, tauotts, éut are not to be dis-
cussed in this context. More details on the electron recoctsdbn algorithms will be
given in Chapter 5.
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3.6 Luminosity Determination

An important parameter for each particle accelerator ewpatt is the instantaneous lumi-
nosity, which is a measure for the number of particles peramea per unit time times the
opacity of the target. With this parameter, the expecteetadtion rate can be calculated
for an experiment. During one fill, the number of particles Imgnch varies significantly
due to collisions and imperfect beam quality. The instagdais luminosity follows an
exponential decay function with a lifetime of about 15 ho(gse Reference [48]). By
dividing each fill in short time periods of “luminosity blosk in which the instantaneous
luminosity is assumed to be constant, ATLAS tracks thesagésand makes them avail-
able for following analysis. The blocks cover a period ondhaer of minutes.

The primary luminosity measurement system in ATLAS is LU&|Dwhich is the
only detector primarily dedicated to online luminosity ntoning (see Reference [3]). It
uses Cerenkov radiation to detect inelagiiscattering in the forward direction. Since its
purpose is to provide charged particle multiplicity for il monitoring, a part of LUCID
events will also be used for detailed offline luminosity $¢sd

The LUCID detectors are placed around the beam pipe (radtdrece~ 10 cm)
at both sides of the ATLAS interaction point at~ 17 m. Each detector consists of
aluminium drift tubes, filled with ¢F,,. The tubes ard5 mm in diameter, and each
detector contain80 of them. The online monitoring criteria can sufficiently lafifled
by simply counting the number of tubes with a signal abovevargthreshold.

Further methods like BCM (see Reference [38]) and ALFA (setefence [3]) com-
plement the LUCID measurements and help to improve thalr@ticuracy of the instan-
taneous luminosity measurement free20-30% to ~ 5% in later stages of the ATLAS
experiment. However, this accuracy can only be reached bgitogy events relative to
an already known, “reference” cross-section, like the somfthe~y*/Z production. An
high-precision absolute measurement is not possible.

A completely different technique that does not take intooact reference cross-
sections is th&gan der Meemethod, also known as “beam separation” or “luminosity”
scans. The basic idea—as it is describedan der Meer’'snitial proposal (see Reference
[73]) for the ISR—is to determine the “effective beam height

_ [ p(z)dz- [ pa(2)dz
T Tn@)m(z)dz (3.5)

with p; as the beam-densities as a function of the vertical coa@indy displacing one
of the beams vertically with respect to the other, the cawntate that can be measured
within ATLAS is plotted versus the beam displacement, whiebults in a Gaussian-
shaped curve with a maximum at zero displacement. The pothat the effective beam

heff

19 Uminosity measurement using Cerenkov Integrating Detect
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heightis equal to the area under the Gaussian divided by tiesate at zero displacement.
This measure is completely independent of the beam shaghk its
Transferring this method to ATLAS, the instantaneous Iuwsity can be calculated

by:
7. ,u'nb'fr'll'IQ’
2m - g - Xy,

with 7, , as the beam intensities aht} , as the standard deviations of the Gaussian dis-
tributions in the transverse y plane. By measuring the rates in the previously described
ways within ATLAS, the beam intensities can be derived.

Each luminosity scan in ATLAS consists of 27 steps, wherdal tange of+-60peam
in beam separation is covered horizontally and vertically.(,is the nominal transverse
size of the beams in ATLAS). With this method, the systematicertainty of~ 20%,
which results from the imperfect knowledge of the inclusiveastic cross-section in the

simulation, is reduced by a factor of two.

(3.6)
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<Durch bloRes logisches Denken
vermogen wir keinerlei Wissen uber
die Erfahrungswelt zu erlangen; alles
Wissen Uber Wirklichkeit geht von der
Erfahrung aus und mindet in ihr.>

Albert Einstein (*1879, 11955)

The Monte Carlo Simulation

4.1 Introduction

In the early days of particle physics, the only way to studgipl@s was either via exclu-
sive counting experiments or by visualising the particfeghs in, e.g., bubble chambers.

With the increasing performance of accelerators and detechowever, it became
more and more important to be able to simulate already deseolvphysics processes
and to implement new theoretical developments within theutation in order to mirror
physics in computer models. Over the years, many differiemilgations have been devel-
oped, some to describe processes at Leading Order (LO), @#oNext-to Leading Order
(NLO) or even Next-to Next-to Leading Order (NNLO). The yi of event generators
also allows for cross-checking results and to estimateegyatic uncertainties.

Translated to ATLAS, the aim is to reach the byte-streamdwaf) tevel with the sim-
ulation, meaning that the simulation chain (see Figure Hak)to take care of the event
generation with a suitable Monte Carlo simulator as welhasdetector simulation.

Within this brief chapter, the event generation with EReT'HI A generator will shortly
be introduced (see Section 4.2), followed by an overvievhefATLAS detector simula-
tion (see Section 4.3). At the end, the different signal aaxkground samples being used
in this analysis will be shown.

4.2 Event Generation

With the hundreds of particles being created in each evetiteat HC, it is absolutely
essential to model these complex physics processes withit gemerators (see Refer-
ence [3]). They deliver valuable input for analysis strasde.g., optimising signal-to-
background ratios), estimate acceptance correctionsewvath at the planning stage of
detectors, requirements on their construction.

As the generated events serve as input for the detector aioml(see next sec-
tion), the output of the various generators has to be coilpatd the common format
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Chapter 4. The Monte Carlo Simulation
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Figure 4.1 Data flow in the simulation chain. Rounded regis show objects in the
event data model, whilst rectangles represent procestggs Figure taken from [3].
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(“HepMC”, see Reference [43]).
Monte Carlo generators likeYTHI A [72], HERW G [40], Al pGen [64] and others,
have to model in particular:

» Initial State Radiation (ISR), where one of the partonsatet a gluong — qg)
before the actual interaction

» the actual hard process, where the interacting partonsesided by the PDFs

» possible multiple interactions from the remaining partand showers originating
from beam remnants

» intermediate states, suchds"/Z resonsances
» decays of particles produced in the hard process

» Final State Radiation (FSR), characterising the energg/dba (stable) decay prod-
uct, likee — e+~

» hadronisation of the resulting partons and gluons and thyggurdescription of their
possible subsequent decays

» final state parton showers

Since it only simulates the hard-process itself, hadrdioisand final state parton showers
cannot be simulated alone withih pGen.
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4.3. Detector Simulation —GEANT4

As on of the underlying principles in particle physics is gusn mechanics, ran-
domness plays an important role. In order to simulate a ggge&/en by nature that is
described by a functiorf(z) (where f(x) can stand for anything like a fragmentation
function or a differential cross-section), the task is tesea randome in a way that
the probability in a small intervallz aroundz is proportional tof (x)dx (see Reference
[72]).

One important difficulty for Monte Carlo simulations are itations in the phase space
of certain processes. If, for instance, a multi-dimendidmaction f(x) could be fac-
torised in order to pick phase-space variables for eachmsioa separately, the impact
on the simulation is small. If the factorisation is not pbssj however, the simulation can
become quite inefficient due to the randomly chosemhich has to satisfy the phase-
space conditions now in ardimensional hyperspace.

In Chapter 2, the PDF$,(x, Q*) have been introduced as the parametrisation of the
probability for finding a partory with the energy fraction: of the beam’s energy at a
virtually scale@?, with the normalisation conditiof - fol dz zf,(x,Q*) = 1. Within
PYTHI A, many different PDFs can be chosen. The standard is the L@imgmtation by
the CTEQ group (see Reference [63]), CTEQG6L, and is thezeftso the parametrisation
of the samples used in this analysis (see Section 4.4).

In terms of event generation VRYTHI A, the production of the* /7 interference is
a2 — 1 process, even if additional jets arise from ISR. The cressien is given by
Equation 2.40, when the decay of the interference is notideredd. Apart fronPYTHI A
and Al pGen, the MC@LO generator that is also used in this analysis is the only one
above the LO level. Its advantages are a modified subtraotiethod in order to deal
with divergences such that a cut-off is no longer needed laaithe leadingyr emission
in the initial state is calculated precisely.

With the decay width of th&Z and the known branching ratio of its decay to two elec-
trons, the event simulation of the procegs— v*/Z + X — ete” + X is complete. Af-
ter translating the generator-specific event-informaito the common HepMC format,
the detector simulation can take place.

4.3 Detector Simulation —GEANT4

The depiction of a complex machine like ATLAS within a softedramework needs a
great effort and is done within tHeEANT4 toolkit (see Reference [13]). It has to meet at
least the following requirements:

» mirror ATLAS’ geometry and its material distribution
» track particles through the detector and through exterragmatic fields
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Chapter 4. The Monte Carlo Simulation

» handle particle interactions within the detector geometnyectly
» simulate the detector response of sensitive parts
» store the event data in a format that is compatible with theshcletector output

The input of the detector simulation is the HepMC output okaant generator (see
previous section) and contains primary particles and pymartices of the event, after
an additional filtering stage. Hits produced by the simolattan directly be digitised
and transformed into RDOs, or can be sent to the pile-up idhgoy first (see Figure
4.1, Reference [69]). The digitisation also includes timeudation of channel-by-channel
response variations as well as electronic noise. Aftersyatte digitised information is
passed to the Read-Out-Driver (ROD) emulation algorithrargter to form RDOs. The
ROD emulation might be skipped, however, to directly form@n passthrough mode.
By building RDOs, the simulation chain is completed and thené can be analysed by
the reconstruction software.

Even after optimisation of the ATLAS simulation it is stilexy time-consuming to
simulate events, witl® 10 min per event. Therefore, most of the simulations are a cen-
tralised effort by the ATLAS collaboration.

Apart from dedicated test-beams, the uncertainties onnipéementation of the AT-
LAS detector can be estimated by intentionally adding nitér the simulation or by
misaligning detector parts.

4.4 Samples Used in this Analysis

For the purpose of this analysis, the simulation of six défé physics processes have
been used, all of them generated and reconstructed by thé&®&Tdollaboration, due
to the heavily time-consuming process of event reconstmicfThe event generators in
use werePYTHI A, version 6.4Al pGen+HERW G (LO) andMCQNLO. The ATLAS re-
construction software used version 14.2.20. At the begopoif this analysis, a center-
of-mass energy of0 TeV was anticipated for early running of the LHC. Therefaa,
increased effort was made to produce Monte Carlo samplebkifoenergy. As it turned
out, only an energy 03.5 TeV per beam could be realised for the early phase of ATLAS
operation. Sinc& TeV samples had not yet been produced, this analysis usés e/
samples for signal and background channels that will nomtseduced, and their impact
on the analysis will be discussed briefly. An overview of aliples gives Table 4.1.
Almost each generator output runs throudhtar that sorts out events that most likely
would not become reconstructed at all, hence reducing tleatof events entering the
time-consuming reconstruction beforehand. To avoid pbesdiias, the filter criteria are
quite loose, mostly concentrating on objects that miss iinerl Detector. For instance,
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4.4. Samples Used in this Analysis

Sample Generator Ot 1 ND Events [dt.Z/pb™* Ep

Z —ete PYTH A 1.147 3,023,412 2,846.9 0.956
QCD PYTHI A 1,458,000. 8,608,768 0.0787 0.075
tt MC@NLO 0.2029 321,306 1,583.7 1.

W +1jet Al pGen+ 2.112 60,741 31.96 0.9
W+ 2jets Al pGen+ 0.676 107,920  159.6 1.

W — ev PYTHI A 11.76 59,995 5.793 0.88

Table 4.1: Summary of the Monte Carlo samples used withgdhalysis. Each sample
is generated for/s = 10 GeV.

the filter criterion for events to enter the detector simalator the signal sample is that
at least one of the generated particles has to be wiitiia 2.8.

The simulation of the signal channel was generated witha {@D) cross-section
owt = 1.147 nb. After the filter, the “Monte Carlo truth” sample contaim®re than3
Million v*/Z — ete™ events, corresponding to an integrated luminosity.8f fbo—1.
Besides the “on-shell” intermediate state, the sample includes the off-shellgphpart
as well as the* /7 interference. In order to remove the lower-mass Drell-Yamponent,
the invariant mass of the lepton pair must excé@Ge\ .

QCD events with jets in the final state contribute dominatdglyhe background for
the signal channel. Even though the jet suppression woris well in ATLAS, the
enormous cross-sectiom = 1.46 - 10° nb) leads to a large amount of events where
jets become misidentified as electrons and thus fakeleson. With the computing
limitations described earlier, the sample contains.6 Million events or0.079 pb~! of
data. The filter removes most of the events on generator, lswvele many QCPevents
do not result in concentrated jets or the jets’ energies@yddw. The event is kept if
at least one stable particle (excluding electrons and mueitls p > 17 GeV is inside
an energy deposition in a windosxn x A¢ = 0.12 x 0.12. In this way, 7.5% of the
generated events enter the detector simulation.

The production of top pairs in ATLAS is expected to contrédstgnificantly to the
background, with highpr electrons originating from the semi-leptonic decay of eagh
particlet — bW — bev. Hence, if théV* bosons from the decay of thepair both decay
via the electron channel, the final state contains an elegositron pair. A sufficiently
large sample is available, with an integrated luminosityof.6 fo~.

Lin particle physics, masses and momenta of particles arencanly given in units of energy, with
c=h=1

2strictly speaking, the sample also contains other prosesih electrons in the final state, liké, W
andZ production. These events are removed in the selection gsdc@rder to clean up the sample
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Chapter 4. The Monte Carlo Simulation

Two additional samples are used in order to estimate thegbackd contribution to
they*/Z — ete™ analysis:pp — W + njets, withn = 1,2. Here, one electron origi-
nates from the decayy’ — er and the other one from a misidentified jet. For the 1 (2)
jet(s) samples 60,000 (= 110,000) simulated events are available. Because of the cross-
sections that are comparable to the one from the signal gaamal the jet suppression
factor, they are not expected to contribute significantlgheobackground.

In order to study possible biases arising from correlatioetsveen the electron and
the positron of the final state when determining single ebecefficiencies, &V — ev
sample containing:z 60,000 events is used.
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<Die «Bahn> des Elektrons entsteht erst
dadurch, dass wir sie beobachten. >

Werner Heisenberg (1901, 1976)

Electrons in the ATLAS Experiment

5.1 Introduction

In this chapter, the way a physical object like an electrodeBned within the ATLAS
experiment, is being discussed. When an actual electrasepdbke detector, it usually
leaves discrete information in the inner detector as wedicase energy at a certain spot
in the electromagnetic calorimeter. This interaction isal#ed in Section 5.2.

As there are many particles and particle-like objects witine single event, the trig-
ger system (see Section 3.4) has to merge the informatiade by the various detector
parts to reconstruct these objects. Thus, many of the #hgosiof the offline reconstruc-
tion are also implemented in the trigger. A clean separaiemveen trigger and (elec-
tron) reconstruction done by the offline software is thuspuassible. In the following,
the chronological order is being kept, meaning that, fite, different trigger stages are
described (Section 5.3), which provide, second, an eventlie reconstruction software
can analyse afterwards. If there are parallels betweemnvihparts, the trigger description
will refer to the detailed reconstruction walk-through ¢8en 5.4).

Not only during the start-up phase of the ATLAS experiment,diso in later stages
with higher energies and luminosities, high-electrons are important objects to trigger
on, as they appear not only in well-known processes, sucheasrte discussed in this
analysis, but also in final states of, yet unseen, “new pBydike SUSY. Therefore it is
necessary to trigger on electrons reliably.

5.2 Electron Signature in ATLAS

On its way through the ATLAS detector, the electron passesdifferent kinds of sub-
detectors: the Inner Detector (ID) with the tracking systehere it ideally should loose
none of its energy, and the electromagnetic calorimetegrgjtagain ideally, the electron
should be stopped, i.e. all of its energy should be depobieel It is obvious that these
idealised requirements cannot be fulfilled in an experim€&he different deviations from
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Chapter 5. Electrons in the ATLAS Experiment
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Figure 5.1: Left: track reconstruction efficiencies forattens with a giverpy as func-
tions of |p|. Right: energy resolution of electrons in the electromégrealorimeter for
different values ofr|. Figures taken from [4].

this idealised detector have to be known precisely to ereshrgh-precision measurement
within ATLAS.

5.2.1 Tracking System

As described in Section 3.3, the inner detector consistsRika Detector (PD), a Semi
Conductor Tracker (SCT) and a Transition Radiation Tra¢k&T). An electron leaves
track points in each of these sub-detectors; the numbet®ahleast required to qualify
for a possible track reconstruction can be adjusted indalig. The solenoidal magnetic
field bends the trajectory of charged particles, allowirig determine the momentum and
the sign of the charge.

Even if the resolution of the tracking system improves wiigfhler-£ electrons, the
effects from electron bremsstrahlung and photon convessiave negative impact on the
resolution and the track reconstruction efficiency of etats. The latter is shown in Fig-
ure 5.1: for lowp electrons, the amount of material is mirrored in the lowécieincy, as
the effect of bremsstrahlung becomes important here. Thre significant drop at larger
In| underlines this as more material has to be traversed.

5.2.2 Calorimeter

When an electron passes the electromagnetic calorimetergsction 3.3), it initially
loses energy due to bremsstrahltingThe radiated photon loses energy by electron-
positron pair creation whilst the initial electron can mdkemsstrahlung again. The
result is an electromagnetic shower that consists of plsp&lactrons and positrons. Each
process comes along with a loss of energy, that is absorbéuebyetector. The energy

lat energieg 1 GeV the fraction isv 100%
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5.3. Triggering on Electrons

deposit in the detector is measured and it is therefore tieation to completely stop the
electron within the calorimeter, so that its total energy ba recorded.

But even if this succeeds, one does not knowoiiginal energy. While travelingo
the calorimeter, the electron has to pass varying amountsatérial, mostly within the
ID. Furthermore, the position measurement might also nagéXaet due to the limited
granularity and effects of the accordion geometry of thetedenagnetic calorimeter etc.
Therefore, corrections have to be applied to the infornmadielivered by the calorimeter,
to ensure uniformity in both, position and energy measurgme

Figure 5.1 shows the resulting energy resolution for ebedrin the electromagnetic
calorimeter. It reflects the better resolution when smalleounts of material have to be
traversed by the particle, usually at lowsy.

5.3 Triggering on Electrons

The technical implementation of the ATLAS trigger systershewn in Section 3.4. In a
nutshell, the three trigger stages sort out events witresselr uninteresting information.
While the understanding of the detector will increase oweet it will happen that inter-
esting information during early running will become unattive, making it mandatory
to be flexible with trigger signatures. The leptonic decayhefZ boson, for example, is
used as a “standard candle” for detector calibration assitlean final states{, 1), al-
lowing studies of the detector response. Later on, the expat will start concentrating
on the search for new signatures and handle the former sthodadle as background.

The need for flexibility in trigger signatures is mirroredime trigger menus (see Sec-
tion 5.3.4), which are configurable sets of triggems(L1) andchains(HLT). The nam-
ing scheme for a Level-1 item is composed of the Rol multigliév (omitted if N=1),
the trigger purpose (“EM” for electrons and photons), fyethreshold cutX X (in GeV)
and the suffix "1” if the Rol has to fulfil the isolation requimeents: LINEMX X|. For
this analysis, the trigger item LEM7? is being used. In case of the HLT, the naming pat-
tern is similar, e.g., E1Qmedium. The suffix “loose”, “medium” or “tight” denotes the
selection cuts which have been applied (see Section 5.8)cdlkection of related trigger
items and chains are callstgnaturese.g.,e10_nedi umsignature, which includes the

items (chains) LIEM7, L2_e1lQmedium and EFe10medium.

At first, the general way ATLAS triggers on electrons (and twtpns, for the first
trigger stage) is explained.

2only information from the first-level trigger has been usasithe corresponding HLT information was
not available in the centrally produced sample
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Figure 5.2: L1 trigger towers. Left: representation of a 4 window of trigger towers;
right: sliding-window algorithm to find a “region of intergsFigure taken from [4].

5.3.1 First Level Trigger

The first, hardware based trigger stage has to reduce theningaevent-rate by many
orders of magnitude in only a few microseconds time. In @sttto the following trigger
stages it is therefore impossible to use data from the whetectbr to base the trig-
ger decision on. For the search for electromagnetic objecty information from the
calorimeters is available, at the cost of a coarser graitylarhis implies that a separa-
tion of photons and electrons is not possible within L1.

Figure 5.2 shows a sketch of the L1 trigger towers: in egchdirection, four of
the calorimeter cells are summed upAhk, building one trigger tower with a resulting
An x A¢ = 0.1 x 0.1 granularity for|n| < 2.5. In the next step, a sliding-window algo-
rithm tries to find a local maximum (“region of interest”, Rah the transverse energy of
a2 x 2 window with the comparison operators also shown in Figu2e 5.

Once such a local maximum has been found, a variety of dihesums is calculated
in order to compare them to given thresholds. These sumsdof@vs:

e four sums of adjacent trigger towers within the region oérest: at least one of

these2 x 1—or1 x 2, respectively— sums has to pass a pre-defined energy thresh-

old

e electromagnetic isolation: the ring of 12 trigger towergsunding the Rol is used
to veto on energy depositions close to the core region
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5.3. Triggering on Electrons

e hadronic core: the x 2 trigger towers in the hadronic calorimeter corresponding
to the Rol; if a certain threshold is exceeded, the objedthelrejected to be an
electron or a photon

¢ hadronic isolation: ring of 12 trigger towers around theroadt core, also used to
veto on electromagnetic objects

To get an object to be accepted as an electromagnetic oltj&dt, ahe transverse
energy of the first sum has to pass the given threshold, widle@ther three sums must
not exceed their individual values.

The importance of a perfectly working L1 trigger manifesighe fact that—in or-
der to enable the following stages to use the full detecttmrmation—only the regions
of interest are passed to the second trigger-stage. Thug, fdils to provide the Rol
information, it will not be investigated by level 2 and theald event might be lost.

5.3.2 Second Level Trigger

As described in the previous section, the software-basettigiger works with the Rol
information provided by the L1 trigger. For these regiome full detector-information
is accessible (see Reference [4]). Within thig x A¢ = 0.4 x 0.4 window, the trig-
ger scans the cells of the calorimeter's middle layer to fimel dbne with the highest
Er, which, in the following, is used as a seed to build a new elustith an area of
An x A¢ = 0.075 x 0.175. To account for electron bremsstrahlung and photon conver-
sions, the window size in is coarser than in.

When trying to differentiate electromagnetic particlesiirother objects, such as jets,
the L2 trigger takes advantage of the fact that they areréifitein the amount of energy
they deposit in the calorimeters as well as their distingaide shower width. As electro-
magnetic showers are smaller than hadronic showers, thegfiasularity at the L2 stage
allows to cut on this quantity.

Another huge advantage over the L1 trigger is the compreterd the tracking
information of the inner detector at L2. When an object hased all calorimeter-based
cuts, a track-finding algorithm is run, followed by a loosk-Rol matching. In a second
step, the track-position is extrapolated to the calorimaiel compared to the one of the
cluster to tighten the matching criteria even further.

The detailed algorithms that are applied by the second ardittigger stage will be
discussed in Section 5.4.

5.3.3 Event Filter

The last trigger stage is the Event Filter (EF). Like L2, tHe mBainly adopts the algo-
rithms of the offline reconstruction; thus, the same remark$or the L2 hold for the
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Chapter 5. Electrons in the ATLAS Experiment

explanation of these. While the algorithms are almost timeesaheir technical applica-
tion is different between reconstruction and EF.

Once an event has been recorded, the offline software ascémsahole detector-
information for it, where the EF, similar to L2, makes use loé tseeds of the previ-
ous trigger stage. It therefore runs the same algorithmgdoh given seed and only
for this specific part of the detector. The window size usedcfasters in the EF is
An x Ag = 0.125 x 0.125.

Compared to L2, the track reconstruction in the EF is greatlyganced. Whilst L2
only used rudimentary track-finding algorithms, EF aldguoris come close to the ones
from offline reconstruction. However, some time-consunsteps have been skipped in
the trigger. Another advantage of the EF over L2 is the motailéel calibration and
alignment information at this stage. Finally, the electidentification is improved at the
EF stage: the classification lnose mediumandtight electrons has been adopted from
the offline reconstruction, as well as most of the cuts thilthva introduced in Section
5.5.

5.3.4 Trigger Menus

Since this analysis concentrates on simulations of very €ata, trigger menus will be
discussed for this early period. This means low triggershotds and menus dedicated
to examine Standard Model physics. With higher luminositager on, lower trigger
thresholds will not be kept in order to comply with the fixedeoadl output rate. The
menus will then allow to select specific signatures of rageesses and physics beyond
the Standard Model.

Trigger menus consist of various trigger chains (or “signes”), to allow the selection
of different processes. The choice of items in the menu hassfeect the overall output
rate of each trigger stage. Thus, the sum of all contributatgs must not exceed
75 kHz for L1 and~ 200 Hz for the HLT, respectively. An excerpt of a trigger menu for
early running { = 103! cm~2s7!) is shown in Table 5.3.

When looking at the relevant trigger items for early anaysiATLAS,e10 and2e5,
it is obvious that such low thresholds cannot be kept for @éidghminosities in later LHC-
operation, as the output rate of the trigger would be too .hihthe di-electron trigger
uses lower threshold and is also used to triggerd oW events, thee10 trigger chain is
preferred.

5.4 Electron Reconstruction

Within ATLAS, objects named as “reconstructed electrora/énto be separated from the
term “identified electrons”. Latter are a subset of recartdrd electrons and are going

66



5.4. Electron Reconstruction

Signature L1 rate (Hz) | HLT rate (Hz) Comments
Minimum bias | Up to 10000 10 Pre-scaled trigger item
el0 5000 21 b,c — e, W, Z, Drell-Yan, t7
2e5 6500 6 Drell-Yan, J/y, Y, Z
Y20 370 6 Direct photons, y-jet balance
2915 100 <1 Photon pairs
ul10 360 19 W, Z, tf
2u4 70 3 B-physics, Drell-Yan, J/y, Y, Z
ud +Jy(up) 1800 <1 B-physics
j120 9 9 QCD and other high-pr jet final states
4j23 8 5 Multi-jet final states
720i + xE30 | 5000 (see text) 10 W, tt
720i + el0 130 1 Z— 1T
7201 + U6 20 3 Z—1T

Figure 5.3: Trigger menu for an instantaneous luminositydf cm—2s~! during early
data taking at ATLAS. Table taken from [3].

to be discussed in the next section. Here, the (standardithign for the reconstruction
process is explained, which is used for non-lpwelectrons.

Seed clusters. The electron reconstruction uses the—already describ&dme win-
dow algorithm to look for locaF'r-maxima in the calorimeter/y > 3 GeV). The win-
dow size isAn x A¢ = 0.125 x 0.125, as five cells in the second sampling are combined
in each directioh Each of the so found clusters is used as a seed to look forsalipo
matching track from the Inner Detector. Additionally, thgyster/ Prrack ratio is required to
be less than0. Even if these criteria are quite weak, a few percent of risteons are
lost at this stage due to the traversed material in the ID.

If the loose track-cluster matching fails, the cluster imsidered to be a photon,
rather than an electron. However, this might also happeel&mtrons which emit hard
bremsstrahlung and is one source of possible inefficiencies

The track reconstruction works in three steps (see Refer@jdor details): the pre-
processing, where the raw information is transformed t@apoints within the sub-
detectors; the track-finding itself; the post-processivizggre primary and secondary ver-
tices are reconstructed and possible photon conversiertseang considered.

Track finding. The track-finding algorithm uses an inside-out and, like ¢hester-
finding, a seeded approach: starting with the hits in thelE»etector and a hit in the

3this is only valid for the detector’s central regidn} < 2.5.
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first SCT-layer, a proto-track is formed and propagatedudinahe rest of the SCT. If fur-
ther space-points from the pre-processing can be assigited track-candidate is found.
Now, fits are applied, ambiguities are removed and the dlguriries to reject fake tracks.
With the surviving track-candidates, an extrapolatiow itite TRT tries to associate hit-
points with them and, if successful, a fit with informationatifthree sub-detectors is run
to ensure the quality of the track.

Final cluster reconstruction. Subsequent to the track-matching and, hence, after the
classification as electron or photon, the full cluster restarction is run in order to apply
specific algorithms for the given particle.

In this final step of particle reconstruction, the algorithas to account for all correc-
tions that have to be applied, since both, position and gnespsurements are distorted
by different factors, which now will be briefly discusseddd$geference [4] for details).

The positionof a cluster, measured impand ¢, is defined as the-coordinate of the
second sampling and a weighted average ofjtkeordinate of the first and second sam-
pling, aftercorrections. Im, a particle would have a fixed value in each of the calorimeter
samplings, if its vertex is the origin of the detector. Asstls generally not the case, a
“depth” has to be assumed for each sampling. Due to the fingeugarity, the energy
measurement in each cell is biased, dependent on where tidepactually hits a cell.
This leads to an effect referred to as “S-shape” and has tataenetrized for each region
of the calorimeter specifically, as the shape of the cellesaln ¢, the “S-shape” effect
would also occur, but in this coordinate, the accordioncstme of the calorimeter dimin-
ishes it due to the increased energy sharing between atljgeiés) The bias inp that is
introduced by ther{ dependent) shower-depth is symmetric.

For theenergyof a cluster, it is not sufficient to simply add the energy dapons
within the electromagnetic calorimeter, but also accowntenergy lossebefore and
remaining energyafter it. Currently, two competing methods can be used to apply the
energy-corrections: the default “4-weight method” and“tdaibration hit method”.

The4-weight methods named after the number of free parameters in the fit to get th
reconstructed cluster enefgy

Ereco= A(B + WpsEps+ Ey + Ey + W3E5) (5.1)

with Eps, F1, E> and E5 as the measured energy in the Presampler (PS) and the three
samplings of the electromagnetic calorimeter, respdgti¥®r eachy, region, defined by
the granularity of the second sampling, a minimisation eftdrm

XQ _ (Etrue - Ereco)2 (5.2)

o? (Etrue)

4the formula shown here is slightly altered for the transitiegion between barrel and endcap, but as
the principle of the method stays the same, it is not disaljdsre.
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is used to determine the overall scale the offset due to fatal energy-loss before the
PS, B, the weight to account for losses before the B$g and the correction for energy
that leaves the calorimetdi/;, applied to the energy measured in the third sampling. In
Equation 5.2, single particle simulations (for electrond photons separately) have been
used, witho?( Fye) as the expected energy resolution.

To understand the impact of tlkeposition on the measured energy, one has to recall
the accordion structure of the calorimeter: the amount gEpa absorber material the
particle encounters fluctuates periodically with the posiit hits. Thus, the reconstructed
energy varies, too. Im, the situation is much the same as for the formerly discussed
correction of the position: as the cells (in the second sangphave quadratic layout, the
more energy is deposited in a single cell the closer the inpdo the cell’s center. It is
obvious that a correction can be done by a quadratic function

Once arrived at this point, an electron in ATLASrexonstructedwhile in the next
step, quality criteria can be applied to categorise it. Thisecessary due to the fact that
the signal to background ratio is still bad at this point.

5.5 Electron Identification

The electron identification is divided in three classes lovafor different requirements
on signal efficiency and background suppression. Each ctassists of a set of various
cuts that are changeable within the reconstruction soéwar

An electron is either identified dsose mediumor tight, where the medium criterion
includes the loose cuts as well as the tight identificatiatudes both, loose and medium
cuts. Whilst medium and tight criteria use information frdme whole detector, the loose
identification makes only use of cuts on calorimeter vadalalue to latency restrictions
and the complexity of the tracking system. When discusdilegéd classes, one has to
keep in mind that with tighter cuts the background supposssnproves, but at the cost
of a worse signal efficiency, meaning that also real elestroight be rejected.

As QCD events are the main source of background, the thresedare optimised to
give the best signal efficiency and jet rejection:

e looseselection: cuts on shower shapes in the second sampling @lé¢lctromag-
netic calorimeter and cut on hadronic leakage

e mediunselection: track-quality cuts, improved cuts on showerpss, inclusion of
first sampling (important forr®-suppression)

e tight selection: cuts on the number of TRT-hits, th¢p-ratio and vertex-layer hit,
Ag¢-cut between track and cluster
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Figure 5.4: SignalX — e*e~ sample withEr > 15 GeV and|n| < 2.4) and hadronic-
background separation for two discriminating variable®ftL cluster-width in second
sampling of the electromagnetic calorimeter. Right: legkaf electromagnetic clusters
in the first compartment of the hadronic calorimeter. Figuedken from [2].

Most of the cuts have an and/or¢ dependency to account for the varying amount
of material in different regions of the detector. As the fieiiy of the reconstruction
software allows the changing of the ingredients of the egs§able 5.1 shows the imple-
mentation of the electron identification that has been ustdmthis analysis. Due to the
geometric dependency of most of the criteria, no specifiocvalites can be given in this
context (see Reference [14] for details).

Figure 5.4 shows the discrimination of signal and backgddon two variables given
in Table 5.1. The left plot shows the ratio of the enérdgposite in the second compart-
ment of the electromagnetic calorimeteBir 7 cells andr x 7 cells around the barycenter
of the cluster, denoted a3, in the table. If an object causes only small lateral showers,
the distribution should peak near zero as almost all of tted eduster energy is contained
already in the smaller window. Since electrons fulfil thigeston whilst hadrons usually
cause broader showers, background suppression is polsgibiroducing a cut-off at a
ratio where almost none of signal-electrons are located.

The plot on the right in Figure 5.4 gives the energy depasiiiothe first compart-
ment of the hadronic calorimeter divided by the total enadgpgosit in the electromag-
netic calorimeter, given asea in Table 5.1. As it is the purpose of the electromagnetic
calorimeter to completely contain the energy of electrams@hotons, the leakage of their
showers into the hadronic calorimeter should be small coetp® the energy deposit of
hadrons. As it is shown, the distribution peaks at zero fgnai electrons and drops
sharply with increasing energy contributions in the hadrgart of the calorimeter. This
allows a sufficient discrimination to hadronic objects,idrich the distribution is almost

5in this section, the expression “energy” always means wese energy
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Description Variable
overall acceptancen| < 2.47 acc

hadronic leakage: ratio di'r deposition in the first compartment of
the hadronic calorimeter (HAD) anfl; deposition in the electro-  hjeax

% magnetic calorimeter (EM)

- shower shape: rapidity ratio of cell energies}in 7 over7 x 7 cells R,
shower shape: azimuthal ratio of cell energie3 i3 over3 x 7 cells Ry
shower shape: lateral width of the shower weta2
EM: energy fraction in the first layer fi
EM: energy difference of 2nd largest energy deposition dedni- AR
nimum between the 1st and 2nd maximum °
EM: shower width in first layer wtots1
EM: shower width in first layer around most energetic cell atet

g EM: second largest energy deposition, normalised to alestergy Rmax2

g EM: total shower width wstot
EM: shower width of 3 strips around central one ws3
EM: energy fraction outside 3-strip core but within 7 strips Feide
Track Quality (TQ): number of hits in the PD Tpx
TQ: sum of hits in the PD and SCT Nsi
TQ: closest approach of track and vertex Ao
b layer: number of hits Np|
Track Matching (TM): difference in rapidity of cluster arma¢k An

E,, TM: azimuthal difference of cluster and track A

B TM: ratio cluster energy over track momentum %
TRT: number of hits NTRT

Table 5.1: Listing of the electron-identification criteri@ading to the classificatidnose
mediumandtight. The given set of definitions is applicable to release 14 efARLAS
reconstruction software. The specific cut criteria are tgagtand/or¢ dependent, see
Reference [14] for details.
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ID level Signal Efficiency (%) Jet Rejection Factor
loose 87.9+0.5 570 £ 10
medium 76.7+0.5 2,200 + 20

tight 61.3+0.5 (8+1)-10*

Table 5.2: Signal efficiency (from a simulatetl — e*e~ sample) for electrons with
Er > 17 GeV, and jet rejection. Numbers taken from [3].

constant.

Again, requiring certain conditions to be fulfilled for elean identification is always
a trade-off between signal efficiency and background ngjectrable 5.2 shows the two
variables for (reconstructed) electrons with > 17 GeV: each electron from the signal
sample pass the medium identification cugins% of all cases, leading to a total iden-
tification efficiency of76.7% for the Z event. The very good jet suppressionof,200
for the medium criterion, however, has an eminent negatigrct on this analysis. Since
two mis-identified jets are needed to survive the signaksele criteria (see Chapter 7),
atotal of> 4 - 10° events need to be generated in order to let one QCD backgevamd
survive the selection.

With a simulation rate of> 10 min per event, it is obvious that a sufficiently large
QCD sample cannot be simulated. Hence, the analysis wil thle identification cuts
and perform a re-weighting instead.
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Single-Electron Efficiencies

6.1 Introduction

In Chapter 5, the way an electrommaverses ATLAS, being triggered on and, in the end,
becoming reconstructed by the software, has been discussethil. But even with the
most sophisticated trigger-algorithms and reconstracsioftware, a part of these elec-
trons will not fire the trigger or be dismissed in the recamdion or identification process.
These falsely rejected electrons cairssficiencieswhich have to be known precisely in
order to be able to account for them by applying correctieng,, for the cross-section
determination.

The reasons that lead to inefficiencies are manifold andraepe their location within
the reconstruction chain. For example, the reason for thetiiication of an electron to
fail can be just one more hit required in the TRT or an insgfiti /p ratio due to fatal
bremsstrahlung. All of the criteria that are applied by theger or the reconstruction
software have in common that they should accept the signéstwiejecting as much
background as possible. Thus, itis always a trade-off batvleese two quantities: signal
efficiency versus background rejection.

Within this chapter, some of the methods, which can be usetetermine the in-
efficiencies that might occur, are described, with the foonsa data-driven approach
called thetag and probanethod. It is suitable to study inefficiencies on singletipbe
level and hence helps to determine systematic uncertgiatiethe efficiencies that can
be derived only from simulation. As a start, energy and spadisolutions for electrons
within ATLAS and theirimpact on the binning will be analyséollowed by general ideas
and concepts for the determination of efficiencies and tleeiip cuts that were applied
within the analysis. The chapter will be concluded by thesprgéation and discussion of
the results and the systematic uncertainties, which hase bensidered.

Lif not explicitly stated otherwise, the term “electron” @ys accounts for both, electron and positron
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6.2 Electron Resolution and Binning

If one imagines a perfect detector for particle physics,ould be able to measure pa-
rameters like energy and trajectory of a particle almosigotly without any differences
to its truth values. But in real life there are many factorst thmit the precision of the
measurement, thus contributing to a worse resolution irvéineble of interest. Energy
measurement suffers from effects like energy loss in frdrthe calorimeter, whereas
impacts on the spatial resolution are such as multipleexwadf, cell granularity, limited
read-out channels (and hence limited granularity as wetl)so on.

The resolution has a direct impact on the binning that willbed throughout the main
part of this analysis, as the resolution gives a lower limitte reasonable size of a bin in
the variable of interest. In order to study the resolutiarefectrons, the/ — e*e™ signal
sample that was introduced in Chapter 4 has been used amdjusin the following,
resolution studies are presented for the transverse e(€rgyand the pseudorapidity)
of the reconstructed electron. The resolution of each bbries determined in bins of
E;guth and|n”“th|.

6.2.1 Energy Resolution

The energy resolution is a measure of how strong the measutafthe energy fluctuates
around the truthvalue. It is conventionally parametrised as
o(E) a b

T:E@ﬁ@c' (6.1)

The three parameters are as followss thenoise ternthat gives a constant contribution
due to effects from the electronics or from radioactive gecdt dominates for low en-
ergies and usually becomes negligible for higher enerdiresampling ternb accounts
for statistical fluctuations in the shower development ali a& sampling fluctuations
within the calorimeter. Not dependent on the energy is tharpaterc, which is therefore
called constant term Effects like imperfect cell-calibration, non-lineaes or inter-cell
smearing contribute to this term. It dominates the resotudt high energies.

The energy resolution of the detector is determined as tifierelnce between mea-
sured and truth energy divided by the latter:

AE Ecalo - Etruth
Ftuth Ftruth

(6.2)

With only statistical effects contributing, the resultidgtribution would be a Gaussian.
For the energy response this is far from being true. As thetreles make bremsstrahlung

2when referring to “truth” parameters in this analysis, distthe particle’s properties on generator-level
before detector simulation are meant. For data-taking,ittiormation is given by the real parameters of
the particles and thus inaccessible.
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Figure 6.1: Left: example of a fit within a certafd™™-;""" bin with the Crystal-Ball
function; o = (2.327 + 0.025) x 1072, reducedy?® = 101.3/86. Right: resultingEr
resolution for different values af)|.

in front of the calorimeter, the distribution becomes asyatrio due to the systematic
measurement of lower energies for the electrons. Thus thgelotail towards lower
energies.

Fitting Procedure, Crystal-Ball Function

To account for the asymmetry of the distribution, a “Cry&all” function® has been used
to describe the spectrum. It consists of a Gaussian compantdna power-law tail to
low energies to parametrise the energy response of thetdef{eee Reference [52]):

(z—1)2

N - e 202 , |f % > —Q
fla) = no .2 2\ " -
N - (n) e ( no_ || — %) , otherwise

|al laf

(6.3)

Here,N is the normalisation factor andthe breaking point of the function. The breaking
point is responsible for the transition between the two congnts. The left panel of Fig-
ure 6.1 shows an example for the fit to the distribution wittiirGeV < Ef'h < 30 GeV
and0.3 < |n"™™" < 0.6. The fit is performed for the whol&™-|,"™"| plane, with the
width o being extracted as the resolution for the region.

Results

In order to visualise differences in the- resolution for different regions of the detector,
results from the fits in the right panel of Figure 6.1 are digpd separately for a set
of |n| ranges. Common for each region is the characteristic ingment in resolution

3named after the Crystal Ball collaborationSitAC
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Figure 6.2: Spatial resolution for electrons in the elatiagnetic calorimeter. Left: ex-
ample of a resolution fit with the normal distribution:= (3.2554-0.038) x 1072, reduced
x? = 20.8/26. Right: 53 resolution for differentzy.

with increasingEr, since fluctuations become less important at high energieslow-
E electrons the noise from the detector is of the order of thmimentum, thus the
resolution is worse. Clearly visible is the impact of the ammioof material in front of
the calorimeter: the energy resolution in tlxeegion close to the barrel-endcap transition
(|n°¥°| ~ 1.3) suffers the most from effects related to the material (sgarg 3.5) the
particle has to pass before hitting the calorimeter.

The results show a very good agreement with the studiesmiezben Reference [4],
which were also shown exemplarily in Figure 5.1.

6.2.2 Spatial Resolution

The second variable, which is important for this analyssthie pseudorapidity that
denotes the polar angle of the particle’s trajectory redtid the beam axis (see Equation
3.3). Each electron within ATLAS can be measured in two d#fe ways regarding:
from the position of the track in the Inner Detector and fréw@ position of the cluster in
the calorimeter. In the following, the twpmeasurements are denoted)asxk andcao,
respectively. Thus, the resolution will be determined petedently for the two different
parts of the detector, whilst the deviation of each measyrgdm the truth value is in
both cases determined as:

An = Nmeasured— Truth - (6.4)

Like for the energy resolution)y is calculated in bins ofs¥" and|,'™™).
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Figure 6.3: Spatial resolution for electrons in the tragkgystem. Left: example of a
resolution fit with the normal distribution; = (7.512 4+ 0.093) x 10~*, reducedy? =
27.1/24. Right: " resolution for differentzy.

Fitting Procedure
As already mentioned, effects like bremsstrahlung do retodithe distributions obtained
from Equation 6.4. Thus, the function used to fit the spestthe normal distribution,

(z—1)2

f(x)=N-e 22 | (6.5)

with N as the normalisation factor. The widitof the Gaussian thus gives the resolution
of the bin.

The left panel of Figure 6.2 shows an example of the agreebetween the fit and the
An distribution for20 GeV < Ef" < 25 GeV and0.3 < |7 < 0.6. The shift of the
location of the maximum that can be observed in Figure 6.2used by the granularity
of the calorimeter. In comparison, a fit to the) distribution in the sam&™- || bin
is shown in the left part of Figure 6.3. No shift between theximaim of the distribution
and the truth information of the particle is visible.

Results

When comparing Figures 6.2 and 6.3, the granularity of teetedmagnetic calorimeter
is mirrored in the resolution for the electrons. The resotutn the tracking system is
o(n"@K) ~ 6 x 10~4, whilst within the calorimeter the resolution is worse bgnakt two
orders of magnitudes(1n°¥°) ~ 2 x 1072

In addition to the different overall resolutions, the distitions show significant differ-
ences in shape and in théit- dependence. In the Inner Detector, the resolution improves
for higher values ofy|, reflecting the better track measurement with the growingtle
of the particle’s trajectory in this area. Af| = 1.0, the increasing amount of material
prevents a further improvement in the resolution, befogets worse since the coverage
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of the TRT ends gt)| = 2.0. The transverse momentum of the electron has also an impact
on the resolution (see Section 6.2.1). Léw-electrons £ < 25 GeV) face a constantly
lower resolution due to multiple scattering and/or bremasgtng.

A different behaviour than the Inner Detector showstiesolution for the calorime-
ter: as already mentioned, the coarser granularity of theriozeter cells prevents a
comparable resolution in and is therefore almost two orders of magnitudes worse than
the one from the tracking. As there is apparentlymodependence for electrons with
Er > 10 GeV, the resolution improves with higher values|gfand becomes constant
at|n| 2 1.5 due to the fact that the amount of (dead) material in fronhefdalorimeter
drops sharply for this region.

The very good spatial resolution of the inner detector mékdsvious to use the track-
ing variables instead of taking into account the calorimptsition of a cluster. However,
when considering objects that can be detected in differars pvithin the detector—such
as electrons with their tracking and calorimeter inforrmati-it is preferable to have a
common set of variablegll particles that may cause a cluster can be described with.
Thus, position and energy measurement from the calorinaeggenerally used in this
analysis, rather then mixing calorimeter and trackingnmfation in case of electrons. As
it will be shown in the next section, this does not have a neganpact on the analysis.

6.2.3 Electron Binning

In the following sections, many results will be presentediims of cluster (electronk
or cluster (electrony or in both, respectively. Choosing an appropriate binnimgither
variable depends on the expected amount of statistics perl the resolution for each
variable.

With the results from the previous section, a lower limit d@nset for the bin-sizes
in Er andn, as it would not be reasonable to enhance effects like bimatiam, where a
particle becomes reconstructed in another bin than it wigghaily generated due to im-
perfect detector resolution. This lower limit is givenzav g, ,,, whereo is the resolution
in the specificE; or ) bin, that has been determined in Section 6.2.

Although this analysis can revert to a sufficient amount afistics from the signal
sample, the artificial restriction t0 pb~! in order to “simulate” the feasibility of mea-
surements in a very early phase of the ATLAS experiment hagya hmpact on the bin
sizes. As it turns out, this restriction forces bin sizesiclwtalways fulfil the lower limit
given above. In parallel to Reference [16], which also idelsi contributions from this
analysis, the bin boundaries were chosen as follows:

Er = {15,20,25,30,35,40, 45,50, 60,120} GeV,
In| = {0,0.4,0.8,1.37,1.52,2.01,2.37} . (6.6)
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This results in a total of nine bins iy as well as fivé || bins.

6.3 Different Methods to Determine Efficiencies

As mentioned before, neither a detector recording nor asoé analysing events from an
experiment work withL00% accuracy. This trivial statement transferred to this asialy
results in the fact that not every electron originating fraghdecay is detected or correctly
reconstructed by the software to enter the analysis. Iflthfgens for just one of both
leptons, the whol& event cannot be reconstructed.

These occurring (in)efficiencies have to be known precigelgrder to account for
them via corrections. In order to determine the inefficies@ppropriately, two methods
that are completely independent from each other can be @gezlis based on information
taken from the simulation of the detector and is thereforeeth“Monte Carlo truth”. The
other one is a data-driven approach and does not rely onridation, called “tag and
probe” method.

With the arrival of data and hence in future analysis, thealagd-probe method will
be used to validate the simulation and/or estimate the rsydte uncertainties on the
efficiencies derived from the simulation. In the followingctions, both approaches are
first introduced in general. In a second step, their impleatens and specific selection
criteria will be shown in detail.

6.4 The “Truth Efficiency”

When simulating a physics event, all of the information dleach participating particle
can be saved and is therefore accessible within the analsisliscussed in Chapter 4,
the whole simulation chain is divided into three parts: theng simulation itself, the sim-
ulation of the detector response and the event recongirubyi the software. Important
for the determination of the “truth” efficiency is the datarfr the first and the last step.

The data from the event simulation shows, which particlagweesated by the simula-
tion, including the complete information about their vees, momenta, etc. Furthermore,
effects like initial or final state radiation can be studiéchis information of what has
been created can then be compared to what the simulatedatetesponse gives, and
whether, for example, a “truth electron” has also been rsttanted by the software. In
this way each efficiency like for the reconstruction, id&cdition or trigger is accessible
from the simulation.

“the bin atl.37 < |n| < 1.52is not counted in this context as it represents the tramsitigion from the
barrel to the endcap region within the detector. All clust@lectrons) reconstructed in this region will not
be taken into account for the rest of this analysis.
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The starting point for each truth-efficiency determinati&wa the clusters in the elec-
tromagnetic calorimeter in order to compare data-drivethoas with simulation-based
results later on. Otherwise, truth variables without dieterelated effects would become
compared to reconstructed variables.

6.4.1 Cluster Seeding

In Section 5.4 the way an electron is being reconstructedinvikTLAS has been de-
scribed. The starting pointis a cluster, loosely matchexdttack from the Inner Detector.
In order to determine the truth efficiencies, one can alsathiseluster objects to start
from if one assumes that almost every truth particle caustsséer object.

The verification that one truth electron has an associateslert—or electron—object
is done within the whole analysis via a cut on the distancevéen the objects in the-¢
plane. Itis calculated as follows:

AR = +/(An)%+ (A¢)?, with (in this case) (6.7)

clus _ truth

An = "=
A(b _ ¢clus_¢truth

If the distance between truth object and, in this case, etdi&s within0.15, the cluster
counts as matched to the truth electron. Figure 6.4 showprtit®bility, that a cluster
object is matched to one of the two truth electrons. The dv@n@bability, e¢jus = % is
99.2%, with a decreasing matching-efficiency at lower due to bremsstrahlung, which
causes cluster to fail the minimal criterion atl5 GeV. Even if the deviations from
100% are small, they have to be taken into account when discussistgmatics at the
end of this chapter.

At first glance, the matching of truth particles to clusteiigimhnot be necessary, as
the efficiencies that will be discussed in the next sectiousctalso be derived directly by
a matching between truth electron and, for example, a réxxarted object. The reason
for this “detour” is the fact that once clusters are asseddb the truth particle, the
parameters of interest can be expressed in cluster vasiablk hence are comparable to
guantities that do not rely on information from the simwdatii.e., truth variables.

As the specific cuts will be shown in Section 6.6, only a briefrwiew of the efficien-
cies of interest is given here.

6.4.2 Reconstruction Efficiency

In order to avoid introducing a possible source for biasheaath-electron will be con-
sidered separately for efficiency determination. Thusiilid reconstruction efficiency

82



6.4. The “Truth Efficiency”
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Figure 6.4: Probability that a cluster is matched to a triéicteon from theZ — efe™
decay, including statistical errors. All values are givemper cent.

is defined as the ratio between objects that are reconstralgetron-candidates matched
to the given cluster seeli™ and all seed-clusterycs;

reco

£l = (6.8)

truth — Nc|us ‘

6.4.3 Identification Efficiency

Once an electron has been reconstructed, the algorithrgarades each electron with
pre-defined cuts either as loose, medium or tight (see $ebtk). Therefore, the identi-
fication efficiency is calculated with respect to the recarded electron:

NID,X
D, x (6.9)

truth — Nreco’

whereN'P* can stand for each of the three identification categories.

6.4.4 Trigger Efficiency

Similar to the reconstruction efficiency, the trigger e#fiety can be determined by a
matching between the objects that build the quamiity* and the positions of trigger-
objects. Thus, if atrigger object is matched to the alreddwitified electron, it contributes
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to the numerator of the following equation:

trig,x
trig (ID), x N9
Etruth - NID.x :

(6.10)

Like for the various identification criteridy"9* can stand for each trigger stage, L1, L2
and EF. Due to the previously mentioned limitations of theduMonte Carlo sample,
only the L1 efficiency can be determined in this way.

In order to determine efficiencies for single electrons,ttigger efficiency is com-
monly given with respect to the offline reconstruction:

trig,x
trig (offline), x NT9
truth - Nreco :

(6.11)

It depends on the problem whether to use the method given bgtteq 6.10 or the one
given by Equation 6.11.

6.5 The “Tag and Probe” Method

The ATLAS detector is fully simulated within the reconsttioa software, so that the
detector response of a simulated event is, in principldy faledictable. Thus, the de-
scription of well-understood physics processes as wefbagxample, the determination
of efficiencies could naively be done completely within tivadation framework.

However, a particle detector, especially one of the size A4S, cannot be build
perfectly with all parts at their planned location on the sub-millterdevel. Any possible
offset has to be transferred to the simulation and might eoblvious until first data
arrives. Beyond misalignment, missing or additional matén the detector can also lead
to inaccurate results from the detector simulation.

During the phase of early data taking, misaligned detguéots may not be reflected
within the simulation, making it mandatory to derive sudevant information like the ef-
ficiencies also from data-driven methods, rather than ggamely on (maybe inaccurate)
information from the simulation. For this reason, the tag-probe method is being used.
With this method, trigger, reconstruction and identificatefficiencies can be determined
without taking the simulation into account.

The downside of a data-driven method is that a sufficient arholudata has first to
be taken. Especially during the early period of the expemintiee results from the data-
driven approach will be used to estimate the systematicrtainées on simulation-based
analysis.

6.5.1 Basic ldeas

As the name of the method already suggests, two objects aded¢o make this method
work. The decay of the*/Z interference into an electron-positron pair provides such
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6.5. The “Tag and Probe” Method

objects: while one of them acts as the “tag”, the other onséslas the “probe” that will
be tested for the condition(s) of interest.

An intrinsic “feature” of data is the lack of truth informati. Thus, it is unclear
whether a reconstructed electron originates from the de€ayZ boson or not. It is
therefore important to tune the selection in a way that a gefftly clean sample of
two-electron events can be selected, whereas “clean” mbeanisackground-suppression
should be as good as possible.

The first step is to select a “tag” object. For all reconsedcelectrons, stringent
cuts are applied in order to maximise the probability thasiin fact an electron. In
anticipation of the sections to follow, the quality of baokgnd suppression is given by
the tag selection, since the criteria for the second objaat o be quite weak in order to
prevent possible biases.

In a second step, for each of the tag electrons an object tb&iris being looked for.
The starting points are the cluster objects: when an eledtaverses ATLAS, it almost
certainly ¢ 99%) leads to an associated cluster object, which becomesstaoted by
the software. The cluster has to pagsreselectionwhere kinematic and geometric re-
guirements have to be fulfilled. The preselection is coretbly a cut on the invariant
mass of the tag electron and the cluster: if the invariantsnsot within a window
around the mass of thg boson, the cluster is not considered to originate from ac-ele
tron. Otherwise, the combination of tag and preselectedgemters the denominator to
determine the efficiency. If it also fulfils therobe requirementhat separates the differ-
ent efficiencies (as discussed below), the combinationeofay and the probe enters the
numerator as well. The tag-and-probe efficiency is then lsiagfined as

Ntag+probe condition

€tag and probe— \tag+probe preselectiori (6'12)

As already mentioned, one has to account for backgroundBween if the tag-and-probe
method is only applied to a simulated signal-only samplenare than half of all events
more than the two electrons from tedecay are available after reconstruction. Thus, the
tag-and-probe method cannot be used to naively “count’tewbat fulfil the criteria, but,

in order to account for background, it uses the combinediaramass of the tag and the
preselected probe to fit the resulting spectra, where aagmaof signal and background
is possible. Then Equation 6.12 reads as follows:

Ncondition __agcondition
. selected background (6 13)
Etag and probe— Npreselection Npreselection' :
selected ~ “‘“background

This method is not restricted to inclusive spectra, it cao dle used to determine the
efficiencies in bins ofr or ||, or even double-differentially i/ and || of the probe.
The limiting factor is the available amount of statisticii@h should be large enough to
ensure a stable fit.
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Chapter 6. Single-Electron Efficiencies

The following paragraphs show the definitions of the efficies, similarly to the
previously defined truth efficiencies.

Reconstruction Efficiency

In case of the reconstruction efficiency, the preselectetepis tried to be matched to an
electron object. If the reconstructed electron is reasigrabse to the preselected cluster,
the probe requirement is fulfilled. The reconstruction edficy is then defined as:

reco reco
reco NSG' B Nbg

gtag and probe— Npreselection Npreselection'
sel ~ “Vbg

(6.14)

Identification Efficiency

Reconstruction and trigger efficiencies can be defined wipect to the preselected clus-
ter. Since an object that becomes identified either as “lp6sedium” or “tight” is al-
ready reconstructed, the identification efficiency is neasly defined with respect to the

reconstructed electron:

reco+ID,x reco+ID,x
ID.x o Neel B Nbg
tag and probe reco __ reco
N, sel N bg

(6.15)

The “x” denotes the identification criterion. For the purgssf this analysis and to reflect
the conditions during early data-taking, the medium idexatiion-level will be used, if
not stated otherwise.

Trigger Efficiency

With the very same procedure like for the reconstructiomieificy, the trigger efficiencies
can be determined. In this case, the probe requiremeni i3-matched object at a certain
trigger stage that passes An-threshold which corresponds to the applied trigger chain.
In anticipation of the part of this analysis that will be preted in Chapter 8, the trigger
efficiencies are defined with respect to identified electrons

Nreco+ID+trig,x B Nreco+ID+trig,x

trig (ID),x __ *'sel bg
€tag and probe— Nreco+D _ prreco+ID ) (6.16)
bg

sel

where “x” denotes the trigger stage (L1, L2 or EF). The efficies for L2 and EF might
also be calculated with respect to the previous triggerestadnere the denominator in
Equation 6.16 has to be adjusted accordingly. However,aliitations in the available
Monte Carlo sample this analysis can only access the infiimmabtained by the level-1
trigger. With respect to the offline reconstruction, Eqoiats.16 reads as follows:

reco+trig,x reco+trig,x
trig (offline), x Nsel - Nbg (6 17)
tag and probe reco reco ! '
N, sel N bg
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6.5.2 “Truth Matched” Tag-and-Probe Efficiencies

When only dealing with the signal sample, one might assumelthickground is not in-
volved in this kind of analysis. However, as the simulatibthe process within the Monte
Carlo generator also considers effects like bremsstragtduna hence not only passes the
ete” pair to the detector simulation, there are usually more thxanelectrons that be-
come reconstructed by the software. Thus, it can happeratheast one of those addi-
tional electrons might pass the selection criteria, eitbethe tag or for both, the tag and
the probe. In this case, they contribute to the, so callesintwnatorial background” of
the signal sample, which is of the order-of1 %.

In order to study possible impacts, the selection of tagqanothe pairs can artificially
be “cleaned” by matching the positions of the tag-and-pudfjects to the)-¢ parameters
of the truth particles via &\ R cut (AR < 0.15). In this way only pairs that actually
originate from the simulated decay survive the selection of the tag-and-probe pair.

6.6 Event Selection

In this section the algorithms to determine the various iefficies will be explained in
detail. The common part is first to define a denominator fogilien efficiency, followed
by applying a criterion to create a subset that defines theerator. As mentioned ear-
lier, using the same variables with clustéf-and cluster; for truth and tag-and-probe
efficiencies gives the advantage of much better compatybiditween the resulting dis-
tributions.

For the tag-and-probe study, each distribution is avalaither as inclusive (i.e. not
binned in any variable), single differential (verstis or |n|), and double differential (in
bins of F1 and|n|) spectra in the invariant mass of the tag-and-probe pairordter
to comply with the restriction to an integrated luminosity 100 pb~! when applying
data-driven techniques within this analysis, a symmetthepseudorapidity variable is
assumed, which allows to use only its absolute values.

6.6.1 Truth Efficiencies

After the general discussion in Section 6.4 of how to deteentihe truth efficiencies, the
specific cuts are now presented. Since the efficiencies &eengdeed on single-electron
level, the electrons will be treated independently fromheaiher, no matter if they are
coming from the sam¢& boson or not. Possible biases that might be introduced due to
kinematic entanglement of the particles coming from theesamother particle, are going

to be discussed at the end of this chapter.
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Chapter 6. Single-Electron Efficiencies

cut requirement
barcode < 10°
particle ID +11
mother ID +23
status flag lor3

Table 6.1: Cuts to select the electron-positron pair on iggaelevel.

Within the simulation, the information about the generapedticles before enter-
ing the detector simulation is accessible. Since this dataonly contains information
about theZ boson and the electron-positron pair but also includes no#mgr particles
(~ 1,000) involved in the simulation, the pair of leptons from tAedecay has first to be-
come selected. This selection follows the same procedurenithe whole analysis and
is described in the following paragraph, before the furtiscussion of the efficiencies
continues.

Selection of the Truth Pair. The first step is to loop over all possible pairs of truth
objects. Each patrticle has to haveacode—which keeps track of the particle’s history
within a generated event—less th&i¥, meaning that later stages of a particle’s history
are rejected. Thparticle’s ID must bet-11, which is the PDGcode for an electroni(11)

or a positron £11) in Monte Carlo generators likeYTHI A, as described in Reference
[53]. Since these objects could originate from other prees®r might come from photon
conversions, thenother's IDmust equat-23, which stands for & boson.

The status flagof a particle denotes whether or not it is stable. This isipalerly
important for the invariant mass spectrum of the two (trdéiptons, as events affected
by final state radiation (FSR) have their invariant mads¢*e™), shifted towards lower
masses. Thus, the distinction can be made between a stafud 84 FSR possible) and
1 (stable). It depends on the purpose of the specific analbigh value needs to be
chosen.

With these criteria, the two leptons from tliledecay can be selected for each event
on truth level. A summary of these cuts is shown in Table 6.1.

After selecting the truth electrons, the correspondingrimleter objects have to be
found. In order to find the cluster “belonging” to a truth ddijethe distance in the-
¢ plane that is calculated via Equation 6.8 must not exdéeed This happens to be
the case for 99% of the truth electrons (see Figure 6.4) when applying thieiohg
criteria. The matched cluster must have a minimal trangverementum ofl5 GeV,

SPDG: Particle Data Group
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cut requirement
matching AR(truth, clug < 0.15
minimal momentum ESUs > 15 GeV
maximal momentum ESUs < 120 GeV
central object S| < 2.47
crack exclusion 1.37 < S| < 1.52
reconstruction AR(clus, recg < 0.01
identification medium
Level-1 trigger AR(clus, Ro) < 0.2

Table 6.2: Cuts and requirements to determine the truthesitices.

while satisfying the condition for a central objeps| < 2.47. It must not be located
within the transition region between barrel and end-cap@ar7 < [ < 1.52 is
excluded. The cutoff for higltsr objects atl20 GeV ensures that no bias is introduced
from clusters outside the higheBt- bin and that always the same set of objects is being
considered.

Once a cluster passes these criteria, it enters the dentmmioa the (truth) recon-
struction efficiency N°". In the next step, the cluster is studied to determine thiewsar
efficiencies.

By looping over all objects that have been reconstructedhbysoftware as electrons,
the distance of the cluster and the current electron hadfibthe conditionAR < 0.01
in order to find the associated object. Since the electronitarassociated cluster po-
sition is obviously the sanigthe cut value is chosen in a way that allows for possible
rounding errors. Once a matching electron is found, it entee numerator for the truth
reconstruction efficiencyy .

Based on these reconstructed electrons, which form thendeator (V") of the
identification efficiency, only one criterion has to be apgli by requiring the loose,
medium or tight flag to be set, the electron enters the numeodthe appropriate iden-
tification efficiency, N'°-*, wherez is a placeholder for the given flag. For the purpose
of this analysis, the identification stages, which are shauth all entering criteria in
Chapter 5, are treated as “black boxes”, i.e. that effect® findividual constituents of a
certain flag are not considered.

Again, with the numerator of the previously described efficly now acting as the
denominator)N'P-*, a loop over all level-1 “regions of interest” (Rols) thaterd the en-

Sthe position of the shower in the electromagnetic calorénean also be used as the one of the electron
(see Section 6.2.2)

89



Chapter 6. Single-Electron Efficiencies

‘2 101 ‘2 E
c E — c =
=) E = D 0.045~
2 i - 2 oot
£ wg £
s = S 0033~
F ) E )
< r < oo PN
10% + E ¢
E 0.025—
c t =
L 0.02—
. W :
10 £ I WM 0.015 .
[ ‘ 001
10° 0008 - .
Bl Ll | el OE e ¥ | T R
10° 102 101 1 0 20 40 60 80 100 I120 140
A Rtag, Rol EgMS| Gev

Figure 6.5: Examples of cuts to select a tag-and-probe gigimal-only case. Left: dis-
tance between probe cluster and the regions of interess|RRight: £ spectrum of the
probe cluster.

ergy threshold of GeV for thee10_nmedi umtrigger-chain compares their position to the
successfully identified electron. To account for the caagsanularity of the first trigger
stage, the matching criterion is relaxedAd? < 0.2. If a level-1 object is successfully
matched to the electron, it enters the numeratt? as well.

It should be emphasised again in this context that the detation of the truth effi-
ciencies does not necessarily have to take the detour vielubger matching. However,
the advantage of the presented method is that all efficisdigterest can be expressed
in cluster variables and therefore in the same way as forfflogedcies determined from
data-driven techniques, making comparisons more contfiertd he results for the truth
efficiencies will be shown in Section 6.7.

6.6.2 Tag-and-Probe Method

As described in Section 6.5, the tag-and-probe method negjtwvo objects to work. A
tightly constrained tag object and a probe object that, tteggewith the tag, originates
most likely from aZ boson. That gives a high probability that both objects adeéul
electrons.

The first step to find such a pair is to look for a tag object bylog over all offline
reconstructed electrons. As each electron might be avaitabce within the event to
account for analysis that include soft electrons, ¢kectron authorflag must be either
1 or 3 to avoid double counting. In order to comply with hartesgon criteria, the
trigger must have fired for this electron. This is assureddnuiring aAR < 0.15
cut between the tag candidate and a Rol that exceeds thedraasenergy threshold
of 7 GeV, which corresponds to the selected trigger item. Figubeshows the clean
separation between level-1 objects associated to recotestrelectrons and other objects.
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The second maximum at 7 indicates the preferred back-to-back topology of the decay

The most important, since background-rejecting, cut iselketron identification re-
quirement, which has to fulfil the “tight” criterion. In caséthe QCD-sample, however,
this cut is skipped as it would simply kill nearly all availakevents due to insufficient
statistics in the initial sample (see Chapter 4). Insteadipgpression factdris calculated
as the ratio of events with and without the ID c@t= N]%?m. The resulting distributions
for the QCD-sample will be rescaled with this factor afteplgpg the remaining criteria.

The transverse momentum cuis > 25 GeV andEr < 120 GeV, the limitation
to the central part of the detectdr;] < 2.47, and the exclusion of the transition re-
gion,1.37 < |n| < 1.52 conclude the selection of the tag object. The minimal trarss-
momentum cut can also be varied to reduce background evérefubut at the cost of
reduced statistics.

If the algorithm finds more than one tag electron within amevall of them are kept
to look for an adequate probe cluster, since this analysissks on possible studies with
real data. A differentiation between signal and additidmet¢kground electrons would
only be possible in simulated samples. For each given tagaf sats is applied to each
of the clusters within the event to find the probe. The onlyedénce to the previously
discussed kinematic and geometric cuts for the tag sefeistitne minimalE', cut, which
is relaxed tal5 GeV in order to cover as much phase-space as possible byéob Iav-
E7 electrons (see Figure 6.5).

The last step in the pre-selection process is the cut on tlagiamt mass of the tag
and the probelM g, probe Whilst the probability for a cluster to be in fact an electie
highest for invariant mass pairs close to thenass, the window has to be chosen wide
enough in order to allow a sufficient amount of backgrounditeethe distribution. The
latter assures an appropriate description of the backgrsbape via fitting. Therefore,
the invariant mass has to be in a window40fGeV < Mg, probe< 140 GeV. Figure
6.6 shows the inclusive invariant mass spectrum after thesplection cuts. Whilst the
contribution of combinatorial background to the signal lim@st negligible, the QCD
background dominates most of the spectrum.

After the selection of the probe cluster, the distributiobgained will be fitted (see
Section 6.7) and the results enter the denominator in Emuétll4. To get the distribution
for the numerator, the cluster will now be “probed” for thepegpriate condition.

For the reconstruction efficiency, all offline reconstractdectrons are tried to be
matched to the cluster. This again happens viafacut, where the distance between
electron and probe must not excerdl. Responsible for this ostensibly tight criterion is
the fact that the cluster position is also taken as the @egiosition in the calorimeter.
The reconstructed events from the previous step are chedketther or not they pass the
identification criterion. If the certain flag is set, the ¢fea is identified as loose, medium
or tight and enters the numerator Equation 6.15.
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Figure 6.6: Invariant mass of the tag-and-probe pair aftesglection. Top: signal-only
sample. Bottom: combined sample with contributions froffedent backgrounds.

The A R matching is also applied to determine the trigger efficieieye, the distance
between Rol and the identified electron is required to fllfit < 0.2 to account for the
coarser granularity of the trigger information. The rennai hence triggered, events
enter the numerator in Equation 6.16.

A summary of all applied cuts is given in Table 6.3. Each iraairmass distribution
is available inclusively, single-differentially (in bireg £ and in bins ofin|) and double-
differentially in bins of £ and|n|. The truth efficiencies that have been derived from the
signal-only sample make use of the whole statistics, wisdteacombined sample, which
consists of signal and background events, is limited (olesddo 100 pb~*, in order to
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cut description requirement
electron author lor3

.  Level-1 matching AR(tag, Ro) < 0.15

2 Level-1 threshold ER'> 7 GeV

% min. momentum B9 > 25 GeV

2 max. momentum E9 < 120 GeV

£ central object |n®9| < 2.47
crack exclusion 1.37 < |9 < 1.52
identification tight

< Mmin. momentum ESUs > 15 GeV

S max. momentum ESUs < 120 GeV

_§ central object US| < 2.47

©  crack exclusion 1.37 < || < 1.52
invariant mass 40 GeV < Miag, probe< 140 GeV

§  reconstruction AR(clus, reco < 0.01

':g identification medium

°  Levell trigger AR(clus, Ro) < 0.2

Table 6.3: Cuts to determine the efficiencies with the tadHamobe method.

reflect an early stage of data taking in the ATLAS experiment.

6.7 Efficiency Determination

With the algorithms, which were presented in the previougice, the task is now to
derive the efficiencies from the output. This output comsstdtthe numerators and de-
nominators of the considered method, namely truth, truéttehred tag-and-probe for the
signal-sample and standard tag-and-probe for the sigriglamd the combined sample.
In case of the tag-and-probe method, each nominator andndeator is represented
by the invariant-mass spectrum determined by the algosattescribed in the previous
section. For each method, the event numbers (truth) oriamvamass spectra (tag-and-
probe) are available inclusively, single- and doubleettghtially.

To calculate the efficiencies, two different approachesansidered, a trivial one and
the standard way. When considering truth (or truth-matgkéttiencies, they are calcu-
lated just by building the ratios of the counted number ofnése This can be justified
by the total absence of background and the sufficient amdusthbstics for the signal
sample. This trivial approach cannot be applied to the tadyobe method, not even
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in the signal-only case: As it has been shown before, condriah background from
additionally reconstructed electrons contributes to tivariant-mass spectra and has to
be described adequate in order to determine the efficiecoresctly. The implications
might be quite small while considering inclusive distrilouis (like shown for the signal-
only case in Figure 6.6), but this does not necessarily habe tthe case when looking
at single- or double-differential distributions, where impact of (combinatorial) back-
ground might change quite drastically depending on thestrarse energy on of the
probe. Thus, a fit has to account for signal and backgroundtegeparately.

After introducing the fitting procedure, the efficiencieslaheir comparisons will be
presented for the inclusive case, for the single diffee¢ctises and as double differential
distributions. In anticipation of Chapter 8 it should be dragised in this context that
the essential results are the one’s from the double diffedegmalysis, as they might be
used later on as “look-up tables” for a re-weighting on e\satis for the cross-section
determination (see Chapter 7).

6.7.1 The Fitting Procedure

As mentioned before, many distributions have to be cons@lés derive an efficiency.
A representative overview of them gives Figure 6.7, whicbvghthe double-differential
distributions for numerator and denominator of the reamasion efficiency for the com-
bined sample.

With the amount of distributions to fit, it is clear that oneedmot want to adjust fit
parameters for each distribution individually, but to findcemmon description for almost
all of them to minimise the need of subsequent fine-tuninge Basic idea is to add a
function that describes the shape of the signal to a fundétiothe varying background.
The challenge is that the peak in the invariant mass is ngtdistorted by the detector
response but might also be influenced for kinematic and ggameasons. This is due to
the breakdown of the (inclusive) invariant mass spectrumasrtainfy,-|n| areas, which
has to be accounted for in the parametrisation of the fit.

Furthermore, as the line shape of theZ resonance has three contributions (photon,
interference and term), the contribution of the Drell-Yan continuum in thdedbands of
the (on-shell)Z peak might be indistinguishable from background. In ordedéscribe
the shape over a broad range in the invariant-mass spectoectly, the fits cover a
window of 60 GeV< Miag, probe< 120 GeV, whilst the integral to determine the number
of events has a range of 70 GeV to 110 GeV. The latter can bégdsby the fact that
the sidebands of Z distribution below and above these thresholds containthess 1%
of the total number of events.
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Figure 6.7: Invariant mass spectfd (GeV < Mg probe < 120 GeV) in bins of £, (hori-
zontal) andn| (vertical) to determine the reconstruction efficiency Via tag-and-probe
method. By fitting, the contribution of signal (orange) aratkground (grey) in each
bin is determined (cf. Equation 6.14). Top: double-différal denominator. Bottom:
double-differential numerator.
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Signal Parametrisation

The accurate description of the invariant-mass spectarsdd from the analysis givenin
the previous sections in a fitting algorithm has to take céthey*/Z lineshape and the
treatment of the detector response. The implementatioheofitting algorithm follows
closely Reference [50], which includes a similar analysisthe determination of the
inclusive cross-section of the procegs— ~*/Z — ete™.

The line shape of the*/Z can theoretically be described with the following formula
(cf. Reference [42]):

mo
Vs
In this equations = x; x5 is the energy of the interacting partons; is the energy scale
and parameterises the impact of the PDFs on the line shape. Ttor fa handles the
ratio of up and down quark contributions to the cross-sactiod A is a normalisation
constant. The physics of the process, including all thremgsgreviously mentioned, is
represented in the functiods (with ¢ = u, d either for the up or the down type quark):

B
o(8) ~ A- 1 ( ) (fulu(3) + 1a(3)) . (6.18)

S

SM2
(s = M3)? + T3 M

[1]

1,(5) = 2] + (5 — M=) + sMZEZ] (6.19)

Mz andI'z represent the invariant mass and the width of zhigoson, where thg; are
the coupling constants for photon, interference artérm. They are defined as follows:

EZ, = Qqa
=77 2Q.Qq(&7 + &7 + &5k,
- e e 2 2

:5 — 4( ZL2 +£ZL2) < %L +£%L >K/27

with k = ﬁ? = (4M}, sin® GW)_l and the fundamental quark and electron couplings
defined in Section 2.2.2. It is not obvious that all paranseteiEquation 6.18 are fixed
except for two, the normalisatioh and, where the latter can be determined from fitting
the invariant- mass distribution on generator level, to itiss another fixed parameter
later on.

In order to account for the response of the detector, theafclelescription of the
invariant mass distribution gets distorted by a convolutigth a Crystal Ball function that
has been introduced in Equation 6.3. This function is preteover a simple Gaussian,

as the power-law tail accounts for bremsstrahlung.

Background Parametrisation

As it has already been mentioned before, the varying shafieedfackground is a great
challenge. Without an accurate estimation of backgrourahtsvin an invariant-mass
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distribution, the uncertainty on the efficiency grows large the underestimation would
become compensated by the signal description and henagboces twice.

The Landau distribution guarantees sufficient flexibildydescribe the background in
every bin and can numerically be expressed as:

1 o0
p(z) = —/ e~ tmt=Ttgin(rt) dt . (6.20)
0

7

Characteristic for this distribution is a turn-on behaviand, after a maximum, an expo-
nential decline. This is usually the case for the presermtriamt-mass spectra.

Even though background and signal can be accessed sepanatkis simulation-
based analysis, the focus lies on the clean separation vakemgtthe combined sample
into account.

6.7.2 Inclusive Electron Efficiencies

Without differentiating in transverse momentum or directof the electron, the inclusive
distributions found with the criteria from Section 6.6 ddse the total efficiencies, inte-
grated over allE; andn. In order to determine an efficiency, the distributions hiaviee
fitted for denominator and numerator via the fitting functigoresented in the previous
section. The resulting fits for all efficiencies of interest ahown in Figure 6.8 for the
signal-only case and in Figure 6.9 for the combined sample.

With a reduced? ~ 1 for each of the fits it is clear that the superposition of Eoumt
6.18 and Equation 6.20 describes the invariant-mass speety well. However, even
with strict limitations on most of the parameters, the cimotiion of the background can
be difficult to estimate in data if it does not dominate in tltlebands. Examples for this
case are the numerator of the identification efficiency asvahin Figure 6.9 as well as
the signal-only samples with their combinatorial backgwbuAlternatives on how to deal
with this problem in data will be discussed in Section 7.7.

Also visible in this panel of Figure 6.9 as well as in Figur8 & the impact of the
restriction on the invariant mass/ (ee) > 60 GeV, on generator level. The fitting window
was therefore chosen to cover invariant masses only abavéiteshold.

The results for the inclusive efficiencies are calculatetbeting to Equations 6.14,
6.15 and 6.17, and are shown in Table 6.4. The deviationsdeetthe different methods
are on the level of 1% in case of the reconstruction and the level-1 efficienciestans
show a good agreement. However, the inclusive identifinagficiency derived with the
tag-and-probe method for the combined sample shows a sigmifileviation. A possible
source for this behaviour will be discussed in the next sacti he given uncertainties in

"this distribution yieldsyZgecio/ Ndf = 1.21 + 0.10 and xpackground NAf = 1.31 & 0.12, respectively.
Even if this is the worst description of the selected and bemknd event spectra, it is sufficient not to
dominate the statistical uncertainty for the efficiencies
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Figure 6.8: Fits to determine the inclusive efficiencies tia tag-and-probe method
(signal-only case). From left to right: electron reconstian, medium identification and
level 1. First row: denominator. Second row: numerator.

tag-and-probe method

efficiency truth truth-matched  signal-only  combined sampl
reconstruction 88.82+0.02  90.02+0.02  89.42+ 0.28 90.00 + 0.53
medium ID 87.25 4+ 0.02 87.90 + 0.02 88.35 4+ 0.30 84.44 + 0.61
level 1 99.88 4+ 0.01 99.94 + 0.01 99.94 4+ 0.18 99.86 + 0.49

Table 6.4: Inclusive electron efficiencies. The truth amdht'matched efficiencies utilise
the full statistics of the signal sample, the signal-onhcliiding combinatorial back-
ground) and the combined samples are limited 6 pb.

errors, only. All values are given in per cent.

The errors are statistical

Table 6.4 are calculated using Bayesian statistics andiaddlily via error propagation
including uncertainties from the fitting parameters, if lagable.

6.7.3 Single Differential Electron Efficiencies

To demonstrate the behaviour of the efficiencies in deperedehone variable or another,
the invariant-mass distributions are split into partialgas of these variables. After fitting
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Figure 6.9: Fits to determine the inclusive efficienciesthi@atag-and-probe method for
the combined sample (first row: denominator, second row: erator). From left to
right: electron reconstruction, medium identification &kl 1. In order to demonstrate
the background-suppression for the ID criterion, the ramigéhe y axis has been kept
constant for all plots.

the eight £ and five|n| distributions according to the approach outlined befane, t
resulting efficiencies are showin Figures 6.10, 6.11 and 6.12, where only statistical
errors are given. Possible sources of deviations betwesmtthods are going to be
discussed in Section 6.8.

The reconstruction efficiency for single-electrons inse=awith the transverse energy
of the particle, starting at®*®° > 85% and reaches a plateausat90%. For central objects
atn ~ 0 the reconstruction efficiency is excellent 05%) and decreases due to (dead)
material in front of the calorimeter. The different methéalsletermine the reconstruction
efficiency show a very good agreement, especially with retdpen|. However, the truth
efficiency is< 3% lower for E > 35 GeV than the efficiencies derived via either of the
tag-and-probe methods.

8due to the dominating background at the lowEst-bin (see Figure 6.7), it is hardly possible to dif-
ferentiate between signal and background contributiortki;kinematic region. Thus, this bin was not
included in the single- and double-differential tag-amdhe analysis.

%like motivated before, the lowesi+ bin, 15 GeV < Epr < 20 GeV, is not taken into account to
determine efficiencies via the tag-and-probe method; tleekess, the truth efficiency for this bin is given
for reference
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Figure 6.11: Single-differential medium identificatiorfi@encies for truth, as well as
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(logarithmic scale). Right: versus| of the cluster.

The identification efficiency shows a similar behaviour as tbconstruction effi-
ciency. With an increasing transverse energy of the electitte efficiency improves.
However, the turn-on of the efficiency startsxatr5% and reaches its plateau~at90%.
When integrating over all energies and studying the ideatifon efficiency versug|, it
drops towards the forward region except for the outermastwhere the efficiency is at
the same level as before the crack region. The identificafficiency for the combined
sample deviates significantly (up 5§¢) from the other methods, clearest visible in the
single-differential presentation versig. Since this seems to be a unique behaviour of
the combined sample without truth matching, the cause nhiglthe improper description
of the background shape after the rescaling (see Sectia2) 6.6

The level-1 efficiency with respect to reconstructed etetrshows no differences for
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the methods, it is approximatelp0% for each distribution and agrees with the previously
determined inclusive efficiency.

6.7.4 Double Differential Electron Efficiencies

The double-differential truth reconstruction efficiensygiven in the top panel of Figure
6.13. The efficiency increases for higfy- electrons and decreases from central to forward
parts of the detector. Shown in the middle panel of the saggr€is the relative deviation
of the truth-matched tag-and-probe method to the truthieffay. As for the majority of
bins in the Er-|n| plane the fluctuations are covered by the statistical uaicgigs, it
seems that the discrepancies increase with higher valugs ahd|»|.

The challenge for the limited combined sample is the low amhofithe statistics per
bin. As this analysis is restricted to an integrated lumityosf 100 pb~!, the available
number of events per bin drops o O(10%). Furthermore, the shape of the background
varies extremely in thé’r-|n| plane (cf. Figure 6.7), which makes it difficult to describe
its contribution correctly in order to derive the correcti@éncy for each bin. Never-
theless, the comparison to the truth efficiency works realsignwell for most bins (see
bottom panel in Figure 6.13). The fluctuation lies witkin2%. Significant deviations
can only be observed in the two lowest-bins and the highedt,-|n| bin.

The truth medium identification efficiency is shown in the pgmel of Figure 6.14. It
increases with higher transverse energies of the electrdecreases for higher pseudo-
rapidity-regions. In agreement with the discussion of tingls-differential distribution,
however, the identification efficiency improves for the nfostvard bin,2.0 < || < 2.47.
Obviously, the most distinct efficiency-minima occur fowld electrons.

In comparison to the truth information, the tag-and-prolethod seems to systemati-
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Figure 6.13: Double differential reconstruction efficiezsc Top: truth efficiency. Middle:
relative deviation of the truth-matched tag-and-probehmeé{(full statistics) and the truth
efficiency. Bottom: relative deviation of the tag-and-peaiethod (combined sample,
100 pb~1) and the truth efficiency. All values are given in per cent.

102



6.7. Efficiency Determination

100

87.13 88.32 89.04
+012 +0.11 £0.14

|nclu5|

87.24 89.32
+0.09 +0.08

20 30 40 50 60 70 80 90100
EQUs/ GeV

|nclu3|

20 30 40 50 60 70 80 90100
EYUS/ GeV

|nclu5|

30 40 50 60 70 80 90 100
ES4s/ GeV
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Figure 6.15: Double differential level-1 trigger-efficmn All values are given in per
cent.

cally underestimate the efficiency. In the truth-matcheskdhis is the dominating effect,
except for the highesk bin, where the truth-efficiency becomes over-estimatedbey
statistical fluctuations. Significantly with up 5% difference is the under-estimation for
central electrons with5 GeV < Ep < 20 GeV. With this bin skipped for the combined
sample, the bottom panel in Figure 6.14 shows the same lmhdwr low-£7 electrons.
Their identification efficiency is lower throughout tli&--n plane, with a maximum dif-
ference of up td 6% at the lowest bin. Possible explanations for the discrepancies are
going to be discussed in the next section.

As it can be seen in Figure 6.15, the level-1 truth efficierecgssentiallyl00% in
each bin of thel/r-n plane. A study of the related tag-and-probe efficienciesveldano
significant deviations apart from statistical fluctuations

6.8 Systematic Uncertainties

Within this section, the impact on the efficiencies of sev&etors that might have an
effect on the determination of the single-electron efficiea are going to be discussed.
In the first part, the uncertainty on the truth efficiency iBreated by using a slightly dif-
ferent release of the reconstruction software and anotloent®4Carlo generator, respec-
tively. The latter, however, has not been analysed withimttiesis due to unavailability
of a suitable sample. Apart from that, cut variations ardistliin order to estimate their
impact on the efficiencies of interest. In this context, juediases arising from FSR are
considered, as well.

The results are shown as distributions vergisandr. An overview of the inclusive
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systematic effects is given at the end of Chapter 7.

6.8.1 Truth Single-Electron Efficiency

The determination of the single-electron truth efficiesas described in Section 6.4 is
essential in order to determine an overall efficiency caiwacfactor to determine the
cross-sections (see Chapters 7 and 8). Thus, they shouldteeminable in other pro-
cesses with electrons in the final state, in principle. Is tase, thél — ev sample
has been chosen to cross-check the truth efficiencies indepdly from theZ — ete™
signal sample. Due to different hadronic contributionsathbsamples, the difference in
the efficiencies is expected to be of the orderof %.

The procesgp — W — ev has been simulated with tRTHI A generator and has a
single electron in the final state since the neutrino caneakdtected and contributes thus
to the missing energy of the event. The sample was introduc€tapter 4 and includes
~ 60,000 events.

In order to derive the efficiency for the electron from thedecay, the same procedure
has been applied as for tilesample (see Section 6.4). The resulting efficiencies are the
compared to the truth efficiencies that have been presemtbeé previous section.

As long as both processes were generated ®MhH A, no meaningful systematic
studies can be performed, especially if the reconstructsad the same software release.
One would expect no significant differences for the trutlgkgrelectron efficiencies in
this case. Figure 6.16 shows the ratio of the efficiencie®biven samples. Especially
for electrons with low transverse energy the reconstraatificiency seems to be lower
(up to2%) when coming from thél” boson. This might be caused by the recoil-jet of the
W interfering with the electron. However, the identificatiefficiency shows a different
behaviour, as it is higher for mediufi, electrons £ 40 GeV) from thel// decay, where
the stringent criteria for the medium identification qualiduce the probability for both
electrons to pass. The picture is slightly different whem élfficiency ratios are plotted
versus the pseudorapidity, where the electrons from4hs#ecay show slightly higher
identification probability at highr©“S| (see right panel of Figure 6.16).

6.8.2 Monte Carlo Generator

Rather than being dependent on a single Monte-Carlo gemgethe extraction of truth
efficiencies can be cross-checked by using a different gémrethat simulates the process
pp — v/ + X — ete” + X. Up to this point, all efficiencies were determined by us-
ing the PYTHI A generator. By comparing the results to the efficienciesrddrfrom a
MC@NLOsample, the systematics introduced by the generator castineaged.

The MC@NLO generator is in principle superior to the (LOYTHI A generator, as

105



Chapter 6. Single-Electron Efficiencies

105

e .
104 reconstruction

Ratio

identification
103]

—*— level-1 trigger

102

10

=

100=

1
I
I
‘»
1
)
|

99

f
|

hf
t

98
97
96

P P P AR RS R S
20 40 60 80 100 120
ESus/ GeV

105

—e— i
104 reconstruction

Ratio

identification
103]

—¥— level-1 trigger

102

10

=

| SRR | U
2 !

©
on
o
[N}
I
»
o
o
o
®

7¢7

10

99
98
97
96

| Lo b b b by b by b s by by w1y
1 1.2 14 16 18 2 22 24
|nclu3|
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with the same software release (14.2.20.4). All values mengn per cent.

it includes full NLO matrix elements in order to calculatesthard cross-sections with
parton showers. On the downside, the event record is nottadedkas inPYTHI A,
making it harder to study FSR related issues, for instance.

As already mentioned before, some of the centrally prodidedte Carlo samples
were no longer available for this analysis. The results ofrélar analysis (see Reference
[16]), which also contains contributions from this thesise therefore described in this
context.

The event selection and the determination of the truth effidies in Reference [16]
comply largely with their counterparts presented in thiaptkr, and the binning is the
same as shown in 6.6. One minor difference in this thesieigxiclusion of the crack re-
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Figure 6.17: Relative deviation betweB@NLOandPYTHI A generators. Left: Single
electron truth reconstruction efficiency. Right: Singleatfon truth identification effi-
ciency. All values are given in per cent. Figures taken fra6i .

gion. The ratio of the single-electron reconstructioniifecation) efficiency determined
with the MC@NL O sample and the one derived from tR¥THI A sample is presented in
the left (right) panel of Figure 6.17. It shows an excellegite@ment between the two
generators, so that with the given statistical uncertsntio systematic bias can be ob-
served.

6.8.3 Variation of the Matching Criterion

In order to decide whether or not a truth-level electron edusn associated object within
the calorimeter, the distance in thes plane between the truth parameters and the cluster
position is the defining criterion. It is calculated as falk(cf. 6.8):

AR = /(An)® + (A¢)? (6.21)

whereAn = nyuth — Neluster ANAAD = dputh — Delusten re€SPectively. As this matching is the
link between truth and reconstructed object, biases inted by the choice of the specific
cut value will directly effect most of the truth efficiencipsesented in this analysis.

The standard cut oA R = 0.15 is varied by+0.10 in order to study the impact of the
choice. The result is shown in Figure 6.18. With the good sdfmmn between clusters
caused by truth electrons and additional energy deposttsiicalorimeter, a more con-
servative choice does not affect the capability of recamsing or identifying electrons.
With an aggressive choice, however, some of the clustedoprmantly originating from
low-E7 electrons, fail the matching due to the impact of bremsktragh This worsens
the efficiencies in thigZ; regime by< 0.5%. The impact of theAR cut versus they
position of the cluster is negligible.
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Figure 6.18: Ratio of the reconstruction (identificatiofficeency determined with a var-
ied AR cut and the according efficiency derived with the standatevalue, versuss
(left) and versusg (right). All values are given in per cent.
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Figure 6.19: Ratio of single-electron efficiencies with amithout final-state radiation
versusEr and|n|. All values are given in per cent.

6.8.4 Final State Radiation

Unlike initial-state radiation where an incoming quark tsai photon, final state radiation
distorts the reconstructed invariant-mass distributibiine Z boson, since the electron’s
energy is measured systematically lower, leading to a loweariant-mass tail for the/
boson. In order to study the impact of FSR, the electrons aggéd on truth level as
stable particles or as electrons making bremsstrahluntgrvérds, the single-electrons
efficiencies are determined for both classes separately.

The result is shown in Figure 6.19. As expected, Ibw-electrons have a slightly
lower reconstruction efficiencyy 1%) than electrons not radiating photons. The effect
shows no dependence gn
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Figure 6.20: Ratio of the modified single-electron tag-anabe efficiencies and the stan-
dard tagEr-cut versust and|n|. All values are in per cent.

6.8.5 Tag-and-Probe Cut Variation

The choice of a specific value in the selection process asrsihm8ection 6.6.2 might
have an impact on the resulting efficiencies. Whilst mosthef $election criteria for
a tag-and-probe pair are pretty much forced due to geometnsiderations (detector
acceptance, crack region), the main free parameter is themal £ cut for the tag
electron. Its purpose is to reject as much léw-background as possible while leaving a
sufficient amount of signal events untouched.

In order to study the effect of the minimal- cut on the efficiencies themselves, the
tag-and-probe pairs are matched to the truth particlesderdo reject possible impact of
(combinatorial) background in this context. This is beirane in order to demonstrate
the influence of the cut on the method itself.

With a variation of the transverse-momentum requirement-hy GeV for the tag
object, the effect on the resulting efficiencies can be stlidiThe results are shown in
Figure 6.20 for the reconstruction and the identificatidicieincy. Within statistical un-
certainties, the efficiencies with a variéd- cut show an acceptable agreement with the
efficiencies derived with the nominal- cut. In case of the identification efficiency, how-
ever, there is a large effect visible at the ldw- bins. Obviously, the harder the,
condition on the tag electron is, the less electrons becderdified as medium electrons
and vice versa. The differences in the Idw-region could explain the deviations shown
in the previous section, the choice of the tag has therefore a huge impact on the iden-
tification efficiency.
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6.9 Summary

In this chapter, two of the commonly used methods to detegrafficiencies for single
electrons were shown. One of them, the truth efficiency, céylee derived from Monte
Carlo simulations and therefore needs a very good undelisiof the detector. Another
method, which is also applicable to data, is the tag-antéeroethod. In the early stages
of the ATLAS experiment, it can be used to estimate systenuattertainties for efficien-
cies derived with the truth method. Once a sufficient amotistadistics is available, the
efficiencies derived by the tag-and-probe method might eslace the simulation-based
approach.

Both methods show a very good agreement for almost all agipits. Especially the
truth reconstruction and trigger efficiencies can be repced accurately with the data-
driven tag-and-probe method. However, the tag-and-pradieeod seems to have an issue
at the low#; part of the identification efficiency. As it is shown in Refece [16], the
effect also occurs in similar analysis and should be sulbjeitirther investigations.
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Cross-Section Determination

7.1 Introduction

The inclusive cross-section of a given process can simghlifeewritten as

N-—-B

e (7.1)

g
Here, N is the total number of selected events @hthe number of estimated background
events. The acceptancd, for Z bosons and the efficiencfes, reduce the number of
signal events and hence enter the denominator. The inéegianinosityL = [ dt.Z,
which reflects the available amount of data, enters the devaior as well. The precise
knowledge of the instantaneous luminosity is essentiatifercorrect determination of
cross-sections. The expected uncertainty on the luminésitthe early period of data
taking will be discussed in Section 7.9.5.

Equation 7.1 holds for data as well as for simulation-basedyais. However, since
the simulation is optimised to ignore non-relevant evemi$ gvery generated event auto-
matically enters the detector simulation but rather getisrétl out due to minimal kine-
matic or geometric requirements. In this case the filteriefiicy - has to be included in
the denominator of Equation 7.1.

In this context it should be noted that the corrections apdieg differently. Since the
acceptance of 4 boson does not depend on the specific kinematic topologyedéfitons
per event, the correction can be applied after the seleofiaii events. The efficiencies,
however, may depend on the kinematics of the electron+posgair and have therefore
to be corrected on event-basis. It is obvious that thesectspave to be disentangled in
order to derive the correct cross-section in the end.

In order to put all the ingredients together to calculate assfsection, the general
selection strategy to finda candidate will first be discussed in the following sectioheT

lthis factor includes the several efficiencies involved lif@ instance, reconstruction efficiency and
trigger efficiency of the electrons
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resolution of the invariant mass and the impact on the basrthen shown in Section
7.3, followed by the discussion of thg-acceptance in Section 7.4 and the efficiency
correction in Section 7.5. After demonstrating the techagnecessary when dealing
only with simulated samples (Section 7.6), the fitting siggtand the results are shown
in Section 7.7 and Section 7.8. This is followed by the distus of the systematic
uncertainties of the measurements (Section 7.9) and tisemagion of the results for the
cross-sections (Section 7.10).

7.2 Event Selection

Each event has to have at least two reconstructed elec#dinmssible combinations of
reconstructed electron-pairs are in the following testéeétver or not they fulfil a set of
criteria. To exclude soft electrons from the selection pssg theslectron authowariable
must not be equal td. Soft electrons are particles with a a4 and are mainly used in
J/U analysis.

Even if it has already been assured that the event has stildgepassed the trigger,
one of both electrons must have caused the trigger to fires. dan be checked by match-
ing the electrons to the trigger objects (Rols) at each stagghin the available samples,
however, the required information is not accessible for b@ &F. Thus, at least one
electron has to be matched viaR? < 0.15 to a Rol on the first trigger-stage. This Rol
must also exceed the level-1 momentum threshold foretb@_nmedi umtrigger chain,
EX > 7 GeV.

In order to reject low-momentum electrons and to work witthie same kinematic
boundaries as in Chapter 6, the transverse momentum isrchodge in the range of
15 GeV< EZ < 120 GeV. The geometrical limitations discussed in Chapter 6 htsd
for the event selection. Thus, only central electrdn8|(< 2.47), which are outside the
transition region .37 < |7®| < 1.52) pass.

The remaining lepton-pairs have to fulfil the medium ideadfion requirement and
must have an opposite charge. When an electron-positreropan event has passed
all given selection criteria, the four-vector of the lepyoair is calculated. The allowed
invariant mass window for the selectedcandidate i$0 GeV < Mg e < 120 GeV.
This range allows for a sufficient amount of events from tlaelsands in order to fit
signal and background appropriately. The selection ofAtwmandidates is concluded by
the restrictions on th&’s phase spac¢>§'1' ®2 < 100 GeV and|y®®?3 < 2.5. In addition
to these criteria, a cut on the primary vertex of the two laptcan be applied in order to
suppress contributions from pile-up in data. Moreoverheaent will be required to have
passed a certain trigger chain in order to enter the evesittsah. Since the trigger chains
were simulated incompletely in the present samples, therimn could not be applied in
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cut description requirement
reconstructed electrons > 2
electron author lor3

L1 matching & 1 &%) AR(el,Rol) < 0.15
associated L1 threshold ERO' > 7 GeV
min. momentum Eg > 15 GeV
max. momentum B8 < 120 GeV
central object In®| < 2.47
crack exclusion 1.37 < [n®] < 1.52
identification medium
charge of the leptons opposite
invariant mass 60 GeV < Mgz, ep < 120 GeV
max. four-momentum P2 < 100 GeV
max. rapidity [yeh e < 2.5

Table 7.1: Cut requirements for two reconstructed elesttorselectZ-boson candidates.

this analysis.

A summary of all criteria is given in Table 7.1. By applyingeHe cuts to data, this
would yield inclusive, single and double differential inant-mass spectra, reflecting the
amount of signal and background events in each mass bin géa gitegrated luminos-
ity. With appropriate descriptions (see Section 7.7) ohalg@and background shapes the
numerator of Equation 7.1 can be determined. With this aggrphowever, one would
lose the opportunity to apply the efficiency correctiom dependence of each event’s
kinematic topology. The inclusion of the efficiency corfenton event-basis is going to
be discussed in Section 7.5.

As this analysis deals with different sets of individual pital processes rather than
dealing with a data sample, some additional steps need toreid order to “fake” the
combined invariant-mass spectra after selection. Thidusitliscussed in Section 7.6.

7.3 Binning for Differential Cross-Sections

The determination of the resolution for ttie boson follows closely the procedure for
single electrons from Chapter 6. Very similar to the argutsgiven there, it does not
make sense to choose bin sizes smaller than the resolutianviriable. Since this kind
of resolution studies are based on Monte-Carlo simulattatusively, the whole statistics
available is used, rather than to restrict 60 pb—!.

With the event selection discussed in the previous secsigitable”Z candidates are
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selected in order to study their resolution in the detecftine first step to get thgZ
or |y?| resolution is to choose a fine binning in both variables, ghal each bin still
contains a sufficient amount of events to allow for a fit.pfh the granularity isl GeV
up to15 GeV and somewhat coarser above to account for the decrestaiigjics coming
with higherpZ. The granularity iny| is 0.3, except for the outermost bin, which covers
2.1 < |y| < 2.5.

In a second step, for eagif-|y?| bin the relative f;) or absolute §) deviation be-
tween reconstructed and truth value is calculated:

Ap% B p%, reco p%’ truth (7 2)
Z,truth Z, truth ) )
pr’ pr’
AyZ — yZ, reco yZ, truth ) (7_3)

The distributions, which have been obtained in this way dredfin order to determine
the width as a measure for the resolution. The varity$ /p% ™™ distributions show a
similar shape with the tail below the nominalmass due to final-state radiation as shown
in Figure 6.1. Thus, the same function (see Equation 6.33esl tio fit the distributions.
Regarding the fitting function, the same applies for the rd@tgation of the rapidity res-
olution. As the distributions are not distorted by effedte lbremsstrahlung, the normal
distribution (see Equation 6.5) is used. All fits describedrstributions well, the reduced
x? does not exceetl 25 for any of the fits.

Figure 7.1 shows the result for the whoié-|y?| plane. The transverse-momentum
resolution drastically improves with increasidgmomentum and is worst fof bosons
with low transverse momenta. This is due to the fact that higlz’'s decay preferably
to high-Er electrons, which have a better resolution than electrotis wer energy.
Hence, the resolution for th& bosons improves, too. The. resolution shows ng?
dependency and varies between % for high-p% and~ 60% for low pZ. In case of the
rapidity, the variation of the resolution is smaller thanttoe transverse momentum. The
resolution is worstd4(y?) ~ 0.1) for Z bosons with medium rapidityy#| ~ 1) and low
p%. The resolution improves with increasing rapidity of thend reaches(y?) ~ 102
for 2.1 < |y?| < 2.5.

The results suggest to choose bin-sizes>oil GeV for the transverse momentum
variable and> 0.1 for the rapidity of theZ. Besides this lower limit, the binning in,
and inZ rapidity is oriented on the expected statisticsZoévents within a certain area
of the pZ-|y?| plane. With these results, the bins in terms of transversmentum and
rapidity of theZ boson are chosen as follows:

p% = {0.0,3.0,5.5,8.0,11.0,17.0,25.0,40.0,100.0} GeV,
ly?| = {0.0,0.4,0.8,1.3,1.9,2.5} . (7.4)
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Figure 7.1: Resolution for the reconstructédosons after selection in bins of tryth
and|yZ|. Top:
rapidity resolutiong (y#) x 102

relative transverse momentum resolutiefp?) x 103. Bottom: absolute

7.4 Z Acceptance

There are several limiting factors that reduce the numbér @fents to pass the selection
criteria. One is the rejection of bosons due to kinematic and geometric cuts on the
leptons. If only one of them fails a criterion, the initialtt could not be reconstructed
anymore and is therefore lost for the remaining stages afrib&s-section measurement.

The acceptance studies have to be done completely on Marte-@enerator level,
since the acceptance cannot be obtained from data. As thigsais based on recon-
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Figure 7.2: Kinematic and geometric acceptance for twotetssn bins ofpZ and|y?|,
errors are statistical. All values are given in per cent.

structed variables rather than using variables on trutheoietator level, the kinematic
and geometric criteria are applied to the cluster varialAsst has been shown in Figure
6.4, the probability of finding a cluster associated to ehtelectron from theZ decay is
approximatelyl00%. This provides the possibility to cut on and express digtrdns in
reconstructed quantities.

In order to estimate the loss af bosons due to the restriction to kinematic and ge-
ometric ranges, the ratio of the amount of cluster-paireigeénd after the specific cuts
gives the acceptance in the approprigfe|y”| bin. The criteria to find a cluster-based
7 are already given in Section 7.2: the transverse momentutheotlusters is lim-
ited to 15 GeV< Er < 120 GeV, and as the analysis concentrates on objects in the cen-
tral detector, the pseudo-rapidity has an upper boljds 2.47. The transition region
1.37 < |n|] < 1.52 is excluded. The nominal invariant-mass cut as given indabl is
modified to70 GeV< M, < 110 GeV since this mass window will be used to determine
the background-subtracted number of signal events in teedéages of this analysis.

The result of this study is shown in Figure 7.2. Whilst theegotance is fairly constant
over the wholeZ range, it drops sharply for higher rapidity values of theThis is due to
the fact that the probability for loosing at least one legtom theZ decay because of the
limitation to the central part of the detector increase$hie Z's rapidity. Overall, the
acceptance varies betwe&n6% and81.2% within the kinematic and geometric limits
of pZ < 100 GeV and|y?| < 2.5. Without these limits and the restricted invariant-mass
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window, the inclusive acceptance s = (40.05 + 0.01)%. For the remainder of this
chapter it makes sense to split the different aspects atatise the inclusive acceptance:

A= ap - Aclusten (7-5)

whereq; = (74.62+0.01)% accounts for the restrictions on thés transverse momentum
and rapidity andAser = (53.67 £ 0.02)% reflects the criteria on the clusters including
the cut on the invariant-mass. The double-differentiatespntation ofd s (S€€ Figure
7.2) has already been discussed.

7.5 Correction for Inefficiencies

After the selection of a signal candidate, one could simplgt the unweighted event
to the invariant-mass distribution and apply the correiflike for the efficiency) after
the fitting procedure. But this would not account for the éficy that may vary in
dependence of the kinematic topology of an event. As it wagvahn Section 6.7.4, the
various efficiencies for single-electrons vary quite sglgrover theFEr-|n| plane. Thus,
the correction should be done per event, rather than agpbne overall correction factor.

For the purpose of this analysis, a correction factor fohegc |y#| bin has been
used. This is a compromise between using only one overatecton-factor and a
correction-factor calculated from the two-dimensionalbse-electron efficiencies intro-
duced in Chapter 6. Thiactorisation ansafz

___reco reco ID ID q q L1 L1 L1 L1
€ =CEell "Cel2 “Cell Eel2 €el1 " Cel2” (’fell+ €el2 — Eel1 - 5e|2) ) (7.6)

which has been used in former analysis (cf. References pfd[%20], for instance) does
not work. This will be discussed in Chapter 8.

The correction factos ; that will be used within this analysis is simply determined a
follows. The denominatoN¢ is given by the accepted cluster-pairs from the previous
Section. The numeratady*® consists of a subset a2 where both clusters have been
reconstructed as electrons that are matched to them, aseletextrons fulfil the selection
critera given in Table 7.1. Thus, the correction factor is

N*=(pZ, [y”])
Z Z T
5Z(pT7 |y |) - Nacc(p%, ‘yz‘) . (77)

This results in an efficiency map ¥ and|y?|, which is shown in Figure 7.3 and will

be used for each selectefl candidate to get the appropriate weight(p7, |yZ]). Its
application for eacl¥ event will be shown in the following section.

2apart from the reconstruction, identification and triggficiency, the charge identification efficiency
£? has also to be taken into account if it is ret100%. With e > 98% in eachEr-|n| bin, the charge
identification efficiency has been neglected in this analysi
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Figure 7.3: Correction factor;(p%, |y?|). The statistical uncertainties vary between
0.2% and0.6% All values are given in per cent.

7.6 Special Aspects for Simulated Samples

Within this study the signal sample and four background nb&nhave been taken into
account (see Chapter 4). The latter are hadronic QCD backdrot, W + 1 jet and

W + 2 jets and each of them might lead to an electron-positronipée final state. Un-
fortunately, they all come with a different amount of stiatis, whereas the QCD sample,
which happens to be the biggest source of background, suffam a lack of simulated
events in the order of 1000 (see Section 4.4). The impact of this issue and an altemativ
way to estimate the contribution of this sample to the totadkground will be demon-
strated in the following section, along with the method teate a combined sample of
signal and background. In addition to this method, whichaisitally faking the expected
detector output fon00 pb~! of real data, the selection criteria are also applied to the
full signal-sample in order to cross-check the results ftbmcombined sample and to
compare the full-statistics results for the cross-seatiih the generator cross-section.

7.6.1 Scaling of QCD Background

With the excellent jet suppression in ATLAS (see Section Buad the poor statistics
available for the QCD sample (see Section 4.4) it is obvibaslhy requiring two medium
identified electrons not enough events remain to descriddackground appropriately.
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[dtL/pb! 2,847 0.079 1,584 32.0 160.0

Cut Signal QCD tt W+ 1ljet W +2jets
> 2¢* 1,700,168 6,274,145 317,201 32,122 84,359
Author 1,589,800 3,776,137 313,571 28,085 78,276
Emin 1,242,890 104,272 172,522 4,421 20,001
Emax 1,237,210 103,836 169,503 4,274 19,191
™2 1,209,816 102,073 168,448 4,188 18,848
Crack 1,079,789 91,114 157,626 3,717 16,932
ID 788,173 — 48 3,527 36 83
Charge 781,604 44581 30 3,296 27 65
L1 781,330 8,628 30 3,289 27 22
Mey e 768,187 2,850 25 1,515 11 22
plrm 760,017 2,843 25 1,366 11 22
|yZ> maX 760,017 2,843 25 1,366 11 22

Table 7.2: Remaining number of events after applying thergiut criteria. The QCD
sample is split-up into flows with and without the identifioat criterion. All numbers

given are with respect to the available statistics of eachpsa and therefore not nor-
malised to a common integrated luminosity.

Table 7.2 shows the remaining number of events after eaelsts® step for the signal
and background samples. By applying the medium-identifioatriterion, only 48 events
remain for the QCD sample. In order to preserve a sufficierduarnof statistics, this cut
is skipped and each event becomes re-weighted instead oivrstdtistics after applying
the identification cut is not an issue for tHé+jet(s) samples, since their initial integrated
luminosity is at leastl{/ + 1jet) comparable ta00pb~!. Thus, the remaining number of
events roughly reflects the expectations for data.

The re-weighting is done by applying each of the cuts givefable 7.2 separately
to the electron candidates within the QCD sample to deterraibbackground-electron
efficiency. The number of electrons before and after appglstre medium-identification
criterion are counted in bins @f; and|n|, rather than using an overall scaling-factor. The
result is a look-up table with an efficiency

N®(Er, |n|)

ID, medium _
egep (BT, Inl) = N By, n]) (7.8)

for each bin. The weight for each pair of electrons that sewithe standard signal-
selection is then simply approximated by

WS, [0, B2, [172) = eSeBem( B2, °7)) - LB ESR [yf7)) . (7.9)
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The factorw is used to adjust the invariant mass spectrum of the QCD saoy@pplying

it as a weight for each event entering the spectrum. For ther gamples one has= 1.
With the considerations from Section 7.5, the re-weightingevent-basis can be written
as

w(ESY, [n®Y, ES2, %))
Neor= Y . 7.10
e ez(vZ,1y?]) (7.10)

Events

7.6.2 Relative Normalisation

At this stage, the inclusive, both single-differential ahd double-differential invariant
mass distributions come in five variations, namely one fehesample. It is obvious that
the summing up of these to a combined sample that fakes itatdistributions can only
work if they all represent the same amount of data. Excegh®QCD and thél” + 1 jet
sample, which suffer from insufficient statistics, this ¢enachieved in different ways:

» consider only events up to a corresponding integrated lositiynof 100 pb~*. The
advantage is that the statistical uncertainty of the regplistributions is correct,
but always the same events are used. The latter might resadfjusting fit param-
eters for one set of distributions, rather then ensuringlstéts even if statistical
fluctuations might lead to slightly different distributi®n

» use all available events. Making use of all events smoothéshe spectra, but,
after downscaling to the desired amount of data, the statigtuctuations will not
be mirrored in this case

» choosing events randomly. Each event is considered witlolaghility that corre-
sponds to the desired integrated luminosity with respeittedull amount of events
within the sample. This method ensures that a differentfsetents is picked each
time the analysis is run, mirroring statistical fluctuasofurthermore, the distribu-
tions do not have to be heavily re-scaled, as they intrifigicantain~ 100 pb~*

For this analysis, the third method was chosen. Thus, ghtgyeng the selection criteria
in 7.2, the signal sample as well as two of the background Emfp andW + 2 jets)
contain the number of events corresponding:td00 pb~!. By running the analysis: 30
times, the stability of the fits for the targeted integratauinosity was verified.

There are two samples, which have an integrated luminosityss than100 pb!,
so they need to be scaled. The scaling factor for ddch- 1 jet spectrum is simply
fwstjet = 13020ppbtff. The calculation of the scaling factgicp for the QCD sample is of
course the same as for thé + 1 jet sample. Withfocp > 1200, however, the need of

re-weighting the sample beforehand becomes clear.
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Figure 7.4: Filter efficiency on Monte Carlo generator lev@ne particle has to fulfil
the requiremenfy| < 2.8. For better illustration, the highestr-bin was not drawn, its
efficiency is essentially 100%. All values are given in partce

After re-scaling the spectra are added up in order to “fakefisined distributions of
signal and background. These combined samples are nowasetermine the number
of selected and background events via fitting procedures.

7.6.3 Filter Efficiency

The filter efficiency=r is a technical factor that is only relevant for simulatedrese It
denotes the ratio of all events that were generated witleivtbnte Carlo simulation and
the events that actually enter the detector simulation. yMaiteria might be applied on
generator level to prevent events from entering the sanmpteder to reduce the rather
time-consuming process of detector simulation.

In case of the signal sample, the only criterion on genelat@l is the requirement
to have at least one particle withjn| < 2.8. Thus, most generated events pass this
criterion, which can be seen in Figure 7.4. Here, the filtéciehcy was determined
with an independently produced Monte Carlo sample that tieedery same options and
parameters as the signal-sample on which this analysisedban. Without running the
detector simulation on this “flat” sample, the filter efficdgrcould be reproduced as

gent|n'P|<2.8

EFp = W, (711)
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Figure 7.5: Fit of the inclusive, truthte~ invariant mass before reconstruction, linear
(left) and logarithmic illustration (right). See text foetils.

where N%"is the total number of generatefievents andVee™7°<28 s the number of
events with the additionglcut. Even though Figure 7.4 shows almost no impact of the fil-
ter criterion onZ events to enter the reconstruction within the kinematic{ 100 GeV)

and geometric|(/?| < 2.5) window of interest, the cut leads to a rejectiontof% of all
(i.e., without restrictions opZ and|y?|) generated” bosons.

7.7 Signal Extraction

The fitting algorithm as described in Section 6.7.1 is alguliegble to the combined sig-

nal and background distributions, which have been derindtie previous section. Fur-

thermore, as in this case the algorithm targets exclusmely selection, rather than ap-

plying specific criteria for the tag-and-probe method, the shape to describe the whole
process—including FSRand Drell-Yan continuum—should work perfectly, at least fo
the inclusive spectrum.

As mentioned earlier, the description of the signal coméwmparts. One is the pure
~*/Z line shape and the other one is a function to account for thexti resolution. In
order to demonstrate the description of the signal with tii@di function, the invariant-
mass spectrum of the two truth-leptons is fitted with the fdama that were introduced in
Section 6.7.1. The result is shown in Figure 7.5. It showsklswt agreement between
simulation and fit, withy?/ndf = 1.03. The Z mass and the width are found to be
My = (91.17 £ 0.06) GeV andl'; = (2.51 4+ 0.02) GeV. They agree perfectly with the
generator input{/; = 91.19 GeV,I"'; = 2.50 GeV).

In order to test the behaviour of the function when the dete@solution enters the
signal, all selected electron-positron pairs, which fornd @andidate, are tried to be

Sfinal state radiation
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Figure 7.6: Fit of the inclusive, reconstructete— invariant mass, linear (left) and loga-
rithmic illustration (right). In order to clean the sampterh combinatorial background,
the reconstructed leptons were matched to the truth pesti@ee text for details.

matched to the truth particles. The result is a backgrouee-ihvariant-mass spectrum
of Z candidates, that is distorted by the effects of the eleatesolution. With the fit-
parameters taken from the previous fit, the second part dittimg algorithm, the convo-
luted Crystal-Ball, can be included. Figure 7.6 shows tiseilteng distributions as well
as the description by the fit.

The convolution not only accounts for the broadening of fheesonance, but also
allows for shifts in the location of the maximum of the pealhieh might occur if the
electron’s energy-scale is incorrect. The fit in Figure 7vgg a reconstructed mass of
the Z boson of M, = (89.90 & 1.21) GeV. The resolution that can be derived from the
fit is 1.50 + 0.12 GeV and is in good agreement with the expectations for theAS L
experiment (cf. Table 3.1). The good agreement betweendir@ronstructed events is
confirmed by a value fog?/ndf of 1.12.

In this context it should be emphasised again that the mratgscription of theZ
line shape comes with a high price: the parametrisationite gulnerable to background
events, which simply means that a differentiation of sigamal background becomes diffi-
cult. It is therefore necessary to limit as many signal-peeiers as possible before fitting
a combined spectrum of signal and background. Within th@ead this analysis with
its focus on single and double differential representatiofirdistributions, many different
approaches to face this difficulty have been tested. Sombkeoh twill now be briefly
discussed.

Fitting Strategies for a Combined Sample

The difficulties in fitting a combined sample of signal andkzaound events were already
discussed before (cf. Section 6.7.1): Firstly, if the baokigd in the lower-mass tail of
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the invariant mass spectrum is on the order of the Drell-Yartiouum, a differentiation
between signal and background events becomes impossietendly, the shape of the
background changes quite dramatically with(cf. Figure 6.7); this matters only for the
single or double-differential spectra, obviously.

In order to reach a sufficiently stable fit for each binned ctusive distribution, two
different approaches have been taken into account, whereahis is either the back-
ground or the signal description.

Background Based ApproachesOne standard method to determine the background con-
tribution to a distribution is the side-band method: the anm@f background in a narrow
window around the peak region is estimated by the number @fitevto the left and to
the right of the window, given that these sidebands only isbreg background events
and the background itself is approximately linear in thekpegion of the signal. Since
the differential distributions given by the event-selestshow a similar behaviour as the
tag-and-probe distributions (see Figure 6.7), this metawohot be applied.

One possible workaround is to make use of the Monte Carlolation, once data is
available. The background distribution can be used to caimsthe shape of the back-
ground in data. With the normalisation as the free paramétercontribution of the
background to the invariant-mass spectrum can be estinagi@dpriately. This method
depends on simulation and data, as the QCD cross-sectitiedfgr the simulation still
suffers from a large uncertainty.

Signal Based Approach.Similarly to the previous approach, this one uses the sitioumla
in order to constrain one part of the fit, before dealing wité tombined distribution (or
data). As the theory and hence the cross-section ofyth& process is well known,
the signal part of the fit parameters can be taken from fits ersitmulated distributions
that are “cleaned” from possible combinatorial backgrou@de has to be very careful,
though, not to introduce any bias by restricting the paranseébo much.

With these constraints on the signal-fit, the whole distrdoucan then be fitted, where
the background-part has to account for most of the remaievegts that exceed the pre-
defined signal contribution.

Both of the introduced methods were applied to determinentimber of signal and
background events from the (non-)inclusive distributg)n(f they showed a significant
difference in the result, the method with the begébf the fit has been chosen.
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7.8. Corrected Event Numbers

7.8 Corrected Event Numbers

With the selection criteria, the fitting algorithms and thiéedent fitting approaches dis-
cussed so far, it is now possible to show the results of tHerditt fits, i.e., inclusive and
binned number of signal and background events. Since thédearsao not represent the
actual number of selected events, but the number of ewdtasefficiency correction,
Equation 7.10 can be written as

w(ESY, [n®1, ES2, [n®?))

=2 (7 o)) (7.12)

(N - B)corr - Z

events

Here, N is the total number of event®; the number of background events, both deter-
mined by the fit andv ande; are the applied corrections for eaghcandidate, i.e., for
signal and background events. In the following, the resadésshown for the fit of the
combined sample with an amount of data equal(t® pb~! and for the signal-only case
with truth-matching, i.e., with rejection of combinatdrlzackground with all statistics
available. Additionally, the event numbers will be coreztty the cluster acceptance
Acuster BOth results are compared to the expected number of eviets gy the Monte-
Carlo generator within the limited acceptancepfs < 100 GeV, |y?| < 2.5).

7.8.1 Inclusive Event Numbers

Within the allowed geometric and kinematic acceptance efttboson,pZ < 100 GeV
and|y?| < 2.5, 760,017 events have been selected in case of the signal-only sample.
cluding the corrections, this translates to a resultingieded number of signal events of
(N — B)corr/ Actuster = (2.329 £ 0.002¢1a) x 10°. The excellent agreement with the num-
ber of generated event within the allowedrapidity and transverse momentum is ex-
pected since the correction factgy mirrors the event selection. The uncertainty is given
by the statistics. In case of the combined sample, the waingytis calculated by error
propagation of the fit-uncertainty and the uncertainty artmber of events.

As this analysis targets on providing useful informationtioa feasibility of a cross-
section determination at the very early stage of data takimg corrected number of
events of the combined sample is compared to the expectetaruofi events given
by the generator foi00 pb~!. With the event-based corrections, a total number of
(N — B)cor = (82.91 + 1.2844) x 10® has been derived from the fit, whilst on genera-
tor level, Ngen = 81,823 were produced. The deviation &f 1o shows a good agreement
between the corrected number of events and the expected. vaiible 7.3 summarises
the numbers.
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Figure 7.7: Number of reconstructed signal events aftasieffcy and acceptance correc-
tion for the signal-only sample (full statistics) and foetbombined samplel (0 pb™).
Top: versus the transverse momentum of thdBottom: versusZ rapidity.
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Expectation Ngen- @ 2.329 x 108 81,823

Signal-only (full stat.) Combined sampled) pb)
(N - B)Corr/Acluster (2.329 :l: 0-002) X 106 (82.91 :l: 1.28) X 103
Relative deviation - 1.32%

Table 7.3: Comparison of the total numbers of generatedtgweamd reconstructed
events after corrections. In order to study the stabilityhef fitting algorithm and min-
imise the uncertainty on the fit parameters, the correctedben of events for the com-
bined sample is averaged o&rruns (see Section 7.6.2 for details).

7.8.2 Differential Distributions

Even if the agreement would be perfect for the inclusive neinolb events, the corrections
applied might lead to systematic effects. Especially thpaaot of, e.g., parton distribu-
tions on single differentiak’ distributions can only be studied if their current implemen
tation in the simulation can be reproduced.

Figure 7.7 shows the number of signal events for Equatio &slderived from the
fits, divided by the cluster acceptanggse The ratios between the results and the
expected number of events per bin never excgednd can be read of the final results
for the single-differential cross-sections in Sectior07 Erom the distributions in Figure
7.7 one can also draw the conclusion that the binning wasechagpropriately in order
to guarantee a sufficient amount of statistics per bin.

The double-differential binning ip7 and|y?| allows to study theZ production in
both variable at once, but comes at the cost of lower stadigier bin. This is even
more crucial if the integrated luminosity is low. In Figure8the expected number of
events within the acceptance pef-|yZ|-bin is shown on generator level. The occu-
pancy per bin varies between 30,000 events for low-momentunmpf < 3 GeV) and
central (y?| < 0.8) Z bosons andv 90,000 events forll GeV < pZ < 17 GeV
and1.3 < |yZ] < 2.5. In comparison to these numbers, the top panel of Figure 7.9
shows the ratio between the expected number of events ancbthected number of
events for the signal-only sample with full statistics del by the cluster acceptance
Aciusten [(N — B)corr - Actusted (07 |y7])/Ngen(pZ- |y7]). Since the statistics per bin is suf-
ficiently large, the number of signal events were countegkadsof fitting each spectrum.
The expected number of events can exactly be reproducedbmest the entirgZ-|y”|
range. However, the highy Z-events show a systematic excess of corrected events over
the expectation. Obviously, the correction factgris slightly underestimated for high-
momentumZ’s. The reason for this behaviour is currently not known. fiENehis effect
is quite small & 1%), it will be accounted for in the systematic uncertainties.
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Figure 7.8: Generated number of events from the signal-satyple, full statistics.

The ratio between generated events and the corrected nuwhéeents for the com-
bined sample is showed the bottom panel of Figure 7.9. Thiststal uncertainties given
by the number of events per bin and the uncertainty on the finatgpermit a proper
(< 5%) determination of the expected number of events.

7.9 Systematic Uncertainties

The handling of systematic uncertainties has to cover &tyeof factors that might have
an effect on the results of the cross-section measuremémthwill be presented in
Section 7.10. In the following, the various contributingcartainties for the four “ingre-
dients” of a cross-section measurement are going to bestisdu These four categories
are

» signal selection

» efficiency correction
» acceptance

» integrated luminosity
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Figure 7.9: Ratio of generated and corrected number of sysae text for details. Top:
signal-only sample, full statistics without fitting; thestical errors are« 1%. Bottom:
combined samplel, = 100 pb~!; the statistical uncertainties vary between% for bin
with high statistics an@.4% for regions with low statistics (cf. Figure 7.8). All values
are given in per cent.
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For the signal selection, contributions that might have fgceon the total number
of selected events as well as on the background have to bkethe&part from the esti-
mation of the uncertainty for the background, a variatiothefenergy scale and possible
bin migration effects were taken into account.

The systematic uncertainties for the single-electroniefiies were already discussed
in Chapter 6. However, the uncertainty on the overall efficiefactors ; that has been
used in this analysis is already given by the closure teswsho the top panel of Fig-
ure 7.9. Nevertheless, the tag-and-probe efficienciesbwilised as an estimator for the
systematic uncertainty of the efficiency correction, asilithe justified at the end of this
section.

The acceptance uncertainty4/.4 is mainly given by the uncertainty of the PDFs,
which will be studied in Section 7.9.3. A brief discussiortloé uncertainty on the lumi-
nosity is givenin 7.9.5.

Due to the lack of statistics and the re-weighing probleatati the QCD-background
in connection with the event numbers derived from fittingsibbvious that a reliable
treatment of systematic uncertainties for the combinedpgam hardly possible. Their
possible impacts become overlapped by fluctuations fronstiustical uncertainty, es-
pecially in the double differential case. For completenesplanatory results for the
combined sample are shown, as well.

7.9.1 Impact of the Energy Scale

One possible contribution to the systematic uncertaintiiésenergy scale, which might
be different in data and simulation. In order to check thedntf possible shifts, first, the
acceptance and efficiencies were determined without emmaggifications. In a second
step, the energy of the electrons is altered by varying #rergy as a function of particle’s
Er and the standard selection-criteria were applied, inolgidine corrections to derive
Neor (S€€ Equation 7.12).
The energies of the reconstructed electrons were changed 5% and+1.0%, re-

spectively. The transverse energies of the electronsftrerehanged according to

[shifted _ ppshifted | ¢y (7.13)

The result of the energy scale variation is shown in Figui®.7.On the top panel,
the impact on th&’s transverse momentum shows a shift of the number of pratice
bosons towards lower (highey¥. if the energy scale is altered to lower (higher) electron
energies. The effect reaches uté for the lowest/highest transverse momentum bin of
the Z. As one would expect, the variation only has a minor effecth@nrapidity of the
7, which is shown in the middle panel of Figure 7.10. For céntradosons [yZ| < 1.0),
the number of events, and hence the cross-section, islglighger (smaller) £ 2%) if
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the energy is shifted-1% (—1%); the effect vanishes for forward bosons. This cross-
section increase (decrease) is due to the minifhatut of the electrons, which is passed
for more (less) electrons.

The energy variation of 1% is exemplarily shown on the bottom panel of Figure 7.10
in bins of pZ and|y#|. Obviously, the same considerations as for the singledifftial
distributions apply here, too. The deviation to the unldasectron energy varies between
~ +2%. Inclusively, the cross-section variation caused by & ghihe energy-scale is at
0.6%.

7.9.2 Bin Migration

Independent from dealing with a simulated or a data evert has to deal with detector
imperfections and reconstruction inaccuracies in a way dhgarticle’s location and/or
energy measurement might have an offset from its “real” value. Téswlution studies,
which were presented in Sections 6.2 and 7.3, demonstiageeffect of the reconstruc-
tion on the energy and the position of the particle of interes

But, furthermore, the resolution effects are not only obtte¢ical interest, but might
also have a significant impact on the analysis, itself. Famge, if aZ boson is produced
at a rapidity of1.92, the reconstructed rapidity of the two electrons might be-at1.89.
What seems to be a minor difference becomes a significartteffieen applying the
acceptance correction that is taken from Figure 7.1: Siheebbrder of the bin is at
ly| = 1.9, the acceptance correction that is applied is different ligctor of 2 for the
given case.

This effect, called “bin migration” or “smearing”, has itsegitest impact on recon-
structedZ bosons, as the imprecisions of both contributing electromght add up. For
completeness, the smearing on single-electron level estigated, as well.

In order to study the bin migration between the truth-infation from the simulated
event and the corresponding reconstructed values, thésewemne pre-selected on truth
level to only allow for events with a generat&dnass off0 GeV< Myen(Z) < 110 GeV.
Each of both truth-electrons is then tried to be matched toister that has to pass the
well-known phase-space cuts (see Section 7.2) with thenmaihiransverse energy cut
lowered toFEr > 10 GeV, in order to visualise possible bin migration in and outhe
acceptance region. When the cluster passes the cuts, thbleaf interest {1 or |y|) is
filled into a histogram with its truth value on the abscissd &g reconstructed value on
the ordinate. Without bin migration, the result would be agdinal bin-population, only.

Figure 7.11 shows the results, with the expected preferiemdbe bins on the diago-

4apart from effects due to the energy scale, which were disclis the previous section
Sthe comparison to a reconstructed electron instead of teclieads to similar results, as the parameters

for both are taken from calorimeter-variables
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Figure 7.11: Bin migration between reconstructed clusiacsassociated truth electrons,
including statistical uncertainties. Top: transversergynéhighestE-bin skipped for
better illustration). Bottom: smearing in bins|gf. All values are given in per cent.

nal. For the transverse energy distribution, however, theaging is much more distinct
as forn: Approximately three out of four clusters become recorséd in the predeter-
mined bin, whilst the remaining: 25% are almost completely shared by the adjacent
bins. Due to bremsstrahlung, the sharing is biased to I@wyevalues, which can also be
seen in the Figure.

The determination of the bin migration for the reconstrdcteboson uses the same
algorithm as the acceptance determination given in SeGtbnEach pair of clusters has
to fulfil the truth-matching, the phase space and the ina&naass criteria. If successful,
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Figure 7.12: Bin migration between reconstructed and éstsuttruthZ-bosons, includ-
ing statistical uncertainties. Top: transverse momentighgstyZ-bin skipped for better
illustration). Bottom: smearing in bins &f rapidity, |y#|. All values are given in per cent.

the transverse momentum and the rapidity of the reconstluctis plotted versus the
information from the truth-variables.

As it can be seen in Figure 7.12, the migration effect in teofn& rapidity is quite
small, at a few-percent level. The deviationspih are significantly larger= 50%),
however, as the acceptance distribution is pretty flat ih whaable, the mis-correction
due to smearing thus becomes small. To study the effectedtiearing quantitatively,
the standard selection-process—as described in Secerhas been altered such that
the reconstructed particles were replaced by the truticpest The corrections (efficiency
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and acceptance) were applied like for the standard seteatid compared to the results
from Section 7.8. Itis obvious that there is no physicalkstant behind these corrections,
as the efficiencies themselves would have to be adapted ér twdyive a meaning to
the absolute numbers. The systematic uncertainty, whighariae from bin migration,
however, can be estimated with this method.

The results are shown in Figure 7.13. The fluctuation for thead-sample is in the
order of~ 1%, independently from the binning ip% or Z rapidity. Only shown for
comparison is the effect of bin migration for the combinechgke, which is limited to an
integrated luminosity of00 pb~!: As the fluctuations within the single-differential dis-
tributions are at least comparable to the ones in the signiglcase, the lack of statistics
completely superimposes the effects from bin migration.

For the inclusive event selection, bin migration does nay@al role obviously. How-
ever, by limiting theZ acceptance to a certajrf.-rapidity window, bin migration might
happen at the edges, causigoosons that have been generabedisidethe window to
become reconstructadside of it, and vice versa. The effect is found to be negligibly
small (« 1%).

Even though the total number of selected events is unaffdagesmearing due to
limited resolution, the weights that are applied per eveigihtnbecome distorted by bin
migration and hence increase the systematic uncertaintheotal cross-section. By
applying the previously described method, an overall uag#y of 1.1% on the number
of corrected events has been determined.

If the energy resolution in data is worse than in the simatgtihe effect of bin migra-
tion will increase since both effects are correlated. Withr@adened energy resolution
for both electrons, the probability to reconstruct thén the rightpZ bin decreases.

With a broadened resolution in data, the energies of botttreles are measured
worse, which leads to an increased probability that@oson is reconstructed in a differ-
ent bin.

7.9.3 Parton Density Functions

Another possible source that might effect the determimatibthe cross-section is the
choice of the Parton Density Functions (PDFs). The PDFschvhiere introduced in
Chapter 2, describe the fraction of the proton’s momenttat, ¢éach constituent within
the proton carries.

Even though the PDFs have been measured very precisely atdHZEEJS, the pa-
rameterisation of the PDFs in the Monte-Carlo generatdiesdifom the need to ex-
trapolate these results to the energy scale at the LHC. Heheesimulated process
pp — v*/Z + X might be sensitive to imperfect description of the quark&menta and
lead to different acceptance for tiieboson.
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Figure 7.14: Overall acceptance for each variation (“up” and “down”) of the eg:
tors, parametrising the PDF uncertainties. See text faildeFigure taken from [16].

In order to study the uncertainties on the acceptance ttgtitrarise from the limited
knowledge of the PDFs, the acceptance was calculated foratehectrons|n| < 2.47,
which were located outside the crack regib37 > |n| > 1.52. To reject low-momentum
electrons, the minimal transverse momentum is requirecetmore than 5 GeV. Even
if the definition of the acceptance is somewhat differentfriie one in this thesis, the
conclusions are still applicable.

Since the leading order (LO) PDFs within MCO08 lead to impetr&hapes of param-
eters, such agr and rapidity distributions, the MC09 production has beeedu®s de-
termine the systematic uncertainties arising from the PORghis context, the results
from Reference [16] are shown, since the level of detail@¢omalt be matched within this
analysis, which in return also contributed to other partthefNote.

A Monte-Carlo set with the ATLAS MCO09 tune (see Reference)[2Bd the NLO
set CTEQG6.6 (see Reference [66]) has been produced. Intr#eep the statistical er-
ror well below0.1% for all bins, even in the double-differential illustratioine sample
contains6s x 10° events. The CTEQ-parametrisation of the uncertaintiesherPDFs
happens in 22 eigenvectors. Each eigenvector can be variedduidown, which gives a
total of 44 error set PDFs. By calculating the acceptancedch set, its shifting in com-
parison to the mean value for the acceptance is a measuteefeystematic uncertainty.
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Figure 7.15: Double differential illustration of the actapce and the absolute systematic
uncertainty for two central electrons outside the crackoregn bins ofpZ and|y?|. All
values given are in percent. Figure taken from [16].

Figure 7.14 shows the result: each error set’s inclusive@ence is represented
as a data point and gives two values for each eigenvectorhoWtthe restriction to
pZ < 100 GeV and|y| < 2.5, respectively46.8% of the generated bosons have passed
the given cuts. The magenta line shows the statistical &aad, which is completely
negligible. The overall systematic uncertainty0d§% is derived by adding in quadrature
the deviations of the error sets from the mean value and iesepted as blue lines in
Figure 7.14. By restricting the generat&dbosons to the given values, the acceptance
increases t63.0%, whilst the systematic uncertainty decrease8.46%. This is due to
the fact that a significant contribution to the uncertaintges from generated events in
the very forward direction.

In addition to the inclusive acceptance, the systematiedainties have also been
studied for the single differential and the double diff¢i@racceptances, as well. Since
for the non-inclusive cases the cross-sections will bergeted including the kinematic
and rapidity restriction on thg, only corresponding uncertainties will be shown.

The absolute systematic uncertainty for the double diffeaé acceptance is given
in Figure 7.15. Although the effect of a growing uncertaimtith increasing rapidity
is visible, the relative error in every bin is at the per-nh@el or well below, thus its
contribution to the overall uncertainty in 7.9.6 can be petgd.
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7.9.4 Background Estimation

As described in Chapter 4, the largest source of backgroontes from QCD-dijet
events, that become misidentified as electrons. Even ththage processes have an
enormous cross-section, the jet suppression in ATLAS weoksell that it is almost im-
possible to produce a simulated sample with sufficient armolstatistics in order to be
able apply all selection criteria (see Sections 6.6.2 aBl The mandatory re-weighting
might distort the shape of the QCD background and lead torfegereproduction of to-
tal number of background events, either in the inclusive casvhen binned ipZ and/or
ly7].

Beyond that, the knowledge of the given QCD cross-sectiggifisuffers from an
uncertainty of~ 20%, due to the ignorance of non-pertubative corrections inQKxD
models.

In order to estimate possible biases from the imperfect kedge of the mainly con-
tributing source of background, the impact ofte0% variation of it on the resulting
cross-section is studied. For the inclusive cross-sectlon effect is almost negligibly
small (£ 1%), whilst it increases for the single differential distritans to~ 2% in all
bins and becomes largest in the double differential cas&X).

The systematic uncertainties in the binned distributisrsvieraged over all bins and
is therefore applied as a constant bias for all bins of a icediatributions.

7.9.5 Luminosity Uncertainty

The description of the possible ways to measure the instanotess luminosity has been
given in Section 3.6, together with the expected uncesemt each method. For this
analysis, the uncertainty on the luminosity is assumed ttbg as the knowledge of the
luminosity in the early data-taking stage of the ATLAS exprmt will also be limited to
this order of magnitude.

7.9.6 Treatment of Systematic Uncertainties

As it has already been mentioned in Chapter 6, the lack of alaton of the process
pp — v /Z + X — eTe” + X with a different generator thaPYTHI A limits the extend
of systematic uncertainty studies. In this analysis, tles@nted uncertainties are either
considered to be fully correlated or bin-wise uncorrelafiéte correlated errors deal with
methodological uncertainties like detector alignment andrgy calibration, whilst the
uncorrelated uncertainties are given by the limited dtei®f the simulation sample, e.g.,
the statistical uncertainty of the energy calibration.sI¢an be estimated by determining
the RMS of the derived set of cross-sections, calculated ftdferent event-sets.
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Systematic Uncertainty
@ AR cut < 1%
S FSR < 1%
2 Efficiency determinatiods 3.6%
E Tag selection 1.3%
MC generator 0.5%
S Energy scale 0.8%
B Bin migration 1.1%
A QCD cross-section < 1%
Acceptance (PDFs) 0.8%
Luminosity 10%

Table 7.4: Contributions to the systematic uncertaintyhefinclusive cross-section mea-
surement.

By varying the source of the systematic uncertainty, thaltieg cross-section vari-
ation from the nominal valueg, is determinedg~ ando™. This yields the systematic
uncertaintie$~ = 0~ — o andét = o — o, which are symmetrised for simplification
asd = 1(0~ — &1). The contribution of the identification efficiency (see heldas been
symmetrised in this way, for instance.

The systematic uncertainties are listed in Table 7.4 wigirimpact on the different
contributions for the inclusive cross-section determarat They all were determined by
the methods presented here and in Chapter 6. The main adrdrifor the differential
cross-sections are given by the energy-scale and the afficietermination.

In this context, the uncertainty on the efficiengyplays a special role. As mentioned
before, usually more than one generator and hence simidatagle is needed to deter-
mine the uncertainty of the efficiency correction. This candone by determining the
efficiencies within the simulated “data” sample and use #ngalions in the efficiencies
from a “control” sample with respect to the simulated datagia as uncertainties (cf.
Reference [16]). Within this analysis, no control samples\asailable. Therefore, the
only way to estimate the uncertainty enis to use the deviations between tag-and-probe
method and truth efficiencies shown in Chapter 6 and cakeaaystematic uncertainty
oney inclusively and differentially:

Et&p Et&p

Et&
de = =2

D

reco 8truth

2

D Etruth

(7.14)

Y

Etruth L1

where the relative deviation between the single-electfboiencies determined by the
tag-and-probe method and the truth efficiencies are addgaadrature.
In the early phase of data taking, the main contribution eéogfistematic uncertainty
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comes from the measurement of the luminosity. Later on,uherosity measurement is
expected to become improved to a levekob%.

7.10 Expected Accuracy of the Cross-Section(s)

As it was stated several times in this chapter, that theailnitrmula (Equation 7.1) to
determine cross-sections is simplified. Neither does thadita account for corrections
on event level, nor does it include possible binning in Vaga of theZ boson.

In the recent sections, the different ingredients needaxlmulate the cross-section
were determined and their systematic uncertainties hage discussed. At this stage,
and starting from Equation 7.1, all parameters are known:

AT —— [%@%, |yZ|>] B0E Y. (745)

A R g events

This representation of the double-binned cross-sectioplgies to the single-differential
cross-sections by integrating ovef or |y#|, respectively, and results in the total cross-
section when integrating over both. The paramegtan Equation 7.15 is the correction
factor that accounts for the bin size, thus, in the doublieidintial case, is expressed as
B(pr, ly|) = 1/(ApZ - Aly?|) and is= 1 for the total cross-section, trivially.

In the following sections, the final results of the crosstisecreproduction will be
presented.

7.10.1 Total Cross-Section

The total cross-section measurement has to ensure thairthigen of events generated by
the Monte-Carlo simulation and thus the cross-section eareproduced in case of the
signal-only sample as well as for the combined sample tldalitianally, went through
re-weighting, rescaling and fitting processes.

In total, 3,023,412 events were available, which corresponds to an integrated |
nosity of ¥ = 2.846 fb~!. As stated before, the signal sample makes use of all the
statistics available, whilst the combined sample is lichii@100 pb~!, in order to reflect
measurements during early data-taking of the experiment.

After selection,760, 017 events remained in case of the background-free signal sam-
ple. After re-weighting on event level to account for acesmge and efficiencies, as well
as luminosity and filter corrections, the following crogstson has been derived:

Osignal(pp — V*/Z + X — ete™ + X;pZ < 100 GeV, |y”| < 2.5) = (856.0 £ 0.8ar) Pb.
(7.16)
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Chapter 7. Cross-Section Determination

The whole analysis was based on the restricted invariané malow. Thus, by consid-
ering the limited acceptaneg, the total input cross-section can perfectly be reproduced

osignallpp — ¥ /Z + X — ete” + X) = (1147.0 & 1.0a) Pb. (7.17)

The agreement on this level was expected, as both, the tonme@nd the selected events
originate from the same, background free, Monte-Carlo samp

More interesting is the extraction of the cross-sectioraisecof the combined sample.
Subsequent to the selection process, the signal and eakbrband sample have been
scaled to the same integrated luminosity in order to creal&talike combined sample.
A fitting algorithm than had to extract the amount of signal &ackground events. With
this method, the following result was obtained:

(7.18)
The deviation ofi.3% from the input value of 147.0 pb lies within the statistical uncer-
tainty.

7.10.2 Single Differential Cross-Sections

The resulting single differential cross-sections are showrigure 7.16 and Figure 7.17,
respectively. These have been calculated using Equatidnwhilst integrating over the
remaining variable. Each plot shows the cross-section aerg¢or level, the reproduced
cross-section for the signal sample with full statisticsva#l as the combined sample for
an integrated luminosity afo0 pb~!. The associated ratio gives the ratio of the combined
sample and the expectation from the generator, togethbithétstatistical and combined
systematical uncertainty. TH& acceptance is limited toZ < 100 GeV and|y?| < 2.5.

Figure 7.16 shows a very good reconstruction of the crosseseversus the trans-
verse momentum of thg. The distribution shows the expected behaviour with a @descre
ing cross-section with increasing, and the except for the first, most central bin, which
has a significantly lower cross-section. The fluctuation &l wovered by the statistical
uncertainty and the integral of the distribution gives

Z —— ApZ = (859.6 + 8.8 pb. (7.19)
dpr

as a crosscheck to Equation 7.16. The main contributiondcsjistematic uncertainty
comes from the effects in the identification efficiency at lby.

The same considerations as for the transverse-momentugsisnalso hold for the
cross-section measurement versus the rapidity ofA{€igure 7.17). The corrections
work perfectly for the signal-only case, where the generafgectrum is exactly repro-
duced. The combined sample also shows a very good agreentéit the statistical
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Figure 7.16: Single differential cross-section deterrtioraversusp? with the cross-
section on generator level in comparison to the signal-anty the combined determina-
tion. The bottom plot gives the ratio between generatorllame combined sample as
well as the appropriate errors.

uncertainty. This underlines the possibility to measueedioss-section accurately with
an integrated luminosity of only00 pb~!. The total cross-section can also be reproduced
very accurately:

3 di/az‘ Aly?| = (862.9 + 7.1g) pb. (7.20)

The statistical errors are calculated by error propagdtimm the statistical uncertainty
per bin and the uncertainty on the fit parameters.

7.10.3 Double Differential Cross-Section

The cross-section on generator level shows Figure 7.18.oAthe single differential
cross-sections it has been derived by counting the numbgeérated” bosons per
pZ-|y#| bin on truth level, thus, without any cuts besides the litiotato the acceptance.
In Figure 7.19 shown is the double differential cross-sects determined from the
combined sample that was limited t60 pb~!. In order to enhance the readability, the
binning was chosen to be equidistant, rather than to repréise actual scale as in 7.18.
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Figure 7.17: Single differential cross-section deterrioraversus|y?| with the cross-
section on generator level in comparison to the signal-antythe combined determina-
tion. The bottom plot gives the ratio between generatorllame combined sample as
well as the appropriate errors.

With the information available from the simulation (see {88t 7.7) an accurate repro-
duction of the cross-section can be accomplished. Howthesvariation due to the statis-
tical fluctuations can reach almost 10 percent for some I@ng&en that the corrections as
well as the signal events originate from the same simulatiendeviation can be consid-
ered as large. The errors given in Figure 7.19 are the comilsitagistical and systemat-
ical uncertainties. They reflect the difficulty to derive aanmgful cross-section double
differentially for a sample containing00 pb~!. For completeness, the double-integral
reproduces nicely the total cross-section as given in Eguat 16, which confirms the
statistical origin of the deviations:

d?o
—— APZAYZ| = (856.4+10.2 b. 7.21
ZZ dp%dkl/z‘ pT |y | ( stat) p ( )

/.11 Summary

In this chapter, the procedure to determine inclusive affdrdntial cross-sections has
been demonstrated. From the analysis point of vievg pdori differentiation between a
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Figure 7.18: Double differential cross-sectidtv /(dpZd|y?|) in bins of pZ and|y?| on
generator level. All values given are in fiGeV - y-unit).

simulation-based analysis and an analysis with first data the ATLAS experiment has
been made. Instead, the necessary steps to derive thesessi were introduced and
special aspects for a simulation-based analysis weresfisduiseparately. In later stages
of the ATLAS experiment, especially when the centre-of-snasergy provided by the
LHC is at its design value of/s = 14 TeV, some parameters in the event selection will
have to become adjusted, e.g., in order to account for jle-u

With the results shown in the previous section it has beenodsimated that an in-
clusive and a single differential cross-section measunéwith data corresponding to
< 100 pb~! is possible. The systematic uncertainties are a few perammhtagree well
with similar analysis like given in References [50] and [18]he limiting factor will
especially during the period of early data-taking will be foor knowledge of the in-
tegrated luminosity, which will become improved over timie.summary, the expected
uncertainties on the cross-section determination for ¢metened sample are:

Ao(pp = v*/Z + X —ete + X)
olpp — v /Z+ X — ete + X)

= 1.5%star % 4.2%syst=£ 10%1umi - (7.22)

However, with the improvement on the knowledge of the luraityp which is expected
to reach~ 5% in the future, an improvement of the systematic uncertamtjesirable.
One contribution in order to minimise the systematic uraety might be an advanced
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ly#|-Bin

p#-Bin

Figure 7.19: Double differential cross-sectidio /(dp%d|y?|) in each bin ofp% and|y”|
for the combined sample with an integrated luminosity@f pb~!. The errors shown are
the combined statistical and systematical uncertaintesyncertainty on the luminosity

is not included. All values given are in pliGeV - y-unit).

efficiency determination that will be introduced in the nelxapter.
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Calculation of the Efficiency Correction

8.1 Introduction

In Chapter 6 the single-electron efficiencies have beerrm@ted via two independent
methods. The truth efficiencies can only be derived from &tman studies, whilst the
tag-and-probe method can be applied to data in order tordeterthe efficiencies inde-
pendently from inaccurate detector description withingheulation. As it was shown,
the truth efficiencies can be reproduced very accuratelly thi¢ tag-and-probe method
for most parts of thez-n plane, which underlines the functioning of this data-dmive
method.

In order to make use of the single-electron efficiencies toutate a cross-section
like shown in Equation 7.1, the various contributions havdé combined to a single
correction factor. The aim in this context is to find a methuwat is also applicable to data,
rather than only relying on simulation-based methods. tepto avoid any additional
effects arising from combinatorial background, the stsgieesented in the following are
based on truth-matched signal events.

8.2 Standard Approach

The idea behind this commonly used approach (cf. Referdiidgs[50]) is to use the
two-dimensional single-electron efficiencies derived imafter 6 to calculate the overall
efficiency that will be applied to correct each selecie@vent. The advantage of this
method is its applicability on data with very low integratathinosity, since the electrons
are treated separately to determine the correction fatharmethod will now be outlined,
briefly.

After selection of a suitablé candidate, the electrons’ transverse energiesand
positions are used to look up the individual efficiencieshs electrons. By treating
them independently from each other, possible correlatietween the particles are being
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Figure 8.1: Relative deviation between the efficiency fextg, ands; as described in
the text,(gcorr - 62)/62-

neglected. Hence, the overall efficiency can be calculayef@diorising the individual
contributions:

Ecorr = Eeil " Eel * 52?1 : 513?2 : 52I1 ’ 5g|2 : (5;11 + 5Ié|12 - 5Ié|11 : 5|é|12) ) (8.1)
with 4, , = &b, J(Er, |n]). This factorisation can be used if all the requirements are
equally applied to both electrons, except for the triggéiciehcy. As only one of the
electrons is required to have an associated level-1 olgeet$ection 7.2), the efficiency
is calculated from the probability that at least one electnes the trigger.

If NV is the number of generated events within the acceptance, then, after applying
the selection criteria as also outlined in Section 7.2, theiency-corrected number ¢f
events,Neor, Should equalV in order to determine a cross-section. With the application
of the event-based correction with,, the result yields

Neor — N
N
which shows that the correction seems to work. However, tineection factor that has
been calculated in Equation 8.1 can be compared to an oeeradiction factorg , for
both electrons within the event, which is computed simplyntiyroring the selection

~ 0.9% , (8.2)

1see Section 7.5 for details
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8.3. 4 Dimensional Efficiencies

steps within the simulation and has been used for the cexd®a determination in the
previous Chapter (see Section 7.5).

The result of this comparison is shown in Figure 8.1. Therithstion is distorted
compared to the Gaussian-like behaviour that one wouldehaexpect. The maximum
is shifted towards higher correction factors, with a longfta events where the correc-
tion is too small. This distinct tail is responsible for treef that the integral over this
distributions favours an overall-deviation close to zérbus, Equation 8.2 gives the cor-
rect numberQ(AN/N)1%) of (corrected) events. Obviously, the underlying cotielzs
mostly cancel out for the inclusive treatment:gf;.

The behaviour obarepsilong that has been demonstrated in Figure 8.1 raises some
guestions to the use of Equation 8.1. In order to study thmane detail, the correction
factor ecor is calculated and compared 4g in bins of p7 and|y#|. This is an essential
test if one wants to calculate single or double differerdraks-sections.

Again, the event-by-event correction factor from EquaBdhis compared to an over-
all factor for both electrons, which is derived by mirroritige standard-selection steps.
This time, the relative deviation is sub-divided in binspéfand |y?| (see Section 7.3),
leading to the result shown in Figure 8.2, where the shapeeodistribution

ez(P7, 1v?]) — econPZ, [y7])
ez (p%. [y?)

strongly varies over thgZ-|y?| plane. Only a few bins show an acceptable replication of
the efficiency correction;. Especially bins in mid-rapidity region$.¢ < |y?| < 1.3)
have a double-dip structure, where possibly correlati@aéen the two electrons might
have an impact.

It is obvious that there are underlying effects preventimg efficiencies to become
reproduced correctly. As one can see in Figure 8.3, whictvslioe ratioN..,/N double
differentially, the effect leads to quite massive deviasidrom the expected number of
events per bin in the order of up %. This makes it impossible to determine the
correct number of events—and hence the cross-section(ghthws approach.

Under the assumption that the occurring effects are indelatkd to correlations be-
tween the final-state electrons, the efficiencies have tabedon information frorhoth
electrons, rather than considering them separately. InékeSection, a new ansatz that
is inspired by work (cf. Reference [51]) from the ATLAS cdilaration is presented to
account for possible correlation effects.

8.3 4 Dimensional Efficiencies

In the previous Section, the correction factgy;,;, which included all efficiency correction
for a cross-section determination, was introduced. It is@sve that this correction does
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Figure 8.2: Relative deviation of the efficiency factgy,, As/cz, in bins ofpZ andy?
(given in Equation 7.4), axis labeling and range of thaxis are the same as in Figure
8.1. Picture is rotated 90 degrees clockwise.
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Figure 8.3: Ratio of the corrected number of events and egdawumber of events per
pZ-|y?| bin after applying the correction via Equation 8.1. Theist&al error for each
bin is well contained af£ 1%. All values are given in per cent.

not allow to reproduce the right numberfevents. Rather than dealing with a variety of
efficiencies at once, the determination of the approprifiteiency correction factor per
event is, for simplification, reduced to the correct harglfjust one efficiency. The de-
termination of the remaining efficiencies shall be deemdukta matter of generalisation
and should in principle work accordingly.

The goal for this part of the analysis is therefore to deteenthhe (medium) identifica-
tion efficiency,c'® medUM in a way to reproduce the invariant mass spectrum of a select
7 candidatebeforethe medium identification requirements for both electramish the
spectrumafterthe cuts and the appropriate weight for the event from thefat®: medium
The spectrum reconstruction ensures the reproductioreafdahrect number of events for
the cross-section determination.

If the assumption applies that correlations between thetrele and the positron from
theZ decay are responsible for the improper correction, theefffay for a single electron
cannot longer be determined independently from its parffiee first ansatz is therefore
to define the formerly used, two-dimensional truth and tag-arobe efficiencies in four
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Chapter 8. Calculation of the Efficiency Correction

dimensions, respecting also the partner’s location and @mbum, such that

8{51,trr]r1edium(E¥uth’ |77truth‘) N Ela.ﬂrpedium(Egartner’ ‘npartner" E}E“th, |77truth|> ’

i b i b
i and probk BT [17°°0) = iy anapronk Er % 1170, RS ) . (8.3)

In addition to this four-dimensional ansatz, the standapr@ach to correct the mass
spectrum with the two-dimensional efficiency is also useke €orrection is applied by
weighting each event that enters the spectrum with a faétbfo;. In total, five different
ways to correct the spectrum have been considered:

» standard approach, 2-dimensional efficiency
» truth, single electron efficiency

wi = e ) e BT, 1)

» single electron efficiency determined by the tag-and-prabthod

ID, medium QE:[;robe, ellj |nprobe, eI:lD . €ID, medium éEgrobe, eI2’ |77probe, ela)

Wy = 6tag and prob tag and prob

» two-electron efficiency, gives an overall weighting-facper event (for de-
tails, see Section 7.5)

wy = £2(p7.1y”|)
» 4-dimensional approach

» truth, single electron efficiency
ID, medium/ rell |, ell el2 el2 ID, medium/ rel2 el2 ell |, ell
W4 = Eqyth (ET 7|77 |7ET 7|77 |)'€truth (ET 7|77 |7ET 7|77 |)
» tag-and-probe method, single electron efficiency

i b
Ws = Eigl and pronbr s (17, B [P0

Etog e ok B, [P, TS, 11%9))
The results for the various corrections are shown in Figute Bhe difference between
the number of dimensions is clearly visible: For lower-m&ssandidates, the correction
is heavily underestimatedy( 20%) and overestimated fat/e; e = M(Z) in case of
the 2-dimensional efficiencies. The worst correction giassone would expect, the cor-
rection factorws, since it does not differentiate between the leptons. Heweas this
efficiency mirrors the selection-steps to findacandidate, the integral of the corrected

spectrum by definition gives the number of events beforeyapgpthe identification cut.
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Figure 8.4: Ratio of the invariant mass spectra with and authdentification cut and
correction. Five different corrections have been appliecte in two dimensions and two
in four dimensions.

The 4-dimensional corrections show a better reproductidheoinvariant-mass spec-
trum before the identification cuts. Taking into accountgeeond involved lepton obvi-
ously has an impact on the correction and reduces the davsaliy roughly a factor of
two.

Apparently, all five distributions show the same behavioithwhe underestimation
(overestimation) at the low-mass (high-mass) region.Heurmore, they all seem to share
the same inflection point &8 GeV < Mg o2 < 89 GeV, with Neor/N =~ 1. That
means that the correlation is completely negligible focetn-positron pairs close the
Z mass. Since the correction varies strongly with the invdnmass of theZ boson, it
seems natural to extend the two and four dimensional demergoof the efficiencies with
another dimension which covers the combined mass of thedpioms.

8.4 Correction Factors Including the Invariant Mass

As it has been shown in the previous section, the inclusiothefsecond lepton’s pa-
rameters to derive an event-based correction factor ingattive picture to some extent.
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Figure 8.5: Ratio of the invariant mass spectra with and authdentification cut and

correction. Top: corrections in two dime

nsions compardtiédhree-dimensional ansatz.

Bottom: two and five dimensional approaches in comparison.
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8.4. Correction Factors Including the Invariant Mass

However, as the deviation in the spectrum still heavily @amvith the invariant mass
of the Z, the obvious extension of the previous model would be toaetsgso the (recon-
structed) invariant mass of both leptons, so that the faetey w,, w, andws read now
as

wi _ glgj,trr:\edium(E%ll’ |77ell|’ Mell, el2)

cwin T 1%, Men, o)

/ __ _ID, medium probe, ell | probe, el
Wy = 6tag and probéET ) |77 ]17 -]Wtag, probe)
ID, medium probe, el2 | probe, el
5tag and prongT ) ‘77 a7 Mtag, probg
r_ ID, medium; rrell ell el2 el2
Wy = Equth (ET ) |77 |> ET ) |77 |> Mell, eI2)

8LEJ‘ITTEdium(EIe’|27 |77€|2|7 Eg“llu ‘778|1|7 Mell, eIZ)

r ID, medium tag tag probe | prob
Wy = 6tagandprongT v|77 |>ET >|77 e]aMtag, probg

i b
5{29’ r;]rfglgrrgngg“ro e? ‘nprobel’ E;?gv |?7tag‘7 Mtag, probé

Apart from the additional dimension in these Equations #raes considerations and
steps as in the previous Section were taken into accountgar&i8.5. It shows the
commonly used, 2-dimensional approach in comparison tthtlee and five dimensional
efficiency corrections with a mass binning of

Mep, o2 = {70,75,77,79,80,81, ...,99,100, 101, 103,105, 110} / GeV.

Apparently, the quality of the correction strongly depeadshe invariant mass of the
leptons’ mother particle, which cannot be neglected if oa@t® to properly reconstruct
the spectrum and hence the correct number of events. As liearen in Figure 8.5, the
three dimensional approach nicely reproduces the spedtuide; ¢, > 87 GeV whilst
especially the tag-and-probe correction seems to ovaeratithe lower mass region at a
2-3% level. When looking at the five-dimensional approach (butg@anel of Figure 8.5),
the offset for low-mass pairs almost vanishes.

The question is: How many events are needed to reach theaagcaf the five-
dimensional approach as presented in Figure 8.5? This capgyeximated by the total
number of bins used to derive appropriate correction factéor each lepton, the binning
as given in Expression 6.6 is used. This already resuli$ in? = 2,025 bins. Moreover,
the mass-binning adds another 28 bins, as described abowvetal, 56,700 bins were
taken into account in this analysis.

It is obvious that not each of the bins is occupied by the sameuat of statistics,
due to kinematic and geometric constraints. In Figure 808vslis the population density
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Figure 8.6: Relative abundance of number of events enténmgenominator of each bin
in order to calculate the 5-dimensional tag-and-probeieffay.

of events in the denominator for the efficiency bins. It refdbhe non-negligible number
of correction factors based on a poor number of events pe(bid0). It is therefore
recommended to use either more statistiss fb~!) or a somewhat coarser binning.
However, for the mass binning the latter would result in asgaed reproduction of the
spectrum and can therefore not be justified.

8.5 Comparison and Summary

After introducing the problems arising from the “clasgitdctorisation ansatz in Equation
8.1, the task of finding one correction factor for all efficers was simplified to correctly
describe one efficiency, first. The generalisation is rexkifor further, more detailed
analysis, but should, in principle, not deviate from theegipath.

In this final Section, the implications of the 2 dimensional approaches on the differ-
ential cross-section measurements are outlined brieflyt Was previously shown in this
Chapter, the invariant mass spectrum can not be reprodynged@iately when looking
at the electrons from th& decay independently. The extension to three and five dimen-
sions, where the invariant mass of the two leptons is takienaocount, allows a proper

2 e. with two-dimensional factors
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Figure 8.7: Invariant mass spectrum of a selected pair ofrelles before the identification
cuts, as well as after both cuts including the correctionnehlr (top) and logarithmic
(bottom) representation.
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Figure 8.8: Invariant mass spectrum correction in 8 bingZfind 5 bins of|y?| (see
bin definition in Expression 7.4). Ratio of spectrum aftex #D (5D) correction and the
spectrum before the ID cuts in blue (red). The range ofthg axis is[70 GeV; 110 GeV]
([0.7;1.3]). The Figure is rotated 90 degrees counter-clockwise.
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ly?| Bin

pZ Bin

Figure 8.9: Relative deviation between the integrated dimoensional invariant-mass
correction and the integrated invariant mass before thdiftsation criterion. For better

illustration, all bins were given an equal size, the actualrzaries are given in Expres-
sion 7.4. The statistical uncertainties arel % in each bin. All values are given in per
cent.

reconstruction of the spectrum (see Figure 8.7).

As already mentioned before, the impact of the mis-recanstd spectrum is quite
small for the inclusive cross-section measurement, sinedritegral deviates by only
~ 1% from the theoretical value. However, when it comes to thglsior double differ-
ential treatment of the corrections, Equation 8.1 breaksndentirely. In the following,
the behaviour of the 5-dimensional efficiency in comparismthe classic method with
respect to differential distributions is subject of the siolerations.

This can be studied by splitting up the spectrum that is shiowFigure 8.7 in bins
of pZ and|y?|. As it can be seen in Figure 8.8, the 5-dimensional tag-anbepcorrec-
tion results in an fundamentally improved spectrum reaoicgibn in each kinematic and
geometric regime of th& boson.

Even with the low amount of statistics in the low and high maggon the initial
spectrum is much better described by the 5-dimensionamagprobe method than with
the 2-dimensional efficiency. However, some subsets of tdanensional correction
show also some possible biases beyond statistical fluohsalike pane(8, 4] in Figure
8.8, for instance), which might be resolved by a narrowenipig in one or more of
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|y?| Bin

p% Bin

Figure 8.10: Relative deviation between the integrateddimeensional invariant-mass
correction and the integrated invariant mass before thdiftation criterion. For better

illustration, all bins were given an equal size, the actualrzaries are given in Expres-
sion 7.4. The statistical uncertainties &el % in each bin. All values are given in per
cent.

the variables or by adding another dimension. This shouldutxgect of another, more
detailed analysis.

The advantage of the 5-dimensional over the 2-dimensiomraéction can best be
demonstrated by comparing the integral of the invariantsyspectra before and after the
correction. As it is shown in Figure 8.9, the factorisatiortwo dimensions,

ID, medium/ r-ell

Wy = Equ (ET , |7Iell|) ID, medium(EeIZ

* Etruth T > |77e|2|)

obviously overestimateg bosons with lowpr and underestimates significantly high-
rapidity Z's. The deviations for the identification efficiency alreadbach the three-
percent level. Thus, by also including the remaining efficies appearing in Equation
8.1, an overall fluctuation and deviation as shown in FiguBesg@ems reasonable. Even
if the fluctuation is sometimes quite extreme between adjaui@s, integrating ovepZ
or [yZ| results in the same overestimated and underestimated argiah would directly
affect the single differential cross-section measuresient

In comparison, Figure 8.10 is showing the discrepancy toettpected number of
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events per bin for the 5-dimensional tag-and-probe method,

i b
w:”; = 5126] r:rfglgrrgng?gv |77tag|> ESLTO e> |77pr0be]’ Mtag, DTOba
i b
5{29’ r;]rfglgrrgngg“ro e? ‘nprobel’ E;?gv |?7tag‘7 Mtag, probé

The fluctuations are within the statistical uncertainty<atl%. Moreover, there is no
region inpZ, |yy#| favoured in any way. This is a confirmation that the methoddsking
well.

However, there is a price for the efficiency-treatment in direensions. The amount
of statistics needed to reach the accuracy presented imnliysis is~ 3 fb~!, corre-
sponding to~ 3 years of initial LHC-running. On the bright side, the tagdgsrobe
method allows the efficiency determination from data, mathan to rely on simulated
events, only. It should be emphasised in this context tleatebults presented here are an
overview of the possibilities the 5-dimensional treatmathe efficiencies give.

The alternative to use the three-dimensional ansatz loelspromising, since it al-
ready reproduces the spectrum perfectly for higher madsé® & and requires obvi-
ously much less statistics than the treatment in five dinogissiA more detailed analysis
of binning and the remaining efficiencies should confirm tloeking of the three and five
dimensional approaches to derive an overall efficiencyclvimcludes reconstruction,
trigger and further efficiencies that can be derived by tigestad-probe method as well.
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<Was wir wissen ist ein Tropfen, was wir
nicht wissen, ist ein Ozean.»>

Sir Isaac Newton (*1643, 11727)

Summary and Outlook

In the thesis the production of thé boson in proton-proton collisions at the ATLAS
experiment has been investigated. Its subsequent deaawmelectron-positron pair
serves as a standard candle for the calibration and unddistpof the ATLAS detector
due to the clean signature given by the two isolated leptorike final state. The total
cross-section of~ 1 nb leads to a large yield of bosons in the early phase of the
experiment. This allows for first LHC studies of parton dgnginctions.

After the incident at the LHC in September 2008, it becamarcthat the design
centre-of-mass energy of 14 TeV would not be available atébtart of the experiment.
During production of the Monte Carlo simulations on whicistanalysis is based on, an
energy of 10 TeV was in the discussion for LHC startup. Asritéal out, the decision was
to run with/s = 7 TeV initially, leading to the fact that no exact predictiara be made
within this thesis. The concepts, however, will be the saimeesthe cross-section of the
procesyp — v*/Z + X — ete” + X does not change significantly. It was therefore the
aim of this thesis to test the concepts used in early daiagdk measure the inclusive
and differential cross-sections for tieproduction.

In preparation for the cross-section measurement, théeseigctron efficiencies have
to be considered. Therefore, an in-depth comparison betthessimulation-based “truth”
and the data-driven “tag and probe” technique has been shoihey coincide within a
few percent for all considered efficiencies. However, |bBw-electrons obviously suf-
fer from effects like bremsstrahlung, leading to deviasiohO(10%) between truth and
tag-and-probe method regarding the identification effyelVith a combined sample of
signal and background, which was limited 60 pb~! of data in order to reflect early
data-taking in ATLAS, the possibility of an efficiency meesment for single electrons
with the data-driven technique has been demonstrated.

The focus of this thesis has been to outline the inclusivediiferential cross-section
measurement with an amount of data corresponding to an phdge of the ATLAS
experiment. The statistical and systematic uncertaihi@®® been estimated. For the in-
clusive cross-section determination, the expected statisincertainty isl.5% and the

163



Chapter 9. Summary and Outlook

systematic uncertainty i62%. Similar studies for the inclusive (see Reference [50]) and
differential case (see Reference [16]) dealt with a lindtato 200 pb~, thus twice as
many events as for this analysis. Their results are in googeagent with this analysis.
Even if the combined uncertainty is 5%, the dominating contribution to the overall un-
certainty comes from the luminosity. Its uncertainty dgrearly data-taking is expected
to be of the order of 0%.

Animportant aspect of this analysis has been to measuréftbeedtial cross-sections.
The single-differential cross-section with respecptodepends on QCD radiation in the
initial state including soft QCD processes, hence it mighsensitive to non-pertubative
effects in pQCD. Furthermore, the rapidity distributiortloé Z boson gives access to the
PDFs of the protons. This is due to the fact that, at leadidgmthe involved partons’
momentum fractions are related to the rapidity.

With the results for the single-differential cross-sesti@iven in this analysis, the
transverse momentum as well as the rapidity distributionstfe Z boson can be repro-
duced well (better thaid%) within the statistical uncertainty far00 pb~. It has to be
stated, though, that in data it is essential to describehthpes of signal and background
very accurately in order to derive the correct cross-saqier bin.

The double-differential cross-section can be reproducétti@ worse than single-
differential cross-seciotns. The discrepancies to theeetgpion per bin almost reach
10%. The overall error per bin is totally dominated by the stat#éd uncertainty. It is
therefore not recommended to measure this distributioh witow amount of data as
given by100 pb~.

As it has been presented, the formerly used factorisatigatarito combine the var-
ious, two-dimensional single-electron efficiencies to enown correction factor is not
applicable to differential cross-section analysis, reitfinom simulation nor from a data-
driven method. Failing to reproduce the invariant-masstspm before the medium iden-
tification cuts with the two-dimensional identification eféincy was demonstrated. By
including theEr andn parameters of the other lepton and the invariant-mass of d&®t
additional dimensions in the efficiency correction, it waswn that the spectrum could
be reproduced accurately and that the correction allowa fwoper reconstruction of the
cross-sections per bin.

However, the description in five dimensions would requineesal years of ATLAS’
data taking. The possibility to study the efficiency con@tin just three instead of five
dimensions was also examined in this analysis. It has besmrsfor the very first time
that the three-dimensional approach already reprodueesptactrum quite well, making
it possible to derive the several efficiencies needed andowrthem to a correction
factor via the data-driven tag-and-probe method. As anaeddcguess, an integrated
luminosity of ~ 200 pb~! would be sufficient to calculate from the three-dimensional
electron efficiencies.

164



As some of the techniqgues and methods demonstrated in thigs@are already
adopted in current data taking at ATLAS, it would make sepnssudy the efficiency de-
termination in much more detail. Since only the identificatefficiency has been studied
in the multi-dimensional ansatz, the applicability for@astruction and trigger efficien-
cies, for example, still needs to be proven. Moreover, ttastudies are needed to
optimise binning effects and additional corrections thaghihbe needed in data.

The first cross-section measurements ofthgZ — ete™ production with the AT-
LAS detector at,/s = 7 TeV have been published recently (see Reference [5]). The
results are based on an integrated luminosity.of= 316 nb~! with 70 observedZ-
boson candidates yieldings.8 & 8.4sia £ 0.45yst background-subtracted signal events.
With the efficiencies and the acceptance derived from M@sde simulation, the total
production cross-section within an invariant-mass win@dw6 GeV < M., < 116 GeV
is derived asﬁ;’f/z = (0.75 £ 0.09stat = 0.08syst = 0.08,umi) Nb. This first measurement is
within 1.5¢ from the theoretical valuer{1y> = (0.96 + 0.05) nb) thatis based on NNLO
QCD corrections using the programs FEWZ [19] and ZWPROD References [59] and
[74]).

In conclusion, the study of th& boson production is one of the most central tasks dur-
ing the first period of data taking at the ATLAS experimenhétps to understand aspects
of QED and QCD, and improves the understanding of the ATLAS&&dtor performance
and its response. In later stages of the experiment, thelkdge gained by studying the
procesyp — v*/Z + X — eTe” + X also has an impact on the discovery of the much
anticipated Higgs boson as well as for discovering physey®hd the Standard Model.
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