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Abstract

The first direct detection of dark matter is anticipated in coming years by one of
a range of experimental strategies. Because the identity of dark matter remains
unknown, the strategy that will be successful in this one cannot say. However be-
neath this fundamental particle physics uncertainty lies another uncertainty with
regard to the structure of the dark matter halo of the Milky Way that must be
confronted when interpreting data from terrestrial experiments. However these as-
trophysical uncertainties might only be resolved with the very same experiments;
in fact, directly detecting dark matter represents the only way to probe the ul-
tralocal structure of the halo. This thesis explores the impact of astrophysical
uncertainties on the particle physics goals of dark matter detection but also the
extent to which we might in the future be able to resolve those uncertainties.
The discussion is framed around the detection of three types of particle, two of
which are dark matter candidates: weakly interacting massive particles (WIMPs),
neutrinos and axions.

In the case of WIMPs I consider how upcoming directionally sensitive experiments
can be used to probe the full 3-dimensional velocity distribution to learn about
dark matter substructure. A range of model dependent and independent statisti-
cal approaches are tested under various astrophysical benchmarks. I also explore
prospects for WIMP direct detection when faced with the ultimate neutrino back-
ground, as expected in the next generation of experiment. In this eventuality the
uncertainties in the neutrino flux are essential in predicting the WIMP models
inaccessible due to the background. However the same is true of astrophysical un-
certainties. Once astrophysical uncertainties are accounted for the neutrino floor
limit is raised in cross section by up to an order of magnitude and the accuracy
of any potential WIMP particle measurement is greatly increased. Addressing
these concerns, I demonstrate how one should go about subtracting the neutrino
background. This involves a return to directional detection. I find that even non-
ideal circumstances, the neutrino and WIMP signals can be distinguished and the
neutrino floor overcome.

Finally in the context of axions, I discuss the prospects for microwave cavity
haloscope experiments to perform “axion astronomy”. Haloscopes measure the
direct conversion of axions into photons and hence can make potentially much
finer measurements of the dark matter halo compared with WIMPs. I develop a
technique to extract astrophysical parameters, such as the halo velocity dispersion
and laboratory velocity, as well as learn about properties of substructure from tidal
streams and axion miniclusters. I show that a level of precision can be achieved in
relatively short duration haloscope experiments that can match or improve upon
that of astronomical observations.
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Chapter 1

Introduction

Our picture of the cosmos in the 21st century appears to have dissolved into a vista

of almost paralysing darkness and confusion. Headlines proclaim that physicists

do not understand 95% of the contents of the Universe. While in essence they

might be right, we can safely assert that the statistical error on this ignorance is

a very small value indeed. The Universe, we know, is hiding from us a pair of

mysterious entities. The challenge faced by modern science is how best to baptise

these shadowed creatures in the purifying light of human understanding. Of the

two, the most recently emerged, dark energy, remains tantalisingly out of reach.

The other, dark matter, is a paradox; elusive yet ubiquitous, strange and exotic,

yet apparently essential for the Universe to function as we know it, and for us to

exist.

The beginning of the dark matter (DM) story is often attributed to the work of

Zwicky in the 1930s [7] from whom originates the moniker “dunkle materie”. Since

then dark matter has developed into one of the central unsolved problems in the

collective mind of the physics community. Given such intense focus and the now

overwhelming compendium of evidence for the presence of a large quantity of invis-

ible matter, it is all the more surprising then that from the perspective of particle

physics the nature of that matter remains as elusive as ever. The 21st century

has brought about the advent of precision cosmology. With it, compelling and

near-conclusive evidence for a primarily dark contribution to the energy density

of the Universe. The hope is that the efforts of particle physics experiments and

observations can rise to the task of exposing the identity of dark matter. Just as

the evidence from galactic rotation curves began a revolution in the understanding

1



Introduction 2

of galaxies, we too expect the unmasking of dark matter to reveal a new realm of

particle physics. Indeed dark matter and the questions it asks of us have inspired

the construction of some of the most sensitive and complex machines ever con-

ceived. It is perhaps grandiose, but not overly optimistic to claim that the first

detection of interacting dark matter will merely be the prelude to a new era of

physics.

In this introductory chapter we present a bird’s eye view of the evidence for dark

matter (Sec. 1.1), candidates from particle physics (Sec. 1.2) and finally a summary

of the ongoing search for those particles (Sec. 1.3). We outline the content of this

thesis in Sec. 1.4.

1.1 Evidence for dark matter

1.1.1 Galaxy rotation

The classic observational evidence for dark matter responsible for its seat in the

canon of unsolved problems in physics is found in the rotation curves of galaxies.

Spectroscopic measurements of absorption and emission lines from stars and gas

in nearby galaxies allow their dynamics to be extracted. In particular the Doppler

shifted 21 cm emission from neutral hydrogen can be used as a tracer for the

rotation curves of such galaxies out to a few times the radius of the optically

luminous component [8]. The expectation from the apparent mass distribution,

M(r) concentrated at small r is for a rotation curve to drop in accordance with

Kepler’s laws v(r) ∝ r−1/2. Initially sparked by the obervations of Rubin and

Ford [9], a host of now thousands of galaxies show a flattening of v(r) towards

large radii. The broad conclusion drawn from this large and diverse set of data

is that galaxies generally seem to have anomalously fast rotation at large r [10].

In Fig. 1.1 we show a selection of such rotation curves from the recent SPARC

database [11]. Despite galaxy-to-galaxy differences in the shape of the rotation

curve depending on the particular morphology, the simplest general explanation

for these large rotation speeds is that galaxies must be enveloped by some large

‘halo’ of unseen matter outweighing the mass of the stellar component by a large

factor.
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Figure 1.1: Sample of disk galaxy rotation curves from SPARC. The rotation
curves are shown as observed speed vobs, as a function of radius r. Despite the
galaxy-to-galaxy differences there is consistent flattening at large r, contrary to
the Keplerian prediction.

This begs the question, is our own galaxy the same? It would be natural to assume

that our Milky Way - which in every other respect appears to be a typical large

spiral galaxy - should too possess its own dark matter halo. However this must be

confirmed with observation. In addition, if we hope to try and detect some of this

dark matter we must know how much of it we expect to find around us. Inferring

the rotation curve of the Milky Way is distinctly challenging to observational

astronomy but measurements indicate that its rotation curve is flat [12–15], with a

density of dark matter at the Solar radius in the range ρ0 ∼ 0.2 - 0.7 GeV cm−3 [16–

18]. Although there are uncertainties in any given value of ρ0 (as we discuss at a

number of instances later on) it is usually agreed that it must be non-zero at the

location of the Solar system. This fact is essential for prospects to directly detect

dark matter.

1.1.2 Galaxy clusters

Galaxy clusters contain 100 - 1000 galaxies of varied size and are the largest grav-

itationally bound structures in the Universe. They were also the first objects to

have observations indicate the need for dark matter. Zwicky’s 1933 observation

of the Coma cluster showed a discrepancy of a factor of a few hundred between
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the luminous mass and the gravitational mass implied by the virial theorem [7].

Since these early observations, many more sensitive probes of galaxy cluster masses

have been developed. Gravitational lensing techniques involving the analysis of

distorted images of distant galaxies due to the deep potential of clusters can be

used as an independent measure of the total gravitational mass [19–21]. Strong

gravitational lenses can also be used to weigh the masses of individual galaxies [22].

Complementary to lensing, X-ray bremsstrahlung emission from the hot electron

plasma (which typically comprises the majority of the mass of the baryonic com-

ponent1) can be used to construct temperature profiles and subsequently an inde-

pendent estimate of a cluster mass [23–26]. A combination of these observations

with more sophisticated mass modelling and virial estimates [27] together provide

another overwhelming set of evidence for dark matter [28]. Furthermore there are

individual cases of galaxy cluster collisions [29–32] (such as the archetype “Bullet

Cluster” 1E0657-56 [33]) which appear to show a striking separation between the

luminous matter and a non-interacting dark component. Because galaxy clusters

are the largest structures in the Universe it is not unreasonable to assume that

they will be a good indicator of the contents of the Universe [34]. The evidence

for dark matter from galaxy clusters and the evidence from rotation curves rely

on independent measurements and probe length and mass scales many orders of

magnitude apart, so when combined make a persuasive argument.

1.1.3 Cosmology

Galaxies aside, arguably the most compelling evidence for dark matter arrived with

the advent of precision cosmology. The harbingers of this new era were satellites

such as WMAP [35–37] and subsequently Planck [38, 39] with measurements of the

temperature anisotropies in the cosmic microwave background (CMB). Together

with the rapidly expanding catalogues of large scale structure (LSS) from surveys

such as SDSS [40], 2dF [41], DES [42] and CFHTLenS [43], we now have an

incredibly detailed view of the contents and evolution of the Universe on the

largest scales and over the longest times.

1We make use of the convention in cosmology to refer to all hadronic and leptonic matter as
‘baryons’.
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The CMB is the “first light” of the Big Bang. It is a snapshot of the time of last

scattering, when the Universe was around 380,000 years old. The release of pho-

tons occured when nuclei and electrons combined to form neutral atoms, making

the Universe transparent for the first time. The spectrum of photons from the

CMB form the most precise black body spectrum ever observed in nature with

a temperature of 2.725 K [44]. Despite this it has vitally important fluctuations

in temperature across the sky with amplitudes < 10−5 [45], that may have origi-

nated from quantum fluctuations in a fundamental field driving a period of rapid

inflated expansion [46]. The gravitational collapse of the dark matter found in the

subsequent overdensities and the infall of baryons into their potential wells, ulti-

mately form the galaxies and clusters we see in the present day Universe. As well

as temperature anisotropies across the sky the CMB photons have anisotropies in

their polarisation, the distribution of which is also influenced by processes in the

early and late Universe. Of particular note is the primordial B-mode polarisation

which are a characteristic of gravitational waves produced generically in models

of inflation [47, 48].

Decomposing the distribution of CMB fluctuations as a function of angular scale,

one can construct a power spectrum containing a series of peaks which encode the

geometry, contents, and evolution of the early stages of the Universe. The peaks

are formed due to acoustic oscillations in the photon-baryon fluid as the gravi-

tational collapse of matter is resisted by the outward radiation pressure. Once

this collapse has allowed structure to form, the CMB is imprinted upon again

with an assortment of secondary anisotropies. As the CMB photons travel to-

wards us they are blue- and redshifted by falling into and out of gravitational

potentials (the Sachs-Wolfe effect [49]). The potential wells of galaxy clusters

can also distort temperature and polarisation anisotropies on certain scales due

to gravitational lensing. The spectrum of the CMB itself is also modified on

very small angular scales by the Sunyaev-Zel’dovich (SZ) effect in galaxy clusters

when photons are inverse Compton scattered by the hot electron plasma of the

intra-cluster medium [50]. Since the SZ effect is independent of redshift it can

be used to count clusters out to large distances. The oscillatory behaviour of the

photon-baryon fluid is also inscribed onto the power spectrum of the distribution

of matter, meaning catalogues of large scale structure from galaxy surveys contain

a valuable distance scale on the later Universe. In the context of LSS these are

referred to as baryon acoustic oscillations (BAOs).
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The most recent measurement of the angular power spectrum of the temperature

and polarisation anisotropies of the CMB by Planck can be fit to good agreement

by one of the simplest cosmological models in which the Universe is dominated

by a cosmological constant Λ and cold dark matter (CDM): the ΛCDM model.

The cosmological constant is a uniform contribution to the energy density of the

vacuum and is the simplest explanation for the apparent late time accelerated

expansion of the Universe as indicated by the redshifts of type-1a supernovae [51–

53].

To quantify the contents of the Universe we refer to the density of cosmological

species as a fraction of the critical density (the density required for a flat Universe)

Ωi = ρi/ρc, where ρc = 3H2
0/8πG in terms of the present day Hubble parameter

H0. When combined with complementary measurements from BAOs, weak lensing

and type-1a supernovae, the Planck analysis find values of Ωb = 0.0486 ± 0.0010

and Ωdm = 0.2589 ± 0.0057 (when H0 = 67.74 ± 0.46 km s−1 Mpc−1 [39]) for

the densities of baryons and cold dark matter respectively. In other words 84% of

matter is non-baryonic2. This leaves the remainder of the energy budget of the

Universe, ΩΛ ' 1−Ωb − Ωdm as the cosmological constant (since the Universe

indeed appears to be flat [37], we have
∑

Ωi = 1).

The need for dark matter is indicated from cosmological data alone simply due to

the fact that baryonic density fraction is smaller than the total matter density frac-

tion. The argument is made even more compelling still once these measurements

are combined with an independent calculation known as Big Bang Nucleosyn-

thesis (BBN). The calculation involves a solution to equations which govern the

creation of the lightest nuclides (2H, 3He, 4He and 7Li) during the first few minutes

after the Big Bang and then matching the calculated abundances with observa-

tions [55–57]. Ultimately it is the ratio of baryons-to-photons (nb/nγ ∼ 10−10)

that dictates the resulting abundances and we can use this to infer the baryon den-

sity independently [58, 59]. Updated BBN calculations that include uncertainties

in measured abundances and nuclear rates set a range for the baryon density of

Ωb = 0.048−0.052 [60] which is consistent with Planck and, crucially, smaller than

2Measurements of the densities of cosmological species are dependent on the square
of present day Hubble parameter. Because of historical disagreement between local (e.g.
Ref. [54]) and CMB measurements of H0 it is usually expressed as the dimensionless
h = H0/100 km s−1 Mpc−1. In some cases we neglect to include h to give an intuitive pic-
ture of an Ωi as a fraction of the Universe’s ‘energy budget’. In these cases we have inserted the
local value mentioned above.
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the total matter density. The success of the standard BBN calculation - particu-

larly the prediction of the abundance of deuterium - seems to disfavour the need

for anything more exotic than CDM. Although the long-standing overestimate of

the abundance of 7Li known as the ‘lithium problem’ could be a hint towards the

need for new physics (e.g. Ref. [61]).

1.1.4 Simulations

In the ΛCDM model while the cosmological constant is the dominant influence on

the evolution of the Universe in the present day, we attribute the initial formation

and growth of structure to cold dark matter. Baryons alone could not have formed

large scale structure on the scales we see, or in a short enough time [62]. The pro-

cesses through which overdensities collapse and form the distribution of structure

is now well understood due to the success of large N-body simulations. In 2005,

the Millenium simulation [63], the largest at the time, modelled the gravitational

interactions of 21603 particles to track the evolution and growth of initial density

perturbations in the early Universe. The results of these simulations, the network

of sheets, links and filaments known as the cosmic web, show excellent agreement

with the distribution of matter in wide surveys of galaxy redshifts [41].

Since then, advances in technology have allowed great improvements in the effi-

ciency and accuracy of simulations on small scales and now include a variety of

new physical processes involved with the inclusion of baryons. The most sophisti-

cated projects such as the APOSTLE [64, 65] and EAGLE [66] simulations, which

trace the evolution of a small number of low-redshift Milky Way-like galaxies, are

enriched with baryonic effects such as supernova feedback, stellar evolution and

the physics of atomic and molecular gas. Hydrodynamic simulations can now self-

consistently include the back reaction of baryons on dark matter and can trace

the evolution of matter both inside galaxies and in the intergalactic medium. Im-

portantly these simulations can have the level of baryonic interaction calibrated

to match known relationships between different observables, such as the stellar or

black hole masses of galaxies.

Simulations have now largely confirmed the central prediction of the cold dark

matter paradigm: the assembly of structure by hierarchical merging of smaller

halos to form larger ones [67–70]. Only a small number of notable problems remain

(particularly in dark matter only N-body simulations), which relate to the internal
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structure of dark matter halos and subhalos. For instance the largest subhalos in

simulations seem to be too dense to explain why the Milky Way’s own largest

satellites are so dim, so-called the ‘too big to fail’ problem [71]. There are also

discrepancies between the cuspiness of the central density profiles of simulated

satellite galaxies compared with the cored nature of their observed counterparts

(the ‘core-cusp’ problem [72, 73]). Lastly, the true abundance of satellite galaxies

appears to be much smaller than predicted in simulations (the ‘missing satellite’

problem [74]). Many of these problems have been alleviated either with a more

careful treatment of baryonic feedback [75, 76] or through more thorough and

sensitive searches for fainter dwarf satellite galaxies [77]. Alternatively they may

be suggesting a need for the modification of ΛCDM as we will discuss shortly.

1.2 Candidates for dark matter

The myriad pieces of evidence from astronomy and cosmology argue one of the best

cases for particle physics outside of the standard model (SM). Devising sensible

theoretical extensions to explain dark matter is an exciting challenge, but also a

frustrated one given the success of the SM in explaining with remarkable accuracy

the vast majority of experimental results. Dark matter especially presents a novel

set of challenges as its known properties, though few in number, are supported

by a wealth of precise observational evidence. In this Section we discuss some

possible candidates for dark matter from a variety of different theoretical origins.

1.2.1 Non-particle dark matter

While it is enticing to view the evidence for dark matter as an indication of new

particles, we must first be sure that it cannot be explained with what we already

know to exist. It was once believed that the missing mass in galaxies could consist

of small dark objects formed through already understood astrophysical processes.

If these were large and abundant enough to constitute a decent proportion of the

halo but small enough and with low enough luminosity to evade detection, then

they would be a natural solution to the missing mass problem. The umbrella

term became ‘massive compact halo objects’ (MACHOs) and would consist of a

large, otherwise unaccounted for collection of faint stellar remnants, brown dwarfs,

planets and other rocky debris. Now MACHOs have been ruled out as any sizable
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fraction of dark matter [78] by the absence of the microlensing events they would

cause as they pass along lines of sight to nearby stars [79, 80]. White dwarfs can

also be independently excluded as a significant contribution to MACHOs because

their formation in the required amounts would induce a much more chemically

enriched intergalactic medium than observed [81].

Another possibility is that dark matter is in the form of primordial black holes

(PBHs) which are the relics of collapsed early Universe density perturbations [82].

PBHs forming before BBN would be non-baryonic and an excellent dark matter

candidate because in principle no new physics would need to be invoked to explain

their existence3. The abundance and masses of primordial black holes have been

tightly constrained with microlensing searches [79], the dynamical heating dwarf

galaxies [84], the disruption of wide binary systems [85], and the effect of Hawk-

ing radiation or accretion X-rays on the CMB [86, 87]. The attention on PBHs

was reinvigorated in 2016 when the gravitational wave interferometry experiment

LIGO made the first detection of gravitational waves due to the collision of two

∼10 M� black holes [88, 89]. The improbability of such a large event, based on

existing star formation models, has drawn many to reconsider the possibility of

PBHs in the same mass range [90, 91]. Despite the fact that 1−103M� PBHs were

excluded as a majority dark matter candidate by microlensing and dwarf galaxy

dynamics, it was argued that the delta function mass spectrum assumed in placing

these constraints was not appropriate for representing a population of PBHs left

over from inflationary density perturbations [92]. However a subsequent revision

of these limits finds that no extended mass function can consistently explain both

microlensing and dynamical constraints [93]. It is hoped that upcoming observa-

tions of strongly lensed fast radio bursts will tightly constrain PBHs as a dark

matter candidate in this mass range [94].

There have been long-standing efforts to attempt to explain the astrophysical ev-

idence for dark matter with modifications to gravity. The best known example is

Milgrom’s Modified Newtonian Dynamics (MOND) where for very small accelera-

tions the usual law of Newtonian gravitational attraction no longer applies [95–97].

MOND has been successful in explaining the rotation curves of galaxies as it was

designed to do [98], but it has also seen recent success in explaining relationships

between the baryonic and gravitational masses of galaxies. Empirical correlations

3Unfortunately, based on existing constraints it is often not possible to produce enough PBH
dark matter without some new physical mechanism involved with their formation [83].



Introduction 10

such as the baryonic Tully-Fisher [99, 100] and radial acceleration [101–103] rela-

tionships are naturally explained in the context of MOND, and these recent results

are in accordance with the initial predictions of Milgrom [104]. It has also been

shown that other modifications to gravity [105] including screened fifth forces [106]

can recover the relationships. Such laws would not naively be expected from CDM,

however it as also been argued that the effects of baryonic physics and the subse-

quent back reaction of dark matter during the formation of galactic disks explains

why a connection between baryonic and gravitational masses occurs [107, 108].

The difficulty in constructing a purely gravitational explanation for dark matter is

that as well as explaining observations on a galaxy-to-galaxy basis, it is essential

that MOND can emerge from a fully relativistic theory of gravity. In addition

to simply recovering the remarkable successes of general relativity on Solar Sys-

tem scales, we also require a formalism for calculating cosmological perturbations

and gravitational lensing. Bekenstein’s Tensor-vector-scalar gravity (TeVeS) is

a covariant generalisation that reproduces MOND in the weak field limit [109].

MOND and TeVeS are generally disfavoured as an explanation for dark matter

principally because of limited success in explaining the diverse catalogue of evi-

dence. Galaxy rotation curves are a simple testbed but a modified gravity must

also self-consistently explain lensing data, the distribution of matter in collid-

ing galaxy clusters and the power spectrum of large scale structure [110–112].

Most damningly however, the evidence for Ωb < Ωm indicated by the CMB and

BBN is particularly difficult to explain from this perspective when compared to

ΛCDM [113].

1.2.2 Neutrinos

As the evidence for dark matter was beginning to emerge, many believed that the

unexplained extra mass in the Universe might be accounted for with neutrinos, the

properties of which were (and still remain) largely mysterious. Neutrinos naively

fit the bill in that they possess a small mass and certainly interact rarely enough

for them to have evaded detection. We now believe however that neutrinos cannot

make up even a significant amount of the dark matter for two main reasons.

The first argument involves their cosmological abundance. Neutrinos were pro-

duced in the early Universe in thermal and chemical equilibrium with a bath of

other standard model particles. As the Universe expands and cools the rate of
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interactions producing and destroying neutrinos slows. Eventually below a certain

temperature the equilibrium of neutrino production cannot be maintained and

the neutrinos will ‘freeze-out’ with a certain abundance called the relic density.

Neutrinos freeze-out at a temperature of T ∼ O(1 MeV) when the interaction

rate Γν(T ) falls below the expansion rate given by the hubble parameter H(T ).

The rate is proportional to the thermally averaged cross section 〈σνv〉 on the or-

der the Fermi constant, σν ∼ G2
F . After freeze-out neutrinos essentially interact

only gravitationally so the final relic density is given by the sum of the neutrino

masses [114],

Ωνh
2 =

∑3
i=1mνi

93.14 eV
. (1.1)

Solar and atmospheric neutrino oscillation experiments can measure mass differ-

ences between two neutrino mass states from which it can be inferred that the

sum of the neutrino masses must be larger than
∑
mνi > 0.06 eV [115]. An up-

per bound can also be estimated with tritium β-decay experiments to be around

∼6 eV [116, 117]. Hence the density of neutrinos in the Universe must be less than

Ων . 0.14 and are unlikely to be able to account for dark matter.

In fact, cosmological data has been used to set an even tighter upper limit on the

sum of the neutrino masses. The constraint is made by extending the minimal

ΛCDM model by promoting
∑
mνi to a seventh free parameter4. The most recent

bound from a combination of Planck polarisation and temperature anisotropies

with BAO data is
∑
mνi < 0.151 eV [119]. Note that the fit assumes a popula-

tion of massive neutrinos in addition to cold dark matter. These early Universe

neutrinos make up a background of relics with a temperature slightly lower than

the CMB and a present day density of around 300 cm−3. Unfortunately with

redshifted energies around 10−4 eV the detection prospects are slim [120].

The second and now most critical argument disfavouring neutrinos as a dark mat-

ter candidate is from the perspective of the distribution of large scale structure.

As mentioned in the previous section cosmological data appears to be well fit by a

Universe containing Λ and cold dark matter. The distinction between hot versus

cold dark matter is in whether the dark matter is produced relativistically or not.

Neutrinos were widely discussed as a hot dark matter (HDM) candidate [121] but

were eventually excluded due to their disastrous effect on structure formation. The

central problem is that the growth of structure from initial density perturbations

4Interestingly, cosmological bounds on neutrinos are becoming so stringent that they will
soon be able distinguish between the normal and inverted ordering of their mass states [118].
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is washed out below a certain scale due to the thermal motions of particles. This

scale is set by the typical comoving distance over which particles travel over the

age of the Universe and results in a cutoff in the power spectrum of matter at

large wavenumbers [122]. This so-called free streaming length decreases with the

mass of the particle λ ∝ m−1 and for neutrinos (or any HDM) this cuts off

structure below the size of a galaxy cluster. In a Universe in which neutrinos are

dark matter the formation of galaxy sized halos is impossible. As such the cold

dark matter paradigm - permitting structures much smaller than observed dwarf

galaxies - has become the preferred cosmology.

It is worth briefly mentioning the intermediate case known as warm dark matter

(WDM), for masses m ∼ 2 keV when the free streaming length is roughly on the

scale of a dwarf galaxy. There are some hints this may solve problems in compar-

isons between simulations and the observed structure of dark matter halos. WDM

has been shown in the past to ease problems with the cores of dwarf galaxies [123]

or the ‘too big to fail’ problem [124]. Candidates for WDM are also theoretically

motivated. An example, sterile neutrinos, are a heavier fourth species of neutrino

that undergo oscillations but have no electroweak interactions [125, 126]. Sterile

neutrinos appear in many extensions of the standard model such as seesaw mech-

anisms to explain the masses of the three ‘active’ neutrinos [127] and there have

been suggestions that some experimental anomalies cannot be explained by the

mixing of only three neutrinos [128–131]. Sterile neutrinos have also been shown to

slightly alleviate tensions between CMB and LSS data [132, 133] and their decay

has been invoked in explanations of unidentified X-ray emission lines [134, 135].

However it remains to be seen if these problems can all be resolved consistently

with the same sterile neutrino or if there is a mechanism to produce them in the

right amounts [136]. Furthermore many of these problems can be explained by

other means.

1.2.3 WIMPs

Cosmological data dictates that dark matter must be produced cold and collision-

less with a relic density of Ωdmh
2 = 0.1188 ± 0.0010 [39]. We also know that it

must be stable, at least over the time taken to affect the CMB and still be present

in galaxy halos today. But given that we are yet without indication of the precise

particle nature of dark matter we know that it must have interactions small enough
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with the remaining three forces for it to have not caused too much disruption to

structure formation or otherwise unexplained excesses in radiation. For instance,

dark matter with any significant electromagnetic charge (> 10−6e for a 1 GeV

mass dark matter particle for example) would heavily disrupt the formation of the

acoustic peaks of the CMB [137]. Any other sizable interactions for instance via

the strong force or to any electrically neutral particle would provide an additional

mode of energy transfer between baryons and dark matter and and would generally

slow galaxy formation. What remains allowed however is a general class of dark

matter candidate: weakly interacting massive particles (WIMPs). WIMPs are

heavy, stable, weakly coupled particles that are assumed to self annihilate. The

WIMP dark matter hypothesis is famously motivated with an argument known as

the ‘WIMP miracle’ [138–141].

As we described previously, particles that are in thermal equilibrium of creation

and annihilation during some early epoch undergo freeze-out. This occurs when

the expansion and cooling of the Universe dilutes the particles to a density at

which they are being produced at a rate slower than the expansion rate H. The

interaction rate is given by the thermally averaged annihilation cross section Γ =

nχ〈σannv〉. The number density of particles in equilibrium with g internal degrees

of freedom can be defined [142],

nχ(t) =
g

(2π)3

∫
d3p f(E, t) , (1.2)

where p is momentum and f(E, t) is the time dependent phase space distribution

determined by the spin statistics of the particle i.e. bosonic or fermionic. As the

Universe expands the evolution of the number density will evolve according to the

Boltzmann equation,

dnχ
dt

+ 3Hnχ = −〈σannv〉
[
n2
χ − (neq

χ )2
]
. (1.3)

In which neq
χ is the equilibrium number density of dark matter particles which

follows a Maxwell-Boltzmann distribution,

neq
χ ∼

{
T 3 for T � mχ

(mχT )3/2 exp(−mχ/T ) for T � mχ ,
(1.4)

depending on the temperature T relative to the WIMP mass mχ. We see then

from Eq. (1.3) that for temperatures where the reaction rate is larger than the
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Hubble rate Γ > H, the number density is maintained at neq
χ . However as the

Universe inevitably expands, the temperature will drop and for low T the number

density becomes Boltzmann suppressed by the exponential factor. Eventually

the Hubble expansion rate which falls with temperature more slowly, (H ∝ T 2

during radiation domination for example) will eventually exceed Γ. When it does

the average time per interaction becomes longer than the age of the Universe and

WIMP annihilation and creation can no longer maintain equilibrium. At this point

the WIMPs chemically decouple from the thermal bath and their number freezes

out leaving a final population of dark matter relics for the remainder of cosmic

time. The temperature of freeze-out Tf can be found by setting Γ(Tf ) ∼ H(Tf ).

The relic density then follows after solving the Boltzmann equation at the present

day, with initial conditions neq
χ (Tf ) and the removal of the collisional term (i.e.

Hubble dilution dnχ/dt = −3Hnχ). The final density parameter in terms of the

thermally averaged annihilation cross section is [138–141]

Ωdmh
2 ' 0.1

(
3× 10−26 cm3 s−1

〈σannv〉

)
. (1.5)

Expressing Ωdm in this form shows that the observed relic density of dark matter

points to a canonical value for the thermally averaged cross section around the

weak scale. This argument is rather general and in practice many additional

physical effects must be taken into account in accurate calculations of the relic

density, for instance we have neglected the dependence on the WIMP mass and

variation in the number of degrees of freedom [143]. However the basic argument

holds and provides compelling motivation for candidate particles interacting with

the standard model via the weak sector. The ‘miraculous’ element of the WIMP

miracle is that the argument points to particles which are simultaneously one of the

only generic classes consistent with observation. The hypothesis also implies its

own testability using three independent and complementary detection strategies

that we discuss in Sec. 1.3.

Secondary, but rather crucial motivation for WIMPs originates from their natural

appearance in many beyond the standard model theoretical frameworks, most

notably that of supersymmetry (SUSY) [142]. Supersymmetry is a principle which

may be added to the fundamental construction of the SM to posit a symmetry

between matter and forces, i.e. between fermions and bosons. It was realised in

the 1970s that the normal symmetries of the S-matrix of quantum field theories

(Lorentz boosts, rotations and translations, as well as internal symmetries) could
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be extended with the inclusion of generators that convert between bosonic and

fermionic states [144–146]. A theory that obeys supersymmetry has bosonic and

fermionic states paired with identical mass and quantum numbers except for a

difference in spin of 1/2 5. Since we cannot pair up the standard model like this and

no evidence has been found for any new particles, if supersymmetry is a symmetry

of nature it must be broken meaning the masses of the superpartner particles exist

beyond the TeV scale. Broken or otherwise, supersymmetric models are important

solutions to a number of existing problems, most notably the “hierarchy problem”.

It is well known that the calculation of the Higgs mass is drastically unstable and

sensitive to any unknown physics that might exist in the gulf between the elec-

troweak and the Planck scales. The quantum corrections received by the squared

Higgs mass from for instance, the heavy quarks, turn out to be large and quadrat-

ically sensitive to the ultraviolet cutoff between these two scales used to regularise

the loop integrals. This ultraviolet cutoff is the scale at which the standard model

ceases to be valid and a good effective theory should desirably be insensitive to it.

Unfortunately this scale may be anywhere between a few TeV and the Planck scale

> 1019 GeV. So for the weak scale masses of the Higgs, the W and the Z to be main-

tained this ends up requiring fine tuning of up to 1 part in 1034. In general SUSY

rescues the divergence because the corrections from all the fermionic/bosonic stan-

dard model particles are cancelled by their bosonic/fermionic superpartners and

the Higgs mass is stabilised.

In many SUSY models, to ensure the stability of the proton the conservation of

R-parity is enforced. R-parity is defined as

R = (−1)3B+L+2S , (1.6)

for states with baryon number B, lepton number L and spin S. This quantum

number is +1 for standard model particles and -1 for their superpartners [147].

If R-parity is conserved then the decays of any SUSY particle must contain odd

numbers of other SUSY particles. This means that the lightest supersymmetric

particle (LSP) is energetically required to be stable as there are no lighter SUSY

particles to which it can decay. Such particles are excellent dark matter candi-

dates, providing further motivation for SUSY. In many models the favoured LSP

5Superpartners to standard model fermions are bosons called sfermions with the prefix ‘s’.
Superpartners to the standard model gauge bosons are fermions called gauginos with the suffix
‘ino’.
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is the neutralino which is a mixed state consisting of a linear combination of the

neutral -inos (the Higgsinos and neutral wino and bino). The lightest neutralino in

the simplest realisation of supersymmetry, the minimal supersymmetric standard

model (MSSM), has typically a ∼100 GeV - 1 TeV mass [142] and is a Majorana

fermion so self-annihilates as required.

Other SUSY models such as the next to minimal supersymmetric model, con-

strained minimal supersymmetric model or minimal supergravity can predict other

superpartners for the LSP and may give rise to other dark matter candidates:

the gravitino, sneutrinos or axino for example. Moreover, alternative beyond-the-

standard-model frameworks such as universal extra dimensions models can predict

WIMP candidates [148]. For the remainder of this thesis however we consider only

the generic WIMP and remain agnostic with regards to its deeper origin.

1.2.4 Axions and axion-like particles

Axions are light pseudoscalar particles that appear in the solution of Peccei and

Quinn [149, 150] to explain the unnatural absence of CP-violation in quantum

chromodynamics (QCD)6. This strong CP problem as it is known arises because

of an apparent need to fine tune a CP violating phase θ̄ to a value less than

10−14 [151] where in principle it could take any value from 0 to 2π with seemingly

no anthropic preference. The Peccei-Quinn solution is to promote this phase to a

field which is driven to 0 dynamically after the spontaneous breaking of a new U(1)

symmetry. The mechanism predicts the existence of a new light pseudoscalar which

was called the axion [152, 153]7. There are various models for how this symmetry

breaking takes place that predict particular relationships between the axion mass

and the strength of its couplings to the SM. The axion predicted in these models

is referred to as the ‘QCD axion’. More recently, motivation from the landscape of

axion-like particles (ALPs) appearing in string theory [155–157] has inspired the

generalisation of the QCD axion to light pseudoscalars originating outside of the

original Peccei-Quinn solution. Such ALPs share phenomenology with the axion

but can cover an extremely wide range of masses and couplings [158].

6CP denotes the combination of charge conjugation and parity transformations which can
either be conserved or violated in a theory.

7The axion was named after an American brand of laundry detergent by Wilczek since it
was said to “clean up” a problem with an “axial” current; narrowly missing out on the name
“Higglet” as suggested by Weinberg [154].
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Figure 1.2: Diagram of the three principal strategies for detecting dark matter
(DM) with standard model (SM) particles.

Axions and ALPs are attractive cold dark matter candidates and it has been

shown that they can be produced in the early Universe through a variety of non-

thermal mechanisms such as vacuum misalignment or via the decay of topological

defects [159, 160] in ways that are consistent with the known cosmological abun-

dance and phenomenology of CDM [161–163]. Axions can be detected thanks to a

coupling to electromagnetism which permits their conversion into photons. Certain

mass and coupling ranges for ALPs can be ruled out with observations of astro-

physical environments expected to produce them in significant quantites e.g. white

dwarfs [164, 165], neutron stars [166], red giants [167] and supernovae [168, 169].

Axions may also be observable in the lab as we discuss in Sec. 1.3.5.

1.3 Detecting dark matter

Despite the quantity of gravitationally based evidence, it is clear that the probes

of dark matter that we have discussed so far are not sufficient to learn more about

its particle nature. In this section we briefly summarise how dark matter may be

detected in the future. WIMPs in particular have three principal detection strate-

gies illustrated in Fig. 1.2. These are direct detection in which WIMPs scatter off

standard model targets, indirect detection in which WIMPs annihilate into stan-

dard model particles, and production in colliders. We also discuss experimental

searches for axions.
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1.3.1 Direct detection

The Solar System is embedded inside a dark matter halo. Estimates from local

astronomical data [18, 170–174], global comparisons with Milky Way mass mod-

els [175–180] as well as simulations of Milky Way-like galaxies [181] all predict a

non-zero density of dark matter at Earth with a value somewhere in the range

ρ0 = 0.2 − 0.7 GeV cm−3. We expect a flux of dark matter particles with speeds

∼200 km s−1 on Earth at all times. If WIMPs can scatter off standard model

particles it should in principle be possible to see evidence of these interactions by

searching for recoiling particles, usually nuclei [182, 183]. The difficulty in design-

ing a detector to search for these events is that there are a multitude of cosmic and

terrestrial sources of background also inducing recoils in the expected keV energy

scale. In addition to the steadily increasing physical size of these detectors the

last few decades have seen continuous progress in background modelling, reducing

energy thresholds and improving signal discrimination; all of which are neces-

sary for pushing down the sensitivity to smaller cross sections and WIMP masses.

The current most sensitive direct detection experiments, including LUX [184],

Xenon100 [185] and PandaX [186] have reached spin-independent WIMP-nucleon

cross sections around σ ∼ 10−44 − 10−46 cm2.

The frontier of direct detection experiments is approaching the ton-scale in mass

and near future experiments are expected to reach a sensitivity at which coherent

scattering between nuclei and Solar neutrinos will begin to constitute a dominant

background [187–190]. It is predicted that one of the upcoming ton-scale xenon

experiments, LZ [191] or Xenon1T [192], will make the first measurement of coher-

ent neutrino-nucleus scattering (CNS) due to 8B Solar neutrinos8. Since they are

impossible to shield, neutrinos are the ultimate background to direct detection.

Because of the similarity between WIMP and neutrino recoil energy spectra in di-

rect detection experiments, the large uncertainty in our knowledge of the neutrino

flux imposes a lower limit on the discoverable WIMP-nucleon cross section called

the neutrino floor [3, 5, 190, 194–196].

It may be possible to distinguish neutrinos from WIMPs with the use of smoking

gun Galactic dark matter signals. As well as measuring the energy of recoiling

nuclei, direct detection experiments could in principle exploit time and direction

dependencies. Due to the relative motion of the Earth and Sun with respect to

8CNS remains an unmeasured interaction of the standard model, though its cross section has
been calculated [193].
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the (largely non-rotating) dark matter halo, the peak flux of WIMPs should point

back towards the constellation of Cygnus [197]. As the Earth revolves around

the Sun we move with respect to this flux, thus annually modulating the recoil

spectrum [183]. By the same argument there is also a very small daily modulation

due to the rotation of the Earth [198].

WIMP direct detection is the subject of Chapters 2-4. We begin with a detailed

theoretical introduction and discussion of the experimental status in Chapter 2.

1.3.2 Indirect detection

The annihilation of WIMPs was described in the context of the relic density cal-

culation in the previous section. If WIMPs cluster in the Universe in regions of

sufficiently high density then annihilation events may occur in sizable numbers.

If the dark matter particle is heavy enough and its products energetic enough

then it may be possible to detect them in a range of space and ground based

cosmic ray detectors as well as neutrino telescopes. Detection or non-detection

of excesses in for example the gamma ray flux from a region of suspected high

dark matter density would provide a measurement or constraint on the annihila-

tion cross section. The WIMP miracle suggests that this should be of the order

〈σannv〉 ∼ 3× 10−26 cm3 s−1, Eq. (1.5).

The most important considerations for indirect searches are finding regions with

large expected rates of annihilation that also have either low or well understood

astrophysical emission. The proximity and high density of the Galactic center

makes it an attractive place to search. Nearby dwarf spheroidal galaxies are also

good targets as they are believed to be dark matter dominated with very low

non-thermal gamma ray emission [199, 200]. A particularly desriable signal is

a monoenergetic gamma ray line which could be emitted in certain final states.

This would have no alternative standard astrophysical explanation and would be

a smoking gun [201], although continuum emission from hadronisation and decay

of other products is expected to be larger. Predicting the gamma ray flux from

annihilations requires first computing the line of sight integral of the square of

the dark matter density towards the target (known as the J-factor). Then to

extract a potential signal, all astrophysical background and foreground gamma

ray emission must be modelled and subtracted. Through the non-observation of

MW dwarf spheroidal galaxies, Fermi-LAT currently sets the tightest limits on the
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annihilation cross section [202]. Of particular note however, an excess in the central

10◦ towards the Galactic center [203, 204] has had many claims put forward for

a dark matter interpretation in the past (e.g. Refs. [205–210]), however these can

also be explained astrophysically with emission from a stellar overdensity [211],

cosmic ray outbursts [212, 213] or unresolved millisecond pulsars [214–216] for

example. Furthermore, the most recent re-analysis by Fermi [217] has found similar

sized excesses in other regions of the Galactic plane where no annihilation signal

is expected. Going to larger energies than Fermi, due to the sharply decreasing

gamma ray flux, larger effective areas are required. This makes ground based

imaging atmospheric Cherenkov telescopes such as MAGIC [218], HESS [219],

VERITAS [220], HAWC [221] (and in the future the Cherenkov Telescope Array

(CTA) [222]) more suitable.

Neutrino telescopes such as IceCube [223], ANTARES [224], Super-

Kamiokande [225] (and in the future Hyper-Kamiokande [226], PINGU [227] and

KM3NeT [228]) are also useful for indirect searches since neutrinos, like gamma

rays, point back towards their source and retain their spectral information. This

is not true of charged cosmic rays which would also be produced in annihilations

but propagate along complicated paths due to magnetic fields and have their spec-

trum softened by environmental processes. Antimatter cosmic rays are generally

rare events however, so astrophysical backgrounds for positrons and antiprotons

are inherently low. The trade off is in mapping the propagation of these particles

through the Galaxy [229–231]. PAMELA [232], AMS-02 [233] and Fermi-LAT [234]

have now all confirmed an unexpected rise in the positron to electron ratio from

∼10 to ∼100 GeV. As with other hints, both dark matter interpretations and

astrophysical explanations have been suggested (e.g. Ref. [235]). Analyses with

antiprotons on the other hand are consistent with background models and cur-

rently set the best constraints among cosmic ray searches [236]. The proposed

experiment GAPS [237] is hoped to be particularly powerful with its ability to

detect antideuterons for which the astrophysical background is negligible [238].

1.3.3 Colliders

WIMPs can be expected to be produced in high energy collisions performed in

experiments at the Large Hadron Collider (LHC) such as ATLAS and CMS. Dark

matter produced in collisions will not interact with the surrounding medium and
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are expected to stream out of the detector leaving remaining particles with large

missing transverse momenta. Typically these are characteristic mono- signals such

as -jets, -W, -Z, or -Higgs. ATLAS [239–243] and CMS [244–248] have both con-

ducted searches for dark matter production in proton-proton collisions with a

maximum center of mass energy of 13 TeV. To date there appears to be no evi-

dence in significant conflict with the standard model, but constraints can be made.

Ideally we would like these bounds to be expressed in the language of direct or in-

direct detection; in principle the three strategies should be highly complementary.

Thankfully there exist frameworks for searching for general dark matter particles

in LHC data. For instance the effective field theory approach (e.g. [249, 250]) in

which the SM-DM production is described as a contact interaction, or ‘simplified

models’ (e.g. [251–253]) which are UV complete but introduce a SM-DM mediator

that must also be constrained. However care must be taken as these frameworks

carry assumptions which make the direct translation between interpretations of

limits on dark matter a non-trivial process.

Beyond technical considerations, a deeper issue with collider searches is that there

is no way to demonstrate that a new particle is cold dark matter. Firstly a particle

that streams out of the experiment may not be stable on a cosmological timescale.

Secondly and possibly more worryingly is: how do we know if a new ‘dark’ particle

is the same as the one found in the Galaxy and beyond? Wheatever the case, any

such signal will generate much excitement from the theoretical community9 and if

confirmed could point the way to more refined direct or indirect searches.

1.3.4 Other interactions

There exist other tests of dark matter interactions that do not fit neatly into this

three pronged catagorisation. For example WIMP interactions in stars connect

direct and indirect searches and can be used to probe both scattering and annihi-

lation. It was realised some time before the advent of direct detection experiments

that the Sun could act as a dark matter detector [255]. All stars embedded in the

halo should sweep up a collection of dark matter particles as they orbit the galaxy.

If a dark matter particle scatters off the Sun to a speed below the local escape

velocity then it will become gravitationally trapped and left to orbit continuously

9cf. over 500 arXiv submissions in 2016 about the now diminished diphoton excess at
750 GeV [254].
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around the Solar core [256, 257]. Over time it is possible that stars could accumu-

late a high enough density for annihilations to occur. The only products that will

be able to escape are neutrinos but these may be detectable on Earth [258–260].

Observation or non-oberservation of high energy neutrinos from the Sun are an-

other way to make constraints on the annihilation cross section [225, 261, 262] as

well as a complementary way to probe scattering cross sections [263, 264]. Beyond

our own Sun, in other stars such as white dwarfs annihilations would slow cooling

and prolong lifetimes [265], WIMP ‘burning’ has also been suggested as a source

of power for the first stars [266, 267].

It is also possible that dark matter interacts in slightly different ways and would

not have a detectable signal using the strategies already discussed. For instance

it may be that in high densities dark matter undergoes scattering self-interactions

rather than annihilations. These observations would not have any direct observable

signature in the form of products or decays. Instead self-interaction cross sections

must be constrained by searching for distributions of dark matter that cannot be

explained in terms of collisionless particles. Some of the small scale problems of N-

body simulations, as described earlier, have been used to claim the need for these

self interactions. In particular the cuspiness of the cores of simulated dwarf and

low surface brightness galaxies could be resolved through heating and expansion

via self-interaction [197, 268–272], but these claims are in tight competition with

constraints from colliding galaxy clusters [32, 273].

1.3.5 Axion experiments

The principal avenue to search for axions and ALPs is through their coupling

to electromagnetism. In strong magnetic fields incoming axions can convert into

a photon with energy approximately equal to the axion mass [274]. How best

to design an experiment to detect these photons depends on the source of the

axions10.

Dark matter axions streaming in from the Milky Way halo will convert into

photons inside magnetic fields in a lab setting although the power they produce will

be extremely small. In a resonant magnetic cavity experiment however this axion

10We focus here on the coupling to photons but other couplings such as those to nuclei can
be probed in nuclear magnetic resonance experiments such as CASPEr [275, 276]. The axion
coupling to electrons can also be constrained in WIMP direct detection experiments [277, 278].
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conversion power is resonantly enhanced which can be achieved if the frequency

of the cavity mode matches the axion mass. Since the mass is unknown, an

experiment must be designed to scan over a range of resonant frequencies. This is

achieved in the flagship ‘haloscope’ ADMX with the use of movable tuning rods

placed inside the cavity itself. There also exist alternative techniques with layered

dielectric disks [279] or dish antennae [280, 281]. Since haloscope experiments are

the subject of Chapter 5 we delay the full technical discussion until then.

Solar axions: The Sun is expected to produce a flux of relativistic axions which

can be detected in similar experiments called helioscopes. CAST looks for Solar

axions converting into X-rays inside a long cavity pointed at the Sun over long

exposure periods during the day [282]. IAXO is a planned upgrade to CAST and

will be able to constrain Solar axion couplings to even smaller values [283].

Laboratory axions: It may be possible to produce axions in the lab and detect

them in light-shining-through-a-wall experiments (LSW) [284, 285]. If light from

a strong laser is passed through a magnetic field then photons could convert to

axions and then back again on either side of an opaque barrier. Currently LSW

experiments such as ALPS [286] are not sensitive enough to probe QCD scale axion

couplings however the planned upgrade ALPS-II will improve upon the limits of

its predecessor by three orders of magnitude [287].

It is important to emphasise the epistemological differences between these three

experimental strategies. Haloscopes specifically look for dark matter axions/ALPs.

Only if, for example ADMX, is successful in its search for axions will it confirm

them as a dark matter candidate. If a helioscope or a future LSW experiment

detects axions then this may confirm their role in the solution to the strong CP

problem, but crucially it will not confirm them as a dark matter candidate. The

other side of the coin to this is that Solar and laboratory experiments do not

require axionic dark matter to detect axions.

1.4 Summary

The success of the dark matter paradigm is borne out of both the quantity and

precision of observational evidence but also the variety of that evidence. From

sub-galactic scales up to the largest cosmological dataset, the evidence for the

presence of dark matter is striking and one of the best arguments for physics
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beyond the standard model. In this introduction we have outlined two possible

candidate classes of particle that are the subject of this thesis: weakly interacting

massive particles, and axions. We have discussed their particle physics origin and

methods of detection. This thesis will focus on the direct detection of axions

and WIMPs, and in particular on future experiments and their potential to study

those particles beyond simply identifying them. In particular we are interested

in the uncertainty in the phase space structure of dark matter in the local Milky

Way. Understanding these astrophysical uncertainties is important in achieving

the particle physics goals of dark matter detection. On the other hand, as we will

argue, terrestrial dark matter detectors are the only tools suitable for probing this

astrophysical dependence.

This thesis is structured as follows. To begin, in Chapter 2 we introduce the foun-

dations for direct detection, deriving the WIMP-nucleus scattering event rate, dis-

cussing sources of particle and astrophysics uncertainty and outlining the current

and future experimental effort.

In Chapter 3 we study the discovery reach of dark matter detection with directional

sensitivity. We begin with a review of the key theoretical results and summary of

the experimental techniques involved before showing how powerful these experi-

ments are for constraining the astrophysical dependence of a dark matter signal.

We first detail the particular case of tidal streams before considering general cases

and the use of empirical methods for parameterising the velocity distribution.

In Chapter 4 we consider future ton-scale experiments which are potentially sen-

sitive to both WIMP and neutrino scattering. We first outline the calculation of

the neutrino floor limit to direct detection and then show its dependence on var-

ious sources of uncertainty from the neutrino flux and dark matter astrophysical

uncertainties. We then study methods of subtracting the neutrino background

and potentially circumventing the floor. We briefly comment upon the use of tim-

ing information before studying in detail the most powerful method: directional

detection. Here we consider a range of experimental uncertainties, in particular

lower dimensional readout strategies.

Finally in Chapter 5 we move to axions. We first review the relevant particle

physics motivation and summarise the existing constraints on the axion/ALP mass

and coupling to photons. We then explore the potential for future microwave

cavity experiments like ADMX to probe the phase space structure of the local
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dark matter halo. In analogy with the analysis presented in Chapter 3 we devise a

statistical technique to extract astrophysical information from simulated haloscope

data and apply this to a range of cases including simple halo models, the Solar

peculiar velocity, N-body simulation data and finally axion miniclusters.

The appendices contain expanded technical detail for: the laboratory velocity (A),

spherical statistics (B), a Monte Carlo scattering simulation (C), the Solar vector

(D), the profile likelihood ratio test (E), and expressions for some alternative speed

distributions (F).





Chapter 2

WIMP Direct detection

In this Chapter we introduce the theoretical framework needed to predict signals

in WIMP direct detection experiments. We begin in Sec. 2.1 with the particle

physics input: the WIMP-nucleus interaction and the derivation of the elastic

scattering event rate. In Sec. 2.2 we describe the astrophysical input including

the local dark matter density and velocity distribution; we outline various sources

of uncertainty and list the benchmark halo models used in later chapters. Then

in Sec. 2.3 we describe the experimental side of direct detection and summarise

the existing constraints on the spin-independent (SI) and spin-dependent (SD)

WIMP-nucleon elastic scattering cross sections.

2.1 WIMP-nucleus interaction

2.1.1 Scattering rate

We start with the calculation of the basic event rate expected in a detector placed

on Earth. Since we are inside a dark matter halo we expect to be experiencing a

flux, Φχ, of dark matter particles at all times. For a detector comprised of nuclei

with mass mN , the rate of collisions per unit detector mass will be proportional to

the flux and some cross section, σ, describing the interaction coupling dark matter

to the target,

R =
Φχσ

mN

. (2.1)

27
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We describe the rate of interactions in this way so as to generalise to experiments

of arbitrary size and duration, this means that detector exposures must be quoted

with dimensions of mass-time. The flux of dark matter particles we write in

terms of the velocity distribution which for particles in velocity volume element

d3v is dΦ = nχvflab(v, t)d3v, where nχ is the DM number density. The time

dependent laboratory frame velocity distribution flab(v, t) is found by boosting

the time independent Galactic frame distribution by the velocity of the laboratory

through the halo vlab,

flab(v, t) = fgal(v + vlab(t)) . (2.2)

We can now express the event rate in terms of the velocity distribution. We

can also introduce the WIMP mass and local DM density by writing the number

density as nχ = ρ0/mχ.

Since direct detection experiments measure the energies of recoiling nuclei we

would like to express the energy dependence of this rate by writing down dR/dEr

by taking the derivative with recoil energy and then integrating over all WIMP

velocities. However in doing this we must also enforce the kinematic constraint

connecting the incoming WIMP speed, v, and the energy of the subsequent recoil,

Er =
2µ2

χNv
2

mN

cos2 θ , (2.3)

which arises from simple momentum and energy conservation arguments. We have

introduced the WIMP-nucleus reduced mass: µχN = mχmN/(mχ + mN), and θ

for the angle between the incoming WIMP velocity and recoiling nucleus. Since

mNEr/2µ
2
χNv

2 ≤ 1 we have a minimum speed that can induce a recoil of energy

Er,

vmin =

√
mNEr
2µχN

. (2.4)

We can now write the derivative of the rate with respect to energy but ensuring

that we only integrate over WIMPs that are kinematically allowed to produce a

recoil with Er,

dR(t)

dEr
=

ρ0

mNmχ

∫ ∞
v>vmin

vf(v + vlab(t))
dσ

dEr
d3v . (2.5)

This formula consists of particle physics inputs: the differential cross section and

WIMP mass, and astrophysical inputs: the local DM density, velocity distribution,
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and time dependent lab velocity.

2.1.2 Cross sections

Differential WIMP-nucleus scattering cross sections, dσ/dEr, are obtained through

a low energy two particle scattering computation. A useful point at which to

begin is with the formula for the derivative of the cross section with recoil energy

expressed in terms of the matrix elementM for the non-relativistic WIMP-nucleus

scattering interaction,
dσ

dEr
=

1

32πmNm2
χv

2
|M|2 . (2.6)

The matrix element is determined by a Lagrangian which describes the process

through which the scattering takes place. We assume that the WIMP is a Dirac1

fermion χ and will have some interaction with quarks q. The Lagrangian could

contain the following bilinear covariants describing possible exchanges between the

WIMP and the quarks: χ, χ̄, q, q̄,

Lq ∼


as
q(χ̄χ)(q̄q) scalar

av
q(χ̄γ

µχ)(q̄γµq) vector

aav
q (χ̄γ5γµχ)(q̄γ5γµq) axial-vector ,

(2.7)

where as
q, a

v
q and aav

q are the corresponding couplings. It is commonplace to cat-

egorise these possible channels into those which are dependent on the spin of the

nucleus and those which are not.

Spin-independent (SI) scattering occurs through scalar and vector interactions

sourced by the exchange of, for example, the standard model Higgs or some heavy

analogue to the Z boson. The scalar and vector currents give rise to cross sections

that turn out to have the same functional form for Eq. (2.6). We present the

calculation for the scalar interaction here. To evaluate the matrix element for the

scattering with a nucleus via a scalar mediator we need to count up the contribu-

tions from the quark and gluon content in each proton and neutron. For ingoing

(outgoing) states |ψχ〉, |ψN〉 (〈ψ′χ|, 〈ψ′N |) we have the matrix element,

M = 〈ψ′χ|χ̄χ|ψχ〉

(
〈ψ′N |

∑
proton

as
q q̄q +

∑
neutron

as
q q̄q|ψN〉

)
. (2.8)

1For Majorana fermions the vector current, which is odd under charge conjugation, vanishes.
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The first term can be simply calculated in the non-relativistic limit, for a Dirac

fermion the expectation value of χ̄χ is just the spinor normalisation factor 2mχ.

Calculating the second term is more involved since the scalar mediator will interact

with not just the valence quarks but the sea quarks and gluons so the sums must

count over all quark flavours and gluon fields. These contributions can be deter-

mined experimentally (their values are discussed in Ref. [288], for example) but

for our purposes it is more convenient to collect them into a coupling to protons

fp and a coupling to neutrons fn which are defined as,

〈ψ′N |
∑

proton

as
q q̄q|ψN〉 = 〈ψ′N |fpp̄p|ψN〉 , (2.9)

〈ψ′N |
∑

neutron

as
q q̄q|ψN〉 = 〈ψ′N |fnn̄n|ψN〉 . (2.10)

Evaluating these two terms, the expectation value of p̄p and n̄n in the non-

relativistic nuclear state |ψN〉 will then just give the number of protons or neutrons

as well as a normalisation factor of 2mN . This results in the following for the ma-

trix element,

M = 4mχmN(fpZ + fn(A− Z))F (Er) , (2.11)

for a nucleus with A nucleons, Z of which are protons. We have introduced the

function F (Er) to parameterise the finite size of the nucleus which causes a loss in

coherence in the nuclear scattering towards large momentum transfer. Inserting

this matrix element into Eq. (2.6) we get,

dσ

dEr
=

mN

2πv2
|fpZ + fn(A− Z)|2F 2(Er) . (2.12)

We now change this formula slightly by substituting the total cross section found

when scattering with just a proton σSI
p = µ2

χpf
2
p/π to get

dσSI

dEr
=

mN

2µ2
χpv

2
|Z + (fn/fp)(A− Z)|2σSI

p F
2
SI(Er) , (2.13)

where we now introduce the label ‘SI’ to specify this is the cross section for spin-

independent scattering. This change allows experiments to place constraints with-

out needing to translate cross sections between different types of nuclei. The only

model dependent choice we are required to make then is the ratio of the proton and

neutron couplings. Most SI experimental limits are set under the assumption of

equal couplings fn/fp = 1 which is true if WIMP scattering conserves isospin. In
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this case the nucleus enhances the event rate by a factor of A2. From a theoretical

perspective however one would not necessarily expect equal couplings, so this can

be the source of some uncertainty when comparing exclusion limits.

Spin-dependent (SD) scattering takes place via an axial-vector interaction, for

example in models where dark matter exchanges a SM Z boson with quarks. Now

we must evaluate the matrix element,

M = 〈ψ′χ|χ̄γµγ5χ|ψχ〉

(
〈ψ′N |

∑
proton

aav
q q̄γµγ

5q +
∑

neutron

aav
q q̄γµγ

5q|ψN〉

)
. (2.14)

For a given nucleon, in the non-relativistic limit the matrix element for these

operators is proportional to the product of the dark matter and nucleon spins

∝ 4mχmnsχ · sN . After averaging over the spin content of the nucleus, we have

the result due to Engel [289],

dσ

dEr
=

2mN

πv2

J + 1

J
|ap〈Sp〉+ an〈Sn〉|2F 2(Er) , (2.15)

where J is the total nuclear spin, ap and an are the WIMP couplings to the proton

and neutron and 〈Sp〉 and 〈Sn〉 are the expectation values for the proton and

neutron spins in the nucleus. As before, we insert the formula for the total SD

proton cross section σSD
p = 3µ2

χpa
2
p/π to arrive at,

dσSD

dEr
=

2

3

mN

µ2
χpv

2

J + 1

J
|〈Sp〉+ (an/ap)〈Sn〉|2σSD

p F 2
SD(Er) . (2.16)

As with the SI case, to calculate this cross section we need to make a model

dependent choice of an/ap. Common choices are to assume either pure proton or

pure neutron couplings (with constraints made on σSD
p or σSD

n appropriately) or

specific relations such as ap/an = ±1.

General event rate: We can now write down a general formula for the elastic

scattering rate on a target made of n different types of nuclei with mass numbers

Ai = {A1, ..., An},

dR(t)

dEr
=

n∑
i=1

ζ i
ρ0

2µ2
χpmχ

(σSI
p CiSIF

2
SI(Er) + σSD

p CiSDF
2
SD(Er)) g(vmin, t) . (2.17)

where ζ i = {ζA1
, ...ζA

n} are the fractions of the total number of nuclei in the de-

tector made of a nucleus with Ai. In a single target material the ζ i are interpreted
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as isotopic fractions whereas in a molecular or mixed target we must take into

account isotopic fractions and the number of each type of nuclei in the molecule.

In this formula we have absorbed all the dependence on the nuclear content into

the form factors and an ‘enhancement factor’, CiSI,SD,

CiSI = |Zi + (fn/fp)(A
i − Zi)|2 , (2.18)

CiSD =
4

3

J i + 1

J i
|〈Sp〉i + (an/ap)〈Sn〉i|2 . (2.19)

We collect the dependence on the velocity distribution into g(vmin, t) which phys-

ically is the mean inverse speed greater than vmin,

g(vmin, t) =

∫ ∞
v>vmin

f(v + vlab(t))

v
d3v . (2.20)

It should be noted that this is also a function of Er via vmin.

The free parameters that we will use to describe the WIMP are its two cross

sections with the proton σSI,SD
p and its mass mχ. We will assume that one of either

SI or SD scattering dominates. As mentioned earlier, simplifying to just these

parameters requires making a model dependent choice of the ratios of the proton

and neutron couplings. In all of the following results we will make use of equal SI

couplings to the proton and neutron fp/fn = 1 and for spin-dependent couplings

we assume an/ap = −1. We emphasise however that the results we present are

not heavily influenced by these choices of coupling ratios. Different choices would

only induce simple shifts in the total cross section and for SD interactions slight

differences in form factors (see Sec. 2.1.3). All of the following results will involve

either or both of two example targets: fluorine and xenon. The spin contents

and isotopic fractions of these two targets are displayed in Table 2.1 as well as a

selection of other nuclei.

Although we consider only conventional SI and SD scattering here it is possible

that dark matter interacts in a slightly more complicated way. Inelastic dark

matter models with additional higher or lower excited states [293–297] have been

introduced in the past to allow models to escape direct detection exclusion limits

[298] and resolve tensions between various detection claims [299]. Dark matter

possessing both self interactions and excited states have been suggested as a so-

lution to small scale structure formation problems [300]. In asymmetric dark



WIMP Direct detection 33

A Z J 〈Sp〉 〈Sn〉 ζ
19F 19 9 1/2 0.421 0.045 1

129Xe 129 54 1/2 0.046 0.293 0.265
131Xe 131 54 3/2 -0.038 -0.242 0.212
73Ge 73 32 9/2 0.030 0.378 0.0776
29Si 29 14 1/2 -0.002 0.130 0.0468
127I 127 53 5/2 -0.309 0.075 1

Table 2.1: Nucleon content, proton and neutron spin averages, and isotopic
abundances for nuclei with overall spin. The first three rows correspond to the
nuclei considered in the remainder of this thesis whereas the following three
rows are only those nuclei used for illustrative purposes in this Chapter. For
spin contents of xenon and fluorine we use the two body corrections reported
by Ref. [290] and Ref. [291] respectively. For the remaining nuclei we use values
from Ref. [292].

matter models [301] the DM particle is charged under the baryon-lepton num-

ber asymmetry, B-L, responsible for the abundance of matter over antimatter in

the Universe. Asymmetric models may lead to the existence of dark compos-

ite particles in analogy with hadronic matter, e.g. WIMPonium or ‘dark atoms’

[302–307]. These would be detectable in direct detection experiments but would

require ton-scale detectors to distinguish their signal from a WIMP scenario [308].

We have also neglected the additional operators from the non-relativistic effective

field theory framework. These were suggested in Ref. [309] and subsequently de-

veloped in Ref. [310]. The operators generalise the DM-quark interaction beyond

the three bilinear covariants listed in Eq. (2.7) to include all Hermitian, Galilean

and rotationally invariant combinations of the dark matter and nuclear spins,

recoil momentum and incoming velocities. Some operators have been shown to

have unique directional signatures [311] and have associated with them weakened

neutrino floors [312].

2.1.3 Form factors

In Eq. (2.11) we introduced the form factor, F (Er), to describe how the spatial

extent of the nucleus causes a loss in coherence in the interaction towards large

momentum transfers. The form factor is defined as the deviation away from the

zero momentum transfer limit, so F (0) = 1, which then decreases towards larger

recoil energies. This decrease is steeper for heavier, more spatially extended nuclei
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because the loss in coherence takes effect at larger wavelengths than for lighter

nuclei.

For SI interactions the form factor is, to a good approximation, the Fourier trans-

form of the nuclear density distribution. This can either be calculated or extracted

from data. Muon spectroscopy experiments have been often used in the past to

extract parameters for SI form factors [313]. A commonly used FSI(Er) is the

Helm ansatz [314],

F (Er) =
3j1(qr1)

(qr1)3
e−q

2s2 , (2.21)

where j1(x) = (sinx − x cosx)/x2 is a spherical bessel function of the first kind,

q =
√

2mNEr is the recoil momentum and the exponential decrease is set by

a nuclear skin thickness s = 0.9 fm. The radius of the nucleus, r1, is commonly

found using the formula,

r1 =

√
c2 +

7

3
π2a2 − 5s2 , (2.22)

where c = (1.23A1/3 − 0.6) fm and a = 0.52 fm. The Helm ansatz is often

used due to its simple analytic expression, however the density distributions of

various nuclei extracted from muon spectroscopy data use a two-parameter Fermi

assumption which does not have an analytic expression. The resolution introduced

by Lewin and Smith [315] is to map the nuclear radius found in the two-parameter

Fermi distribution into the Helm form of Eq. (2.22). This also involves the fixing

of s = 0.9 fm by hand to improve the comparison. Though this is an ad hoc

comparison, more recent data and state of the art calculations have shown that

for the energy scales probed by direct detection, the Helm form factor is a good

approximation [316, 317] and is the one we will adopt. The form factor becomes

important for heavy targets and high energy recoils from scattering with WIMP

masses beyond ∼100 GeV. Since the majority of the results presented here will be

for masses < 50 GeV the form factor is a mostly subdominant consideration.

Determining SD form factors generally requires more computation and will in fact

include the WIMP couplings to protons and neutrons ap and an explicitly. In the

isospin representation the couplings used instead are the isoscalar a0 = ap + an

and isovector a1 = ap− an, with the form factor written as F 2(Er) = S(Er)/S(0),

where S(Er) consists of a series of structure functions,

S(Er) = a2
0S00(Er) + a1a0S01(Er) + a2

1S11(Er) . (2.23)
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Figure 2.1: Squared form factors for 19F (green), 129Xe (blue) and 131Xe (red)
for spin-independent (left) and spin-dependent (right) interactions.

This is the format usually adopted in nuclear physics calculations. The zero mo-

mentum limit used to rescale the structure function is written in terms of the spin

content,

S(0) =
2J + 1

π

J + 1

J
|ap〈Sp〉+ an〈Sn〉|2 . (2.24)

This means that the spin dependent cross section can be rewritten as,

dσSD

dEr
=

2π

3

mNσ
SD
p

µ2
χpv

2(2J + 1)

S(Er)

a2
p

. (2.25)

Note that this equation differs from the simplified description introduced earlier

in terms of CN , however we can recover Eq. (2.15) once a specific nucleus and set

of coupling values are chosen. In the following results involving SD interactions

we use the recent calculation from Menendez et al. [290] for xenon, who absorb

two-body corrections into the values of the spin content. For fluorine, we use the

Divari et al. structure functions [318], including the two-body nucleon corrections

as reported by Cannoni [291]. In Fig. 2.1 we show these SI and SD squared form

factors for fluorine and the two xenon isotopes we use as targets.
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2.1.4 Detector effects

The goal of a direct detection experiment is to measure dR(t)/dEr in some way.

The way this is achieved depends on the technology of the experiment as we

will discuss in Sec. 2.3, however we can first define several key detector effects

that modify the observed event rate. One of the most important detector effects

to consider is the threshold energy Eth. Experiments cannot observe arbitrarily

small energies, meaning that all analyses will take place using recoils that have

been observed above a given threshold. This energy may be a facet of the detector

itself in cases where energies must be large enough to yield a detectable signal. The

threshold energy is also sometimes enforced during data analysis, for example if

there are large backgrounds or background uncertainties at low energies. Because

dR/dEr drops exponentially with energy, achieving low Eth has a big payoff in the

total event rate so widening the signal acceptance to lower energies is a central

goal of direct detection experiments in general. Lower thresholds are also of course

required to access smaller WIMP masses. As well as a lower limit, we will also

define a maximum cutoff energy, Emax, which is imposed in some experiments to

deal with higher energy backgrounds or as the boundary of a signal acceptance

region.

Real detectors will not be able to perfectly reconstruct the energy of a recoil.

This is normally parameterised in terms of an energy resolution σ(Er) which must

be taken into account when predicting the recoil energy spectrum that would be

observed in an experiment. Extracting signals from a scattering event may also

not be consistently efficient at all energies. This is accounted for in terms of an

efficiency function ε(Er) which typically drops off towards the threshold of the

experiment. We define the ‘detector’ recoil spectrum as a modification of the true

recoil spectrum in the following way,

dRdet(t)

dEr
= ε(Er)

∫ ∞
0

K(Er, E
′
r)

dR(t)

dE ′r
dE ′r (2.26)

where K(Er, E
′
r) is a Gaussian smoothing kernel,

K(Er, E
′
r) =

1√
2πσ(Er)

e
− (Er−E′r)

2

2σ2(Er) , (2.27)

for an energy dependent resolution σ(Er). Most experiments will have some con-

version factors that translate the signals observed in the detector into a recoil
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energy in keV and accounting for effects like quenching. We neglect these and

their corresponding uncertainties as they will be very experiment specific. We

also assume that our simulated experiments can achieve perfect discrimination

between electron and nuclear recoils, meaning our mock data will consist solely of

the latter.

The total number of events seen in an experiment is controlled by both the physical

size of the detector (i.e. its total mass M) and the running time ∆t = tf − ti. This

is usually expressed as an exposure with dimensions of mass-time. Including the

aforementioned experimental factors this finally leaves us with a formula for the

number of WIMP events to expect in a real experiment,

NWIMP = M

∫ tf

ti

∫ Emax

Eth

dRdet(t)

dEr
dEr dt . (2.28)

2.2 WIMPs in the Milky Way

Predictions for signals in direct detection experiments require not only the de-

scription of the interaction between the dark matter particle and the target nuclei

but also how those particles are phase space distributed in the region of the Milky

Way around the Solar System. As introduced in the previous Section the key as-

pects are the local density, the velocity distribution and the velocity of the Earth

through the halo which boosts the distribution into the laboratory frame. Since

a dominant component of this thesis is involved with the astrophysics dependence

we will now describe each of these in turn and their various sources of uncertainty.

2.2.1 Local density

The local density of WIMPs, ρ0, appears in Eq. (2.17) as a multiplicative factor.

Since it shares this role with the interaction cross section, we require external

knowledge of ρ0 to break the degeneracy as we would not be able to constrain σ

otherwise. Measurements of the dark matter density are classed as either ‘local’ or

‘global’. Local measurements are made by estimating the shape of the gravitational

potential in the nearby Milky Way. This requires surveys of the vertical motions

of nearby stars. There have been many determinations of ρ0 made using this

technique in the past dating back to the measurements of Kapteyn et al. in the
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Figure 2.2: Diagram of the components of the lab velocity.

1920s and 30s, see e.g. Refs. [18, 170–174]. Global measurements on the other

hand require first building a mass model for the Milky Way halo and then using

tracers of the dynamics of the halo, such as the rotation curve, to fit the parameters

of the model and subsequently infer the density at the Earth’s Galactic radius.

Measurements of this kind, e.g. Refs. [175–180], typically have larger systematic

uncertainties than local determinations.

Estimates of ρ0 have been historically variable with global measurements generally

favouring slightly larger values. Recently however the two methods have started

to converge [174, 319]. Recent high precision surveys such as Gaia [320] will al-

low future measurements with small statistical uncertainties. However systematic

modelling uncertainties will still be the dominant source of error, so methods for

extracting the local density that rely on small numbers of assumptions will become

essential [321]. The canonical value used by experiments is ρ0 = 0.3 GeV cm−3

which we will also use to avoid unnecessary translation issues between our results

and experimental limits. In the event of a positive WIMP signal an accurate value

for the local density will be important for allowing an unbiased measurement of

the cross section to relate to SUSY models, for example. However as many of

our results are comparative in nature the precise value is not of huge importance,

provided there is consistency.

2.2.2 Laboratory velocity

The velocity distribution of WIMPs in the rest frame of the laboratory is obtained

through a Galilean transformation of the Galactic frame distribution by the time
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dependent laboratory velocity vlab(t). This boost into the lab frame is responsible

for time dependence, and for an isotropic Galactic frame distribution, is the sole

source of the anisotropy in recoil directions (to be explored in Chapter 3). The

lab velocity is,

vlab(t) = vGalRot + v� + vEarthRev(t) + vEarthRot(t) , (2.29)

which is the sum of the bulk rotation of the local standard of rest (LSR) around

the Galactic center, vGalRot, the peculiar velocity of the Solar System with respect

to the LSR, v�, the Earth’s revolution around the sun, vEarthRev, and the Earth’s

rotation, vEarthRot.

When working in the laboratory frame we can use a North-West-Zenith coordinate

system to describe each of these velocties. The astrophysical literature however will

most often quote values in the Galactic coordinate system, (U ,V ,W ), which point

towards the Galactic center, the direction of Galactic rotation and the Galactic

north pole respectively. We will also occasionally make use of Galactic longitude

and latitude (l, b) which are defined for a velocity v,

v = v


cos l cos b

sin l cos b

sin b

 . (2.30)

The dominant contribution to the lab velocity is vGalRot. The velocity of the LSR

is set up in Galactic coordinates as (0, v0, 0) where v0 is the circular rotation speed

of the Milky Way. The value of v0 is also the dominant source of uncertainty in

vlab. The standard value currently in use is v0 ∼ 220 km s−1 [322]. The rotation

of the Milky Way has been measured in various ways. For instance, measurements

of the proper motions of nearby stars and Sgr A* located at the Galactic center

can be used to constrain the quantity (v0 + V�)/R� where V� is the second com-

ponent of v� and R� is the Solar Galactic radius. Given independent constraints

on the Solar peculiar velocity and radius one can combine measurements to ar-

rive at a constraint on v0. However, as noted by Lavalle & Magni [323] because

these estimates depend upon the prior assumptions made about other parameters,

combining measurements of, for instance R� and V� from different sources may

lead to spurious resulting values and underestimated errors. A study by McMillan

& Binney [324] for example found that values of the speed of the local standard
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Figure 2.3: Annual and daily modulation signal for three WIMP masses 50,
100 and 150 GeV (from top to bottom). The closeup shows the daily modula-
tion signal for a 50 GeV WIMP for xenon target experiments located at three
different locations. The event rate is calculated by integrating dR(t)/dEr over
Er above a threshold which we set to 5 keV. The cross section in each case is
σSI
p = 10−45 cm2.

of rest are heavily dependent on the model used for the rotation curve, quoting

values of v0 from 200 ± 20 km s−1 to 279 ± 33 km s−1. The peculiar velocity

on the other hand is believed to possess a reasonably small uncertainty. A value

commonly used from Schoenrich et al. [325] gives v� = (11.1, 12.24, 7.25) km s−1

in Galactic coordinates with roughly 1 km s−1 sized systematic errors.

As shown in Fig. 2.2 the velocities vEarthRev and vEarthRot are, respectively, re-

sponsible for the annual and diurnal [198] modulation effects. For us they are

known with effectively perfect precision. The calculation of these two components

of the lab velocity and the necessary transformations between the Galactic and

laboratory coordinate systems are presented in Appendix A. We display the time

dependence induced in the total integrated event rate, R, due to these velocities

in Fig. 2.3. As can be seen, the phase and amplitude of the diurnal modulation is

dependent on the location of the experiment.
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2.2.3 Velocity distribution

The scattering rate is dependent on the Earth frame DM velocity distribution in

the form of its mean inverse speed g(vmin, t). The true form of the local velocity

distribution is unknown. However, unlike the lab velocity and local density, it

cannot be measured astronomically. In principle only direct detection experiments

have access to it. Hence we must pick a form for the distribution corresponding to

a model for the Milky Way dark matter halo. If the density profile is analytic then

the velocity distribution can be found by solving the Jeans equation. Alternatively

a form can be extracted from the results of N-body or hydrodynamic simulations

of Milky Way-like halos. As with the local density, the choice of f(v) will affect the

predictions for the event rate. However the velocity distribution affects not just

the total event rate but also the recoil energy dependence. This is an important

but subtle point and can be exploited to give rise to considerable uncertainty in

WIMP exclusion limits.

Most direct detection analyses are performed under a simple assumption for the

Milky Way halo known as the standard halo model (SHM) [326]. This is a spher-

ically symmetric isothermal halo model. Its 1/r2 density profile yields a Maxwell-

Boltzmann (MB) velocity distribution with peak speed v0 = 220 km s−1 and dis-

persion2 σv = v0/
√

2 ≈ 156 km s−1. The distribution is most often truncated at the

escape speed of the galaxy. The measurement from the radial velocity of RAVE

stars is: vesc = 533+54
−41 km s−1 [327]. The velocity distribution in the laboratory

frame is therefore given by:

fSHM(v, t) =
1

(2πσ2
v)

3/2Nesc

exp

(
−|v − vlab(t)|2

2σ2
v

)
Θ(vesc − |v− vlab(t)|) , (2.31)

with the normalisation constant,

Nesc = erf

(
vesc√
2σv

)
−
√

2

π

vesc

σv
exp

(
−v

2
esc

2σ2
v

)
. (2.32)

2The relationship between the dispersion and circular speed is a consequence of a 1/r2 density
profile, so relaxing this assumption means that v0 and σv are no longer connected.
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Evaluating Eq. (2.20) for this velocity distribution gives for the mean inverse speed,

g(vmin, t) =



1
vlab(t)

z < y , x < |y − z|
1

2Nescvlab(t)

(
erf(x+ y)− erf(x− y)− 4y√

π
e−z

2
)

z > y , x < |y − z|
1

2Nescvlab(t)

(
erf(z)− erf(x− y)− 2(y+z−x)√

π
e−z

2
)
|y − z| < x < y + z

0 y + z < x

(2.33)

where x = vmin/
√

2σv, y ≡ y(t) = vlab(t)/
√

2σv and z = vesc/
√

2σv.

In order to maintain consistency when comparing experimental results it is im-

portant to establish some baseline halo model. The lack of a better motivated

alternative and its simplicity mean the SHM can fill this role. Interestingly how-

ever, a number of recent hydrodynamic simulations suggest that a simple MB

distribution may in fact be sufficient to describe the local velocity distribution

[181, 328, 329]. However many other hydrodynamic simulations, as well as earlier

N-body simulations, presented persistent evidence for non-Maxwellian structure in

Milky Way-like halos [330–333]. The matter has not yet been conclusively settled

and, critically for direct detection experiments, there is the possibility that the

dark matter distribution at the Earth’s Galactic radius could contain significant

departures from the smooth isotropic properties of the SHM [334–336]. The ve-

locity distribution may also contain additional features and substructures such as

debris flows [337, 338], tidal streams [339, 340], a co-rotating dark disk [341–343]

or a ‘shadow bar’ [344, 345].

We consider two classes of substructure in this work which are motivated by results

from N-body simulations, but also importantly have contrasting velocity structures

so that they can be compared under a range of scenarios.

Streams: The local velocity distribution may contain substructure due to the

tidal disruption and stripping of satellite galaxies or dark subhalos of the Milky

Way. The slow accretion of material gives rise to a streams of dark matter particles

wrapping the Galaxy some of which may intersect the stellar disk. Streams are seen

generically in simulations of Milky Way-like galaxies as smaller subhalos become

absorbed by their larger host and are in fact an inevitable consequence of the

hierarchical growth of structure. There is also motivation for the existence of

streams close to the Solar System. There have been observations in the past of

collective linear motions of stars with narrow velocity dispersion consistent with
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a tail of stripped material from the nearby Sagittarius dwarf galaxy [346–349].

Furthermore simulations of the Sagittarius dwarf galaxy have found that the dark

matter component of the stream could be significantly more extended than the

stellar component and could hence give a sizable population of stream dark matter

in direct detection experiments [340].

If such a stream passed through the Solar System it would exist as a separate

component of the local dark matter distribution with speeds tightly concentrated

around a single velocity which would not necessarily be aligned with vlab. We

construct a model that assumes a fixed fraction of the local density is contained in

the form of a tidal stream, described by Galactic frame velocity vstr and dispersion

σstr. The velocity distribution of the stream is given by,

fStr(v, t) =
1

(2πσ2
str)

3/2
exp

(
−(v − (vlab(t) + vstr))

2

2σ2
str

)
, (2.34)

and the full velocity distribution of the “SHM+Str” model is given by,

fSHM+Str(v) =

(
1− ρstr

ρ0

)
fSHM(v, t) +

ρstr

ρ0

fStr(v, t) . (2.35)

where ρ0 is the SHM density and ρstr is the stream density. The mean inverse

speed for the stream has the same formula as for the SHM, Eq. (2.33) with

y = |vlab(t) + vstr|/v0. Due to the spatially and kinematically localised nature

of these features they give rise to prominent directional signatures in the recoil

spectrum [6, 350], as well as adding non-sinusoidal modifications to the annual

modulation signals [351].

Debris flow: Debris flows are another form of substructure that have appeared

in N-body simulations such as Via Lactea II [338, 352]. Like streams these are

kinematically localised, characterised by a speed vf , though unlike streams they

are spatially extended features which form from the incomplete phase mixing of

material during the formation of the halo. Following Ref. [338] we assume a model

for the debris flow in which the velocity distribution is isotropic in the Galactic

frame and a delta function in speed centered on vf ,

fDF(v, t) =
1

4πv2
f

δ(|v − vlab| − vf ) . (2.36)

So the distribution of a DF (in the laboratory frame) is a shell of radius vf centered

on vlab. Now, as with the SHM+Str model we combine the debris flow with the
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SHM as a fixed fraction of the local density:

fSHM+DF(v, t) =

(
1− ρf

ρ0

)
fSHM(v, t) +

ρf
ρ0

fDF(v, t) . (2.37)

The mean inverse speed for this model is,

g(vmin, t) =


1
vf

vmin < vf − vlab(t)

vf+vlab(t)−vmin

2vfvlab(t)
vf − vlab(t) < vmin < vf + vlab(t)

0 vmin < vf + vlab(t)

(2.38)

These benchmark velocity distributions along with the SHM are shown in Fig. 2.4,

while a summary of the benchmark parameter values used for each halo model is

given in Table 2.2. For the stream we use an estimate of the velocity of the Sagit-

tarius stream from Ref. [351]. However we assume that it comprises a significantly

larger fraction of the local density than suggested by simulations, typically around

the 1% level [334, 335]. This allows us to make a clear distinction between our

benchmark models. For the debris flow we use the parameters derived in the

semi-analytic model of Ref. [338] based on the Via Lactea II simulation [352]. Al-

though the debris flow in this simulation exhibited some velocity dispersion as well

as a small bias towards directions tangential to the Galactic rotation, the simple

isotropic model was found to capture the main features of the recoil spectrum.

Beside the benchmark velocity distributions in Fig. 2.4 we show sets of recoil

energy spectra for a range of WIMP masses. For each benchmark model we see

the same basic shape due to the SHM: an exponentially decreasing event rate

which is cut off above some maximum energy set by the escape velocity. When

streams and debris flows are included they induce an enhancement in the event

rate for energies below a certain value which is set by the stream velocity or flow

velocity respectively.

Describing the velocity distribution is an important consideration for excluding

or detecting dark matter in direct detection experiments. A failure to properly

account for uncertainties in the DM velocity distribution may lead to biased mea-

surements of the WIMP mass and cross section with a future signal [353]. It will

therefore be imperative to include these uncertainties in fits to direct detection

data. This can be done by fitting to phenomenological models for the local distri-

bution [6, 350, 354], or by attempting to integrate out the astrophysics dependence
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Lab velocity
Galactic rotation vGalRot (0, v0, 0) km s−1

Peculiar velocity v� (11.1, 12.24, 7.25) km s−1

SHM

Local density ρ0 0.3 GeV cm−3

Circular speed v0 220 km s−1

Velocity dispersion σv 156 km s−1

Escape speed vesc 533 km s−1

Stream

Velocity σstr 10 km s−1

Dispersion vstr 400× (0, 0.233,−0.970) km s−1

Density ρstr/ρ0 0.1

Debris flow
Flow speed vf 340 km s−1

Density ρf/ρ0 0.22

Table 2.2: Astrophysical benchmark parameters for the time independent com-
ponents of the lab velocity, the standard halo model alone, stream and debris
flow. In all examples, unless otherwise specified, the above parameters are used.

of the DM signal so that comparisons can be made between exclusion limits from

different experiments in a ‘halo-independent’ way [355–365]. Alternatively one

can use empirical parameterisations of the speed distribution to account for astro-

physical uncertainties, although this may lead to weakened constraints on other

DM parameters [353, 366, 367]. In the next Chapter we will explore model de-

pendent and independent approaches for dealing with substructure in the velocity

distribution with directional detectors.

2.3 Experiments

A direct detection experiment essentially consists of a fixed collection of particles

called the ‘target’ that are carefully monitored for the emission of certain signals

(such as photons, charge or heat) which can be attributed to scattering events

between the target and other particles. These particles can either be dark matter,

or a background, which is anything else. In the event of an excess in the number of

recoil events detected in the experiment over the expectation, then the measured

dR(t)/dEr of those events can in principle be used to extract the properties of

the WIMP. In the scenario that no unexplained excesses are detected then ranges

of parameter values can be excluded. Real experiments are fraught with a range

of complications related to backgrounds that we will now summarise. We also



WIMP Direct detection 46

SHM

v [km s−1]

60 ◦12
0
◦

θ

0 200 400 600 800

v [km s−1]

SHM

+Str

v [km s−1]

60 ◦12
0
◦

θ

0 200 400 600 800

v [km s−1]v [km s−1]

60 ◦12
0
◦

θ

SHM

+DF

f(v, cos θ)/maxf

0 200 400 600 800

0 1

d
R
/
d
E

r
[t
o
n
−
1
y
ea
r−

1
k
eV

−
1
]

m
χ
=

1
0
G
eV

m
χ
=

2
0
0
G
eV

10
−1

10
0

10
1

10
2

10
3

10
−10

10
−5

10
0

d
R
/
d
E

r
[t
o
n
−
1
y
ea
r−

1
k
eV

−
1
]

m
χ
=

1
0
G
eV

m
χ
=

2
0
0
G
eV

10
−1

10
0

10
1

10
2

10
3

10
−10

10
−5

10
0

Er [keV]

d
R
/
d
E

r
[t
o
n
−
1
y
ea
r−

1
k
eV

−
1
]

m
χ
=

1
0
G
eV

m
χ
=

2
0
0
G
eV

10
−1

10
0

10
1

10
2

10
3

10
−10

10
−5

10
0

Figure 2.4: Left: benchmark velocity distributions. We plot the velocity
distribution for the SHM (top), SHM + Str (middle) and SHM + DF (bottom).
The polar angle θ is measured with respect to vlab and we have integrated 2π
over the remaining azimuthal angle. Right: corresponding SI xenon event rate
energy spectra for each halo model over a range of logarithmically spaced masses
between mχ = 50 to 200 GeV (blue to red).

discuss some of the specific technological designs of certain current experiments

and summarise the existing constraints.

2.3.1 Backgrounds

Dark matter scattering interactions are rare. Hence the most important factor for

experiments to consider are backgrounds. To identify a signal which may produce

less than 10−5 events per kg-day, ultra-low background conditions are needed.
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Backgrounds can be reduced at a number of stages. The first stage is to shield

the detector volume as much as possible. Operating a detector deep underground

or inside a mountain with a considerable distance of ground between the sky and

the experiment can typically reduce the cosmic ray flux exponentially with (water

equivalent) depth [368]. Cosmic rays, in particular muons, must be shielded since

they produce showers of up to GeV-scale neutrons in spallation reactions with the

surroundings [368]. Of all types of background particle, neutrons are the most

problematic as their nuclear recoil signal, if they reach the detector, is almost

identical to dark matter.

In addition to cosmic backgrounds, both the environment and the experimental ap-

paratus will be contaminated with radioactive isotopes. Radiogenically produced

neutrons as well as Compton scattering and electron pair production due to γ ra-

diation are the most significant radioactive backgrounds. These require a second

stage of background shielding surrounding the detector volume with additional

layers of material such as lead or water tanks to veto environmental radiation.

Water tanks can be used as ‘active’ vetos which allow an experiment to reject

events in the detector that are coincident with events in the water. Radioactive

decays that are produced in the apparatus close to the detector, for example in the

shielding itself, also need to be reduced as much as possible by carefully selecting

especially radiopure materials. Decays produced due to impurities in the target

material itself cannot be shielded so must be reduced as much as possible during

manufacture. In detectors using crystalline materials such as CDMS, CRESST

and CoGeNT, radioactive contaminants with large ionic radii such as radium,

uranium and thorium are mostly rejected in the crystal growing process as they

do not fit within the lattice spacing [369]. Experiments using noble gases also

have to contend with naturally occurring radioactive isotopes. Argon for example

has a cosmogenically activated isotope (39Ar) so experiments such as DarkSide

find sources from deep underground [370]. In xenon the naturally occurring ra-

dioactive isotopes have half lives either short enough or long enough to not affect

the experiment, but contamination from krypton and radon isotopes have led the

XENON100, XMASS and LUX collaborations to develop special techniques to

detect and extract quantities occurring at less than a part per quadrillion [371].

Whatever backgrounds that remain must be rejected at the level of the experimen-

tal design and analysis. The approach that has proven particularly powerful in

certain experiments is electronic/nuclear recoil discrimination. WIMPs are much
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more likely to induce a nuclear recoil signal than an electron recoil signal meaning

an experiment that can discriminate between the two can achieve a much greater

level of sensitivity. Distinguishing between different sources of background is more

efficient if an experiment can measure multiple types of signal from an event, e.g.

scintillation photons, ionisation or phonons. WIMPs are also very unlikely to

induce multiple scattering events compared with backgrounds. Linking series of

recoil by either locating them in the detector volume or with time-tagging can

be another useful approach for eliminating likely backgrounds. Additionally in

experiments in which recoil sites are located, the outer layers of the detector vol-

ume itself can be used as a self-veto, with only the inner portion comprising the

‘fiducial’ detector volume used for analysis. Ultimately though it is impossible

to completely eliminate backgrounds so the final stages involve reducing back-

grounds at the level of the analysis. This involves the modelling of backgrounds,

use of detector calibration data, and defining signal regions in which the observed

backgrounds are low.

The final, though as yet unobserved, background to direct detection experiments

are neutrinos from the Sun, the atmosphere as well as a cumulative emission from

supernovae called the diffuse supernova background (DSNB). These cannot be

shielded or rejected by any other means and dealing with them in standard direct

detection experiments requires very high statistics [190]. When direct detection

experiments reach sizes large enough to observe a background due to coherent

neutrino-nucleus scattering the large uncertainty on the expected neutrino flux

compared with the low statistics expected from dark matter will limit discovery of

certain masses where the two spectra overlap. We discuss the neutrino floor and

approaches to deal with it in Chapter 4.

2.3.2 Current experiments

Direct detection experiments can be categorised based on the principle types of

signal used to detect scattering events. All current experiments exploit at least

one of three possible signals. These are: ionisation charge from liberated elec-

trons/ions; scintillation photons from the excitation and de-excitation of electrons

or nuclei in the target atoms; and phonons which are quantised vibrations such

as heat or sound waves that propagate through solids. Many of the more recent

experiments use a combination of two of these three detection channels. We now
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describe different broad categories of experimental design based on the state of

the target material: noble gases, solid state and superheated fluids3.

Noble gases: Currently the most sensitive limits on SI cross sections for mχ > 20

GeV are made by the dual phase xenon experiments, Xenon100 [372], LUX [373],

and PandaX [186]. These experiments operate as time projection chambers

(TPCs) in a design originally pioneered by ZEPLIN [374] and Xenon10 [375] (the

predecessor to Xenon100). The main detector volume is filled with liquid xenon

with a smaller volume of gaseous xenon placed at the top of the main tank which

collects ionised electrons drifted by an applied electric field. Photomultiplier tubes

are arranged to detect both the photons produced as the drifted charge meets the

gas phase xenon, as well as the prompt scintillation photons emitted from the

initial scattering event. The yields from these different signals is dependent on the

type of particle scattering so dual phase xenon TPCs can achieve excellent elec-

tronic/nuclear discrimination. Additionally the timing of the signals can be used

to locate the event site inside the detector allowing a central fiducial volume to be

selected for analysis that is self-shielded from backgrounds. The DarkSide [376]

experiment relies on the same technique but instead with an argon target. Alter-

natively noble gas experiments can operate solely in the liquid phase: with xenon

again in the case of XMASS [377] and argon for experiments such as DEAP [378]

and MiniCLEAN [379]. Single phase noble detectors only exploit the scintillation

signal but resolve the timing of the received photons to give a ‘pulse shape’ for

each event. The advantage of argon in particular in this case is that the duration

over which scintillation photons are produced for electronic and nuclear recoils are

6 ns and 1.6 µs [380] allowing excellent pulse shape discrimination.

Solid state: There are two types of solid state detector: cryogenic experiments

and crystal scintillators. Cryogenic bolometers such as SuperCDMS [381] and

EDELWEISS [382] consist of a germanium target crystal cooled to mK tempera-

tures combined with specialised detectors to measure liberated charge as well as

phonons propagating through the solid after a scattering event. The advantage of

these experiments are their extremely low energy thresholds. The dedicated single

crystal experiment performed by SuperCDMS known as CDMSLite was selected to

achieve a particularly low threshold of 0.8 keV (nuclear recoil energy) and currently

sets the strongest limits around mχ ∼ 3 GeV [383]. CoGeNT is also a cryogenic

germanium experiment but measures only an ionisation signal and searches for an

3We also discuss directional detectors in the next Chapter.
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annual modulation to distinguish the signal from the background [384]. CRESST

on the other hand uses CaWO4 crystals and exploits a combination of phonon and

scintillation signals to achieve electronic/nuclear recoil discrimination with a 0.3

keV threshold; CRESST-II currently sets the strongest limits below 2 GeV [385].

The other category of solid state detectors are crystal scintillators which are not

operated cryogenically, instead designed to observe photons from molecules in the

lattice excited by a scattering event. Scintillators such as DAMA/LIBRA [386]

and KIMS [387] consist of collections of ultrapure crystals of NaI or CsI doped

with thallium to improve the light emission and transparency of the material.

Crystal scintillators have no signal discrimination capabilities so, like CoGeNT,

search for an annual modulation in the event rate. DAMA report a 9.6σ annual

modulation signal with a phase consistent with a dark matter interpretation [388].

However the best fit cross sections and masses are ruled out by numerous other

experiments4. The issue has not yet been resolved. Results from experiments also

using thallium doped NaI crystals: SABRE [392], Anais [393] and DM-Ice [394],

will shed light on possible explanations for the signal.

Superheated fluids: For spin-dependent (proton) interactions, experiments us-

ing superheated droplets of certain liquids: PICO [395, 396], COUPP [397, 398],

SIMPLE [399] and PICASSO [400], are currently most sensitive among direct de-

tection searches. Superheated liquids are kept at temperatures just below their

boiling point, if an event deposits enough energy inside a small enough volume

then bubbles are nucleated and can be detected and located by a camera. The

advantage of superheated fluids is that the ionising backgrounds from γ-rays and

electrons cannot deposit a high enough energy density to be registered. The liquids

used in these experiments, CF3I, C3F8 C2ClF5 and C4F10 all contain 19F which

possesses a large 〈Sp〉. This has allowed superheated fluid experiments to set some

of the strongest constraints on σSD
p .

We summarise the current status of direct detection experimental exclusion limits

on both the SI and SD scattering cross sections in Fig. 2.5. We list the targets,

exposure and reference for each limit in Table 2.3. For the SD limits we also in-

clude the strongest indirect detection limits from neutrino telescopes IceCube and

Super-Kamiokande. The limits displayed are excluded cross sections consisting of

4Arguments involving particle physics [295, 389], astrophysical uncertainties [390], signal
channelling [391] and many others have all been invoked to try and reconcile the tension be-
tween DAMA and other experiments.
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Figure 2.5: Current excluded regions of the WIMP mass - proton cross sec-
tion parameter space for spin-independent (top) and spin-dependent (bottom)
interactions. The references for each limit are detailed in Table 2.3. The grey re-
gions are neutrino floors for various target nuclei. In the top panel we indicate
the dominant source of neutrino inducing the floor for different mass ranges:
Solar neutrinos, the DSNB and atmospheric neutrinos.
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Experiment Target/Channel Exposure
(kg days)

Ref.

SI:

CDMSLite Ge 70 [383]

CoGeNT Ge 1136 [401]

CRESST-II CaWO4 52 [385]

DAMA/LIBRA NaI 2.99×106 [391]

DarkSide-50 Ar 2617 [376]

EDELWEISS Ge 496 [382]

LUX Xe 3.35×104 [373]

PandaX Xe 3.30×104 [186]

PICO-2L C3F8 211.5 [395]

PICO-60 CF3I 3415 [396]

SIMPLE-II C2ClF5 30 [399]

Xenon100 Xe 1.75×104 [402]

SD:

COUPP CF3I 437.4 [397]

KIMS CsI 2.45×104 [387]

PICASSO C4F10 114 [400]

PICO-2L C3F8 129 [403]

PICO-60 C3F8 1167 [404]

ν:
IceCube χχ→ τ τ̄ 532 days [261]

SK χχ→ τ τ̄ 3903 days [225]

Table 2.3: Summary of WIMP direct detection experiments and neutrino
telescopes setting exclusion limits appearing in Fig. 2.5.

frequentist one-sided 90% confidence intervals5. There are several statistical pro-

cedures in use by different experimental collaborations to derive these exclusion

limits. The choice of method depends on a number of factors relating to the knowl-

edge of the background and the particular observables of the experiment. In cases

when the underlying background can be modelled with simulations or measured

with calibration data the profile likelihood ratio [406] or Feldman-Cousins [407]

methods are often used. For unknown or highly uncertain background conditions

the maximum/optimum gap methods of Yellin [408] can be used instead which

exclude cross sections based on events not appearing in certain signal intervals.

5Bayesian statistics are not widely used in experimental analyses but have been suggested as
a means to compare multiple experiments, e.g. Ref. [405].
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In this thesis we derive limits based on mock experiments and use the profile

likelihood ratio test detailed in Appendix E.

The general shape of exclusion limits can be seen clearly in both panels of Fig. 2.5:

a sharp increase in cross section at the lowest mass extent of the limit moving to-

wards a minimum at an intermediate mass between 10 - 100 GeV followed by a

steady increase towards larger masses6. The sharp increase at low WIMP masses

is due to the events from light WIMPs falling below the threshold of the ex-

periment; lower thresholds implying smaller accessible mχ. The steady increase

towards large masses is due to the decrease in the dark matter number density

for heavier particles, assuming constant local density. Generally as the exposure

of an experiment increases its limit will reach smaller cross sections over the full

range of masses probed.

We will describe in detail the calculation of the neutrino floor in Chapter 4 but

we show the general appearance in the WIMP parameter space in Fig. 2.5. An

experiment with the naive sensitivity to reach WIMP cross sections below the grey

regions will in fact have their discovery limited according to the floors shown. The

shape of the floor is dependent on the energy spectrum of the WIMP signal so is

dependent on target material. In the SI case this leads to only a shift by A2 in

cross section and a small shift in mass due to the recoil energy dependence on mN .

However in the SD case as well as the small shift in mass there are large differences

in the cross section of the neutrino floor due to the dependence of CSD on the spin

contents and isotopic fractions of the targets. For elements such as Si for example

the isotopic fraction of the spin possessing isotope is very small, inducing a large

upward shift in the regime of cross sections which produce similar event rates to

the neutrino backgrounds.

2.3.3 Future experiments

Many of the experiments mentioned in the previous section are being upgraded

or are merging with other collaborations. XMASS2 [409], DEAP-3600 [378],

Xenon1T/nT [192], DarkSide [410] are planned or in construction upgrades to

6Two limits in Fig. 2.5 deviate from this basic shape. CRESST-II has two kinks below 10
GeV which are due to the event rate transitioning between being dominated by the scattering
of the three nuclei in CaWO4; the kink above 10 GeV is due to the combination of the 2014 and
2015 analyses. In the CDMSLite the kink at 6 GeV is due to a particular emission line inside
the detector.
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existing experiments. In addition, new collaborations have formed in recent years

such as LZ [191], EURECA [411] as well as DARWIN the proposed multi-ton

xenon detector [412]. This ‘next generation’ of ton-scale detector are expected to

be the first to detect coherent neutrino-nucleus scattering and reach the neutrino

floor.

In addition to the tried and tested methods for rare event detection, the litera-

ture contains a wealth of alternative ideas which rely on upcoming or far-future

technology. Some of these ideas are pointed particularly towards the light WIMP

regime (<10 GeV) where much of the parameter space remains unexplored. New

ideas such as the use of CCD chips in the DAMIC experiment [413] or exper-

iments using 4He [414] involve light targets so are ideal for low mass searches.

However arguably the most powerful signal that one would hope to exploit in the

future is directionality and there is considerable effort in constructing detectors

that can measure recoil track directions. It may also be possible to adapt exist-

ing experimental technology in some directionally sensitive extension. We explore

directional detection in detail in the next Chapter.

2.4 Summary

In this Chapter we have detailed the theoretical and experimental factors required

for calculating signals in present and future direct detection experiments. We first

discussed the ingredients from particle physics which predict spin-independent and

spin-dependent event rates. We also outlined the astrophysical input from the local

phase space distribution of dark matter in the Milky Way. We concluded with a

discussion of the current status of the experimental direct detection effort with a

summary of the various exclusion limits made on the WIMP cross section-mass

parameter space. Now that we have established the status of direct detection the

following Chapters will be forward-looking, exploring the future strategies we must

employ to solve some of the problems we have already touched upon. We begin

with directional detection experiments and how they may allow us to measure the

dark matter distribution around us. We then look at how the neutrino floor will

impact upcoming ton-scale experiments and describe how directional detectors

will be required to overcome it.



Chapter 3

Directional detection

3.1 Introduction

It was first recognised by Spergel [415] that direct dark matter searches would be

subject to a unique directional signature. The relative motion of the Solar Sys-

tem with respect to the largely non-rotating DM halo of the Milky Way should

give rise to an anisotropic flux of WIMPs with a peak incoming direction pointing

back to the constellation of Cygnus. This peak direction is typically regarded as

a ‘smoking gun’ signal for a particle of Galactic origin, as it cannot be mimicked

by any known cosmic or terrestrial background. If a direct detection experiment

were somehow able to measure an angular distribution of nuclear recoils con-

sistent with the direction of Galactic rotation this would enable the conclusive

discovery of dark matter [4, 416–419]. Crucially, the directional signature is also

not shared by neutrinos, allowing the otherwise irreducible neutrino background

to be distinguished from a WIMP signal [5, 196]. The angular recoil spectrum

also encodes much more information about the full three-dimensional velocity dis-

tribution than the recoil energy spectrum alone meaning a directionally sensitive

experiment would be much better suited for probing the structure of the local DM

halo [6, 350, 354, 420]. This in turn may give insights into the process of galaxy

formation and the merger history of our own Milky Way. In this Chapter we focus

on the latter of these three key motivations for the development of directional de-

tection experiments. In the following Chapter, after we have introduced in detail

the neutrino background we will explore how directional detectors can be used to

circumvent the neutrino floor.

55
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We begin by introducing the necessary modifications one must make to the frame-

work introduced in Chapter 2 to account for the direction dependence of the

WIMP-nucleus elastic scattering rate. We also summarise progress in the experi-

mental implementation of directional detection, outlining some of the specific chal-

lenges present when measuring recoil directions that we must consider to evaluate

realistic future prospects. We then detail two studies exploring how directional

detectors can be used to probe the local dark matter velocity distribution and its

substructure. First in Sec. 3.3 we look at the particular case of tidal streams. We

compare several statistical techniques for parametrically and non-parametrically

detecting streams, beginning with a model for the Sagittarius stream and then

moving to general streams. We then discuss model independent approaches for

parameterising the full velocity distribution in Sec. 3.4, comparing an empirical

method with model dependent fits by testing them on the benchmark halo models

introduced in Chapter 2. We conclude this chapter in Sec. 3.5 with some final

remarks.

3.2 Directional detection formalism

3.2.1 Rate calculation

We can insert a dependence on recoil direction q̂ into the formula we have already

introduced for the event rate dR/dEr by enforcing the kinematical relationship

between the recoil energy and direction,

cos θ =

√
mNEr
2v2µ2

χN

=
vmin

v
. (3.1)

We can insert this angular dependence into the cross section by introducing a solid

angle element around the recoil direction dΩr = 2πd cos θ where we have exploited

the azimuthal symmetry around the recoil direction to give the factor of 2π. We

enforce the above constraint on the recoil angle θ with a δ-function,

d2σ

dErdΩr

=
dσ

dEr

1

2π
δ
(

cos θ − vmin

v

)
. (3.2)
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We can introduce the recoil direction vector q̂ by rewriting the angle θ as,

cos θ = v · q̂/v so we have for the double differential cross section,

d2σ

dErdΩr

=
dσ

dEr

1

2π
v δ (v · q̂− vmin) . (3.3)

This now modifies the formula for the event rate. In the non-directional case

dR/dEr depends upon the velocity distribution in terms of the mean inverse speed

g(vmin, t). In the directional case the analogous d2R/dErdΩr includes a δ-function

enforcing the kinematics. This requires the ‘Radon transform’ of the velocity

distribution [421, 422], which is an integral transform most commonly used in

medical CT scans. It is defined,

f̂(vmin, q̂, t) =

∫
δ (v · q̂− vmin) f(v + vlab(t)) d3v . (3.4)

We show the geometric interpretation of the Radon transform in Fig. 3.1. The

Radon transform integrates over velocities that lie along a plane perpendicular to

the recoil direction that is a distance vmin away from the origin.

In analogy with Eq. (2.17) we can write the general formula for the directional

event rate,

d2R(t)

dErdΩr

=
n∑
i=1

ζ i
ρ0

4πµ2
χpmχ

(σSI
p CiSIF

2
SI(Er) + σSD

p CiSDF
2
SD(Er)) f̂(vmin, q̂, t) . (3.5)

This formula is very similar to the non-directional rate except we have picked up

a factor of 1/2π and require f̂(vmin, q̂, t) instead of g(vmin, t).

For the Maxwell-Boltzmann distribution of the SHM the Radon transform is,

f̂SHM(vmin, q̂, t) =


exp

(
−|vmin+q̂·vlab(t)|2

2σ2v

)
−exp

(
− v

2
esc

2σ2v

)
Nesc(2πσ2

v)1/2
(vmin + q̂ · vlab(t)) < vesc

0 (vmin + q̂ · vlab(t)) > vesc .

(3.6)

While for the stream we have the same functional form but we replace σv with σstr

and vlab with vlab + vstr.

For the debris flow we have the following form for the Radon transform,

f̂DF(vmin, q̂, t) =

0 (vmin + q̂ · vlab(t)) > vf

1
2vf

(vmin + q̂ · vlab(t)) < vf
(3.7)
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Figure 3.1: Diagram showing the geometric interpretation of the Radon trans-
form. The velocities v of the distribution f(v) that contribute to the event rate
for a particular vmin and recoil direction q̂ are those which lie along the plane
shown in purple. The plane is perpendicular to q̂ and is a distance vmin away
from the origin. Thus the radon transform f̂(vmin, q̂) is the integral of v over
the plane.

Because the distribution of a debris flow is a shell of radius vf centered on vlab,

its Radon transform is the integral along the circle that is the intersection of this

shell and the plane shown in Fig. 3.1.

3.2.2 Resulting signals

The event rate of Eq. (3.5) gives rise to a range of unique directional signatures.

The primary signal is a dipole anisotropy towards the direction q̂ = −vlab as can be

seen in Fig. 3.2 where we show the event rate as a function of energy and direction

which clearly peaks along the plane of the Galaxy. As first calculated in Ref. [415]

this would result in an O(10) forward-backward asymmetry in the number of

recoils. In Fig. 3.2 and subsequent skymaps we use a Mollweide projection to map

the 3-dimensional recoil spectrum onto the 2-d plane. We follow the convention

used in directional detection literature to display recoil maps as the directions from

which the recoils originate (as one would in astronomy) rather than the direction
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Figure 3.2: Mollweide projections of the full sky recoil maps for three recoil
energies: 5 keV, 25 keV and 50 keV corresponding to the three columns. The
rows indicate recoil spectra for three WIMP masses mχ = 10, 100 and 1000 GeV
scattering with a 19F target. The axes represent Galactic coordinates (l, b) where
the direction of vlab is marked with a star.

the recoils vectors point. In other words, the axes of the projection correspond

to −q̂ rather than q̂. This is why the skymaps peak around the point marked

by vlab. This direction lies along the Galactic plane (blab ≈ 0) and towards

the direction of Galactic rotation (llab ≈ 90◦), but is slightly offset by the Solar

peculiar velocity v�.

Because we assume an isotropic assumption for the Galactic frame velocity distri-

bution the recoil maps are symmetric about the direction vlab. The recoil directions

also become less angularly dispersed towards higher recoil energies which preserve

more of the original incoming WIMP direction. The prominence of the dipole fea-

ture means that in ideal circumstances (i.e. perfect recoil direction reconstruction)

an isotropic assumption for the recoil direction distribution can be rejected at 90%

confidence with only O(10) events, with no recoil energy information needed [419].

With O(30) recoil directions it becomes possible to point back towards Cygnus

and confirm the Galactic origin of the signal [418].

It was noted in Ref. [423] that for recoil energies where vmin < vlab the directional
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rate is maximised for directions that satisfy q̂ · vlab = −vmin. At these energies

the recoil pattern forms a ring around vlab, rather than a dipole. This occurs only

for low energies and large WIMP masses but can be used as a secondary signal

in directional detection as its radius would provide a measure of mχ. The ring

feature has an angular radius of cos−1(vmin/vlab) and can be seen in Fig. 3.2 in the

maps at Er = 5 keV, most prominently in the mχ = 1000 GeV case. Additionally,

once the correlation with the time dependence is included then an aberration of

the recoil pattern is observed (in analogy with the aberration of the position of

stars in the sky due to the Earth’s orbit [424]). In our analyses we do not consider

the ring or aberration features separately, as in Refs. [423, 424] for example, but

because they are embedded in the analytic description of the event rate they are

included in likelihood fits automatically.

3.2.3 Experiments

The strength of directional detection as a tool for dark matter discovery relies

on the fact that no known backgrounds are believed to mimic (or even have any

relation to) the directionality of the dark matter signal. In fact most backgrounds

should be close to isotropic. Certainly in the case of radiogenic neutrons an es-

sentially isotropic background is expected. Cosmic muon induced neutrons would

not necessarily be expected to be perfectly isotropic, however past studies [368]

have found only a very small downward-going excess due to the directionality of

spallation reactions. The elastic scattering process also washes out much of the

directional preference in the flux of incoming particles so any backgrounds would

need to be very strongly anisotropic to affect the discovery reach of a directional

experiment.

Measuring the direction of nuclear recoils at the keV scale is experimentally chal-

lenging. A variety of prototype experiments are currently in operation utilising a

range of novel techniques to extract directional information from a nuclear recoil

signal (see e.g. Refs. [425–427], as well as Ref. [428] for a review). One promising

approach is to use a gaseous TPC at low pressure (∼ 0.1 atm) in order for the

track of electrons ionised by a nuclear recoil to be large enough to detect at around

O(1 mm) in size. In Fig. 3.3 we show a diagram of how a low pressure TPC mea-

sures the components of a recoil track in three dimensions. The direction of this

recoil can be inferred by drifting the ionisation-induced electron cloud to a time



Directional detection 61







~








- 








Figure 3.3: Diagram of a low pressure gas TPC with a pixel chip readout.

sampled pixelised anode usually based on CCD technology. The location on the

grid of the measured charge provides a two dimensional projection of the track

whereas the time sampling of the anode can be converted into the projection onto

the drift direction assuming knowledge of the drift speed of the electrons through

the gas, vdrift. In principle these two effects can be combined to reconstruct the

3-dimensional orientation of the track. Experiments such as MIMAC [429, 430],

DRIFT [431, 432], NEWAGE [433, 434], DMTPC [435, 436] and D3 [437] currently

make use of this technology in some variant.

Attempts to measure recoil directionality encounter a range of experimental dif-

ficulties on top of the usual challenges of direct detection. The most obvious

limitation of low pressure TPCs operating in the gas phase is their ability to be

scaled to competitive detector masses which would require prohibitively large vol-

umes. The largest of these prototype experiments currently has only a 0.1 kg active

volume [438], though a much larger WIMP ‘observatory’ is a possibility [439]. In

terms of the operation of a directional TPC however, the greatest challenges are

those that arise in attempting to accurately reconstruct the recoil track. Primarily

this is because the detected track is not a perfect representation of the initial recoil

direction q̂. In practice experiments suffer from an effect known as ‘straggling’ as

the recoiling nucleus collides with other gas nuclei. When combined with the dif-

fusion of the electron cloud while drifting toward the anode, this effect leads to a
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sizable angular resolution, limiting the accuracy with which a track direction can

be reconstructed [440]. In current gas TPC prototypes the best achievable angular

resolution is around the tens of degrees level [441]. In addition to obtaining good

angular resolution, a head-tail effect - the measurement of the sense of the nuclear

recoil (+q̂ or −q̂) - has proven to be difficult to achieve [441–443]. Sense recogni-

tion is possible if there is some observable asymmetry along the track either in its

geometry or the charge deposition that implies a beginning and end [440]. When

the angular recoil rates in the forward and background directions are summed, the

anisotropy of the WIMP recoils is effectively decreased. Hence the lack of sense

recognition has been shown to have a significant impact on the discovery potential

of directional experiments [417, 444–447]. For this reason it is arguably the most

important technical limiting factor for gas TPCs so we study the consequences of

removing sense recognition in detail in Sec. 3.4.5 of this Chapter and Sec. 4.4.3 of

Chapter 4.

In some configurations the three dimensional readout of the track is not possible.

Experiments like the pioneering detector of Buckland et al. [448, 449] that image

recoils lengths by detecting photons produced along the track only have access

to the 2-dimensional x − y projection of the recoil direction. Moreover, though

no experiment currently exists, one can also imagine a 1-dimensional version of a

directional detector that would somehow involve just the projection onto the drift

direction via timing resolution. Lower dimensional readout is another experimental

restriction that would reduce the discovery reach of a directional experiment [445].

For a comprehensive review of experimental readout technologies see Ref. [450].

We explore lower dimensional readout strategies in more detail when we discuss

the neutrino floor in Chapter 4.

While low pressure gas TPCs are the most mature technologically, it may be pos-

sible to directionally detect dark matter with other techniques. Detectors using

graphene [451, 452], carbon nanotubes [426], or DNA [453] have been suggested as

potential targets, though the feasibility of such methods is yet to be established.

The NEWS collaboration is in R&D towards an experiment using silver-halide

emulsion plates [427] in which the sub-micrometer length recoil tracks are left as

clusters of silver grains. The tracks would be detected and resolved by automated

optical microscopes that scan the plates after the running of the experiment. Be-

cause the events are not time tagged it has been suggested that NEWS will be
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placed on an equatorial mount and pointed towards Cygnus, in order to remove

the smearing of the angular recoil spectrum due to the rotation of the Earth.

Given the long standing efforts in scaling direct detection experiments to large

masses, it may be more effective to try and extract some directional signals in

existing experiments. A phenomenon known as ‘columnar recombination’ may

be such a signal and could be exploitable in existing dual phase liquid xenon

or argon TPCs [454–457]. In principle the recombination between electrons and

ions along recoils in liquid noble gases should be dependent on the angle between

the track and the drift direction, so the subsequent ionisation signal may have

some directional dependence. Columnar recombination would be an example of

a 1-dimensional readout. This would also exhibit a characteristic modulation as-

sociated with the Earth’s rotation which could change the ratio of horizontal to

vertical events by a factor four over the course of a day [458]. Experimentally how-

ever this efficacy of columnar recombination has yet to be confirmed and ongoing

measurements by the SCENE collaboration have only found mild evidence for it

in keV-scale nuclear recoils [459]. Lastly, we note that it may also be possible

to exploit directionality in solid state detectors [460]. Crystal scintillators made

from ZnWO4 have been shown to have highly anisotropic properties in their light

output and pulse shape, compared to the standard NaI [461]. Such crystals have

been suggested as a way to extend the technology of scintillators to a directional

search.

3.3 Detecting streams

Given that direct detection experiments are the only way to probe the velocity

distribution down to sub-milliparsec scales, a central goal of the post-discovery

era will be to determine the quantity of substructure in the local DM halo. Be-

cause substructures can give rise to phenomenologically varied signatures in recoil

spectra it will be useful to attempt to discriminate between different classes in

a model-independent way. Our first study is of the particular case of substruc-

ture in the form of tidal streams. If present in the local velocity distribution as

suggested by a number of observations and simulations [340, 346–349], streams

would in many cases be difficult to notice in the non-directional recoil energy

spectrum (unless they comprised a much larger fraction of the local density than
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expected). However, since tidal streams are highly kinematically localised struc-

tures they show up prominently in the directional spectrum. The possibility of

detecting streams is therefore a very good motivation and physics case for di-

rectional detectors in general. The study we describe now attempts to explore

how these detection prospects depend on the properties of the stream itself and

involves a comparison of several statistical procedures for extracting the stream

from simulated directional data.

The strategy we will follow involves two parts. We first establish the detectability

of a stream by attempting to reject the hypothesis of a smooth isotropic halo

model in favour of one in which some level of anisotropy is present suggesting the

existence of a stream. After this step has been performed one may attempt to fit

the anisotropy to a model for the stream and measure its parameters. To begin we

consider non-parametric statistical tests. These tests use the direction information

only and have been implemented in some previous studies which sought to establish

the discovery potential of a DM signal over isotropic backgrounds [417, 419]. The

advantage of a non-parametric analysis in assuming no model to describe the data

is that the results will be independent of the description of the background halo, as

long as the basic hypotheses that define the statistical tests are satisfied. However

a notable disadvantage is that the detection significance will always be lower if a

model is not chosen, hence we will subsequently perform a parametric likelihood

analysis and fit the data to a model for the stream.

3.3.1 Stream model

As introduced in the previous Chapter a stream can be modelled with Maxwellian

velocity distribution offset by the stream velocity vstr and a reduced velocity dis-

persion σstr ∼ 10 km s−1. The SHM+Str model consists of splitting the full velocity

distribution into a smooth halo component described by the usual Maxwellian, and

a stream which comprises a fraction ξstr = ρstr/ρ0 of the local density. The Radon

transform is linear in f(v) so the directional event rate for the SHM+Str model

simply sums the contributions from the SHM and the stream with the appropriate

weighting of (1− ξstr) and ξstr respectively. Figure 3.4 shows the angular and en-

ergy dependence of the Radon transform (which reflects the angular dependence of

the full event rate) for the SHM+Str distribution with parameters from Table 2.2.
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Figure 3.4: Mollweide projection skymaps of the rescaled Radon transform
integrated over 5 keV bins in energy. The recoil pattern corresponds to the
SHM+Str velocity distribution where we use the example of the Sagittarius
stream and a mχ = 50 GeV WIMP scattering off 19F.

The parameters used to describe the stream are ξstr, vstr and σstr. When describing

the properties of the stream we will also often express its direction in terms of the

angle between vstr and vlab,

∆θ = cos−1

(
vlab · vstr

vstrvlab

)
. (3.8)

Because of the azimuthal symmetry in the SHM+Str model about vlab, the number

of events originating from the stream will only depend on the stream direction

through this parameter. This angle we define using the Galactic frame descriptions
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of vstr and vlab.

Formally the question we wish to answer is; how many events are needed to re-

ject at a given confidence level a smooth and isotropic halo in the case that the

true distribution possesses an additional substructure component? In Fig. 3.5 the

problem is displayed visually; how does one extract information about a stream

from some set of spherical data collected over a short exposure? The left hand

panels show the normalised directional signal observed in a perfect detector with

infinite exposure, under the astrophysical parameters given in Table 5.1. The top

two panels displaying the signal with no stream present, and the bottom after

inclusion of the stream. The right hand panels show an example of the signal

expected in a detector over an exposure of E = 10 kg yr, including the signal

from isotropic experimental backgrounds. The data have been binned on a sphere

using a HEALPix [462] equal angular area discretisation with 768 pixels. Statis-

tical tests must be able to distinguish between these two types of signal. Whilst

detecting the directionality of the signal thus confirming the Galactic origin of the

scattering particle requires few events, confirming deviations from a smooth halo

will require a larger number.

In most of the following results unless otherwise stated we fix to a single WIMP

particle benchmark1, namely a WIMP with a mass of mχ = 50 GeV and a solely

SD WIMP-nucleon cross section of σSD
p = 10−39 cm2. This is primarily for clarity

in describing our results. We do of course expect our results to be dependent on

this choice however we do not expect that varying it will be particularly insightful

for understanding the working of our statistical tests. Our mock experiment is

based on a 19F target, inspired by existing low pressure gas TPCs with CF4 such

as NEWAGE [433, 434] and DMTPC [436]. For simplicity we neglect in all the

results in this Chapter the time dependence of vlab which is mostly unimportant

for the event numbers we consider here. In the following Chapter we extend to a

full direction+energy+time analysis.

3.3.2 Non-parametric statistics

We can test for the presence of streams in the velocity distribution with statistics

designed for spherical data. The general procedure involves first extracting some

1At the time when this study was originally conducted this benchmark was not excluded by
constraints from direct detection experiments but has since been excluded by PICO-60 [404].
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Figure 3.5: SHM (top row) and SHM+Str (bottom row) direction-only signals
for the underlying distribution (left column) and a set of data (right column)
with an isotropic experimental background present. The signals are for a 50 GeV
WIMP and astrophysical parameters from Table 2.2. Our mock experiment uses
a 19F target and in this case an energy sensitive window of [5, 100] keV. The
datasets on the right are for a 10 kg yr exposure and a signal fraction of 0.5.

statistic T > 0 from the data that is distributed according to p0(T ) under a null

hypothesis (no stream present, ξstr = 0) and p1(T ) under an alternative hypothesis

(stream present, ξstr > 0). For some statistics these distributions may be known

analytically but if not they can be built with a Monte Carlo simulation. For a

particular result Tobs we define the ‘significance’ to be the probability of measuring

T < Tobs if the null hypothesis is true,

S =

∫ Tobs
0

p0(T )dT . (3.9)

We also define the statistical power as the probability of rejecting the null hypoth-

esis if the alternative hypothesis is true. In other words it is the probability of

measuring T > Tobs in the alternative case,

P =

∫ ∞
Tobs

p1(T )dT . (3.10)

We build these two distributions from the repeated application of the statistical

test on Monte Carlo generated Poisson datasets2 for a particular set of input

2For the details of the scattering simulation used to generate directional detection data see
Appendix C.
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Figure 3.6: Distributions of the median direction χ2 statistic, and Kuiper
statistic, V ?, built from 105 Monte Carlo mock experiments. The distributions
compare the case when there is no stream present (ξstr = 0, black curve) and
for streams of varying fractions (ξstr > 0, coloured histograms increasing left to
right) cases.

parameters. We then find the value of T for which P = 0.95, i.e. the value

achievable in 95% of hypothetical experiments. Our results can then be expressed

in units of S95 calculated from p0 at the same value of T ; S95 is therefore the

minimum detection significance achievable in 95% of experiments.

There are two appropriate statistical procedures we can use to test for the existence

of streams. The first test is a median direction test where the statistic follows a

χ2 distribution for a set of data that has a median direction along some predicted

direction. The second test is based on the modified Kuiper statistic, V ?, and

measures the degree to which a set of data has rotational symmetry about some

predicted direction. In both cases we set the predicted direction satisfied by the

null hypothesis to x̂lab = − vlab/vlab. Details about the calculation of these test

statistics can be found in Appendix B.

Examples of the distributions of the statistics with a stream present as well as

the distributions in the null case are shown in Fig. 3.6. The distributions in each

case were generated from 105 mock experiments with an exposure of E = 10 kg yr.

As ξstr is increased the signal becomes more influenced by the stream and hence

the degree of rotational asymmetry is increased and the median direction becomes
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Figure 3.7: Significance obtainable by 95% of experiments as a function of
exposure, stream dispersion, stream density fraction, background rate, WIMP
mass and escape speed for the Median direction (solid lines) and Kuiper (dashed
lines) tests under the Sagittarius stream. The results are shown for energy
windows of [5, 100] keV (green), [5, 50] keV (red) and [20, 100] keV (blue). The
dashed lines indicate the desired 0.9 − 0.95 level and the dotted lines in each
plot indicate the input parameter used in the neighbouring plots.

more displaced from x̂lab. We see this in the distributions of the statistics, for

cases which disagree more with the null hypothesis, their distributions are further

from the null distribution.

We first establish the role of the parameters other than the stream speed and

direction on the performance of the tests; for now we focus on the benchmark

case of the Sagittarius stream. In Fig. 3.7 we plot S95 using the Kuiper and

median direction χ2 tests. We show how this quantity varies with exposure time,

stream dispersion, stream density, escape speed, WIMP mass and experimental

background rate. As will become clear a choice that is particularly influential on

our results here is the energy sensitive window of the detector, i.e. the threshold

and maximum analysis energies. We display results for three examples, [5, 100]
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keV, [5, 50] keV and [20, 100] keV.

These first results are reasonably intuitive, with longer exposure times or for

streams that takes up a larger fraction of the local DM density the signal is

stronger and hence the tests perform better. The number of WIMP recoils from

the stream scales linearly with exposure time and stream density fraction hence

the significance of the result scales as roughly the square root of those quantities.

Experiments with larger background rates perform predictably poorly compared

to those with fewer backgrounds to contaminate the WIMP signal. Note that the

quoted value of Rbg is the rate observed in the case [5, 100] keV, the value taken

for the other ranges has been scaled to account for the smaller sensitive window.

The dispersion of the stream has no effect on the performance of the test, this is

because of how the WIMPs scatter into the same angular area independent of how

dispersed the distribution of their velocities is. To detect the Sagittarius stream

at 90 - 95% confidence in 95% of experiments, one would need exposures between

10 - 20 kg yr for stream densities of around ξstr ∼ 0.1, however this is lower for

larger values of ξstr. The performance of the tests also depends on mχ, due mainly

to the variation in the total number of events. Finally, the significance achieved

decreases weakly as the escape speed is increased. This is because increasing vesc

doesn’t affect the recoils from stream, but slightly increases the number of recoils

from the smooth halo scattering above the threshold.

Having established the effect of the aforementioned parameter choices we will

explore the detectability of general stream speeds and directions. For our results to

be comprehensive the stream velocity need only be described by two parameters,

the speed of the stream vstr and the Galactic frame angle between the lab and

stream velocities, ∆θ, defined in Eq. (3.8). From symmetry arguments, changing

the stream azimuthal angle with respect to vlab will not affect any of our results

as it yields the same angular spectrum up to a rotation. Figure 3.8 shows how the

significance varies with stream direction and speed, as well as the dependence on

the energy window of the detector. The tests do not perform equally well over the

range of stream directions. In particular the tests return a low significance when

the stream is anti-aligned with the lab velocity as in this case the hypotheses of

rotational symmetry and median direction are correct and the distribution of the

statistics reverts to that of the null case. The other important contribution to the

significance of the test result is from the number of observed stream recoils which

for small ∆θ is very low and for slower streams or high threshold energies as low
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Figure 3.8: Significance obtainable by 95% of experiments over a 10 kg yr
exposure as a function of stream speed and Galactic frame angle between stream
direction and the lab velocity. The result for the Kuiper test is shown by the
dashed lines and the median direction χ2 test by the solid lines. The three
panels show the results for the three energy windows considered.

as 0. The symmetry in the plots is due to this dependence on both the sample

size and the positioning of the stream recoils with respect to the background halo

recoils. One can also see that for the fastest streams, increasing the threshold

energy results in a higher value of significance, this can be attributed to what is

essentially a background rejection effect, whereby removing some of the low energy

halo recoils the stream appears stronger in the signal, even with fewer overall

events. The drop-off at large ∆θ in the case of the 50 keV maximum energy is due

to the stream recoils falling above the energy window, which is the reverse effect

as at low values of ∆θ in the case when the threshold has been increased to 20

keV.
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A weakness of the Kuiper and median direction tests are that they exploit the

direction information of the recoils only; the use of the recoil energy as well as

the directional information is desirable. It may be possible to include the energy

dependence of the signal by performing the test successively on energy ordered

recoils or by binning the recoils in energy. In the case where there is no stream

present the hypotheses of rotational symmetry and median direction are satisfied

for all energies. However with a stream in the signal there will be a range of

energies where the hypothesis is not satisfied. The degree to which the test is

failed will increase for larger energies and then above a certain value of energy set

by the stream speed, the test returns a value closer to the null case. Accounting

for this effect in the test statistic would decrease the overlap between the null and

alternative distributions and hence increase the significance of a particular result.

However it is likely to be a small effect, as we showed in Fig 2.4, the enhancement

in the recoil energy spectrum induced by a stream is very slight. Furthermore

dividing the recoils up in energy would result in a loss in information for each

individual evaluation of the test statistic, so we expect the tests to perform on

par or worse than without the energy information for low numbers of recoils. A

more powerful method of including the energy dependence of the signal is with a

likelihood fit.

3.3.3 Likelihood analysis

We turn our attention now towards a statistical test capable of placing con-

straints on the properties of the stream as well as testing for its existence. First

we require a likelihood function. There are 11 free parameters in our model,

θ = {mχ, σ
SD
p , ρ0, σv, vesc, σstr,vstr, ξstr, Rbg}, where we split the velocity of the

stream into its three Galactic coordinate components. We define the likelihood

function as the product of the probabilities for obtaining recoils located at (Ei
r, q̂

i)

(i = 1, ..., Nobs) multiplied by a Poisson factor accounting for the probability of

obtaining Nobs observed events given an expected number Nexp(θ),

L (θ) =
NNobs

exp

Nobs!
e−Nexp ×

Nobs∏
i=1

[
λPwimp(Ei

r, q̂
i) + (1− λ)Pbg(Ei

r)

]
.
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The expected number of events is a function of the parameters θ and defined as,

Nexp = Nwimp
exp +Nbg

exp (3.11)

= E
[∫ Emax

Eth

∫
Ωr

d2R

dErdΩr

dΩr dEr +Rbg

]
. (3.12)

The probabilities Pwimp and Pbg are the probabilities for an event to occur at

(Ei, q̂i) in the signal and background (no WIMP) cases respectively, i.e.

Pwimp(Ei
r, q̂

i;θ) =
1

R

d2R

dErdΩr

∣∣∣∣
Eir,q̂

i;θ

(3.13)

Pbg(Ei
r) =

1

4πRbg

dRbg

dEr
. (3.14)

The background probability distribution we assume is isotropic with an exponen-

tially falling recoil spectrum dRbg/dEr ∝ exp (−Er/17.5 keV) where 17.5 keV is

chosen to mimic the slope of the recoil energy spectrum of a 50 GeV WIMP in

a fluorine experiment. We sum the signal and background distributions weighted

by the signal fraction λ defined as,

λ =
Nwimp

exp

Nexp

. (3.15)

The parameter that will always be poorly recovered in this analysis is vesc, as

its effect on the recoil energy spectrum is very small and usually only becomes

important at energies beyond the maximum set for directional detectors. We can

overcome this issue by treating vesc as a nuisance parameter and account for its

uncertainty by hand by including an additional term to the likelihood in the form

of a Gaussian with mean and standard deviation of vesc = 533 ± 54 km s−1 [327].

We then multiply the original likelihood by this Gaussian function.

The WIMP density, ρ0, and cross section, σSD
p , will also be problematic as they

only control the amplitude of the recoil spectrum and hence only the number of

events seen for a given exposure. Even for the rather large stream densities that

we are considering here the difference between the number of events seen in the

stream case compared with the null case is small. Moreover, the two parameters

are degenerate with one another meaning there is no single set of values for ρ0 and

σSD
p that maximise the likelihood function in its current form. So we also adopt

a Gaussian parameterisation for ρ0 at the correct value. We choose a mean and
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standard deviation that reflect the current observational constraints on the local

density, ρ0 = 0.3 ± 0.1 GeV cm−3 [17].

First we will attempt to reconstruct the parameters of this model including the

stream properties using the benchmark set of inputs. To do this we sample the

likelihood over the full available parameter space with the nested sampling software

MultiNest [463, 464] using 5000 live points, an evidence tolerance factor of 0.05

and sampling efficiency of 0.3. We then calculate 1-d (2-d) 68% and 95% confidence

intervals (contours) using the asymptotic properties of the profile likelihood [406].

The triangle plot of Fig. 3.9 shows the parameter reconstructions in relation to the

input values. The stream parameters, by virtue of being unconnected to the other

halo parameters, are recovered well. The main source of uncertainty stems from

the SHM and WIMP parameters, in particular mχ. The effect of the Gaussian

parameterisation of vesc and ρ0 is apparent and equivalent to using a Gaussian

prior. There is a still some correlation in the ρ0−σp plane but the degeneracy has

been broken. The halo parameters are reconstructed less accurately if they are not

treated with a Gaussian function in the likelihood, however this parameterisation

is representative of existing astrophysical measurements. This example shows

that good constraints could be made on the parameters describing a stream if

the correct model is used in constructing the likelihood function for the data.

Importantly, we note that the exposure times needed to make these constraints

∼ 5 kg yr are significantly shorter than are needed when the non-parametric

directional tests are used.

In analogy with the methodology of Sec. 3.3.2 we can use our likelihood function

to develop a test for the existence of a stream in the data. An appropriate test

involves the profile likelihood ratio statistic as it is based on the assumption that

the null hypothesis is recovered by applying a constraint to a more general alter-

native hypothesis. A version of this test is often used to calculate WIMP discovery

limits on the mass-cross section parameter space and will appear again in Chap-

ter 4. Although here instead of testing for the presence of a WIMP over some

background, rather we are testing for the existence of a stream in some already

confirmed WIMP events.

We define the null hypothesis H0 to be the SHM model and the alternative, Hstr,

to be the SHM+Str model. The null hypothesis is then recovered with the same

likelihood function under the constraint ξstr = 0. The likelihood ratio between the
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Figure 3.9: Triangle plot for reconstructed parameters of the SHM+Str model.
The contours indicate the 68% and 95% confidence regions. The red dots/lines
indicate the location of the input parameters.
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null and alternative hypotheses is,

Λ =
L (

ˆ̂
θ, ξstr = 0)

L (θ̂)
, (3.16)

Where θ̂ are the maximum likelihood estimators in the alternative model, and
ˆ̂
θ

are the maximum likelihood estimators evaluated when ξstr = 0. The likelihood

ratio test statistic is then defined,

D =

{
−2 ln Λ 0 ≤ ξ̂ ≤ 1 ,

0 ξ̂ < 0, ξ̂ > 1 .
(3.17)

Next we require a definition for the statistical significance of a particular test

result. This requires knowledge of how the profile likelihood ratio test statistic D
is distributed in the case that the null hypothesis is true, i.e. if the observed value

is Dobs

S =

∫ Dobs

0

f(D|H0) dD . (3.18)

It is known however from Wilks’ theorem [406] that the distribution of the pro-

file likelihood ratio test statistic in the null case asymptotes towards a half χ2
1

distribution. Hence the discovery significance is defined as S = erf
(√
Dobs/2

)
.

However as we will be computing quite high values of significance it is simpler to

deal in units of standard deviation, σ, i.e. S =
√
Dobs. So a value of Dobs = 1

corresponds to a 1σ result or a significance of 68%. The significance obtainable

by 95% of mock experiments, S95, is then found by first building the distribution

f(
√
D) by applying the test on many Monte Carlo generated datasets containing

a stream, and then solving the equation,∫ S95

0

f(
√
D)d
√
D = 0.95 . (3.19)

As in the previous Section, we demonstrate the performance of the test over a range

of stream velocities where we again use the parameters ∆θ and vstr to describe

the stream velocity. In Fig. 3.10 we plot significance in units of σ obtainable

by 95% of hypothetical experiments using the profile likelihood ratio test as a

function of stream speed, vstr, and direction given by ∆θ, for the three energy

windows considered. For comparison, in Fig. 3.11 we plot the number of WIMPs

originating in the stream, N str
wimp, where we have split the observed events into
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Figure 3.10: Significance achievable in 95% of experiments in units of σ using
a profile likelihood ratio test. The test result is shown as a function of angle
between lab and stream velocities. The curves correspond to, from top to bot-
tom, vstr = 500 km s−1 (red solid line), 400 km s−1 (orange dashed), 300 km
s−1 (green dot-dashed), and 200 km s−1 (blue dotted). The speed and direction
of the Sagittarius stream example is indicated with a black star.

[5, 100] keV

v
st
r
[k
m

s−
1
]

50 100 150
100

150

200

250

300

350

400

450

500

[5, 50] keV

∆θ [deg.]
50 100 150

[20, 100] keV

50 100 150 N str
wimp

0

5

10

15

20

25

30
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stream and SHM recoils,

Nwimp = NStr
wimp +NSHM

wimp . (3.20)

In Figs. 3.10 and 3.11 the parameter values not displayed are fixed at the bench-

mark values used in Fig. 3.7, with the exception of exposure which we now reduce

to 5 kg yr. The tests by virtue of being parametric perform much more powerfully
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than the non-parametric tests. The enhancement in performance can also be at-

tributed to the use of the full energy and direction data whereas before only the

direction information was used. Furthermore the tests achieve high significance

over a wide range of stream velocities, with the limiting factor being the number

of WIMPs coming from the stream, N str
wimp, as can be seen by comparing the two

Figures. For low values of ∆θ when the number of stream WIMPs drops to 0, the

significance can be seen to do likewise. There is similarly a dependence on the

energy window of the detector which causes a reduction in the number of stream

WIMPs when a portion of the stream recoils are excluded by the maximum of

the energy window. This can be seen in the middle panels when the curves be-

gin to decrease for large ∆θ. However the significance for faster stream speeds is

enhanced over what might be expected simply from looking at N str
wimp. This can

be attributed to faster streams becoming more prominent in the signal due to the

exponential drop off with energy of the event rate for the background halo.

3.3.4 Discussion

Using both non-parametric directional tests and a profile likelihood test, we have

shown that there are reasonable prospects for the detection of a moderately high

density tidal stream by a future directional detector. We began with the fixed

example of a Sagittarius-like stream and then explored the dependence on the

parameters of the stream, namely its speed, direction, dispersion and density. Us-

ing non-parametric directional statistics the detection of a Sagittarius-like stream

would need a total of around 900 events, but with a likelihood fit good constraints

can be placed on the stream parameters with around 300 events.

The advantage of using non-parametric tests is that one need not assume a model

to describe the data, simply that the data satisfy either a null or alternative hy-

pothesis. The advantage of the tests we exploit here is that they are constructed

rather generally and the basic hypotheses are relatively simple. However non-

parametric tests will always return a less significant result than parametric tests.

The likelihood analyses also make use of both the energy and direction infor-

mation of the recoils whereas the non-parametric tests are direction only. The

disadvantage of the likelihood approach however is that we must pick a specific

model to describe the substructure that one predicts to be present in the data. We

now explore possible ways of making claims about the presence of non-Maxwellian
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structure in the halo in a parametric way that does not require particular choices

for the functional form describing it.

3.4 Reconstructing the velocity distribution

We now move to more model independent methods for measuring properties of

the local velocity distribution. This will involve extending a general parameteri-

sation of the speed distribution used in the analysis of standard direct detection

data [353, 366], to the fitting of the velocity distribution with directional data.

There have been long-standing attempts to devise methodologies for handling

astrophysical uncertainties in direct detection experiments, see e.g. Refs. [355–

364]. In the context of directional detection experiments the situation is more

complicated as the angular recoil spectrum is much more sensitive to the values

of the underlying astrophysical parameters. One must also consider the full 3-

dimensional velocity distribution rather than the 1-d speed distribution and as

such requires a suitable angular basis for the parameterisation. Past attempts to

develop astrophysics independent methods for directional detection have involved

decomposing the velocity distribution into integrals of motion [465], or spherical

harmonics [466].

Following the formalism introduced in Ref. [467] we test a discretised approach for

empirically parameterising the velocity distribution. The velocity distribution is

divided into angular bins, each described by an empirical 1-d speed distribution

which does not vary with angle over the bin. The goal now is to use mock data and

likelihood fits to test the accuracy of the reconstructed WIMP signal using this

empirical method compared with model-dependent fits. We also consider both

energy only and directionally sensitive direct detection experiments to quantify

the advantages of introducing angular information. We compare reconstructions

of the WIMP mass, cross section and velocity distribution in three distinct cases:

A) when the velocity distribution is known exactly; B) when the general functional

form of the distribution is known (as in the previous Section); and C) when no

assumptions are made about the velocity distribution. We test these three methods

on the three benchmark velocity distributions defined in Chapter 2, the SHM, the

SHM+Stream and the SHM+Debris Flow.
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Target Eth/keV Emax/keV E/kg yr NSHM
events NSHM+Str

events NSHM+DF
events

Xe 5 50 1000 878 922 893

F 20 50 10 50 67 64

Table 3.1: Parameters for the two mock experiments considered in this Section:
threshold energy Eth, maximum analysis energy Emax and exposure E . Also
shown are the number of expected events in the both experiments for each of
the three astrophysical benchmark models.

As before we continue to fix our results at a single particle physics benchmark

with a mass of mχ = 50 GeV and a solely SD cross section of σSD
p = 10−39 cm2.

We extend beyond the experimental setup introduced before to the combination

of two experiments with xenon and fluorine targets. This allows us to explore the

complementarity of multiple targets but also allows us finer control in the level of

directional information used. We will consider cases in which neither experiment

has directional sensitivity, in which only one of the experiments has directional

sensitivity and in which both experiments are directionally sensitive.

Our choice of a xenon target detector is inspired by projections for the next gen-

eration of ton-scale liquid xenon experiment such as LZ [191] and Xenon1T [192].

Although these experiments are not designed with any directional sensitivity they

represent a useful and realistic benchmark for an exposure and threshold (∼ 5 keV)

that can be expected in the next generation of direct detection experiments.

Though as we discussed earlier there are tentative suggestions that it may be pos-

sible to extract directional information in liquid xenon experiments with columnar

recombination [454–456, 468]. The choice of a fluorine detector is the same as in

the previous Section, inspired by existing low pressure gas TPCs with CF4. For

these results we set a modest threshold of 20 keV, in line with what is currently

achievable [436]. A summary of the parameters used for each experiment and the

number of events observed for each halo model are given in Table 3.1.

We compare the reconstruction of the WIMP and velocity distribution parameters

made using three methods each with a different level of a priori knowledge assumed.

• Method A: Perfect knowledge. This is the best case scenario when both

the functional form and parameter values of the velocity distribution are

known exactly. The parameters that are reconstructed with this method are

only {mχ, σ
SD
p } for all three halo models.
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• Method B: Functional form known. In this case the functional form

of the velocity distribution (i.e. SHM, SHM+Str or SHM+DF) is known,

however the parameter values are not. The number of parameters recon-

structed with this method varies depending on the chosen halo model. In

the case of the SHM there are 4 parameters: {mχ, σ
SD
p , v0, σv}. For the

SHM+Str model (in a slight simplification from Sec. 3.3.2) there are 9 pa-

rameters: {mχ, σ
SD
p , v0, σv, σstr,vstr, ξstr}, and for the SHM+DF model there

are 6 parameters: {mχ, σ
SD
p , v0, σv, vf , ξDF}.

• Method C: Empirical parameterisation. With this method no knowl-

edge is assumed about the form or parameters of the underlying velocity

distribution. We fit the data using a discretised velocity distribution with

three angular bins. This method is described in more detail below. Three

parameters are used to describe the speed distribution within each angular

bin, for a total of 11 parameters: {mχ, σ
SD
p , a

(k=1)
0 , a

(k=1)
1 , . . . , a

(k=3)
2 , a

(k=3)
3 }.

Each of the a
(k)
m parameters (defined in the following subsection) is sampled

linearly in the range [−20, 20].

3.4.1 Empirical parameterisation

To perform the model-independent reconstruction (Method C), we discretise the

velocity distribution into N angular bins, assuming that f(v) has no angular de-

pendence within each bin. As discussed in Ref. [467], using only N = 2 angular

components does not sufficiently capture the directionality of typical velocity dis-

tributions. We therefore use N = 3 angular bins, such that the approximate

velocity distribution can be written:

f(v) = f(v, cos θ, φ) =


f 1(v) for θ ∈

[
0, π

3

]
,

f 2(v) for θ ∈
[
π
3
, 2π

3

]
,

f 3(v) for θ ∈
[

2π
3
, π
]
.

(3.21)

We align the angular bins such that θ = 0 (the ‘forward’ direction) points along

vlab, anticipating that the greatest anisotropy in the velocity distribution will be

generated by the motion of the Earth through the halo. The advantage of a

discretised velocity distribution is that provided a suitable parameterisation for

each fk(v) is chosen then the complete f(v) can be ensured to be everywhere
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positive, properly normalised and does not require any assumptions about the

equilibrium conditions of the Milky Way halo. These issues are often not addressed

by other attempts to describe f(v) [465, 466].

Within each bin, we follow Ref. [366] and describe the 1-d (directionally averaged)

velocity distributions using the following empirical parameterisation,

fk(v) = exp

[
−

3∑
m=0

a(k)
m Pm(2v/vmax − 1)

]
. (3.22)

Here, Pm is the mth Chebyshev polynomial of the first kind. A value of vmax =

1000 km s−1 is chosen as a conservative cut-off for the velocity distribution. The

shape of the velocity distribution within each bin is controlled by the parameters

{a(k)
m }. The values of a

(k)
0 are fixed by requiring that fk(0) is the same for all k

(i.e. that the three distributions are consistent towards v = 0). Finally, we rescale

each of the a
(k)
0 to ensure that the full distribution is normalised to unity. This

leaves us with three parameters in each of the N = 3 angular bins.

When fitting the parameters of this empirical distribution, we do not keep all

of the directional information for each event but instead bin the data into three

angular bins (the same angular bins as defined in Eq. (3.21), but with θ now

referring to the recoil angle with respect to vlab). The expected recoil spectrum

(as a function of Er) is calculated by integrating the Radon Transform f̂(vmin, q̂)

over the relevant angular range. For example, in the jth angular recoil bin, the

differential rate of recoils (as a function of energy) is proportional to:

f̂ j(vmin) =

∫ 2π

φ=0

∫ cos((j−1)π/N)

cos(jπ/N)

f̂(vmin, q̂) d cos θ dφ , (3.23)

where θ and φ now refer to the direction of the recoil.

There are two reasons for this binning of the data. First, the full Radon Trans-

form of this coarsely discretised distribution is unlikely to give a good fit to the

distribution of recoil directions on an event-by-event basis. Instead, if we bin re-

coils on a similar angular scale, this should eliminate any spurious features in the

directional spectrum and help mitigate the error induced by using a discretised

approximation for the velocity distribution.
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3.4.2 WIMP mass and cross section

We now present the reconstructed intervals for the particle physics parameters mχ

and σSD
p . Firstly in the left panel of Fig. 3.12, we compare the reconstruction of

the WIMP mass using each of the three approaches. In the best case scenario

(Method A) when the velocity distribution is known exactly, the WIMP mass

is reconstructed with high accuracy, obtaining best fit values with less than 2%

deviation from the input value of mχ = 50 GeV. Generally with less assumed

knowledge the error on the reconstructed mass is larger. However in the case of

the SHM the constraints are wider in Method B than in Method C. This is likely

due to the small (4-dimensional) parameter space used to reconstruct the SHM.

The greater freedom in the (11-dimensional) empirical parameterisation (Method

C) may allow for a better fit to the data in the presence of Poisson noise, leading

to tighter constraints. For the SHM+Str and SHM+DF models, the underlying

velocity distributions are more complex and the parameter space is much larger

(9 and 6 dimensions respectively). In these models, the known functional form of

Method B can fit the data closely. The empirical parameterisation instead explores

a wide range of the parameter space, but cannot resolve the fine-grained features

of these models, leading to wider uncertainties. We note that using each of the

three methods, the true value of the WIMP mass lies within the 68% confidence

interval in all cases. The best fit masses reconstructed using Methods B and C

are typically close in value, indicating that there is little bias induced in using

the empirical parameterisation, despite the fact that we have assumed very little

about the shape of the underlying distribution.

In the right panel of Fig. 3.12, we show the corresponding limits on the WIMP-

proton SD cross section. In this case, the contrast between Methods A & B and

Method C is more stark. Using the former two methods, reconstruction of σSD
p is

relatively precise, with an uncertainty of less than 10%. However, for Method C,

the intervals are much wider, extending in most cases up to large values of the cross

section. This results from a known degeneracy between the WIMP cross section

and the shape of the speed distribution in halo-independent approaches [366]. An

increase in the fraction of low-speed particles below the direct detection threshold

has no effect on the event rate, provided the value of the cross section is increased

to counteract the reduced fraction of high-speed particles.
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Figure 3.12: Reconstructed 68% and 95% confidence intervals for WIMP mass
(left) and SD cross section (right) under each halo model (from top to bottom):
the SHM (blue region), the SHM with stream (green) and SHM with debris
flow (orange) models. The intervals are shown as a function of the amount
of directional information included. The black points and error bars show the
reconstruction using perfect knowledge of the DM distribution (Method A), red
squares show reconstructions when the functional form is known (Method B),
and purple diamonds when a general empirical form for the speed distribution
is assumed (Method C). The input (i.e. correct) values are shown as vertical
dotted lines.

For Method A and B we see that in most cases increasing the quantity of di-

rectional information (reading Fig. 3.12 from top to bottom in each halo model)

leads to better measurements of the WIMP mass. In contrast, the error on σSD
p

found with Methods A and B is largely insensitive to the amount of directionality

as the key information for reconstructing a cross section is the total number of

events. For Method C, there is little increase in precision as the amount of di-

rectional information is increased; reconstruction of the WIMP mass in this case

depends primarily on obtaining the correct distribution of recoil energies in each

experiment.
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Figure 3.13: Reconstructed velocity distribution averaged over each of the
three angular bins (k = 1, 2, 3) defined in Eq. (3.24). The left column in each
subfigure shows the results for Method B (known functional form) while the
right column shows results for Method C (empirical parameterisation). The
correct underlying velocity distribution is shown with a solid blue line. The
best fit reconstruction is shown as a red dashed line, while the 68% and 95%
intervals are given by the inner and outer red shaded regions.
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3.4.3 Velocity distribution shape

We now present results for the shape of the reconstructed velocity distribution in

each of the three angular bins:

‘Forward’ k = 1 : θ ∈ [0, π/3] ,

‘Transverse’ k = 2 : θ ∈ [π/3, 2π/3] ,

‘Backward’ k = 3 : θ ∈ [2π/3, π] .

(3.24)

For the discretised velocity distribution of Method C, we simply construct the

velocity distribution in the kth bin, fk(v), from the {a(k)
m } parameters according

to Eq. (3.22). For Method B, we average the full velocity distribution (described

by a given set of parameters) over each angular bin in k:

fk(v) =

∫ cos((k−1)π/N)

cos(kπ/N)
f(v) d cos θ

cos((k − 1)π/N)− cos(kπ/N)
. (3.25)

At each speed v, 68% and 95% confidence intervals are calculated from the distri-

bution of values of fk(v) by profiling over the values at all other speeds (as well as

the mass and cross section). Figure 3.13 compares the reconstructed distributions

fk(v) in the two Methods B and C (red curves) as well as ‘true’ distributions

obtained by applying Eq. (3.25) to the correct underlying distribution (solid blue

curve). We describe each subfigure of Fig. 3.13 in turn.

Figure 3.13(a) shows results for the SHM distribution with directional sensitivity

in only the fluorine experiment. For Method B (left column), the best fit velocity

distribution (dashed red) follows the underlying distribution closely. The strongest

constraints are in the forward bin (k = 1) in the range v ∼ 300 − 500 km s−1

where the distribution of recoils is most focused. Using Method C (right column),

we also obtain a good fit to the velocity distribution in the forward bin. At high

and low speeds, the confidence intervals widen as the recoil rate is insensitive to

the shape of the speed distribution outside of the energy window [Eth, Emax]. In

the transverse and backward bins, where very few of the fluorine events lie, the

velocity distribution is also poorly constrained.

Figure 3.13(b) we now have both xenon and fluorine detectors with directional

sensitivity. Comparing with the previous case, we see that the constraints are

tightened. For Method B, this is perhaps most pronounced for the k = 3 bin due
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to the lower threshold of the xenon detector producing a distribution of nuclear

recoils which is less strongly peaked in the forward direction. This means that

more recoils are observed in the backward and transverse bins, improving the

overall reconstruction. Similarly, constraints in the k = 3 bin for Method C are

also now stronger. However we note that the discretised velocity distribution in

the k = 2 bin is significantly lower than the true distribution. This is because

f(v) is in fact a strong function of angle across this bin. If we fixed f 2(v) equal

to the average of the true distribution across the entire bin, this would lead to an

excess of recoils in the backwards direction and a deficit of recoils in the forward

direction. Instead, the best fit form of f 2(v) peaks at low speeds, with only a

small contribution above the experimental thresholds. There is then still sufficient

freedom in f 1(v) and f 3(v) to fit the observed distribution of recoils.

Figure 3.13(c) shows results for the SHM+Str model when both experiments are

directionally sensitive. As before, with Method B the velocity distribution is well

reconstructed, and in fact achieves a slightly better reconstruction than under the

SHM model due to the greater freedom in the larger parameter space. For Method

C however the 4-parameter polynomial fit in each angular bin is not sufficient to

pick out a feature as sharp as a stream. Nonetheless, the reconstruction does point

towards an excess of particles in the k = 2 bin in a wide range around the stream

speed of 400 km s−1. To compensate, the best fit form of f 3(v) is suppressed.

Figure 3.13(d) we show finally, the reconstructed SHM+DF model. For Method

B, the confidence intervals are wider than before. This is because the debris flow

is a much broader feature in the velocity distribution and therefore has a stronger

degeneracy with the parameters of the SHM. For Method C, we see a slightly

flatter reconstructed distribution in the k = 1 bin than for previous benchmarks,

as well as narrower uncertainty bands up to around 550 km s−1 caused by the

enhancement in high energy recoils in the forward direction.

In this section, we have observed that a discretised parameterisation can approx-

imate the shape of the bin-averaged velocity distribution when large numbers of

events are observed in a particular direction. In other cases, there appears to

be a discrepancy between the reconstructions and the underlying distribution.

However, this is only a problem if we interpret the fk(v) distributions that are

reconstructed as representing the average of the true speed distribution across the

kth bin. This is a slightly unfair comparison as we should interpret the fk(v) func-

tions as empirical fits to the full velocity distribution. As shown in the SHM+Str
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case, this comparison can be used to look for clear features in the distribution, but

it is difficult to make statistically concrete statements about the underlying veloc-

ity distribution from the shapes of fk(v). In light of this, we now discuss some

simple measures which can be used to extract information and compare different

models in a more useful way.

3.4.4 Velocity parameters

We now wish to find a model independent and simple way of discriminating be-

tween our three halo models. We can do this by mapping the reconstructions as

presented in the previous section onto a set of physical parameters that can be

extracted by both methods (B and C). We calculate mean values for the velocity

parallel and transverse to the lab motion, 〈vy〉 and 〈v2
T 〉 respectively:

〈vy〉 =

∫
dv

∫ 2π

0

dφ

∫ 1

−1

d cos θ (v cos θ) v2f(v) , (3.26)

and

〈v2
T 〉 =

∫
dv

∫ 2π

0

dφ

∫ 1

−1

d cos θ (v2(1− cos2 θ)) v2f(v) . (3.27)

In Fig. 3.14 we show the reconstructed velocity distribution in each halo model

mapped onto the 〈vy〉-
√
〈v2
T 〉 plane. Here again we make the comparison between

only fluorine having directional sensitivity (top row) and both experiments being

directionally sensitive (bottom). For Method B, the values of the physical parame-

ters (v0, σv, vstr, etc.) are typically well constrained, meaning that 〈vy〉 and
√
〈v2
T 〉

are also well constrained, with roughly Gaussian error contours. In contrast, the

reconstructions using Method C exhibit a pronounced degeneracy along the direc-

tion of 〈vy〉 ∝
√
〈v2
T 〉 for many of the benchmarks. This is due to the fact that

the k = 1 and k = 3 bins contribute to the mean values of both the forward and

transverse DM speeds. For example, increasing f 1(v) leads to an increase in 〈vy〉
but also a proportional increase in

√
〈v2
T 〉, because the particles are assumed to

be distributed equally in θ across the bin. The position of the contours in
√
〈v2
T 〉

is typically dominated by the k = 2 bin, which contributes to
√
〈v2
T 〉 and not to

〈vy〉.

For both reconstruction methods and for directionality in either one or both ex-

periments, the underlying benchmark values of 〈vy〉 and
√
〈v2
T 〉 always lie within



Directional detection 89

〈v2T 〉
1/2 [km s−1]

〈v
y
〉
[k
m

s−
1
]

SHM

SHM+Str

SHM+DF

SHM: Directionality in F

100 150 200 250 300 350
100

150

200

250

300

350

Method B: Known form

Method C: Empirical

〈v2T 〉
1/2 [km s−1]

〈v
y
〉
[k
m

s−
1
]

SHM

SHM+Str

SHM+DF

SHM+Str: Directionality in F

100 150 200 250 300 350
100

150

200

250

300

350

Method B: Known form

Method C: Empirical

〈v2T 〉
1/2 [km s−1]

〈v
y
〉
[k
m

s−
1
]

SHM

SHM+Str

SHM+DF

SHM+DF: Directionality in F

100 150 200 250 300 350
100

150

200

250

300

350

Method B: Known form

Method C: Empirical

〈v2T 〉
1/2 [km s−1]

〈v
y
〉
[k
m

s−
1
]

SHM

SHM+Str

SHM+DF

SHM: Directionality in F and Xe

100 150 200 250 300 350
100

150

200

250

300

350

Method B: Known form

Method C: Empirical

〈v2T 〉
1/2 [km s−1]

〈v
y
〉
[k
m

s−
1
]

SHM

SHM+Str

SHM+DF

SHM+Str: Directionality in F and Xe

100 150 200 250 300 350
100

150

200

250

300

350

Method B: Known form

Method C: Empirical

〈v2T 〉
1/2 [km s−1]

〈v
y
〉
[k
m

s−
1
]

SHM

SHM+Str

SHM+DF

SHM+DF: Directionality in F and Xe

100 150 200 250 300 350
100

150

200

250

300

350

Method B: Known form

Method C: Empirical

Figure 3.14: Mean values for the DM velocity parallel and transverse to the lab
velocity, 〈vy〉, and 〈v2

T 〉1/2. The 68% and 95% confidence intervals obtained using
reconstruction methods B and C are shown as pairs of red and purple contours
respectively. We show results for all three halo models (SHM, SHM+Str and
SHM+DF in each column from left to right) and for directionality in a single
experiment (top row) and in both experiments (bottom). The correct values of
〈vy〉 and 〈v2

T 〉1/2 for each halo model are shown as labelled markers (the input
model is indicated with a star in each case).

the 95% confidence regions. The SHM and SHM+DF models are hardest to distin-

guish. The debris flow is isotropic in the Galactic frame, so the net velocity of the

DM particles in the lab frame is due entirely to vlab. Thus, we have 〈vy〉 ∼ v0 as in

the SHM. The debris flow is a rather broad feature leading only to a mild increase

in
√
〈v2
T 〉. Indeed, with the SHM benchmark dataset, the SHM+DF model cannot

be rejected at the 95% confidence level using either reconstruction method.

The SHM+Str is much more easily distinguished from the other two benchmarks.

The stream velocity is almost perpendicular to the Earth’s velocity, leading to a

decrease in 〈vy〉 and a marked increase in
√
〈v2
T 〉. For the SHM mock dataset

(left column), the SHM+Str is clearly excluded with both Methods, even when

only the fluorine detector has directionality. Under the SHM+Str dataset the

addition of the stream leads to a mild increase in the number of fluorine events

in the transverse recoil direction, while still producing no events in the backward

direction. This data can be well fit by adding a substantial population of particles

in the k = 2 bin (causing the lower round part of the contours in the upper middle
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panel of Fig. 3.14) or alternatively by enhancing the forward k = 1 population

at low speeds (causing the upper straight part of the contours). Including xenon

directionality (lower middle panel of Fig. 3.14), adds roughly equal numbers of

forward and transverse recoils, breaking the degeneracy and allowing the SHM+Str

model to be unequivocally distinguished from the other benchmarks.

Using the SHM+DF dataset with directionality in fluorine only (upper right panel

of Fig. 3.14), we notice there are three distinct regions fit by Method C. The three

regions correspond to enhanced populations of DM particles in each bin. The De-

bris Flow contributes in all 3 angular bins and will typically produce higher energy

recoils than the SHM alone (as vf > v0). An increased high-speed population in

any of the velocity bins will then improve the fit to the data. Once again, adding

xenon directions breaks the degeneracy between the three regions and in this case

the SHM+Str benchmark can be rejected.

These results indicate that mapping the reconstructed velocity distributions onto

the parameters 〈vy〉 and
√
〈v2
T 〉 can be a reliable and unbiased way of trying to

distinguish different underlying halo models. The SHM and SHM+DF models

are typically difficult to distinguish, while the SHM+Str has sufficiently different

properties (a large transverse velocity) that it can be clearly excluded in many

cases.

3.4.5 Folded reconstructions

As discussed in Sec. 3.2.3, a major concern for current directional detection ex-

periments is the ability to measure the forward or backward going sense of a

reconstructed recoil track. We define the ‘folded’ recoil spectrum that would be

observed in experiments without any head-tail effect as,

d2Rfold

dErdΩr

=
d2R

dErdΩr

∣∣∣∣
−q̂

+
d2R

dErdΩr

∣∣∣∣
+q̂

. (3.28)

Following the results of Sec. 3.4.4 we show again the expectation values for the

parallel and transverse velocities with respect to the direction of the Earth’s mo-

tion. In this case for brevity we include only the result for the case in which both

fluorine and xenon experiments have directional sensitivity, only now we remove

their ability to tell the forward or backward going sense of their nuclear recoils.

The results are shown for each halo model in Fig. 3.15.
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Figure 3.15: Mean values for the DM velocity parallel and transverse to the
lab velocity, 〈vy〉, and 〈v2

T 〉1/2, reconstructed when both experiments have di-
rectional sensitivity but lack sense recognition. The 68% and 95% confidence
intervals obtained using reconstruction methods B and C are shown as pairs of
red and purple contours respectively. We show the results for each halo model
(from left to right), the SHM, the SHM+Str and SHM+Debris flow models. For
Method C (purple), the contours extend all the way down to negative values
of 〈vy〉, but for clarity we show only the region of parameter space near the
benchmark values.

With the removal of sense recognition the pronounced dipole feature of the angular

distribution of recoils is reduced. Hence our directional experiments can no longer

extract information about the asymmetry between forward and backward going

recoils. For Method B there is only a small increase in the size of the contours for

the SHM and SHM+Str models as in these cases there are large populations of

recoils transverse to the folding so there is not a large reduction in sensitivity to

the parameters that are being reconstructed. Whilst there is a larger uncertainty

in the full 3-dimensional stream velocity in Method B, this uncertainty is disguised

by the mapping onto 〈vy〉 and
√
〈v2
T 〉 and the SHM and SHM+Str benchmarks

can still be distinguished. However in the case of the SHM+DF model there is

a moderate increase in the size of the contours in 〈vy〉 −
√
〈v2
T 〉. This is because

some of the information regarding the velocity of the debris flow is encoded in the

forward-backward asymmetry of the recoils.

For Method C, however, we see a complete degeneracy appearing in the results

for all three halo models between positive and negative values of vy (although for

clarity we display only positive values of vy here). This is to be expected as the

folded distribution measured by Method C has no distinction between 〈vy〉 running

parallel or anti-parallel to the Earth’s motion. However as we have not removed

as much transverse information, the shape of the contours in the
√
〈v2
T 〉 direction

remain relatively unchanged for the SHM and SHM+Str models. In particular, for

data under the SHM+Str benchmark, the SHM and SHM+DF benchmarks can
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still be rejected at the 95% confidence level. However, this is not the case for the

SHM+DF model; the debris flow component has populations in both transverse

and parallel directions so there is a major increase in the size of the contours in

both 〈vy〉 and
√
〈v2
T 〉. In this case all three benchmarks lie within the 68% region.

3.4.6 Summary

In this Chapter we have explored a number of methods for reconstructing the

velocity distribution from future directional experiments. We have focused in

particular on using a general, empirical parameterisation to fit the velocity distri-

bution and compared this with the case where the underlying form of the velocity

distribution is known. This allows us to understand whether the two methods lead

to different reconstructed parameter values (which may be indicative of biased re-

constructions) and how much the constraining power of the experiments changes

as we open up the parameter space with a more general fit.

Previous works have demonstrated that the WIMP mass can be recovered from

non-directional direct detection experiments without making assumptions about

the form of the speed distribution [353, 366]. As we show in Fig. 3.12, such

astrophysics-independent approaches can be successfully extended to directional

experiments. In particular, the use of an approximate, discretised velocity dis-

tribution does not spoil the accurate reconstruction of the WIMP mass. Our

empirical parameterisation typically leads to larger uncertainties than when the

underlying form of the distribution is known, but we see no evidence of bias.

For reconstructing the velocity distribution, as demonstrated in Sec. 3.4.3, looking

at the binned form may allow us to pick out key features but it is generally diffi-

cult to make comparisons or draw meaningful conclusions. Instead, we construct

confidence intervals for the velocity averages 〈vy〉 and
√
〈v2
T 〉. These measures

of the shape of the distribution allow us to distinguish robustly between differ-

ent underlying halo models. We find that with directionality only in a fluorine

experiment, it may be possible to detect or reject the presence of a substantial

stream with 95% confidence. This is an improvement upon the results of Sec. 3.3

as in this case we have assumed no knowledge about the underlying distribution

and relies on fewer directional events. However, more isotropic features such as a

debris flow are more difficult to distinguish from the SHM. Adding directionality

in a xenon experiment allows us to break degeneracies in the shape of the velocity
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distribution and leads to good discrimination between models with and without a

stream. The SHM and SHM+DF models remain harder to distinguish using this

method, whether the underlying functional form is known or not.

In experiments without the ability to determine the sense of the nuclear recoils

we see that the discretised approach suffers. This is because the N = 3 binning is

effectively reduced to 2 as the forward and backward bins are folded. The result

of this is that it becomes impossible to precisely measure the average speed in the

direction of the folding due to a degeneracy between positive and negative values.

This is in line with the results of previous studies [444, 445] finding that the lack

of sense recognition greatly reduces the power of directional experiments.

The benchmark examples we have chosen in this work enable us to broadly com-

pare the success of a discretised parameterisation of the velocity distribution under

a range of scenarios. However the parameter space that describes different classes

of substructure, for instance streams, is large. It is unlikely that the conclusions

drawn from our benchmark (which includes a rather large stream component) can

be extended generally over the range of possible stream speeds and directions.

However, we have demonstrated that an empirical parameterisation can accom-

modate a wide range of underlying velocity distributions without a large loss in

sensitivity compared to when the functional form is fixed and known.

In this Chapter we have considered only ideal direct detection experiments. Exper-

imental complications such as finite energy and angular resolution, as well as the

possibility of lower-dimensional readouts, will of course affect the reconstruction

of the DM parameters in real experiments. We note, however, that the angular

binning procedure we have used in the empirical reconstructions may be a natural

way to account for finite angular resolution. If the angular resolution (typically

in the range 20 ◦ - 80 ◦ [441]) is smaller than the binning angle (here, 60◦), the

inclusion of these effects should have little impact on the results.

3.5 Final remarks

In spite of the open questions that still remain, the studies we have presented

here show that for exploring the full three-dimensional local velocity distribution,

which is a primary motivation for directional experiments, one can make significant

progress without assumptions about the underlying astrophysics. The methods we
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have presented allow one to combine directional and non-directional experiments in

a general way in order to accurately reconstruct the WIMP mass, identify broad

features in the DM velocity distribution and perhaps even distinguish different

underlying models for the DM halo. If with some future data, the use of model

independent or non-parametric methods points towards the existence of a velocity

distribution that departs from a simple isotropic assumption, then this would allow

an unbiased transition to model dependent fits to particular types of substructure,

for instance the case study of tidal streams we explored in Sec. 3.3. In any case we

conclude by remarking that directional detectors represent an exciting prospect

for uncovering the structure of the local dark matter halo. In the future this may

lead the way to development of WIMP ‘astronomy’ and the archaeology of the

Milky Way.



Chapter 4

WIMPs and neutrinos

4.1 Introduction

Significant increases in sensitivity are expected in direct detection experiments

over the next few years as detector target masses are increased to the ton-scale

and beyond. As anticipated in early work on direct detection, these large detectors

will also be able to detect coherent scattering between astrophysical neutrinos and

nuclei [187–189, 469]. Neutrinos are therefore the ultimate background for WIMP

direct detection searches as they cannot be shielded against and produce recoils

with similar rates and energy spectra [187–190].

For near-future direct detection experiments the most problematic types of neu-

trino are those produced in 8B decay in the Sun and in cosmic ray collisions in the

Earth’s atmosphere. In a xenon detector the recoil energy spectrum and rate from
8B neutrinos very closely matches that of a WIMP with mass mχ = 6 GeV and

cross section σSI
p ∼ 5× 10−45 cm2, while the spectrum from atmospheric neutrinos

is similar to that of a WIMP with mχ ∼ 100 GeV and σSI
p ∼ 10−48 cm2 [188].

Consequently the sensitivity of an experiment to WIMPs reaches a point of satu-

ration where it becomes difficult to tell the difference between WIMP and neutrino

induced recoils using their energies alone. So as the exposure of an experiment

increases the minimum discoverable cross section rather than decreasing reaches

a plateau. The point at which this occurs depends on the systematic uncertainty

in the neutrino flux and is commonly referred to as the “neutrino floor” [190].

95
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The neutrino floor is not however the true final limit to direct detection. As

initially shown by Ruppin et al. [194], the differences in the tails of the recoil

energy distributions between WIMPs and neutrinos allow the “floor” to be over-

come with high statistics (typically > O(1000) events). It has also been shown

that for some of the additional operators posited in the non-relativistic effective

field theory formalism the recoil spectra are sufficiently distinct from neutrinos

to allow their discrimination with fewer events than in the standard SI or SD

cases [312, 470]. However, as we will explore further, the shape of the neutrino

floor limit will necessarily be dependent on astrophysical uncertainties. Hence if

an accurate prediction is to be made about when future experiments will be af-

fected by the neutrino background at a statistically significant level, we must also

establish the extent to which the uncertainty in the astrophysical input plays a

role. In this Chapter we expand upon results from the literature by embedding

these astrophysical uncertainties in the neutrino floor calculation.

If the detection of dark matter is not imminent and requires that we probe cross

sections below the floor then it will be crucial to search for ways to distinguish

the WIMP and neutrino signals, for instance via their different time or direction

dependencies. The flux of Solar neutrinos is also annually modulated due to the

eccentricity of the Earth’s orbit. With very large exposures adding timing infor-

mation allows the neutrino floor to be suppressed at low WIMP masses [195]. The

complementarity of the recoil spectra from multiple target nuclei can also be ex-

ploited to probe below the neutrino floor set by a single type of nucleus. This is a

good tactic for SD interactions where there is much nucleus-to-nucleus difference

in the expected scattering rates, but only marginally improves the discovery limit

in the SI case [194]. One would expect the most powerful technique to subtract

the neutrino background to be directional detection. The unique directional sig-

nature of the WIMP event rate is in direct contrast with Solar neutrinos, which

will point back towards the Sun, and atmospheric and supernovae neutrinos which

are expected to be mostly isotropic. If a directional detector can be scaled up to

a point at which it is sensitive to coherent neutrino-nucleus scattering then it will

inherently set better limits than an equivalent non-directional experiment.

In the first Section we review each contribution to the neutrino background rele-

vant for direct detection. We describe the resulting signals in both conventional

and directional experiments. In Sec. 4.3 we describe in detail the effect of the

neutrino background on the discovery of dark matter, explaining the calculation
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Figure 4.1: Neutrino energy spectra that are backgrounds to direct detec-
tion experiments: Solar, atmospheric, and the diffuse supernovae background
(DSNB).

and phenomenology of the neutrino floor and the impact of various sources of un-

certainty. Then in the penultimate section of this Chapter, Sec. 4.4, we explore

ways of subtracting the neutrino background and circumventing the floor. We

briefly comment upon the use of time dependence before focusing on directional

detectors. We summarise and discuss future strategies in Sec. 4.5.

4.2 The neutrino background

4.2.1 Fluxes

To begin we describe the Solar, atmospheric and diffuse supernovae background

neutrinos (DSNB) which scatter with nuclei into energies relevant for direct detec-

tion experiments. We expand upon previous results in the literature by highlight-

ing the angular dependence of these fluxes. We display the energy spectra for each

source of neutrino in Fig. 4.1 and list each flux normalisation, Φ, and uncertainty,

δΦ, in Table 4.1.
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ν type Emax
ν (MeV) Emax

rXe
(keV) Φ± δΦ (cm−2 s−1)

Solar

pp 0.42341 2.94× 10−3 (5.98± 0.036)× 1010

7Be 0.8613 0.0122 (5.00± 0.35)× 109

pep 1.440 0.0340 (1.44± 0.017)× 108

13N 1.199 0.02356 (2.96± 0.41)× 108

15O 1.732 0.04917 (2.23± 0.34)× 108

17F 1.740 0.04962 (5.52± 0.94)× 106

8B 16.360 4.494 (5.16± 0.11)× 106

hep 18.784 5.7817 (8.04± 2.41)× 103

DSNB

νe

+ν̄e >91.201 >136.1 85.7± 42.7

+νx

Atm.

νe

>981.748 > 15.55× 103 10.54± 2.1
+ν̄e

+νµ

+ν̄µ

Table 4.1: Total neutrino fluxes with corresponding uncertainties. All solar
neutrino fluxes are from the updated high metallicity SSM (Ref. [471]) with the
exception of 8B which is from an analysis of neutrino data (Ref. [472]). The
DSNB and atmospheric neutrino fluxes are from Refs. [473] and [474] respec-
tively. The maximum neutrino energy, Emax

ν , and maximum recoil energy for a
xenon target, Emax

rXe
, are also shown. For atmospheric neutrinos and the DSNB

we indicate the maximum neutrino energy used, though these fluxes in principle
extend to higher energies.

Solar neutrinos from nuclear fusion reactions in the interior of the Sun dominate

the low energy-high flux regime and are the major neutrino background for direct

detection with a total flux at Earth of 6.5 × 1011 cm−2 s−1 [475, 476]. Neutri-

nos from the initial proton-proton fusion reaction “pp” make up 86% of the Solar

emission and have been detected most recently by the Borexino experiment, which

determined the flux with an uncertainty of ∼ 10% [477]. Despite the huge flux

of pp neutrinos they yield nuclear recoil energies well below the threshold of any

direct detection experiment1. Secondary fusion of p+e−+p and 3He + p produce

neutrinos, labelled “pep” and “hep”, extend to energies beyond pp neutrinos but

with much lower flux. Shown in Fig. 4.1 as lines are the two fluxes of monoen-

ergetic neutrinos associated with 7Be electron capture. The lines have energies

1pp neutrinos would however be the dominant source of electron recoils.
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of 384.3 keV and 861.3 keV with branching ratios of ∼10% and ∼90% respec-

tively. The latter of these is principally responsible for limiting the discovery for

mχ < 1 GeV so may become important in future ultra-low threshold light WIMP

searches [478]. In the following we ignore the Doppler broadening of these lines, as

well as the pep line, which would induce a negligible correction to the subsequent

recoil energy spectrum. Next we have neutrinos due to the decay of 8B which

extend up to ∼10 MeV in energy placing them within the reach of dark matter

searches. The spectrum of 8B neutrinos mimics the signal from a WIMP with a

mass of 6 GeV and will likely be the first to be detected (via nuclear recoils) in

future direct detection experiments. Finally we have neutrinos arising from the

carbon-nitrogen-oxygen (CNO) cycle labelled by the decay from which they orig-

inate: 13N, 15O and 17F. These are at present unmeasured but Borexino places

an upper bound of < 7.7 × 108 cm−2 s−1 on the sum of their flux [479]. CNO

neutrinos are a subdominant background for us but are of great interest to studies

of stellar physics since their flux is highly sensitive to the Solar metallicity.

The theoretical systematic uncertainties on the Solar neutrino fluxes range from

1% (pp flux) to 14% (8B flux). Although out of these various components, four

have now been directly measured: pp, pep, 8B and 7Be. For all except 8B, the the-

oretical uncertainty is smaller than the measurement uncertainty. The theoretical

uncertainty arises largely from the uncertainty in the Solar metallicity, and in or-

der to establish a self-consistent model of Solar neutrino fluxes one must assume a

metallicity model. The Standard Solar models (SSMs) of Grevesse & Sauval [480]

are broadly split into two categories ‘high-Z’ and ‘low-Z’ based on the assumed

Solar metallicity, Z. Both models have historically disagreed with some set of ob-

servables such as neutrino data, helioseismology or surface helium abundance [481].

To remain consistent with previous neutrino floor calculations (e.g. Ref. [194]) we

consider the high-Z model. We use values presented in Ref. [471] which are based

on updated fusion cross sections [482]. The most recent generation of SSMs from

Vinyoles et al. [483] have a mild preference towards a high-Z configuration, though

the authors note that neither are free from some level of disagreement with the

various Solar observables2. We set our systematic uncertainties on each flux to

the theoretical estimate with the exception of δΦ8B for which the measurement

2Dark matter detection experiments may shed further light on the Solar metallicity issue, e.g.
Refs. [478, 484, 485]. The measurement of CNO neutrinos will be essential for this, and may be
possible in the future for instance with a neon target experiment as suggested by Ref. [485].
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uncertainty is smaller; we use the result presented in Ref. [472] based on a global

analysis of all Solar and terrestrial neutrino data.

In addition to the spectra and flux of Solar neutrinos, we are also interested in

their direction and time dependence. Due to the eccentricity of the Earth’s orbit,

the Earth-Sun distance has an annual variation leading to a modulation in the

Solar neutrino flux as seen by an Earth-based experiment such that,

d2Φ(t)

dEνdΩν

=
dΦ

dEν

[
1 + 2e cos

(
2π(t− tν)

Tν

)]
δ (q̂ν − q̂�(t)) , (4.1)

where t is the time from January 1st, e = 0.016722 is the eccentricity of the

Earth’s orbit, tν = 3 days is the time at which the Earth-Sun distance is minimum

(and hence the Solar neutrino flux is largest), Tν = 1 year, q̂ν is a unit vector in

the direction of interest and q̂�(t) is a unit vector in the inverse of the direction

towards the Sun3. This annual modulation has been observed most recently in
7Be neutrinos by Borexino [487].

Atmospheric neutrinos due to cosmic ray collisions are responsible for the neu-

trino floor for WIMP masses around ∼100 GeV and will limit the discovery of

SI cross sections below approximately 10−48 cm2 [188, 190, 194]. The flux of at-

mospheric neutrinos at the relevant low energies (∼100 MeV) is difficult to both

measure and theoretically predict [488] so currently has uncertainties of around

20% [474].

Over all energies, the atmospheric neutrino flux peaks near the horizon, at zenith

angle cos θzen ≈ 0. At high energies, the flux is very nearly symmetric about

cos θzen ≈ 0, as at these energies the cosmic ray particles are more energetic than

the rigidity cutoff. At low energies, the flux becomes asymmetric, as the flux of

downward-going (cos θzen = 1) neutrinos is lower than the flux of upward-going

neutrinos (cos θzen = −1). We consider the FLUKA results for the angular de-

pendence of the atmospheric neutrino flux at energies relevant for direct detection

experiments [489]. In Fig. 4.2 we show the angular spectrum of the atmospheric

neutrino flux which exhibits the aforementioned dependence on zenith angle. The

flux is assumed to be symmetric with azimuthal angle.

As we will discuss below we find that when the flux of atmospheric neutrinos is

convolved with the coherent neutrino-nucleus scattering cross section, the angular

3We ignore the angular size of the Sun’s core on the sky which would cause a tiny angular
spread in the incoming neutrino directions, see e.g. Ref. [486].
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Figure 4.2: Angular distributions of atmospheric neutrino and their subse-
quent recoils. We show distributions as a function of zenith angle θzen for
incoming neutrinos (dashed lines) and xenon recoils above Eth = 5 keV (solid
lines) generated using a Monte-Carlo scattering simulation (Appendix C). The
four lines in each case correspond to the four species of atmospheric neutrino,
νe (blue lines), ν̄e (red lines), νµ (green lines), ν̄µ (orange lines). The incoming
neutrino directions are based on the FLUKA simulations [488].

dependence becomes washed out and the recoil spectrum depends only weakly

on direction (when compared with other neutrino components and particularly

WIMP recoils). Because this angular dependence is close to isotropic and will not

undergo the characteristic daily transit across the sky due to the rotation of the

Earth, including it will not greatly affect the discrimination between atmospheric

neutrinos and WIMPs. In principle there should be a seasonal variation in the

neutrino flux based on the atmospheric temperature which induces an additional

time modulation, e.g. Ref. [490]. However the exact time dependence of this effect

at the location of our mock experiment (Modane Underground Laboratory, France)

is not known. Furthermore these variations appear to be smaller than either the

WIMP or Solar neutrino modulation which are already very small effects. Hence

for our analysis we model the atmospheric flux as both isotropic and constant in

time,
d2Φ

dEνdΩν

=
1

4π

dΦ

dEν
. (4.2)
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Diffuse supernova neutrinos: For WIMP masses between 10 and 30 GeV, the

neutrino floor is induced by the subdominant diffuse supernova neutrino back-

ground (DSNB), from all supernova explosions in the history of the Universe. The

DSNB flux is the integral of the rate density for core-collapse supernova RSN as a

function of redshift z, with the neutrino spectrum per supernova ΦSN [473],

dΦ

dEν
=

∫ ∞
0

[(1 + z)ΦSN(Eν(1 + z))] [RSN(z)]

∣∣∣∣ dtdz

∣∣∣∣dz . (4.3)

where |dt/dz|−1 = H0(1 + z)[ΩΛ + Ωm(1 + z)3]1/2 is the differential ‘look-back’

time. The resulting spectra have a roughly Fermi-Dirac form with temperatures

in the range 3 - 8 MeV. We use the following temperatures for each neutrino

flavour given by Ref. [473]: Tνe = 3 MeV, Tν̄e = 5 MeV and Tνx = 8 MeV,

where νx represents the four remaining neutrino flavours. Motivated by theoretical

estimates we take a systematic uncertainty on the DSNB flux of 50%. The DSNB

is believed to be isotropic and constant over time, therefore its angular dependence

can be expressed, as with the atmospheric neutrinos, using Eq. (4.2).

Other neutrinos: We have summarised the three sources of neutrino that are

most important for the discovery limits of dark matter experiments, although there

are a few sources we do not consider. Most notably neutrinos from individual Milky

Way supernovae would also certainly show up in direct detection experiments if

the explosion were close enough to Earth. In fact existing and future ton-scale

detectors are in a position to perform novel supernova physics in the event of a

Galactic supernova [491]. We do not consider distinct supernovae neutrinos as a

background here as the events would probably be coincident with a large nearby

explosion.

We do not need to consider cosmological relic neutrinos as their energies are well

below the thresholds of all current and near future experiments, however we note

that the motion of the Milky Way with respect to the rest frame of the CMB would

give rise to a signature direction dependence as with the primary CMB dipole [492,

493]. We also neglect reactor neutrinos as it is unlikely that a direct detection

experiment would be situated close enough to a nuclear reactor for them to be a

significant background. We also ignore sources of geoneutrinos from radioactive

decays which produce a subdominant flux from the ground with energies below

4.5 MeV [187]. Finally, fluxes of much higher energy extragalactic neutrinos from,
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for example, active galactic nuclei or gamma-ray bursts, have fluxes well below

the sensitivity of a dark matter experiment [494–496].

4.2.2 Coherent neutrino-nucleus elastic scattering

We only consider the neutrino background from coherent neutrino-nucleus elas-

tic scattering (CNS) as it produces nuclear recoils in the keV energy scale which

cannot be distinguished from a WIMP interaction4. CNS proceeds via a neutral

current, and as shown by Freedman [193] and subsequently Drukier & Stodol-

sky [497] has a coherence effect at low momentum transfer that approximately

scales with the number of neutrons squared. At higher recoil energies, generally

above a few tens of keV, the loss of coherence is described by the nuclear form

factor F (Er), for which we again use the standard Helm ansatz [315] which is an

excellent approximation at these low energies [316]. The differential cross section

as a function of the nuclear recoil energy (Er) and neutrino energy (Eν) is given

by
dσ

dEr
(Er, Eν) =

G2
F

4π
Q2
WmN

(
1− mNEr

2E2
ν

)
F 2(Er) , (4.4)

whereQW = A−Z−(1−4 sin2 θW )Z is the weak nuclear hypercharge of the nucleus,

GF is the Fermi coupling constant, θW is the weak mixing angle and mN is the

target nucleus mass. We assume CNS to be a pure standard model interaction

and do not consider any exotic mediators as in, for example, Refs. [485, 498].

The directional cross section can be written by noting that the scattering has

azimuthal symmetry about the incoming neutrino direction so dΩν = 2π d cos β

and imposing the kinematical expression for the scattering angle, β, between the

neutrino direction, q̂ν , and the recoil direction, q̂r,

cos β = q̂r · q̂ν =
Eν +mN

Eν

√
Er

2mN

, (4.5)

with β in the range (0, π/2), using a delta function,

d2σ

dErdΩr

=
dσ

dEr

1

2π
δ

(
cos β − Eν +mN

Eν

√
Er

2mN

)
. (4.6)

4We neglect neutrino-electron elastic scattering, mostly induced by pp neutrinos, as it has
been shown to only marginally affect the discovery potential of experiments with limited nucle-
ar/electronic recoil discrimination for WIMP masses above 100 GeV [190].
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The maximum recoil energy, Emax
r , can be obtained by setting β = 0 in Eq. (4.5),

Emax
r =

2mNE
2
ν

(Eν +mN)2
≈ 2E2

ν

mN + 2Eν
. (4.7)

The maximum recoil energies produced by the different types of neutrino for a

xenon target are shown in Table 4.1.

The CNS event rate per unit detector mass, as a function of the recoil energy,

direction and time, is given by the convolution of the double differential CNS

cross section and the directional neutrino flux,

d2R(t)

dErdΩr

=
1

mN

∫
Emin
ν

d2σ

dErdΩr

× d2Φ(t)

dEνdΩν

dEνdΩν , (4.8)

where Emin
ν =

√
mNEr/2 is the minimum neutrino energy required to generate a

nuclear recoil with energy Er.

The directional event rate for Solar neutrinos is found by substituting Eqs. (4.1),

(4.5) and (4.6) into Eq. (4.8) and integrating over the neutrino direction Ων ,

d2R(t)

dErdΩr

=
1

2πmN

[
1 + 2ε cos

(
2π(t− tν)

Tν

)]
×
∫

dσ

dEr

dΦ

dEν
δ

(
q̂r · q̂�(t)− Eν +mN

Eν

√
Er

2mN

)
dEν . (4.9)

The delta function can then be rewritten as

δ

(
q̂r · q̂�(t)− Eν +mN

Eν

√
Er

2mN

)
=

1

Emin
ν

δ

(
x+

1

E(t)

)
, (4.10)

where we have defined x = −1/Eν and,

1

E(t)
=

q̂r · q̂�(t)

Emin
ν

− 1

mN

. (4.11)

Finally, by substituting Eq. (4.10) into Eq. (4.9), integrating over x and converting

back to Eν , we obtain an analytic expression for the directional event rate from

Solar neutrinos,

d2R(t)

dErdΩr

=
1

2πmN

[
1 + 2ε cos

(
2π(t− tν)

Tν

)]
E(t)2

Emin
ν

(
dσ

dEr

dΦ

dEν

) ∣∣∣∣
Eν=E(t)

, (4.12)
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Figure 4.3: Neutrino and mχ = 6 GeV WIMP nuclear recoil rates for a xenon
target as a function of recoil energy, Er, (left) and cosine of the angle between
the Solar vector and recoil vector, cos θsun, (right) obtained by integrating the
differential recoil spectrum over angle and energy respectively. The atmospheric
and DSNB neutrino fluxes are taken to be isotropic. In order to show all types
of neutrino we integrate above Er = 1 eV.

for cos−1(q̂r · q̂�(t)) < π/2 and 0 otherwise.

In the case of the atmospheric and diffuse supernova neutrinos, as we have assumed

their fluxes to be isotropic and constant over time, the directional event rate is

simply given by substituting Eqs. (4.2) and (4.6) into Eq. (4.8) and integrating

over the neutrino direction Ων leading to

d2R

dErdΩr

=
1

4πmN

∫
Emin
ν

dσ

dEr

dΦ

dEν
dEν . (4.13)

4.2.3 Resulting signals

The neutrino event rates as a function of energy and angle between Solar and recoil

directions, cos θsun = −q̂r · q̂�, obtained by integrating Eqs. (4.12) and (4.13) over

direction and energy respectively are shown in Fig. 4.3. Also shown is the recoil

rate for a 6 GeV WIMP, showing the similarity between this spectrum and the

spectrum of 8B neutrino recoils. The isotropic DSNB and atmospheric recoil rates

are flat whereas the event rates of Solar neutrinos are highly anisotropic. The

curves corresponding to the monoenergetic neutrinos (7Be and pep) have a sharp

cutoff in their directionality due to the finite energy threshold. From Fig. 4.3 one
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Figure 4.4: The position in the sky, in terms of Altitude and Azimuth, of
the Sun (red) and the inverse of the position of the constellation Cygnus (cor-
responding to the direction -vlab) (blue) as observed from the Modane under-
ground laboratory (latitude 45.2◦). The points show the position at measure-
ments made every hour from the 1st January 2015 0:00 until 31st December
2015 23:00. The Solar position traces out 24 analemmas for observations made
at each hour of the day over the course of a year. The dashed horizontal line is
the horizon. As demonstrated here, the Sun’s position does not coincide with
that of Cygnus at any time.

can already anticipate that the degeneracy between Solar neutrino and WIMP

events from an energy-only analysis will be almost completely removed with the

addition of directional information.

Figure 4.4 shows the position in the sky of the Sun and the inverse of the position

of Cygnus (i.e. −vlab), as observed from the Modane underground laboratory (lat-

itude 45.2◦). The points show the position at observations made every hour from

the 1st January 2015 0:00 until 31st December 2015 23:00. The Solar position

traces out 24 ‘analemmas’ which are lines connecting observations of the Sun’s

position at the same hour each day over a full year. As we see here, the Sun’s

position does not coincide with that of Cygnus at any time suggesting that a direc-

tional experiment should in principle be able to disentangle the WIMP from the

Solar neutrino contributions in the observed data. In fact the angular separation
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Figure 4.5: Mollweide projections of the WIMP and 8B neutrino angular
differential event rate (Rχ and Rν respectively) integrated within (from left to
right) three equally sized energy bins spanning the range Er = 0 to 5 keV, for
a WIMP with mass mχ = 6 GeV and σSI

p = 5 × 10−45 cm2 and a Xe target.
The top row shows the signal on February 26th, when the separation between
the directions of the Sun and Cygnus is smallest (∼ 60◦), and the bottom
row on September 6th, when the separation is largest (∼ 120◦). The WIMP
contribution is to the left of the neutrino contribution on the top row and to
the right on the bottom row. The Mollweide projections are of the event rate
in the laboratory coordinate system with the horizon aligned horizontally and
the zenith and nadir at the top and bottom of the projection respectively.

between the peak WIMP direction and the peak neutrino direction undergoes a

sinusoidal modulation over the course of the year that varies from 60◦ in February

to 120◦ in September.

Figure 4.5 shows Mollweide projections of the laboratory frame angular differen-

tial event rate from a 6 GeV WIMP plus 8B Solar neutrinos, at the times when

the separation between the directions of the Sun and Cygnus are smallest and

largest. Even at the time of smallest separation, the WIMP and neutrino recoil

distributions can be easily distinguished as long as the angular resolution is better

than a few tens of degrees. Although we only show the rates for 8B neutrino in-

duced recoils, the angular distributions for other Solar neutrinos are very similar

as neutrinos can only induce a recoil with an angle in the range (0, π/2) from their



WIMPs and neutrinos 108

incident direction. Additionally, the angular dependence of the recoil spectra is

correlated with energy as can be seen going from the left to the right hand pan-

els. For both the WIMP and neutrino recoils the angular spread decreases with

increasing energy i.e. the highest energy recoils have the smallest angle between

the incoming particle direction and the recoil direction.

4.3 The neutrino floor

4.3.1 Discovery limits

We now introduce the analysis methodology and the calculation of the neutrino

floor as a discovery limit to non-directional detection experiments. Discovery

limits were first introduced in Ref. [446] and are defined such that if the true WIMP

model lies above the limit then a given experiment has a 90% probability to achieve

at least a 3σ WIMP detection. As such they are analogous to exclusion limits

made by a particular experiment in practice however they relate to predictions

for the range of WIMP cross sections to which a hypothetical experiment will be

sensitive. The neutrino floor is a theoretical limit which is found by computing a

discovery limit for an experiment that has a neutrino background. We describe

this procedure in full in Appendix E.

To calculate the neutrino floor we adopt a binned likelihood with Nbins = 100 to

allow us to efficiently perform our analysis with large numbers of neutrino events.

The likelihood is written as the product of the Poisson probability distribution

function (P) for each bin, multiplied by individual likelihood functions parameter-

ising the uncertainties on each neutrino flux normalisation and each astrophysical

parameter,

L (mχ, σ
SI
p ,Φ,Θ) =

Nbins∏
i=1

P

(
N i

obs

∣∣∣∣N i
χ +

nν∑
j=1

N i
ν(φ

j)

)
nν∏
j=1

L(Φj)

nθ∏
k=1

L(θk) . (4.14)

Where Φ = {Φ1, ...,Φnν} are the neutrino fluxes for each of the nν neutrino types

and Θ = {θ1, ..., θnθ} contains the nθ astrophysical uncertainties under consid-

eration which will vary depending on the choice of velocity distribution e.g. the

standard halo model: ΘSHM = {v0, vesc, ρ0}. The functions L(φj) are the Gaussian

parameterisations for each neutrino flux (see Table 4.1) and similarly the likelihood
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functions L(θk) parametrise the systematic uncertainty on each astrophysical pa-

rameter. Inside the Poisson function we have for each bin i, the observed number

of events N i
obs, the expected number of WIMP events N i

χ given by,

N i
χ(mχ, σ

SI
p ,Θ) = E

∫ Ei+1

Ei

dRχ

dEr
dEr , (4.15)

and N i
ν(φ

j) which is the expected number of neutrino events from the jth neutrino

species,

N i
ν(φ

j) = E
∫ Ei+1

Ei

dRν

dEr
(φj)dEr , (4.16)

where E is the exposure of the experiment which we will quote in units of ton-year.

We clarify here that the neutrino floor is not usually defined with the inclusion of

any extra discrimination with timing information hence the likelihood is calculated

assuming rates for WIMP and neutrinos that are constant in time. We adopt this

convention to allow our neutrino floor limits to be compared with the literature.

We show explicitly the added discrimination power brought by timing information

in Sec. 4.4.

Figure 4.6 shows the full evolution of the discovery limit for a xenon experiment

with an extremely low threshold (0.01 eV) to capture the neutrino floor down to

pp neutrino energies for completeness. It is important to note however that this

Figure is merely an illustrative demonstration of each neutrino contribution as

exposures of up to 107 ton-years are clearly unfeasible. In Fig. 4.6 we see that

the floor moves to lower cross sections as the exposure is increased as one would

expect, however it acquires peaks where the WIMP recoil spectrum is mimicked

by a given neutrino component. The mass at which a peak appears is dependent

on the recoil energy range of the neutrino type. The cross section of the peak and

how long the peak remains as exposure is increased depends on the uncertainty on

the neutrino flux as well as how well the WIMP recoil event rate is mimicked by

the neutrino type [194]. With a smaller uncertainty it takes fewer WIMP events to

distinguish them from neutrinos. The most important contribution to the neutrino

floor is due to 8B neutrinos which cause a peak to appear at 6 GeV and are within

the scope of upcoming direct detection experiments. There are also contributions

from hep, atmospheric and DSNB neutrinos at higher WIMP masses which may

be accessible in very large (> 100 ton-year) experiments such as DARWIN [412].

Finally, for low WIMP mass searches (below 1 GeV) there is a cluster of peaks

due to the lower energy Solar neutrinos: pp, pep, 7Be, 15O, 13N and 14F.
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Figure 4.6: Illustration of the full dependence of the SI neutrino floor for
a xenon target as a function of WIMP mass and detector exposure, showing
the contribution from all sources of neutrino. The neutrino floor has peaks
at WIMP masses where the xenon scattering rate for WIMPs and a certain
neutrino source overlap. We indicate the region of this parameter space already
excluded by experiments in grey.

As we displayed with Fig. 2.5 in Chapter 2, the neutrino floor also depends upon

the target nucleus and whether one considers SI or SD interactions. For clarity in

describing the phenomenology of the neutrino floor we show just limits for a xenon

target experiment. In the SI independent case the limits are extremely similar for

different mass targets however one must take care translating between different

nuclear enhancement factors and isotopic fractions in the SD case. Differences in

these factors give rise to large shifts in cross section between the floors for various

spin-possessing targets. Exploiting target complementarity is therefore a much

more useful strategy for mitigating the SD neutrino floor [194].
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Figure 4.7: SI xenon neutrino floor as a function the uncertainty on the 8B
neutrino flux. Left: the neutrino floor for a 10 ton-year xenon experiment as
a function of WIMP mass for flux uncertainties in the range 1% - 20%. We
also show the region currently excluded by experiments in grey. Right: the
evolution of the neutrino floor at 6 GeV as a function of detector exposure for
the same range of flux uncertainty values. We also indicate the three scaling
regimes with number of background events N .

4.3.2 Neutrino flux uncertainties

The shape of the neutrino floor (and in fact the presence of the limit itself) is

controlled by the level of uncertainty in the expected CNS signal. In the left hand

panel of Fig. 4.7 we show how the assumption for the uncertainty on the 8B flux

affects the height of the neutrino floor in cross section: for lower uncertainties the

neutrino floor appears at lower cross sections, even though the average number of
8B events observed in each case is the same. In the right hand panel we show an

alternative perspective on the same phenomenon, displaying instead the evolution

of the value of the discovery limit at 6 GeV as the exposure of the experiment

increases.

The limits in the right-hand panel of Fig. 4.7 can be seen evolving through three

regimes that we express in terms of the number of background events, N . Initially,

towards very low exposures the limit approaches a 1/N scaling; this is the case for

experiments that have less than 1 expected background event over the exposure

time. Then as the exposure increases, the limit transitions into a standard Poisson

background subtraction regime, scaling as 1/
√
N . In experiments with measures

to try and distinguish signal from background events, the discovery limit would
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proceed as N increases in much the same way. However in the presence of neutrinos

which mimic the signal, the discovery limit plateaus. The evolution of the discovery

limit in this regime is controlled by the systematic uncertainty on the dominant

neutrino component according to [190],

σDL ∝
√

1 +NδΦ2

N
, (4.17)

where σDL is the discovery limit and δΦ is the fractional uncertainty on the relevant

neutrino flux. In this regime, which persists for N ∼ 10 − 1000, the experiment

cannot tell the difference between WIMP and neutrino induced recoils. This satu-

ration of the WIMP sensitivity, spanning over two orders of magnitude in exposure,

is what is commonly referred to as the neutrino floor. With statistics at this level

the experiment cannot probe WIMP cross sections that induce excesses in the

total number of observed events smaller than what could just be attributed to

fluctuations within the allowed background uncertainty. For instance, one could

imagine a hypothetical situation in which the expected neutrino event rate was

known with perfect certainty, in this case there would be no limit to how small

a cross section an experiment could probe because, up to Poisson fluctuations,

one would know how many events one would need to attribute to neutrino recoils.

Unfortunately, in reality we have a finite uncertainty and this will lead to a satu-

ration of any WIMP signal as more neutrino events are seen. It should be noted

however that this scaling regime does not continue indefinitely. Eventually the

slight differences in the tails of the neutrino and WIMP event rates allow the two

spectra to be distinguished once a sufficient number of events have been detected,

usually around O(1000) [194]. Although as can be seen in Fig. 4.7, the exposures

needed depend on the flux uncertainty.

It is important to keep these uncertainties in mind when projecting future limits

because neutrino experiments and Solar model builders are also trying to inde-

pendently reduce them. For this reason it is likely that the neutrino floor problem

will be alleviated somewhat over time as better estimates are made, without any

further effort on the part of direct detection experiments. Importantly though this

is not a permanent solution, the neutrino floor in this scenario is simply suppressed

to lower cross sections. For the remainder of our results we will fix to the current

best estimates to the neutrino flux uncertainties as we have already described.
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Figure 4.8: SI xenon elastic scattering rates for 6 and 100 GeV WIMPs and
4 neutrino sources (hep, 8B, DSNB and atmospheric neutrinos). The dark
green and orange shaded regions respectively refer to the range of scattering
rates for 6 and 100 GeV WIMPs with standard halo model parameters taking
values between ρ0 = [0.2, 0.4] GeV cm−3, v0 = [190, 250] km s−1 and vesc =
[500, 600] km s−1.

4.3.3 Astrophysical uncertainties

In addition to sources of uncertainty from the neutrino input we must also consider

uncertainties in the WIMP input. We now explain how astrophysical uncertainties

influence the shape of the neutrino floor. We focus here on the low mass region.

Because light WIMPs probe the tail of the speed distribution, limits in this regime

have a greater sensitivity to the values of astrophysical parameters. This choice

is also motivated by the fact that advances in technology are more likely to bring

about lower threshold detectors (giving access to these low WIMP masses) [499,

500] than allow exposures in excess of 103 ton-years to be achieved (which are

required to reach the neutrino floor due to atmospheric and diffuse supernovae

neutrinos).

Figure 4.8 shows the energy dependence of the nuclear recoil event rate over a range

of input values for three free parameters: local density ρ0, circular rotation speed

v0 and escape velocity vesc. As mentioned in Sec 4.3 we see that light WIMPs have
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Figure 4.9: SI neutrino floor for a xenon experiment with different values
of input escape velocity. The dashed lines are for a 1 ton-year exposure and
the solid lines for a 10 ton-year exposure. The blue, red and green colours
correspond to input escape velocities of 450, 533 and 600 km s−1 respectively.

a greater sensitivity to changes in the astrophysical input than heavier WIMPs and

that the most visible change is around the tail of the recoil distribution (around 1

keV for a 6 GeV WIMP for example). We first discuss the effect of each parameter

individually, before embedding the uncertainties in the calculation of the neutrino

floor itself.

The escape velocity in principle sets the maximum WIMP speed that can be

detected on Earth. Since the escape velocity can only control the tail of the recoil

distribution and because the speed distribution is very small at its tail, the effect

of changing the speed at which it is truncated only has a small impact on the

overall shape of the recoil energy spectrum. Figure 4.9 shows the neutrino floor

for 3 values of the escape velocity demonstrating only very marginal differences in

the overall shape. The most noticeable effect is around 0.2 GeV where the limits

sharply increase due to the maximum energy recoils falling below 3 eV. This is

not strictly a feature of the neutrino floor but an artifact of the calculation being

performed with a finite cutoff. Apart from some very slight differences in the floors

around 0.8 GeV and 8 GeV they are largely indistinguishable. It should be noted
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Figure 4.10: SI neutrino floor for a xenon experiment with different values
of input circular velocity v0. The dashed lines are for a 1 ton-year exposure
and the solid lines for a 10 ton-year exposure. The blue, red and green colours
correspond to an input v0 of 150, 220 and 300 km s−1 respectively.

that the values of escape velocity chosen in Fig. 4.9 cover a wider range than the

quoted systematic uncertainty in the observed RAVE value of 533 km s−1 [327].

We deduce that including the uncertainty on vesc will only have a small effect.

Lab velocity: The largest source of uncertainty in the laboratory velocity comes

from the Sun’s circular speed, v0. Given the discrepancies between astronomi-

cally observed values for v0, both with each other and with the fiducial value of

220 km s−1 [324], we will be pessimistic about our chosen uncertainty on v0. Fig-

ure 4.10 shows the neutrino floor for a range of values of v0. Compared to Fig. 4.9,

the effect of v0 is much more noticeable. Whereas vesc influences only the tail of

the recoil energy distribution, v0 influences the entirety. For smaller values of v0,

larger mχ values become mimicked by the same neutrino type, hence the neutrino

floor is shifted to higher masses and vice versa.

The local density appears as a multiplicative factor in the WIMP event rate

and as already discussed is degenerate with the scattering cross section. For this

study the effect of changing local density is straightforward: a larger value of ρ0

simply shifts the floor to smaller cross sections by the same factor.
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Figure 4.11: SI neutrino floor for a xenon experiment for various input speed
distributions. The dashed lines are for a 1 ton-year exposure and the solid lines
for a 10 ton-year exposure. The blue, green and orange colours correspond to
the double power law, Tsallis and Mao distributions respectively. The red lines
are for the SHM with v0 = 220 km s−1 and vesc = 533 km s−1.

Speed distribution: The neutrino floors for alternative speed distributions are

shown in Fig. 4.11. These alternatives, the ‘double power law’, ‘Tsallis’ and ‘Mao’

distributions are outlined in full in Appendix F. They are notable for having

departures from a Maxwellian shape at high speeds. For distinguishing neutrinos

and WIMPs the high energy tail is important hence we expect that this may induce

changes to the shape of the floor. However when we input different underlying

speed distributions the position of the floor is altered only very slightly; shifting

to slightly higher WIMP masses for the double power law and Mao models and to

slightly smaller masses for the Tsallis model. For this reason, and in the interest

of efficiency, from here we focus our attention on the SHM.

Now that we have demonstrated the impact of each parameter individually, we

unfix them in the profile likelihood ratio test and account for their uncertainty

with a multiplicative Gaussian factor. Figure 4.12 shows the discovery limits as a

function of the width of this Gaussian uncertainty. We label the sets of uncertainty

values “low”, “mid” and “high”. The low values for the 1σ uncertainty on ρ0, v0

and vesc are respectively, 0.01 GeV cm−3, 10 km s−1 and 10 km s−1. The mid
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Figure 4.12: SI neutrino floor as a function of WIMP mass calculated with the
inclusion of astrophysical uncertainties in the profile likelihood ratio analysis.
The dashed lines are for an exposure of 1 ton-year and the solid lines are with
an exposure of 10 ton-years. The blue, red and green curves correspond to 3
sets of values of the 1σ uncertainty on the parameters ρ0, v0 and vesc displayed
on the Figure and in the text. The size of the uncertainties are labelled from low
to high with values indicated. The filled regions are excluded by experiments,
CRESST [385], CDMSlite [383], Xenon100 [372] and LUX [373].

values are 0.05 GeV cm−3, 40 km s−1 and 40 km s−1. And for the high values we

use 0.1 GeV cm−3, 60 km s−1 and 50 km s−1.

With the values of the astrophysical parameters uncertain, the experiment is less

powerful. The neutrino floor in these cases appears at larger cross sections because

the WIMP signal is statistically saturated with fewer events. We also find that the

maxima appearing in the discovery limit due to each neutrino component become

broader with the inclusion of uncertainties. As shown in the previous Section,

the peak in the discovery limit shifts to WIMP masses with recoil energies more

closely matching that of the relevant neutrino. Hence, the larger the uncertainty

on v0 and vesc the broader the peak becomes due to the increased range of WIMP

masses with recoil energies overlapping with neutrinos. For instance the peak due

to 8B neutrinos now extends up to 15 GeV for the largest set of astrophysical

uncertainties.
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This result shows that it is important for the astrophysical input to the predicted

WIMP event rate to be well understood if one wishes to interpret how neutrinos

play a role in prohibiting the discoverability of certain regions of the WIMP mass-

cross section parameter space. Particularly this will be a concern for the next

generation of direct detection experiments which are set to make limits that come

very close to those calculated in this work. In fact, as we can see in Fig. 4.12,

the floor for “high” values of uncertainty comes extremely close to the LUX limit

just above 10 GeV. Hence we can conclude that unless there are improvements in

the knowledge of the astrophysics parameters or the uncertainties on the neutrino

flux, the neutrino floor will be encountered by direct detection experiments much

sooner than previously thought.

4.3.4 Future detectors

Future direct detection experiments such as Xenon1T [192] and LZ [191], are

poised to make the first detection of CNS. So far we have only shown floors that are

defined without the consideration of any additional experimental limitations. In

practice all detectors suffer from complications such as imperfect energy resolution,

efficiency and have thresholds in the O(1− 10) keV range as opposed to the ultra-

low thresholds that are used when mapping the low WIMP mass neutrino floor.

We show now discovery limits for a 2 keV threshold xenon detector with a 10 ton

target mass over 1000 days running time, a reasonable estimate of the specifications

of near future experiments. We include an energy resolution which we take to be

80% at 1σ over the full energy range, i.e. σ(Er) = 0.8Er. We also take into

account the efficiency of the detector which decreases towards the threshold of the

experiment. In the following results we assume a simple efficiency curve which

increases linearly from 25% at the threshold energy to 100% at the maximum

energy of 50 keV.

The results of Fig. 4.13, based on this more realistic detector, follow from those

of Fig. 4.12. When the uncertainty on v0 is larger, the floor appears at larger

WIMP masses for the same reasons as discussed previously. In this case we see

that for the largest uncertainties the discovery limits lie extremely close to existing

limits, but have shapes indicating the presence of ∼150 8B neutrino events. The

inclusion of energy resolution is interesting in this context as it in fact forces some

of the neutrino events to be pushed above the energy threshold of the experiment.
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Figure 4.13: SI discovery limits as a function of WIMP mass for 3 sets of
values of the uncertainty placed on the astrophysical parameters: local density,
Solar velocity and escape velocity. The blue, red and green curves correspond
to low, medium and high values for these uncertainties with 1σ values shown.
The solid lines are obtained when the detector efficiency is taken into account
and the recoil spectrum is convolved with a Gaussian energy resolution with
σ(Er) = 0.8Er and the corresponding neutrino floors i.e. with no detector ef-
fects, are shown as dashed lines. The filled regions are currently excluded by
experiments, CRESST [385], CDMSlite [383], Xenon100 [372] and LUX [373].
For comparison we show the neutrino floor calculated without considering as-
trophysical uncertainties, indicated by the black line.

However the sensitivity is now also limited by the loss of information due to the

smearing of the energy spectrum as well as a reduction in the overall event rate due

to the efficiency. So these more realistic limits, despite being subject to a sizable

neutrino background, do not yet approach the neutrino floors calculated previously.

The general conclusion of Sec. 4.3.3 remains, that larger uncertainty values on the

astrophysics content of the WIMP signal weakens the possible constraints that

can be made by a future experiment.
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Figure 4.14: Left: Reconstructed intervals for σSI
p and mχ as a function of

input WIMP mass in the presence of the neutrino background. The coloured
shaded regions enclose the 68% confidence intervals on cross section σ68%

p (top

panel) and WIMP mass m68%
χ (bottom panel, scaled by the input mass mχ).

The input cross section for each WIMP mass is chosen to fix the expected
number of WIMP events to 500 (blue), 2500 (red) or 5000 (green). The dashed
lines in each region indicate those input values. Right: As in the left panel but
with v0, vesc and ρ0 allowed to vary. The filled regions are currently excluded by
experiments, CRESST [385], CDMSlite [383], Xenon100 [372] and LUX [373].

4.3.5 Parameter constraints

The neutrino floor as derived in the previous section is a convenient way of indi-

cating how much of the WIMP mass-cross section parameter space is accessible to

an ideal experiment. However they give us no information with regards to how the

ingredient parameters of the WIMP signal may be constrained around this limit,

which is undoubtedly a goal of direct detection experiments. To demonstrate this

we adopt a similar methodology to the parameter reconstruction introduced in

Chapter 3. We again utilise the nested sampling algorithms provided by Multi-

Nest [463, 464, 501], but now exploring the WIMP+neutrino likelihood function,

Eq. (4.14).
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In Fig. 4.14 we show the 68% profile likelihood confidence intervals in the recon-

structed values of WIMP mass and cross section, m68%
χ and σ68%

p . The input values

are chosen to produce a fixed number of WIMP events (Nχ = 500, 2500 or 5000

in a 10 ton-year exposure). These lines of constant WIMP event number (shown

in Fig. 4.14 as dashed lines) are chosen so that they fall either above or below the

neutrino floor at various points. For instance the line for Nχ = 500 (green filled

region) falls just above the neutrino floor over the full range of WIMP masses, the

line corresponding to Nχ = 2500 (red filled region) falls below the floor around 0.6

GeV but above at 6 GeV and the Nχ = 5000 case (blue filled region) falls below

the floor around 0.6 GeV and 6 GeV. We can see that input WIMP parameters

below the neutrino floor are very poorly reconstructed with 68% intervals lying

outside of the displayed range. However input WIMP parameters above the neu-

trino floor are reconstructed very well as one would usually expect given the large

event numbers. For input values lying on the neutrino floor, for instance at 6 GeV,

we see a sharp increase in the error on the reconstructed mass and cross section.

In the right hand panel of Fig. 4.14 we show the results for the same analysis as

in the left hand panel but now with the astrophysical parameters unfixed in the

likelihood function. For each set of inputs we see a large increase in the recovered

intervals across the mass range. We can attribute the increase in error on σSI
p to

the additional uncertainty in the expected number of events due to ρ0 and v0.

The increase in the mχ interval is largely due to the uncertainty on v0 which in

particular leads to a huge increase in reconstructed intervals around 6 GeV for

the case when Nχ = 500. Following the conclusion of Sec. 4.3.3 which found

that accounting for astrophysical uncertainties prohibited a larger range of WIMP

parameter values from being accessed, similarly here the inclusion of astrophysical

uncertainties has a detrimental effect on the measurement of those parameter

values. It is well known that a good understanding of the astrophysics dependence

of the WIMP signal is crucial for making measurements of WIMP properties,

however this is especially true when neutrinos are the dominant background.

4.4 Circumventing the neutrino floor

So far we have discussed the phenomenology and shape of the neutrino floor limit

itself. Clearly the salient issue is how experiments may search for dark matter

in the presence of an “irreducible” neutrino background. In other words we want
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Figure 4.15: SI neutrino floor evolution in the 0.3 − 1 GeV (left) and 4 −
5 GeV mass range (right). The red curves show the bounds obtained when only
energy information is considered and the blue shows the improvement when time
information is added. There are four sets of curves shown for detector masses
from 1 ton to 104 tons (top to bottom). In each case the exposure time was
kept at a constant 1 year from the 1st of January 2016.

to access cross sections below the neutrino floor. Perhaps due to the name, the

neutrino floor is often misinterpreted as a hard limit to the discoverability of dark

matter via direct detection. However the neutrino background is not strictly ir-

reducible. As we described in Sec. 4.3.2 the ‘floor’ can be conquered with high

statistics thanks to the small differences between the WIMP and neutrino recoil

spectra. However these high statistics are likely unobtainable by any future exper-

iment so to progress at a more reasonable rate past the neutrino floor we would

ideally like to search for some other distinguishing features.

4.4.1 Time dependence

It was shown in Ref. [195] that the time dependence of the WIMP and Solar

neutrino event rates provides a distinguishing feature between the two signals

which can help circumvent the neutrino floor with fewer events than a recoil energy

only analysis. In Fig. 4.15 we show the improvement on the neutrino floor limit

after the inclusion of timing information. We show only narrow mass ranges:

between 0.3 - 1 GeV when the floor is induced by 7Be, pep, 13N, 15O and 17F

neutrinos and between 4 - 8 GeV due to 8B and hep neutrinos. Outside of these

specific mass ranges (for the exposures considered here) the improvement offered
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by time information is negligible. The advantage of including timing information is

that in practice, the time tagging of events is often trivial and is common in many

experimental configurations. However, because the annual modulation amplitudes

are small, obtaining a benefit from time information (over simply not including it)

needs in excess of O(1000) neutrino events. It is clear that to probe further below

the neutrino floor we require signals to discriminate between neutrinos and dark

matter in a much more pronounced way.

4.4.2 Direction dependence

The power of a directional experiment in the context of the neutrino background

is fundamentally going to be controlled by the differences in the angular pattern

of recoils across the sky5. The essential aspect that one desires for background

rejection is some region of dataspace in which one expects only signal events and

no background events. As we have already displayed in Fig. 4.5 in the full 3-

dimensional recoil spectrum such a signal region does exist and is visible by eye.

This consideration naturally leads us to contemplate lower dimensional readout

scenarios as these will have drastically different angular distributions. Moreover,

readout technologies are a principle experimental concern for current directional

detection strategies [450]. In the following results we will extend beyond the ideal

cases of Chapter 3 and consider a range of experimental factors: lower dimensional

recoil track projections, head-tail recognition, and finite angular resolution.

We will consider a detector with the x̂, ŷ, and ẑ axes pointing toward the North,

the West and the Zenith directions respectively. In the detector frame, the direc-

tion of a recoil is given by the angles θ and φ defined such that,

q̂ = sin θ cosφ x̂ + sin θ sinφ ŷ + cos θ ẑ . (4.18)

To relate to previous results and the larger literature on the neutrino floor we

again focus on a xenon-based experiment. We locate the detector at Modane with

latitude and longitude (45.2◦, 6.67◦), taking data over a duration ∆t = 1 year.

5We do not explore the possibility here, but it may be the case that directional effects can
give rise to discrimination between neutrinos and WIMPs in experiments that do not observe
recoil tracks, e.g. with spin-polarised 3He [502].
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For computational efficiency we use now an unbinned likelihood function,

L (mχ, σ
SI
p ,Φ) =

e−(Nχ+
∑nν
j=1N

j
ν )

Nobs!

Nobs∏
i=1

[
Nχfχ(di) +

nν∑
j=1

N j
νf

j
ν (di)

]
nν∏
k=1

Lk(Φk) ,

(4.19)

where the index i runs over the Nobs events and the indices j and k relate to the nν

neutrino backgrounds. We use Nχ and N j
ν for the expected number of WIMP and

neutrino events respectively. We now introduce fχ(di) and f jν (di) for the WIMP

and neutrino event distributions at data point di which will have a dimensionality

corresponding to the number of observables in the experiment. We compare six

strategies:

• 3-d directional readout, d = {Er, θ, φ, t}

• 2-d directional readout, d = {Er, φ, t}

• 1-d directional readout, d = {Er, θ, t}

• No directional information d = {Er, t}

• Event time only d = {t}

• Number of events only (i.e. a counting experiment) fχ = f jν = 1

The 3-d directional readout, {Er, θ, φ, t}, corresponds to the optimum detector

that measures and exploits all the information available, e.g. a low pressure gaseous

TPC. For a 2-d readout, {Er, φ, t} only a 2-dimensional (x,y) projection of the

drifted electron cloud can be measured (e.g. in a CCD readout TPC); and in 1-d,

{Er, θ, t}, only a measurement of the projection of the recoil track along the drift

(z) direction (e.g. with columnar recombination).

The last two strategies we list correspond to detectors that can only measure the

total number of events above some threshold. This is the case for bubble chamber

experiments [503] that adjust their operating pressure to nucleate a single bubble

from a nuclear recoil. Such experiments would have very poor inherent background

rejection capabilities, but they are an informative benchmark to consider in this

comparative study. The energy and time, {Er, t}, strategy corresponds to the

majority of current and ongoing direct detection experiments.

Figure 4.16 shows the daily evolution of the 1-d (cos θ), and 2-d (φ), recoil angle

distributions at a single energy (Er = 0.5 keV) from 8B neutrinos and a WIMP
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Figure 4.16: The daily evolution, at three hourly intervals, of the angular
distributions of 0.5 keV xenon recoils from 8B neutrinos (left column) and a
WIMP with mass mχ = 6 GeV (right). The distributions are normalised to
unity in each case and displayed with arbitrary units. The top row shows the
distribution of cos θ measured by a detector with 1-d readout and the bottom
row the angle φ for 2-d readout. The date chosen was September 6th, when the
angular separation between Cygnus and the Sun is maximised.

with mass mχ = 6 GeV. The φ distributions from 8B neutrinos have two peaks,

because at a fixed recoil energy the neutrino energy spectrum produces recoils in a

ring around the incident direction. In the WIMP case, however, the distribution of

recoils is peaked in a single direction, towards −vlab. The 2-d and 1-d distributions

for both atmospheric and DSNB neutrinos are flat, and therefore we do not show

them for clarity. The WIMP and neutrino distributions are significantly different,

not only in their shape at a single time but also how they evolve over the course

of a day. This suggests that a detector with only 1-d or 2-d readout should still

be able to discriminate WIMP and neutrino induced recoils.

Figure 4.17 shows the evolution of the SI discovery limit with increasing detector

mass, M , using each of the six different readout strategies. We consider two
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Figure 4.17: The dependence of the discovery limit for the SI WIMP-nucleon
cross section on the mass of a xenon detector operated for 1 year using (from
top to bottom) the number of events only (pink line), time information (brown
dashed), energy & time (orange dashed), energy & time plus 1-d (red), 2-d (blue)
and 3-d (green) directionality. The left (right) plot is for mχ = 6 (100) GeV and
an energy threshold Eth = 0.1 (5) keV and the bottom axis shows the number of
8B (atmospheric) neutrinos expected. Note the different scales of the left and
right hand plots.

example WIMP masses and detector: a light WIMP & low threshold detector

(mχ = 6 GeV and Eth = 0.1 keV) and a 100 GeV WIMP & moderate threshold

detector (Eth = 5 keV). For these two WIMP masses the recoil energy spectra

closely matches those of 8B and atmospheric neutrinos respectively. It should be

emphasised that these thresholds by the standards of directional detectors are

very low. However the purpose of this study is to establish whether the neutrino

background can be subtracted using directional information, rather than by some

specific detector. Indeed, a detector with a threshold above ∼5 keV observes no

Solar neutrino background at all, so the point is somewhat inconsequential unless

we use low thresholds. We note also that there have been methods proposed to

look for directional effects in very low energy signals using semiconductors [500].

The evolution of the discovery limit develops as a function of M (or equivalently

neutrino event number) in a number of phases as we have already described in

Sec. 4.3.2. Notably, when the expected number of neutrino events reaches 10−102

the counting only, time only, as well as the energy & time limits all plateau6. The

6Interestingly we see that timing information here seems to be more useful for discriminating
Solar neutrinos from light WIMPs than for discriminating atmospheric neutrinos from heavier
WIMPs. We can attribute this to the fact that the WIMP and Solar neutrino rates are both
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limits with directional readout however continue to decrease as the incorporation

of directional information allows the distributions of WIMP and neutrino induced

recoils to be distinguished. For the 100 GeV WIMP case, the limits from 2-d

and 3-d readout are a factor of ∼ 1.2 and 1.6 better than those from 1-d readout

whereas for the 6 GeV WIMP case they are factors of ∼ 1.2 and 3 times better.

The discovery limit with directionality continues to decrease as ∝ 1/M for the

6 GeV WIMP as the directional and time-dependent distributions of the WIMP

and Solar neutrino induced recoils have such a small overlap that the background

has very little effect on the discovery capabilities of the experiment. However

for the 100 GeV WIMP the dominant background from atmospheric neutrinos

significantly overlaps with the WIMP distribution so, although the experiment is

able to distinguish the WIMP signal, the sensitivity is still compromised by the

background. In this case the discovery limit, beyond the saturation regime, evolves

according to a standard Poisson background subtraction mode ∝ 1/
√
M .

Having studied the evolution of the discovery limit as a function of detector mass

for two specific WIMP masses, we now consider two fixed example detector set-

ups: a low mass & low threshold detector (M = 0.1 ton and Eth = 0.1 keV

respectively) and a high mass & moderate threshold detector (104 ton and 5 keV).

These detector masses and thresholds are chosen so that a non-directional detector

with the same mass and threshold would be in the saturation regime that results in

the neutrino floor, as seen in Fig. 4.17. Figure 4.18 shows the discovery limit as a

function of WIMP mass for these two detector set-ups and each readout strategy.

Also shown as the orange shaded region is the well known neutrino floor from

Ref. [194] which is the concatenation of two separate limits roughly matching our

two detector setups7.

For the low threshold detector, the directional discovery limits clearly cut through

the light WIMP neutrino floor and for the 3-d readout there is almost no reduc-

tion in sensitivity due to the neutrino background. The 1-d and 2-d readouts do

suffer a small reduction in sensitivity, but evidently the distributions are different

enough that it is still possible to probe cross sections below the limit set by non-

directional experiments. For the high threshold detector the improvement in the

discovery limits, with respect to the high-mass neutrino floor, from directionality is

annually modulated, and also the amplitude of the annual modulation is larger for lighter WIMPs
(cf. Fig. 2.3).

7For light WIMPs (mχ < 10 GeV) the limit comes from a 3 eV threshold detector with an
exposure of 0.19 ton years, while for heavier WIMPs (mχ > 10 GeV) a detector with a 4 keV
threshold and an exposure of 9.3× 103 ton years was used.
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Figure 4.18: The discovery limit as a function of WIMP mass using (from top
to bottom): time information (brown dashed), energy & time (orange dashed),
1-d (red), 2-d (blue) and 3-d (green) directionality. The upper (lower) set of lines
are for the detector set-up with target mass M = 0.1 (104) tons and threshold
Eth = 0.1 (5) keV. The orange region shows the neutrino floor from Ref. [194].
The grey region covers parameters already excluded by experiments.

smaller. However it does still help discriminate the isotropic atmospheric neutrino

background from WIMP induced recoils, in particular for WIMP masses around

100 GeV where the energy spectra from WIMPs and atmospheric neutrinos are

most similar.

In summary, we find that directionality is a powerful tool for disentangling neutrino

backgrounds from a WIMP signal. The gain from directionality is particularly

impressive for low mass WIMPs thanks to the large separation between the Solar

neutrino and WIMP incoming directions (cf. Sec. 4.2.3). We also find that this

result still holds even if only the 2-d or 1-d projection of the recoil tracks can be

measured.
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Figure 4.19: The discovery limit as a function of the energy threshold for head-
tail discrimination for 1-d (red), 2-d (blue) and 3-d (green) directional readout
(with energy and time information in all three cases). The dashed orange line
shows the discovery limit with energy information only. The left (right) set of
lines correspond to the discovery limits at 6 (100) GeV made by the detector
set-up with target mass M = 0.1 (104) tons and threshold Eth = 0.1 (5) keV.

4.4.3 Non-ideal detectors

We now move beyond the ideal situation and consider two limitations particular

to directional experiments: head-tail (sense) recognition and angular resolution.

Head-tail recognition, as we have already discussed, is one of the most impor-

tant considerations for the discovery reach of directional experiments. Head-tail

effects based on charge deposition or track geometry are naturally more apparent

at larger recoil energies. Figure 4.19 shows how the discovery limit depends on

the threshold for head-tail discrimination. For simplicity, we assume that below

the head-tail energy threshold there can be no sense discrimination. For the light

WIMP and the low mass and threshold detector, the discovery limits are weak-

ened as the head-tail energy threshold is increased from 0.1 keV to ∼ 1 − 2 keV

before flattening off to a factor between ∼ 1.5 (for 1-d) and ∼ 10 (for 3-d) below

the energy only limit. For lower dimensional readout the decrease in sensitivity is
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Figure 4.20: The discovery limit as a function of WIMP mass for detectors
with full sense recognition (solid lines) and no sense recognition (dashed) and
1-d (red), 2-d (blue) and 3-d (green) directional readout. The upper (lower)
set of lines are for the detector set-up with target mass M = 0.1 (104) tons
and threshold Eth = 0.1 (5) keV. The dashed orange lines show our discovery
limit with energy information only and the orange region shows the neutrino
floor from Ref. [194]. The grey region covers parameters already excluded by
experiments.

larger and the plateau in the limit is reached for a larger head-tail energy thresh-

old. Qualitatively similar behaviour occurs for the 100 GeV WIMP and the higher

mass and threshold detector. In this case the discovery limits flatten off to values

1.1− 1.2 below the energy only limit at a head-tail energy threshold of 60 keV.

In Figure 4.20 we show the discovery limits with and without sense recognition,

as a function of WIMP mass. The factor by which the discovery limit changes

without sense recognition is largest for light, mχ < O(20 GeV), WIMPs and a

low threshold. The discovery limit achieved by a 3-d readout is still considerably

lower than the non-directional limit however 1-d and 2-d readouts do suffer without

sense recognition and are only marginally better than the non-directional limits,

especially at high WIMP masses.

In Figure 4.21 we show (in similar fashion to Fig. 4.17) the evolution of the dis-

covery limit now as a function of detector mass for mχ = 6 and 100 GeV with and
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Figure 4.21: The dependence of the discovery limit for the SI WIMP-nucleon
cross section on detector mass for detectors with (solid lines) and without
(dashed lines) sense recognition for each of the three directional readout strate-
gies 3-d (green), 2-d (blue) and 1-d (red). The discovery limit for energy +
time only readout is shown with the orange lines. The left (right) panel is for
mχ = 6 (100) GeV and detector set-up with threshold Eth = 0.1 (5) keV.

without sense. As in Fig. 4.20, we see that the lack of sense recognition is most

damaging in the 100 GeV WIMP case. This is particularly true for the 1-d and 2-d

readouts, with no sense recognition there is only a factor of 1.1 and 1.2 improve-

ment over a detector with no directional information at all and the evolution of

the discovery limit suffers from a similar (but less severe) saturation effect due to

the overlapping recoil distributions. In the 6 GeV WIMP case the discovery limits

with no sense recognition continue to decrease past the saturation regime suffered

by the non-directional limit. However there is still a reduction in sensitivity by

factors of 1.9, 2.8 and 8.9 for 3-d, 2-d and 1-d readouts respectively compared to

the limits with sense recognition. Interestingly, the discovery limit for 3-d readout

with no sense recognition is slightly better than 1-d and 2-d readouts with sense

recognition.

Our main conclusion regarding sense recognition is that for discriminating be-

tween Solar neutrinos and low mass WIMPs, having 3-d readout with no method

of determining sense is marginally preferable to 1-d or 2-d readout with sense de-

termination. This is because the recoil distributions from low mass WIMPs and

Solar neutrinos are both anisotropic and have sufficient 3-d angular separation that

they are still distinguishable even without recoil sense information. For the higher
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mass WIMPs this is not the case, and without sense recognition the advantage of

directionality is almost entirely lost, even in 3-d.

Angular resolution is limited by the inaccuracy in the estimation of the “true”

recoil direction. This is an inherent difficulty faced by all directional detectors. Fi-

nite angular resolution will smear out the WIMP and Solar neutrino distributions

in Fig. 4.5, making it more difficult to discriminate between the two. Since the

minimum separation between the peak WIMP and neutrino directions is ∼ 60◦, an

angular resolution better than this will likely be required to differentiate between

the WIMP and Solar neutrino distributions.

Finite angular resolution results in a recoil in the direction q̂′(Ω′r) reconstructed

in the direction q̂(Ωr) with a probability distribution that takes the form of a

Gaussian smoothing kernel on a sphere [446, 447]

K(Ωr,Ω
′
r) =

1

(2π)3/2σγerf(
√

2σγ)
exp

(
− γ2

2σ2
γ

)
, (4.20)

where γ is the angle between the original and reconstructed directions,

cos γ = q̂′ · q̂ = sin θ sin θ′ cos (φ− φ′) + cos θ cos θ′ , (4.21)

in the coordinates defined in Eq. (4.18). The measured directional recoil rate is

then the convolution of the smoothing kernel with the original directional recoil

rate
d2R

dΩrdEr

=

∫
Ω′r

d2R

dΩ′rdEr

K(Ωr,Ω
′
r) dΩ′r . (4.22)

The discovery limit as a function of angular resolution, σγ, is shown in Fig. 4.22

for mχ = 6 and 100 GeV for our two example detector set-ups with 3-d readout.

As expected, finite resolution makes it harder to discriminate a 6 GeV WIMP from

Solar neutrinos. The discovery limit is an order of magnitude weaker for σγ = 30◦

than for perfect angular resolution, and for σγ > 50◦ the limit is only marginally

better than that obtained using energy information only. For the heavier WIMP

and the more massive detector, the discovery limit only has a slight change with

increasing σγ. This is because the finite angular resolution affects only the WIMP

signal and not the atmospheric neutrino background. However in this case the

improvement afforded by directionality, even in the ideal case, is smaller.
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Figure 4.22: The discovery limit as a function of angular resolution, σγ for
a detector with 3-d readout. The upper (lower) set of lines are for mχ =
6 (100) GeV. The upper (lower) line is for the detector set-up with threshold
Eth = 0.1 (5) keV. The dashed lines show the discovery limit using energy
information only.

Figure 4.23 shows the discovery limits for the two detector set-ups as a function

of WIMP mass and angular resolution. Finite angular resolution significantly

limits the ability of a low threshold directional detector to discriminate light,

mχ < O(20 GeV), WIMPs from Solar neutrinos. The effects of finite angular

resolution are greatest for mχ ∼ 6 GeV, when the energy spectra of WIMPs and
8B neutrinos match one another. For the high threshold detector the reverse

behaviour is observed. At higher WIMP masses the effect of increasing angular

resolution is more apparent than at lower masses (< 12 GeV), this is because the

anisotropy of the recoil distribution in the energy window decreases with increasing

WIMP mass.

We conclude that angular resolution of order σγ = 30◦ or better is required to

exploit the different directional signals of light WIMPs and Solar neutrinos. For

angular resolutions larger than this there is little benefit from having the direc-

tional information at all as the Solar neutrino and WIMP signals are poorly re-

solved. For heavier WIMPs the neutrino floor can still be overcome even with

angular resolutions up to 60◦. This is because the dipole asymmetry of the WIMP
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Figure 4.23: The discovery limit, as in Fig. 4.18, as a function of WIMP mass
with angular resolution, σγ , varying between 0◦ and 60◦ for a detector with 3-d
readout. The upper (lower) set of lines are for the detector set-up with target
mass M = 0.1 (104) tons and threshold Eth = 0.1 (5) keV. The dashed black
lines show our discovery limit with energy information only and the orange
shaded region shows the neutrino floor from Ref. [194]. The grey region covers
parameters already excluded by experiments.

recoil distribution has a large dispersion and the effect of smearing due to finite

angular resolution is less significant. Therefore for light WIMPs probing cross

sections below the 8B neutrino floor requires good angular resolution, however for

the atmospheric neutrino floor the experimental limits can be competitive even

with only modest angular resolution.

4.4.4 Conclusions

We have studied in detail how direct detection experiments with directional sensi-

tivity can subtract the background due to coherent neutrino-nucleus scattering and

circumvent the neutrino floor over a wide range of WIMP masses. In particular

for light WIMPs directionality would allow a ton-scale low threshold detector to

be sensitive to cross sections several orders of magnitude below the neutrino floor.
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We have also shown that experiments that can only measure 1-d or 2-d projections

of the recoil tracks can still discriminate WIMPs from neutrino backgrounds.

Moving beyond ideal detectors, we studied the effects of finite angular resolution

and limited sense recognition. The angular distributions of WIMP and Solar neu-

trino induced recoils are sufficiently different that for light WIMPs sense recog-

nition is not crucial. The discovery limits are a factor of roughly two and ten

worse without sense recognition for 3-d and 1-d readout respectively. However the

discovery limits still improve strongly with increasing exposure. The discovery

limit for 3-d readout with no sense recognition is slightly better than 1-d and 2-d

readouts with sense recognition. For heavier WIMPs, however, sense recognition

is required to discriminate WIMPs from the mostly isotropic background from

atmospheric neutrinos. Finally we found that if the angular resolution is worse

than of order thirty degrees, then it becomes significantly more difficult to discrim-

inate between light WIMPs and Solar neutrinos. Angular resolution is less crucial

for distinguishing heavier WIMPs from isotropic atmospheric neutrino (although

in this case the overall improvement offered by an ideal directional detector is

smaller).

The results presented here make a compelling case for the development of large

directional dark matter detectors. If the results of the next generation of direct

detection experiments lead the search to smaller cross sections, new techniques

will need to be implemented to tackle the neutrino background. We have shown

that the use of directionality is a powerful way of doing this, even for non-ideal

detectors.

4.5 Future strategies

As direct detection experiments progress towards large exposure and lower cross

sections the issue of the neutrino background will transform from a hypothetical

problem to a real and immediate limitation. At this point it will be essential

to begin to exploit methods of discriminating neutrino induced nuclear recoils.

Initially it will be possible to probe past the (now canonical) neutrino floor of

Billard et al. [190] by a small amount by combining data from experiments with a

variety of target nuclei. At very large exposures the annual modulation effects and

the slight differences in shape between the CNS and WIMP recoil spectra will allow
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the mitigation of the neutrino floor but still with the cost of discovery limits that

progress extremely slowly towards lower cross sections. For the parameter space

well below the saturation point of the neutrino background, directional detection

may be the only viable approach. Of course, rather than ‘enormous’ detector

exposures we simply require ‘very large’ detectors combined with the ability to

measure recoil directions; so perhaps it is a matter of perspective which is more

feasible. Although as we have shown here, progress beyond the floor can be made

even in non-ideal configurations. For instance multi-ton liquid xenon experiments

with sensitivity to columnar recombination would be quite an attractive prospect

in light of the neutrino background.

As a final remark regarding the impact of neutrinos of WIMP discovery we em-

phasise again that even in the absence of progress on the side of direct detection

experiments, the neutrino floor limits that we have calculated here are likely to

gradually become less threatening over time. As neutrino telescopes make steadily

improving measurements of Solar neutrino fluxes, this in turn may allow the refine-

ment of SSMs and the reduction of theoretical uncertainties as well. Particularly

if in the foreseeable future an experiment can make a measurement of CNO neu-

trinos this would pave the way for a resolution to the Solar metallicity problem. It

may be possible in near-future runs of existing neutrino experiments, but will most

certainly be possible with an experiment like Hyper-Kamiokande [226] which, if

constructed, will observe hundreds of neutrino events a day. In any eventuality we

can expect that the situation may look slightly more optimistic by the time the

experiments we study here are realised.



Chapter 5

Axions

5.1 Introduction

Because the true identity of dark matter remains unknown it is best that we

are open-minded about the types of particle we might hope to detect. In this

final Chapter we explore what is probably the second most popular class of dark

matter candidate. The axion is an attractive solution, given that it can explain

two outstanding problems in physics simultaneously. But nature need not be so

generous, hence the generalisation of axions to axion-like particles (ALPs), is also

the subject of some discussion. Although the experimental strategies for detecting

axions and ALPs are most of the time very different from WIMPs, many of the

issues we have raised in previous Chapters are shared. Whether detecting axions

or WIMPs, we must still try to understand the structure of our local dark matter

halo.

Terrestrial searches for dark matter axions or ALPs are typically based on their

coupling to electromagnetism. In this Chapter we follow analogous strategies to

those introduced previously, but we apply them now to microwave cavity haloscope

experiments. We simulate signals in a hypothetical future experiment based on

ADMX [504] that could be performed once the axion has been detected and a

frequency range containing the axion mass has been identified. We develop a

statistical analysis to extract astrophysical parameters and study tidal streams

as before. We are now also able to consider classes of substructure particular to

axionic dark matter. The example we use here are miniclusters, a prediction of

some early Universe axion production mechanisms [505]. One of the goals of this

137
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Chapter is to emphasise the differences between measuring a dark matter halo

made of axions compared with one made of WIMPs. As we showed in Chapter 3,

even with an angular distribution of WIMP recoils, reconstructing and measuring

properties of the local velocity distribution is difficult even with a large number

of events. With the detection of axions however, because we observe simply their

conversion into photons - rather than via any stochastic scattering process - the

prospects are much better. The results we present here point towards the idea

that in a post axion discovery era, haloscope experiments may be able to perform

“axion astronomy”.

We begin by outlining the theoretical motivation for dark matter in the form of

axions as well as summarising the existing constraints on their existence from ex-

periments, astrophysics and cosmology. We then study the detection of dark mat-

ter axions and ALPs with microwave cavity haloscopes. In Sec. 5.3 we describe the

construction of a haloscope simulation and the development of a statistical anal-

ysis that we can use to extract information about the local dark matter halo. We

then apply this technique in Sec. 5.4. We first attempt to reconstruct basic input

parameters before extending to N-body data from the Via Lactea II (VL2) [506]

simulation. Finally, we present a schematic discussion of the detectability of tidal

streams from disrupted axion miniclusters. We summarise this Chapter in Sec. 5.5.

5.2 Background

5.2.1 QCD axions

QCD is a relativistic and quantised field theory with invariance under local trans-

formations from SU(3) (the group of unitary matrices of dimension 3). The di-

mensions of SU(3) lead to the conservation of three colour charges possessed by

the quarks, and its eight generators are the gauge bosons known as gluons. The

QCD Lagrangian for one generation of massless quarks with left and right handed

chiralities, (uL, uR, dL, dR), is written

LQCD =
∑

i=uL, uR, dL, dR

q̄iiγ
µDµqi −

1

4
Ga
µνG

µν
a , (5.1)
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where Ga
µν are the gluon field strength tensors. When examining the symmetries of

this Lagrangian permitted by the model observables one finds that an axial U(1)A

symmetry that transforms quark chiralities inversely is obeyed. The symmetry

should be spontaneously broken though by quark condensates, subsequently giving

rise to a boson with a mass slightly larger than the pion. However no such boson

is observed. The lack of this particle as well as the discrepancies caused by the

breaking of this symmetry on predictions of well studied particle decays led the

issue to be known in the 1970s as the U(1)A problem [507]. The problem was

resolved in this form after the true structure of the QCD vacuum was discovered.

In fact the SU(3) gauge fields have an infinite number of vacuum states connected

by instanton solutions which cause the QCD vacuum to break the U(1)A symmetry

explicitly thus solving the problem. Though in its place emerged a different one.

The density of instanton solutions, parameterised by a phase θ effectively adds

another term to the Lagrangian [508],

LQCD = ...+ θ
g2
s

32π
GµνaG̃a

µν , (5.2)

where gs is the strong coupling constant. This term conserves charge conjugation

C, but violates parity P and time reversal T, giving rise to CP-violation in baryons.

Additionally, the parameter θ should be measurable in the form

θ̄ = θ + arg detMq , (5.3)

where Mq is the quark mass matrix. The appearance of the phase of Mq is due

to the inclusion of CP-violating weak interactions which in general make quark

masses complex. Note that the physical parameter θ̄ is the combination of purely

weak sector physics, arg detMq, and purely strong sector, θ. Furthermore, this

observable can be tightly constrained in experiments which attempt to measure

the electric dipole moment (edm) of the neutron. No edm has been observed,

meaning that QCD appears to require the fine tuning of θ̄ to a value smaller than

10−14 [151]. The essence of the problem is why do two numbers, θ and arg detMq,

so precisely cancel? Both are phases that could take in principle any value from

0 to 2π, and both have entirely different physical origins. This unnatural absence

of CP-violation in QCD is known as the strong CP problem.

A popular and well motivated solution to the strong CP problem devised by Peccei

and Quinn [149, 150] (PQ) is to promote the CP-violating phase to a field. The
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apparent fine tuning of θ is explained as a dynamical phenomenon: it is driven

to 0 because of the spontaneous breaking of a new U(1)PQ symmetry. This new

symmetry, and its breaking, is based on a modification of the Higgs mechanism

which provides masses to the quarks through Yukawa interactions between them

and the non-zero vev of the Higgs field. In this case, the instanton term of Eq. (5.2)

tips the Higgs potential to a particular value that depends on θ which is then picked

up in the masses of the quarks. The result is that arg detMq is set to −θ and

thus θ̄ is driven to 0. The spontaneous breaking of this new U(1)PQ symmetry

at some scale fa produces a new pseudo Nambu-Goldstone boson, dubbed the

axion [152, 153]. The axion is given a small mass through instantons which mix

it with another neutral boson, the pion. This small mass in terms of the PQ

symmetry breaking scale is [509]

ma =
z1/2fπmπ

fa(1 + z)
∼ 6 eV

(
106 GeV

fa

)
, (5.4)

where fπ = 92 MeV is the pion decay constant and z = mu/md is the ratio of the up

and down quark masses1. Although the original Peccei-Quinn-Weinberg-Wilczek

(PQWW) axion, which assumes fa is around the weak scale, was swiftly ruled

out [512], new mechanisms such as those of Kim-Shifman-Vainshtein-Zakharov

(KSVZ) [513, 514] and Dine-Fischler-Srednicki-Zhitnitsky (DFSZ) [515, 516] were

subsequently constructed. These ‘invisible’ axion models had very small couplings

to the standard model making them consistent with known particle data and

possible dark matter candidates.

In principle axions are detectable. Initially suggested by Sikivie [274], a good way

one might hope to see axions in experiments or through astrophysical observation

is via their coupling to electromagnetism. One expects axions to be allowed to

convert into photons inside magnetic fields in a process known as the Primakoff

effect [517]. The interaction is described by a term in the Lagrangian

Laγγ =
1

4
gaγγ aFµνF̃

µν , (5.5)

where Fµν is the electromagnetic field strength tensor. For the QCD axion, the ax-

ion to two photon coupling, gaγγ, has a fixed relationship with the decay constant,

1This formula uses the standard value z = 0.56 [510] although uncertainty in the quark masses
could give values z = 0.38− 0.58 [511].
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fa (and in turn ma), given by the formula

gaγγ =
gγα

πfa
, (5.6)

where α is the fine structure constant. The dimensionless coupling gγ is,

gγ =
1

2

(
E

N
− 2

3

4 + z

1 + z

)
. (5.7)

In which E/N is the ratio of the colour axion anomaly to the electromagnetic

axion anomaly. The value of this constant is model dependent: E/N = −0.97 for

the KSVZ model and 0.36 for the DFSZ model for example.

5.2.2 Axion-like particles

The PQ-mechanism functions independently of the scale of ma, meaning that in

the absence of any preference, searches for the axion should need to take place

over many orders of magnitude. Worse still, the well defined relationship between

gaγγ and fa of Eq. (5.6) means that for much of the mass range, measuring the

corresponding coupling would require incredibly sensitive experiments. Instead,

when describing techniques designed to search for gaγγ, the picture is generalised

to include any light pseudoscalar particle that couples in the same manner. This

unveils a wider parameter space of axion-like particles that are not restrained

by the relationship between ma and fa. Axion-like particles include any other

pseudo Nambu-Goldstone bosons that are associated with the breaking of global

symmetries, but not necessarily the Peccei-Quinn symmetry.

When placing constraints on ma and gaγγ it is standard practice to remain agnostic

with regards to the origin of the ALP and approach searches purely phenomeno-

logically, i.e. by simply constraining interactions with the of form Eq. (5.5). It

has been shown however that such particles appear frequently in the low energy

spectrum of many standard model extensions. The most notable of these is the

generic prediction of many axion-like particles (in addition to the QCD axion [157])

in models of string theory [155]. This so-called ‘axiverse’ of ALPs may be exhib-

ited over a huge range of mass scales, down to the ‘ultralight’ regime set by the

Hubble scale ∼ 10−33 eV [156]. Additionally in some models of SUSY breaking

which require a spontaneously broken R-symmetry, the subsequent pseudo-Nambu

Goldstone boson may also appear in searches for ALPs [518]. Similar classes of



Axions 142

particle produced by the breaking of, for example, family symmetries [519] or

lepton number [520] have also been demonstrated to couple in the manner of an

axion.

The generalisation to ALPs is further motivated by an assortment of astrophysical

hints for the existence of a non-QCD axion. Several excesses and irregularities in

X-ray [134, 135, 521] emission in various sources, for example, could be explained

by decaying or interacting ALPs [522, 523]. Observations of TeV γ-rays also seem

to suggest the Universe is anomalously transparent even when propagation at

those energies should be suppressed by electron pair production with the extra-

galactic background light [524–528]. One explanation for this transparency invokes

axion-photon conversion over astronomical distances allowing γ-rays to travel fur-

ther than usual [529, 530]. A range of measurements of white dwarfs [165]2, red

giants [531], horizontal branch [532], and neutron stars [533], have occasionally

been better explained if ALPs are provided as an additional heat loss mechanism.

As is often the case with indirect dark matter claims, the sources of systematic

uncertainty are plentiful and they may all have astrophysical explanations.

5.2.3 Axions and ALPs as dark matter

ALPs, and the QCD axion in particular, would be attractive candidates for dark

matter, but it must be demonstrated first that such light bosonic particles can

be produced in the correct abundance and have phenomenology that matches

the known properties of CDM. For instance, because QCD axion couplings scale

inversely with its mass, we can immediately dismiss axions heavy enough to ther-

malise in the early Universe while still relativistic; existing today as a hot dark

matter contribution to the energy density of the Universe. As discussed in Chap-

ter 1, hot dark matter cosmologies are strongly disfavoured due to the suppression

of structure formation on small scales. Moreover, additional relativistic species

modify the damping tail of the CMB and also affect the abundances of the pri-

mordial elements produced during nucleosynthesis. For these reasons there is an

upper bound of ma < 0.529 eV on the QCD axion as HDM from a combination

of Planck temperature, polarisation and SZ cluster count data, as well as ex-

pansion rate and matter power spectrum measurements from other cosmological

2Of these hints, currently only the white dwarf cooling hint can be explained by a QCD axion.
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datasets [534]. Thermally produced ALPs on the other hand are still allowed as a

dark matter candidate for some ranges of mass and coupling [535].

For smaller masses, axions can be produced efficiently by alternative non-thermal

mechanisms. A well known example is the vacuum misalignment mechanism in

which axions are produced by oscillations in the field as it relaxes into the minimum

of its potential shortly after the symmetry breaking phase transition [536–538].

The equation of motion for the CP violating phase θ̄ can be approximated by

taking a mass term for the axion potential, the dynamics will follow that of a

simple harmonic oscillator with a damping term provided by Hubble expansion

H(t),
¨̄θ + 3H(t) ˙̄θ +m2

aθ̄ = 0 . (5.8)

The rms value of the θ̄ field at some time sets the abundance of particles. Hence

the number of axions produced through this mechanism depends on the axion

mass and the initial misalignment angle θ̄0 that dictates how long oscillations

persist [163],

Ωah
2 ' 0.4

(
6µeV

ma

)7/6

〈θ̄2
0〉 . (5.9)

This relationship implies that for small masses, small values of the initial misalign-

ment angle are needed to avoid producing too much dark matter. Heavier axions

on the other hand can still be produced in the right amounts providing θ̄0 is tuned

very close π; in this regime anharmonic corrections to the harmonic potential end

up boosting the production of axions [539]. These two conditions must be bal-

anced if one assumes that the PQ symmetry breaking has already occurred before

inflation [536–538]. In this scenario a single causal patch containing some random

value of 〈θ̄2
0〉 gets inflated to the horizon size so we could have any value in our

observable Universe.

The situation is slightly different however if inflation occurs before the PQ sym-

metry breaking phase transition. In this case the balancing of masses and tun-

ing of misalignment angles is not needed since θ̄ should be a randomly dis-

tributed field for which 〈θ̄2
0〉 = π2/3. Ensuring the density of axions produced

via this mechanism doesn’t exceed the density of dark matter (as well as satisfy-

ing astrophysical constraints, see Sec. 5.2.4) leads to the “classic” axion window

ma ∼ 80 − 400µeV [160]. There are large uncertainties on the natural range of

masses however because the abundance calculation is complicated further by the

presence of topological defects produced at the phase transition. These are not
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a concern if the PQ symmetry is broken before inflation because the defects are

simply inflated away. But here the additional population of axions produced from

the decay of axion strings and domain walls, as well as the cosmological implica-

tions of such defects must be considered. For example, domain walls occurring in

the DFSZ model are particularly problematic as they quickly dominate the energy

density and are completely incompatible with the present day Universe. Cosmic

axion strings may also seed clumps of axions known as miniclusters [505, 540–546],

the observational prospects of which we discuss later in this Chapter.

To be dark matter though, axions must not only be produced with the correct

cosmological abundance they must also behave like CDM and form structure in

agreement with our own Universe. Because axions will have their interactions sup-

pressed by fa, they will almost certainly be weakly coupled enough to appear stable

on cosmological timescales. It will also mean that axions produced via non-thermal

mechanisms will behave like cold and collisionless particles so naturally recover a

matter power spectrum that extends over scales matching the observed sizes of ha-

los and subhalos in our Universe. Interestingly, ultralight axions (ma ≈ 10−21 eV)

in particular may improve upon CDM, and have been suggested as a solution to

problems with the overabundance of small scale structure in simulations [547–549].

Notably in the literature there has been an ongoing discussion about the forma-

tion of Bose-Einstein condensates (BECs) of axions with huge occupation numbers

and cosmologically sized correlation lengths. This idea was initially motivated by

attempts to find properties of axionic dark matter that in some way distinguished

them from WIMPs. It was suggested by Sikivie that a halo constructed from

a condensate of axions could form vortices leading to observable ring-like caus-

tics [550, 551]. It was then subsequently countered that the axion self-interactions

in fact had the wrong sign to allow vortices to form [552]. The issue is still under

debate, largely centered around if a BEC formed from a cosmological population

of axions [553], and the role of gravity and axionic self-interactions in sustaining

it if so [554, 555].
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Figure 5.1: Constraints on the axion-photon coupling gaγγ as a function of
axion/ALP mass ma. Experimental bounds are filled in various shades of red,
astrophysical constraints in shades of green, and bounds from cosmology are in
shades of blue. An explanation for each constraint is given in the text. We also
indicate a band showing the relationship between the coupling and mass for the
QCD axion; the KSVZ and DFSZ models are shown as black lines.

5.2.4 Constraints on axions

Here, we summarise the status of experimental and observational searches based on

the Primakoff conversion between axions/ALPs and photons3. We show existing

constraints on the ma−gaγγ plane in Fig. 5.1, we also indicate the projected reach

of some future experiments. We describe each constraint below.

Experimental searches (red in Fig. 5.1)

• Haloscopes are resonant cavity experiments searching for photons from

dark matter axions converting inside the magnetic field. The photon power

3We do not discuss them at length here but many constraints on axions/ALPs can be applied
to dark photons (sometimes called hidden photons) which could arise from additional U(1)s
added to the standard model gauge group that are obeyed by some dark sector [556]. This
allows for kinetic mixing terms which convert photons to dark photons and vice versa, in a
similar way to ALPs. For a review see, e.g. Ref. [557].
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is enhanced when the mode frequency equals ma. The mass range accessible

to a haloscope is controlled range of frequencies over which the resonance of

the cavity can be tuned. The smallest accessible coupling on the other hand

is controlled by the signal-to-noise level. The most sensitive resonant cav-

ity experiment, ADMX, has constrained masses in microwave frequencies,

1.9µeV < ma < 3.69µeV [504, 558] and has reached QCD axion models.

We also show the most recent limit from the first results of the prototype

Yale Wright Laboratory experiment [559], currently only constraining in a

very small range ma ∼ 20µeV. Earlier haloscopes such as the Rochester-

Brookhaven-Fermilab (RBF) [560] and University of Florida (UF) [561] ex-

periments have also probed slightly larger masses but with lower sensitivity.

• Helioscopes: The CAST [282] and Sumico experiments [562] search for

Solar axions and ALPs. These are produced in the large electromagnetic

fields in the plasma of the Sun so rely on well studied Solar physics [563]. The

flux of axions is predicted with energies in the keV range and will Primakoff

convert into X-rays inside magnetic cavities. For light ALPs with kinetic

energy much higher than their mass the conversion probability is coherent up

to around O(10−2) eV meaning a swath of masses below this can be ruled out

based on the non-observation of the expected Solar axion conversion peak.

Up to slightly larger masses, ma ∼ eV, the sensitivity of a helioscope can be

extended with the injection of a buffer gas, such as 3He or 4He, that restores

the coherence effect. The pressure of the gas is slowly adjusted, refracting the

photons to a range of effective masses corresponding to a range of ma [564].

• Light-shining-through-a-wall (LSW) experiments are purely labora-

tory based and look for the conversion of photons from a laser beam passing

through a strong magnetic field into ALPs on either side of an opaque bound-

ary. The ALPS-I [287] experiment is sensitive to a wide range of light masses.

The signal in LSW experiments is unfortunately suppressed by an extra fac-

tor of g2
aγγ compared with haloscopes and helioscopes because it relies on

two instances of axion-photon conversion. The ALPS experiment currently

lacks the sensitivity to reach the QCD axion.

• Future experiments: We indicate the reach of future experiments that are

either planned or have been proposed. These include the planned next gen-

eration helioscope IAXO [283] and a range of alternative haloscopes designed

to probe beyond the technological restrictions of ADMX: ADMX-HF [565],

QUAX [566], MADMAX [279] and CULTASK [567].
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Astrophysical bounds (green in Fig. 5.1)

• Globular clusters: Stars that are in the “horizontal branch” of a globular

cluster colour-magnitude diagram have entered their helium burning phase.

The number of stars observed in this region relative to the total number of red

giant stars is then a good estimate of the length of time spent burning helium.

Since ALP production would accelerate this phase of a star’s life, counts of

horizontal branch stars in globular cluster observations place stringent limits

on gaγγ [532].

• Solar ν: Axion production in the Sun would lead to an increased nuclear

fusion rate and a hotter interior. The highly temperature dependent flux of
8B neutrinos is then a good probe of energy loss via axion production [568].

Comparisons of axion-modified Solar models with neutrino data place con-

straints on gaγγ for axion masses less than the core temperature of the

Sun [569].

• Supernovae: If produced in SN, ALPs would be expected to Primakoff

convert into γ-rays in the magnetic field of the Milky Way. The non-

observation of γ-rays coincident with neutrinos from the 1987 supernova in

the Large Magellanic Cloud (SN1987A) excludes a region of ultralight ALPs

with ma . 4.4×10−10 eV and gaγγ . 5.3×10−12 GeV−1 [570]. Additionally,

though we do not show these in Fig. 5.1, the neutrino burst duration [571] and

the absence of photons from heavier decaying axions [572] (also in SN1987A)

exclude regions overlapping with cosmological constraints (described below).

As pointed out by Ref. [572], if another nearby Supernova occurs at some

point in the near future we can expect limits of this type to dramatically

improve.

• Fermi: Photon-ALP mixing is expected to be imprinted on γ-ray spectra

for ma . µeV in a way that depends on the structure of the magnetic field

through which they pass. A search for such irregularities in NGC 1275 by

Fermi-LAT has constrained gaγγ . 5× 10−12 GeV−1 [573].

• Hydra-A: Similar constraints have been made using Chandra observations

of a bright X-ray source at the centre of the Hydra cluster [574].

• HESS: The bright blazar PKS 2155-304 would also be expected to show

γ-ray irregularities, the lack of which as seen by HESS has set to constraints

on masses around 10−8 eV [575].
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• M87: Recent analysis of Chandra observations of the radio galaxy M87 in

the Virgo cluster by Ref. [576] also find an absence of any irregularities.

Cosmological bounds (blue in Fig. 5.1) We indicate with two lines the regions

of the parameter space for which axions or ALPs can roughly constitute the cos-

mological population of CDM [577]. Cosmological data can also be used to rule

out mass and coupling regions,

• Ionisation fraction: The recombination of hydrogen atoms freezes out at

z ∼ 800 leaving a residual fraction, xion, of primordial matter ionised until

the Universe becomes reionised at some point between z ∼ 6−15 [578]. This

residual fraction can be inferred from measurements of the optical depth with

CMB data. Before reionisation there could not have been any large quantity

of excess ionisation due to UV photons from, for instance, decaying ALPs

with masses ma ∼ 13.6− 300 eV (the energy levels of hydrogen) [158, 579].

• Extragalactic background light (EBL): The decay of ALPs over the age

of the Universe would lead to a redshift broadened peak in diffuse background

emission at energies set by half the axion mass. No such peak is observed in

the EBL which extends from microwave to γ wavelengths [580].

• Telescopes: By similar arguments ALPs can be constrained in the visible

spectrum with optical telescopes by searching for their decay in the spectra

of galaxy clusters [581].

• X-rays: ALP masses up to X-ray energies can be constrained to very small

couplings thanks to sensitive searches for lines in observations by Chandra,

XMM-Newton, INTEGRAL and Suzaku (this region has been translated

from the equivalent bounds on decaying sterile neutrinos) [582].

• Early Universe: If axions decay into photons before recombination then

they must do so infrequently enough to not cause any major spectral distor-

tions to the CMB, contribute to the number of effective species of neutrino

beyond the current estimates, or alter the abundances of primordial elements

in contradiction to BBN [579].

We emphasise again that out of the several experimental searches for axions, only

haloscopes can test them as a dark matter candidate. Some astrophysical and

cosmological constraints, for example X-ray and optical telescope searches, assume

ALP dark matter halos, but the majority are centered around their production
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or decay. We now wish to determine how the local dark matter distribution can

be measured if axions or ALPs are dark matter instead of WIMPs, so we must

consider haloscopes.

5.3 Simulating a haloscope experiment

5.3.1 Axions in a magnetic field

We begin by outlining some of the essential steps in calculating the resonantly

enhanced axion-photon conversion power inside a magnetic cavity. Full details

of these calculations can be found in Refs. [583–585]. We follow the conventions

adopted in Ref. [583] but now that we wish to make the connection to realistic

halo velocity distributions, we depart from an often used approximation that the

axion power spectrum can be described with a Breit-Wigner function4.

The effective Lagrangian for axions coupled to electromagnetism is

L =
1

2
∂µa∂

µa− V (a) +
1

4
gaγγaFµνF̃

µν − 1

4
FµνF

µν + jµAµ + aρq , (5.10)

where Fµν is the electromagnetic field strength tensor and F̃ µν = 1
2
εµνρσFρσ

its dual. The axion potential V (a) is provided by QCD instanton effects and

can be approximated with a simple mass term 1
2
m2
aa

2. The axionic charge den-

sity and the electromagnetic current density are written as ρq and jµ. Writing

FµνF̃
µν = − 4 E ·B we then see the axion-photon interaction in terms of electric

and magnetic field strengths is

Laγγ = −gaγγ aE ·B . (5.11)

4After the completion of this work a new study of astrophysically motivated signal models
for axion searches was presented in Ref. [586]. These models also depart from a Breit-Wigner
approximation.
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This interaction modifies Maxwell’s equations to include an additional axion cur-

rent,

∇ · E = ρq + gaγγ∇a ·B , (5.12)

∇ ·B = 0 , (5.13)

∇× E = −∂B

∂t
, (5.14)

∇×B = µ0j +
∂E

∂t
− gaγγB0

∂a

∂t
− gaγγ∇a× E . (5.15)

However these equations simplify for the setup we consider here. Firstly we assume

the axion field has no spatial dependence on laboratory scales (∇a = 0). We can

do this because the size of ADMX is around the 1 m scale so is well below the de

Broglie wavelength of the axion field for the mass ranges we consider (>100 m).

This allows us to assume that there is no spatial dependence in the axion field

over the dimensions of the cavity and hence no additional modulations due to the

changing orientation of the cavity with respect to the axion wind. We also assume

that there is no axionic charge and no electromagnetic current inside the cavity:

ρq = 0 and jµ = 0. This results in the following simple set of equations,

∇ · E = 0 , (5.16)

∇ ·B = 0 , (5.17)

∇× E = −∂B

∂t
, (5.18)

∇×B =
∂E

∂t
− gaγγB0

∂a

∂t
. (5.19)

Under the above assumptions the equation of motion for the axion field is,

�a ' ∂2a

∂t2
= −V ′(a)− gaγγE ·B . (5.20)

Dark matter axions in the local Milky Way undergo essentially no interactions,

so in a quadratic potential V (a) ' 1
2
m2
aa

2, the field oscillates coherently at the

axion mass a(t) = a0e
imat ≡ a0e

iωt. However this coherence is spoiled slightly by

a dispersion in axion velocities: ω = ma(1 + 1
2
v2 + O(v4)). One can account for
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this by moving to a Fourier description of the field, written as A(ω),

a(t) =
√
T

∫ +∞

−∞

dω

2π
A(ω)e−iωt , (5.21)

A(ω) =
1√
T

∫ T/2

−T/2
dt a(t)eiωt , (5.22)

where T is some large reference time used to take the averages. The quantity

|A(ω)|2 is referred to as the axion power spectrum. The rms of the axion field

squared is connected to the axion power spectrum by the Parseval relation,

〈a2(t)〉 =
1

T

∫ T/2

−T/2
dt a2(t) =

∫ +∞

−∞

dω

2π
|A(ω)|2 . (5.23)

The convention we have adopted in previous Chapters for WIMPs is to use a

velocity distribution to describe the kinematic structure of the local halo. Now

in the context of axions we must relate this somehow to a classically oscillating

field. In terms of the power spectrum, The velocity distribution is related in the

following way. First we write down the distribution of axion velocities flab(v) in

the laboratory frame by temporarily introducing a number density,

dn = n0flab(v)d3v , (5.24)

where dn is the number density of “particles” with speeds between v and v + dv.

The constant n0 is found by integrating dn over all velocities and is used to define

the local axion number density n0 ≡ ρa/ma. This allows the connection to be made

with a classical field oscillating at ma which should have 〈a2(t)〉 = n/ma, [585].

An expression for the axion power spectrum |A(ω)|2 can be obtained by satisfying

Parseval’s relation and changing variables from ω to v,

|A(ω)|2 = 2π
d〈a2(t)〉

dv

dv

dω
, (5.25)

we can then substitute for d〈a2(t)〉/dv using,

dn

dv
= n0

∫
v2flab(v)dΩ (5.26)

= n0flab(v) . (5.27)
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Hence, the formula for the axion power spectrum on Earth can be written as,

|A(ω)|2 = 2π
ρa
m2
a

flab(v)
dv

dω
, (5.28)

The axion power spectrum is 0 for ω < ma which is enforced by requiring that v

be real. To avoid confusion with a(t) we have suppressed the time dependence in

the velocity distribution here, but we do still expect |A(ω)| to modulate annually

due to vlab(t).

5.3.2 Resonance power

We model a microwave cavity experiment with a static uniform magnetic field

B0 maintained inside a cylindrical cavity of radius R and length L, with radial,

azimuthal and vertical coordinates labelled (r̂, φ̂, ẑ) respectively. The magnetic

field is generated by a solenoid with current density in the φ̂-direction. The

electric and magnetic fields we write as

E0 = 0 (5.29)

B0 = nLIΘ(R− r)ẑ , (5.30)

where Θ(r) is the Heaviside step function, I is the current and nL is the number of

wire turns in the solenoid per unit length. For convenience we use the magnitude

of the magnetic field B0 = nLI in the following expressions.

In the cylindrical cavity design the important cavity mode orientations are the

TM0l0 modes which have transverse magnetic fields in the φ̂-direction (and hence

have associated electric fields in the ẑ-direction). It is useful to write these induced

fields in terms of their Fourier components,

Ea = Ez
a(r, t)ẑ =

(√
T

∫ +∞

−∞

dω

2π
Ea(r, ω) e−iωt

)
ẑ ,

Ba = Bφ
a (r, t)φ̂ =

(√
T

∫ +∞

−∞

dω

2π
Ba(r, ω) e−iωt

)
φ̂ .

In this case, Ampère’s law from Maxwell’s equations reduces to

∇× (B0 + Ba) =
∂

∂t
(E0 + Ea)− gaγγ(B0 + Ba)

∂a

∂t
. (5.31)
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Solving this equation inside and outside the cavity and matching boundary con-

ditions leads one to a solution for the Fourier components of the axion generated

magnetic and electric fields. The solutions are resonances at particular frequen-

cies corresponding to the zeroes of a Bessel function (although we will only be

interested in the lowest resonance which we label ω0). Following the derivation of

Ref. [583], the axion power is calculated by evaluating the following integral over

the volume of the cavity V ,

P =
ω0U

Q
=
ω0

Q

∫
V

d3r

〈
E2
a + B2

a

2

〉
, (5.32)

where U is the energy stored in the electric and magnetic fields inside the cavity.

This expression introduces the quality factor Q which is a number that quantifies

how well the cavity stores energy and depends on the material properties of the

cavity wall. Evaluating the above formula with the solution for the Fourier com-

ponents of the axion electric and magnetic fields (which are expressed in terms of

|A(ω)|2) one arrives at

P = g2
aγγB

2
0V ω0Q

3 4

χ2
0l

∫ +∞

−∞

dω

2π
T (ω)|A(ω)|2 . (5.33)

where χ0l is the l-th zero of the 0th Bessel function of the first kind. We have also

defined T (ω), which is a Lorentzian that describes the loss in power off resonance,

T (ω) =
1

1 + 4Q2
(
ω
ω0
− 1
)2 . (5.34)

Usually the haloscope power is written in terms of a cavity form factor, Cnlm. For

the transverse magnetic field5 considered here (TM0l0) this is written C0l0 = 4/χ2
0l.

We are principally interested in the TM010 mode which has C010 = 0.69. ADMX

can tune the TM010 mode from roughly 500 to 900 MHz [504]. In general the

electric field of the TMnlm mode can be written [587],

Ez(r, φ, z, t) = E(t)Jm

(xml
R
r
)
e±imφ cos

(nπz
L

)
. (5.35)

In which, E(t) is the time dependent component of the field, Jm is a Bessel func-

tion, xml is the lth root of Jm(x) = 0, R is the cavity radius and L is the cavity

5Other mode orientations, the transverse electric (TEnlm) and transverse electromagnetic
(TEMnlm) modes both have no axial electric field meaning they have negligible form factors.



Axions 154

length. Modes with n 6= 0 and m 6= 0 have very small form factors.

Our simulation is based upon the calculation of Eq. (5.33) so for our purposes it

would be sufficient to stop here. But in the interest of comparison with previous

calculations we will calculate the power on resonance. To do this we simply set

ω0 = ωa ' ma and use a Breit-Wigner approximation for the axion power spectrum

with an analogous Q-factor: Qa ∼ ω/∆ω ∼ 106 (this allows an analytic evaluation

of the integral in Eq. (5.33)). We also introduce the axion density by writing

〈a2(t)〉 = ρa/m
2
a. Resulting ultimately in,

Pa = ~2c5ε0g
2
aγγV B

2Cnlm
ρa
ma

min(Q,Qa) , (5.36)

where we have restored the factors of ~, c and ε0 for completeness. If the quality

factor of the resonant cavity is very high (i.e., the cavity is very good at storing

energy and the dissipation is very slow) then the axion conversion power is limited

by the spread in axion kinetic energy. The factor min(Q,Qa) arises from the

integral of two Breit-Wigner functions and indicates how the total power received

on resonance is determined by the wider of the two power spectra.

Inputting typical values for the experimental parameters we arrive at a total power

of the order 10−22 W as is usually quoted,

Pa = 6.3× 10−22 W
( gaγγ

10−15 GeV−1

)2
(

V

220 l

)(
B

8 T

)2(
Cnlm
0.69

)
×

( ρa

0.3 GeV cm−3

)(3µeV

ma

)(
Q

70, 000

)
. (5.37)

5.3.3 Mock experiment

Our simulation is an approximation of the current ADMX setup. We list a set

of benchmark experimental parameters in Table 5.1. The magnetic field strength,

quality factor and noise temperature are roughly in line with what is currently

achievable. For calculating the time dependence we also include the latitude and

longitude of the experiment.

In this section we will consider a hypothetical scenario in which the axion has

been discovered after a successful low resolution scan over a wider mass range.

Once the resonance has been found then an experiment can be performed at a

single frequency. The running time of the experiment needs to be long enough to
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Figure 5.2: Example simulated power spectra as a function of time. Each line
is the average power spectrum observed over a 10 day period. The top panel
shows the spectra for a smooth Maxwellian halo and bottom for a pure tidal
stream with parameter values displayed in Table 5.1. The purple line in the
frequency-time plane shows the evolution of the frequency at which the power
is maximised: 2πνmax = ma(1 + v2

lab/2) and 2πνmax = ma(1 + |vlab + vstr|2/2)
for the Maxwellian halo and stream respectively.
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Axion
ma 3.4671 µeV
gaγγ 10−15 GeV−1

Experiment

B0 8 T
Q 70,000
V 220 l
∆τ 0.2 s
τ 10 days
τtot 2 years
TS 4 K
Latitude 47.6553◦

Longitude −122.3035◦

Table 5.1: Benchmark axion and haloscope simulation parameters.

ensure that the signal-to-noise ratio is high but for our purposes also needs to be

comprised of long timestream samples to obtain high frequency resolution in the

resulting spectrum.

For now we pick a benchmark set of particle parameters that lie in the QCD

axion band: νa = 842.0 MHz (= 3.4671 µeV) and gaγγ = 10−15 GeV−1. This

choice evades existing constraints but is easily within the reach of ADMX given a

long enough running time at the correct frequency. We use only a single particle

benchmark in this study as we are placing the focus on the underlying astrophysical

parameters. This is justified however because many of the conclusions are either

independent of the choice in mass and coupling (provided the running time and

resonant frequency are suitably adjusted) or have dependencies that are simple to

explain from the scaling of the axion power. We discuss how one might extend our

conclusions to other axion mass and coupling ranges in the Summary Sec. 5.5.

The sensitivity of a haloscope experiment is limited by the strength of the axion

conversion power compared to the noise level. There are two main sources of

background noise in resonant cavity experiments: the signal amplifier and the

cavity walls. The cavity walls produce thermal blackbody photons (also known as

Johnson noise) whereas the amplifiers produce electrical noise which depends on

the precise technology, however both can be modelled as white noise [559, 588, 589].

The signal-to-noise ratio for a haloscope experiment of duration τ , is set by the

Dicke radiometer equation [590]

SNR =
Pa
kBTS

√
τ

∆νa
, (5.38)
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where ∆νa is the bandwidth of the axion signal and TS is the noise temperature.

Our mock experiment consists of a long total running time τtot which is divided

into separate time integrated bins of length τ . Inside a given time bin we calculate

a power spectrum which would correspond to the average ofN Fourier transformed

timestream samples of duration ∆τ . The Fourier transform of a given sample is

a power spectrum with frequency resolution ∆ν = 1/∆τ . The noise we simulate

as Johnson white noise with temperature TS which has rms power PN = kBTS∆ν

inside a given frequency bin with an exponential distribution [591]. The noise

power spectrum of the average of N = τ/∆τ individual exponential power spectra

corresponding to the N Fourier transformed timestream samples then approaches

Gaussian white noise in accordance with the central limit theorem. Hence our

simulated noise inside the larger time bin τ is Gaussian white noise with mean

value PN and standard deviation PN/N = PN/
√
τ∆ν. The full dataset then

consists of a total number of Nτ = τtot/τ time integrated power spectra each of

which consists of the axion power spectrum averaged over the time τ added to the

Gaussian white noise. The major motivation for a long running time, aside from

simply reducing noise, is to utilise the annual modulation due to vrev(t) which

provides a Galactic perspective to the signal.

We test our simulation by first generating a mock dataset and then attempting

to reconstruct the input particle and astrophysical parameters with a maximum

likelihood analysis. Two examples of such data are displayed in Fig. 5.2 corre-

sponding to two halo models, a smooth isotropic Maxwellian distribution and a

pure stream (with parameter values listed in Table 2.2). The annual modulation

of the peak frequency is indicated by the purple line labelled νmax.

We base our likelihood on a χ2 statistic which measures the offset between the

observed value of power P ij
obs, and the expected power (signal + rms noise) P ij

a +PN

in each bin, where i and j label frequency and time bins respectively,

χ2 =
Nν∑
i=1

Nt∑
j=1

(
P ij

obs − P ij
a − PN

)2

σ2
N

, (5.39)

where the sums run over Nν = (νmax − νmin)/∆ν frequency bins and Nτ = τtot/τ

time bins. The error σN is given by the suppressed rms noise power PN/
√
τ∆ν. We

then construct a likelihood based on this statistic. Mathematically the likelihood



Axions 158

as a function of a set of parameters given data D is,

L(ma, gaγγ, PN ,Θ|D) = e−χ
2/2 LN(PN) , (5.40)

where we assume ma, gaγγ and PN are free parameters. We also use the generic

Θ to label a set of astrophysical parameters as we will perform tests with varying

numbers of free parameters. The second term, LN(PN), parameterises the likeli-

hood of the noise power which can be measured externally (although we set this

to unity unless otherwise stated).

5.4 Axion astronomy

5.4.1 Reconstructing basic parameters

In this section we use the simulation and analysis methodology described in

Sec. 5.3.3 to attempt to reconstruct sets of input particle and astrophysics pa-

rameters. The aim is to quantify how accurately and with what correlations

and degeneracies a future ADMX-like haloscope experiment would measure the

local axionic dark matter distribution. In the following results we show 1- and

2-dimensional 68% and 95% confidence intervals/contours calculated using the

profile likelihood, along with best fit parameters values which maximise the likeli-

hood. The procedure we adopt mirrors that used in Chapters 3 and 4. We again

explore the likelihood with nested sampling algorithms provided by MultiNest,

setting a tolerance of 10−3 and using 2 × 103 - 104 live points depending on the

number of parameters being reconstructed.

In Fig. 5.3 we show the reconstructed axion parameters ma and gaγγ (left) and the

astrophysical parameters vlab and σv (right). We show three sets of contours which

correspond to experiments of different durations: 10 days, half a year and 1 year.

The 10 day long experiment corresponds to a single time integrated bin of the 0.5

and 1 year long experiments. The annual modulation signal does not play a large

role in constraining these parameters, hence the effect of increasing the experiment

duration is to shrink the confidence intervals by a factor
√

1 year/10 days. The

axion mass and coupling can be measured to a high level of precision even with

only 10 days of data taking, however there is some bias in the best fit values since

the dataset consists of a single realisation of stochastic noise. The shapes of the
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Figure 5.3: Reconstructed axion mass and coupling as well astrophysical pa-
rameters, vlab and σv, for a smooth Maxwellian halo model. We show sets of
68% and 95% confidence level contours in the ma − gaγγ and |vlab| − σv planes
(left and right panels respectively). We express the axion mass as ∆ma which
has the true (input) value subtracted. The blue, green and red sets of con-
tours correspond to the estimates with experiments of different durations: 10
days, half a year and 1 year respectively. The maximum likelihood values are
indicated by triangles and the input values for the parameters are indicated by
dashed lines and a yellow star.

contours are roughly one sided for masses m > ma due to the fact that the axion

power spectrum is only non-zero for ω > ma. The astrophysical parameters can

be measured to a high level of accuracy too. With a 1 year duration the level of

precision would reach around the 1 km s−1 level, improving upon the accuracy of

current astronomical observations [324].

With a full annual modulation signal we can also access the 3-dimensional com-

ponents of vlab. However since v0 and v� are summed in the Galactic frame we

can only measure directly the x and z components of v�. The y component (i.e.,

that which lies along the direction of the rotation of the Milky Way) can only be

measured in combination with the LSR speed v0. In Fig. 5.4 we show the mea-

surement of these parameters for the same three experiment durations of 10 days,

0.5 and 1 year. Since the 10 day duration experiment consists only of a single time

integrated bin we have no annual modulation signal and only the reconstruction

of the largest component (v0 + vy�) is possible as this has the greatest influence

on the shape of the spectrum. The remaining two components have essentially

flat likelihoods as the single time bin spectrum is not sensitive to their values.

However for longer durations with modulation in time, the measurement of all
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Figure 5.4: Reconstructed lab velocity components (vx�, v0 + vy� , vz�) at
68% and 95% confidence for three datasets of length 10 days, half a year and
1 year, indicated by blue, green and red sets of contours respectively. The
maximum likelihood values are indicated by triangles and the true (input) values
are indicated by dashed lines with a yellow star.

three components becomes possible. Even with only half a year of the annual

modulation signal we can still make a measurement of the three components of

vlab however as the signal-to-noise is lower the measurement is biased by particular

large fluctuations, which in this example leads to the input values lying outside of

the 95% contour. With a full year of data however a very accurate measurement

can be made with 95% confidence intervals smaller than 5 km s−1 and the true

values (indicated by dashed lines and stars) lying within the 95% interval in all

cases.

Finally in Fig. 5.5 we show the 1 and 2 sigma error bars for various parameter

measurements as a function of the total experiment duration τtot. We use three

experiment durations from 1 day to 1 year and for each we repeat the experiment

30 times with different randomly generated noise in each to demonstrate the sen-

sitivity to the individual data realisation. As shown in Figs. 5.3 and 5.4 the short

duration experiments as well as setting much weaker measurements are also biased

by the particular data causing some reconstructions to lie further than 2 sigma
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away from their input values. In the case of the axion mass we expect one-sided

measurements due to the one-sided nature of the power spectrum. This is the case

for 10 day and 1 year durations, however for the 1 day duration we see multiple

experiments reconstruct a mass smaller than the input mass due to large noise

fluctuations in bins slightly below the axion mass. Interestingly for the longer du-

ration experiments the constraint on the axion mass reaches a level smaller than a

single frequency bin (5 Hz), this is because the shape of the power spectrum and

the annual modulation signal also provide additional information about ma. The

size of the error bars for the remaining parameters decrease roughly as 1/
√
τtot

and for durations long enough to exploit the annual modulation signal we see a

significant decrease in the scatter in the reconstructed values over different reali-

sations of the experiment. This means that a future experiment of this kind would

be able to make fine measurements of the axion particle parameters in conjunction

with astrophysical parameters and with no major biases.

5.4.2 N-body data

We can source more realistic examples of dark matter distributions from N-body

simulations of Milky Way-like halos. These might more accurately reflect the in-

homogeneities and anisotropies that will likely be present in a real dark matter

halo. This is of particular interest for a high resolution axion experiment be-

cause, as shown in the previous subsection, it is far more sensitive to astrophysical

parameters than standard axion searches and WIMP direct detection.

We use data from the Via Lactea II (VL2) [506] simulation and select 200 analogue

Earth locations at a Galactic radius of 8 kpc and calculate a velocity distribution

from all particles contained within 1 kpc spheres centred on each of these loca-

tions (we also enforce that no spheres overlap). Although there are more recent

hydrodynamic simulations that will better reflect a Milky Way-like dark matter

distribution, the VL2 data is sufficient for the illustrative examples we show here

and will not change the general conclusions.

We display the range of these 200 velocity distributions in Fig. 5.6 with certain

samples labelled which contain a significant substructure component. These are of

particular interest here as kinematically localised streams travelling with velocities

at an angle to the lab velocity would give rise to varied annual modulation signals.

We label these samples from #1 - #4.
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Figure 5.6: Set of laboratory frame speed distributions of the 200 samples
chosen from the VL2 simulation. The shaded regions indicate the range of f(v)
values for a given v. The solid purple lines indicate the maximum and minimum
values of f(v) and the dashed line is the mean distribution over all samples. The
black line is the SHM Maxwellian with parameters from Table 5.1. We label
particular samples containing prominent streams.

We calculate the axion conversion power spectrum in the same way as before but

we substitute the analytic f(ω) with a discretised version calculated by binning

particle velocities with a bin size roughly corresponding to the frequency resolution

of the experiment. Importantly for each time bin at t we rotate all particle ve-

locities into the laboratory frame with the time dependent Galactic to laboratory

transformation detailed in Appendix A. We must also boost all particle velocities

by v→ v− vlab(t).

In Fig. 5.7 we show a selection of four axion conversion power spectra for a range

of sample VL2 velocity distributions (the same selection as labelled in Fig. 5.6).

The four examples are selected because they contain significant substructure com-

ponents in the form of streams. These show up in the power spectra as sinusoidally

modulating features in time. Some examples, such as #2 and #3, having single

dominating streams whereas others, such as #4, possess multiple streams with

different amplitudes and phases.
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Figure 5.7: Left: Axion conversion power spectra for a selection of four Earth-
radius dark matter velocity distributions from the VL2 simulation. In each of
the four examples the power spectrum has the amplitude of the noise power
(PN ) subtracted and is displayed as a function of time. The frequency axis is
presented as the difference between the photon frequency and the axion mass.
Right: The same set of power spectra after performing the various cuts detailed
in the text. The remaining points show fluctuations in the axion power spectra
after the time independent components have been subtracted. The best fit to
Eq. (5.41) is shown as a red line.

We can parameterise the frequency dependence of the modulating streams with

the function

ν(t) = ν1 sin

(
2π

(
t− t0
1 year

))
+ ν0 . (5.41)

In principle the three parameters of this function are related to the three Galactic

frame components of the stream velocity, although this will not be a one-to-one

mapping. The frequency of the stream modulation ν(t) is proportional to the

quantity |vstr − vlab(t)|2.
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Figure 5.8: Measurements of stream velocity (vertical black lines) and intervals
at the 68% and 95% confidence level (dotted and dashed lines respectively) for
each of the four sample VL2 velocity distributions. The 1-dimensional speed
distributions in each Galactic coordinate (vx, vy, vz) correspond to the first three
columns. Each row corresponds to the four sample distributions chosen. The
final column shows each reconstruction in the stream density - dispersion plane.

We can extract substructure components from the pseudodata we have presented

here by searching for sinusoidally modulating features that have a period of 1

year (whilst also fitting for the function Eq. (5.41)). First we can reduce the data

by subtracting the time averaged spectrum and then dividing by the standard

deviation of the remaining fluctuations. Next we perform a cut over bins with

power fluctuations below a certain level of significance leaving a series of points

which if the stream component is large enough will retain the sinusoid modulation.

The resulting data points for each example are shown in the left hand panels of

Fig. 5.7. These data points can then be fit to a model for the stream. We again

use the same Maxwellian form for the stream velocity distribution with power

spectrum shown in the lower panel of Fig. 5.2. Whilst the stream is unlikely to be

perfectly described by a Maxwellian, any deviations will be smaller than the error

induced by the finite frequency resolution and noise fluctuations.

A given stream is described by its density ρstr, dispersion σstr, and three compo-

nents of velocity vstr making a total of five parameters. Since we have a method

for extracting the stream from the data, we can use the data that remains once the

stream is removed to fit for the axion, halo and lab velocity parameters and break
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the degeneracy with the stream parameters. In Fig. 5.8 we show the reconstructed

stream velocities for the four samples displayed in Fig. 5.7. Note that in all cases

all components of the stream velocity can be reconstructed to high accuracy due

to the prominence of the annual modulation signal. This is because the three

components of the velocity can all be independently measured with the use of the

phase, mean frequency and amplitude of the modulation in Eq. (5.41), although

this relationship is nonlinear due to the transformation from the Galactic to the

laboratory frame.

Also in Fig. 5.8 we show the measurement of stream density fraction and disper-

sion for each sample. Because the density fraction and dispersion are respectively

related to the power amplitude and width of the modulating feature, a reconstruc-

tion of these parameters is possible in addition to the velocity components. The

four samples we have considered here all have relatively large stream contributions

which aids the measurement of these parameters. For weaker streams it is likely

that longer duration experiments would be required to increase the signal-to-noise.

Here the lowest density stream that is detectable with our method is set by the

power with respect to the level of noise. Furthermore we have not explored the

full stream velocity parameter space with these four examples. It is likely that the

accuracy of the reconstruction will be dependent on the direction of the stream

with respect to the direction of the lab velocity. Additionally with higher signal-

to-noise examples it should also be possible to reconstruct more than one stream

(as in sample #4). We leave these issues however to future work.

5.4.3 Axion miniclusters

There has been sustained interest in small high density bound structures of ax-

ions called miniclusters (see e.g. Refs. [505, 540–546]). Miniclusters are formed

in the early Universe from density perturbations in the axion field. Perturba-

tions forming miniclusters can result from various types of non-linear dynamics

involved with axion oscillations such as vacuum misalignment or the decay of ax-

ion defects such as strings and domain walls [592]. Previous work has predicted

the existence of up to ∼ 1010 pc−3 [545] locally if all of the dark matter was in

the form of miniclusters, though a direct encounter would occur less than once

every 105 years [542]. Through close interactions with stars however axion mini-

clusters would become tidally disrupted leading to a network of streams wrapping
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the Milky Way (possibly in addition to a smooth component of the dark matter

halo). The miniclusters will pass through the stellar disk many times over the age

of the Milky Way (tMW ∼ 12 Gyr). It has been estimated in Ref. [545] that a small

population of disrupted miniclusters would lead to several streams along the path

of the Earth through the Galaxy that are large enough to induce an enhancement

in the observed total power. The final result of Ref. [545] is a value for the num-

ber of expected stream crossings with a density larger than the local smooth halo

density ρa, which is interpreted as an amplification factor. However if the axion

minicluster streams are an additional component to the smooth component then

the stream density does not need to be larger than the local density to provide an

enhancement to the signal. Since the velocity dispersion of the minicluster streams

is extremely small compared to the halo (∼ 10−4 km s−1 � 102 km s−1), in a high

resolution axion experiment all of the minicluster stream axions would convert to

photons in a small number of frequency bins. Hence for a minicluster stream to

be observable we simply need the total power from the stream to be larger than

the power over a few bins.

Individual miniclusters are parameterised by the density contrast in the axion

field, Φ = δρa/ρa which is a number typically of order unity. The distribution of

values of Φ found from the simulations of Ref. [543] appears to follow a function

similar to fΦ(Φ) ∼ Φ0.75e−Φ which we will use as an approximation. The mass of a

minicluster is set by the total mass of axions inside the Hubble radius around the

time when axion oscillations begin, M1 ∼ 10−12M�
6. Ref. [543] states that the

distribution of minicluster masses is concentrated tightly around a large fraction

of this mass.

Solving for the collapse of a spherical region with density contrast Φ and evolving

through cosmic time to the present day gives a range of minicluster densities,

ρmc(Φ) ' 7× 106 Φ3(1 + Φ) GeV cm−3 . (5.42)

We assume that the miniclusters are spherically symmetric with central density

ρmc(Φ) and radius Rmc(Φ,M). We assume a Maxwellian distribution for the

speeds of axions inside a minicluster with a dispersion set by the virial velocity

σmc(Φ,M) =
√
GM/Rmc(Φ,M). Inspired by Ref. [593], we assume the miniclus-

ters have a power law density profile with ρ ∝ r−9/4 for r < Rmc.

6This mass range is currently still allowed by lensing bounds [593].
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The number of streams expected at the Solar radius results from evolving the

initial distribution of axion miniclusters through the age of the Galaxy to today.

Each time the minicluster crosses the stellar disk there is a probability that it will

encounter a star close enough to become disrupted. Following previous calculations

of this type [594, 595], Ref. [545] gives the probability of a particular minicluster

being disrupted,

P (Φ) = 8πnS⊥
GRmc(Φ,M)

vσmc(Φ,M)
, (5.43)

where here v is the orbital speed of the minicluster, and n the number of crossings

of the stellar disk the minicluster undergoes. This calculation has already averaged

over an isotropic distribution of minicluster trajectories and has been written in

terms of the stellar contribution to column density in the direction perpendicular

to the disk, S⊥ = 35 M� pc−2 [596]. Given this, we can just use miniclusters

with circular orbits intersecting the Solar position (r�) to evaluate the number

of crossings over the age of the Galaxy (tMW) to be roughly n ∼ 2 tMW/torb ∼
v tMW/πr� ∼ 100. Note that the dependence on v drops out of Eq. (5.43). This is

because although faster miniclusters cross the stellar disk more frequently (∝ v),

they are also less likely to encounter a star during a given crossing (∝ 1/v). We

also note that P (Φ) has no dependence on M since Rmc(Φ,M) and σmc(Φ,M) are

both proportional to M−1/3.

A stream can be specified alone by four parameters: the density contrast Φ and

mass M of the original minicluster, the age of the stream t, and the orbital velocity

of the minicluster/stream, v. All other parameters can be derived (we indicate

dependence on each by parentheses). Once a minicluster is disrupted by a star it

will begin to leave a trail of axions along its orbit, the length of which will stretch

linearly with time as the cluster orbits the Galaxy L ∼ σmct. Assuming the stream

retains the original radius of the minicluster and is simply deformed from a sphere

of radius Rmc into a cylinder of length L, the density of the axions for a minicluster

stream of age t is,

ρstr(Φ,M, t) = ρmc(Φ)
4
3
Rmc(Φ,M)

σmc(Φ,M)t
. (5.44)

Reference [545] calculates the number of expected stream crossings in a 20 year

period for two values for the age of the Galaxy and two masses. We extrapolate

the final result of this work down to stream densities of ρa/Nν ∼ 0.001ρa, as this is

a very rough approximation to the lowest density stream that would be observable

in this case. We estimate that if this extrapolation of Ref. [545] is valid then,
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for tMW = 12 Gyr and M = 10−12M�, there could be up to Nstr-x ∼ 100 stream

crossings in a 20 year period (although the precise number is not important for

the illustrative example we present here).

We simulate the signal for Nstr-x minicluster stream crossings by selecting sam-

ples from the parameter space {Φ,v, ρstr}. First we select values for Φ from the

distribution P (Φ)fΦ(Φ). We then select v from an isotropic Maxwell-Boltzmann

distribution. Finally we draw a value of ρstr such that the number of stream cross-

ings with ρstr > ρa follows the function presented in Fig. 2 of Ref. [545]. The

length of time taken to cross the stream is then approximately,

τstr-x(Φ,M,v) =
2Rmc(Φ,M)

vlab

√
1−

(
vlab·v
vlabv

)2
, (5.45)

which is derived from the distance travelled through the stream, 2Rmc/ sin θ, where

θ is the angle between the stream and the path of the Earth. We distribute each

of these crossings uniformly over the running time of the experiment. The power

spectrum observed during a crossing is enhanced with an additional Maxwellian

component (as with the streams the previous section) with relative velocity vlab−v

and dispersion σmc. Also in a given time bin the minicluster stream signal will

gain an additional spread in frequency from the change in vlab(t) over the duration

of the bin.

To deal with Eq. (5.45) diverging for stream directions that align with the path

of Earth we remove all streams which orbit with tan θ < 1
2
zdisk/r� relative to the

plane of the stellar disk, where zdisk ∼ 0.3 kpc is the width of the stellar disk. This

is a safe approximation as it only accounts for a small fraction of the streams, and

miniclusters that orbit in the plane of the stellar disk will become disrupted much

earlier than those orbiting at a large angle and the streams will have much lower

present day densities.

In Fig. 5.9 we display a simulated power spectrum observed over a total period

of 10 years for a halo consisting of a smooth population of axions and a network

of tidal streams from miniclusters. The streams appear as peaks in the power

spectrum over a very narrow range of frequencies (as in Sec. 5.4.2) but here since

minicluster radii are on the scale of 107 km they are short-lived enhancements

compared with usual tidal streams which extend over volumes larger than the

scale probed by the Galactic orbit of the Solar System.
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Figure 5.9: Simulated power spectra observed over a 10 year period for a
halo model consisting of a smooth population of axion dark matter with an
additional component from a network of tidal streams stripped from orbiting
miniclusters. The abundance is based on the calculation of Ref. [545]. The
signal from minicluster streams appear as short-lived enhancements which are
modulated in frequency due to the orbit of the Earth. The power spectra are
displayed as a function of time from Jan 2016 to Jan 2021 and frequency shifted
by the axion mass.

The total power measured in the form of these short-lived enhancements would

provide an estimate of the fraction of local axion dark matter contained in mini-

cluster streams from which the abundance of miniclusters could be inferred. We

emphasise however that a detailed theoretical treatment of the disruption of a

population of miniclusters is still needed in order to fully explore the prospects

for their detection. Our example here shows that even if miniclusters comprise

only a very small contribution to the local axion density, they appear much more

prominently in a high resolution experiment. In principle one could make use of

the methods described in Secs. 5.4.1 and 5.4.2 to extract information about in-

dividual streams such as their radius, age and Galactic frame velocity as well as

place constraints on the minicluster population such as their mass spectrum and

abundance, in a complementary way to microlensing, e.g. Ref. [546]. This would

require isolating the minicluster signal from both the noise and the background

axion power spectrum. A possible strategy could be to use the observations dur-

ing periods without any minicluster enhancement to make accurate measurements
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of the underlying parameters (as in Sec. 5.4.1) to then subtract the background

spectrum thus isolating the stream crossing events.

A further complication that we have not discussed here is dealing with the presence

of any short-lived environmental peaks which may appear in real resonant cavity

experiments and could mimic a positive axion signal. These would usually be dealt

with by performing a repeat experiment in the frequency range at which the peak

was observed. However in the case of minicluster streams which are themselves

short-lived this check would not necessarily be successful if the timescales for the

environmental peak and the stream crossing were comparable. However a careful

treatment of the frequency modulation of the peak over time may in some cases

be enough to distinguish a Galactic signal from a lab-based one. We leave a more

detailed study of axion minicluster streams and implications for experiments to

future work.

5.5 Summary

We have performed a simulation of a hypothetical high resolution ADMX-like

experiment following a successful detection of an axion dark matter signal. Our

focus here has been on extracting astrophysical information and performing axion

astronomy. Our main conclusions are as follows:

• The measurement of the axion-photon conversion power spectrum enables

the accurate reconstruction of both axion particle parameters in conjunction

with the underlying astrophysical parameters.

• With the use of the annual modulation signal one can make accurate mea-

surements of the components of the Solar peculiar velocity. With an experi-

mental duration longer than a year the accuracy can reach below 1 km s−1,

which would improve upon the measurement from local astronomical obser-

vations.

• Substructure such as tidal streams appearing in simulations of Milky Way-

like halos show up prominently in the resolved axion power spectrum and can

hence be measured to levels of sensitivity not possible in the direct detection

of WIMPs. The annual modulation signal plays an important role here too

as the precise shape of the modulating stream allows the reconstruction of
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its properties: the Galactic frame velocity, density and dispersion. This in

principle would allow axion haloscopes to trace the formation and accretion

history of the Milky Way.

• We have simulated an approximation to the expected signal from a popula-

tion of streams from disrupted axion miniclusters. We have extrapolated a

result for the calculation of the expected number of stream crossings from

Ref. [545]. In an experiment that resolves the axion spectrum the signal from

minicluster streams would appear much more prominently in the data and

could be isolated to place constraints on their mass spectrum or abundance.

The issues we have discussed here are relatively unstudied in the context of axion

detection. Hence there are a number of areas in which this study might be ex-

tended. We have shown that measuring the axion power spectrum allows accurate

reconstruction of underlying parameters and although we have only considered

simple models here, in principle the same should be true of other models for the

dark matter velocity distribution such as those containing anisotropy parameters

or additional substructure such as debris flows [338], dark disks [343] and caustic

rings [597]. What remains to be seen however is the extent to which the correct

selection of a particular model is possible with data of this kind. This is an impor-

tant consideration for WIMP direct detection experiments with very low statistics,

multiple competing experiments and degeneracy between assumptions about the

underlying velocity distribution. These issues have given rise to a number of

approaches for making astrophysics independent limits and measurements [356–

361, 363, 364] and developing general parameterisations for the velocity distribu-

tion [2, 353, 366, 367]. In the case of axions however, because the power spectrum

could be measured to an arbitrary level of precision given sufficient duration it may

not be necessary to develop any such astrophysics independent methods, however

this would require a separate investigation.

We have used only one axion benchmark mass and coupling, since our focus is

on measuring the underlying astrophysical parameters. However our conclusions

can be simply extended to other values by considering Eq. (5.37). Since the total

axion power is proportional to g2
aγγ one can extend any of the reconstructions to

smaller couplings by scaling up the experiment duration, τtot, by the same factor

squared. Although it should be noted that haloscopes can reach smaller couplings

by both reducing noise as well as simply extending the duration of the experiment
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and both of these approaches are necessary for improving constraints on the axion

coupling. Since the total power is proportional tom−1
a , our conclusions still hold for

smaller (larger) values of the axion mass if τtot is increased (decreased) by the same

factor. The reverse argument goes for values of the local density since the power is

linearly proportional to ρa. However we must take care in extending these results

to axion masses much larger or smaller than O(µeV) since a given experimental

design is only able to probe masses in a small range. There are several reasons

for this. First, it is the frequency range of the experiment that dictates the range

of axion masses that can be probed. ADMX is suited to masses < 10µeV and

has currently set constraints between 1.9µeV < ma < 3.69µeV [504, 558]. Larger

masses require adjustments to the cavity and amplification technology [598, 599].

The Yale Wright Laboratory experiment of Refs. [559, 600] for example operates

between 5 - 25 GHz (corresponding to 20 - 100 µeV) and is the first to set limits

for ma > 20µeV over a 100 MHz range.

A number of experimental challenges are present in designing experiments for

different mass windows. For higher resonant frequencies the effective volume of

the cavity falls off quickly as ν−3 meaning the cavity geometry must be revised to

preserve form factors and thus maintain the sensitivity of the experiment. There

are also limitations on the frequency ranges for which the SQUID amplification

technology is useful meaning new techniques must be developed such as Josephson

parametric amplifiers [600] for the GHz range. For masses towards 40 - 400 µeV

the dielectric disk setup of MADMAX [279, 601] has been proposed and avoids the

restriction placed on resonators brought about by the dependence on the cavity

volume. Smaller masses 10−(6−9) eV may also be accessible with nuclear magnetic

resonance-based experiments such as CASPEr [275, 276] or alternative designs

with resonant and broadband readout circuits [602], and LC circuits [603].

Ultimately the prospects for axion astronomy will depend on the success of one

of the aforementioned search strategies, at which point the development of the

optimum technology to measure dark matter axion-photon conversion can begin.

In addition to the annual modulation signal, which we have shown to be power-

ful for making more accurate measurements of some astrophysical parameters, it

may also be beneficial to search for possible direction dependent methods (e.g.

Refs. [280, 281, 604]); the angular signature of a dark matter signal encodes much

astrophysical information in the context of WIMPs (as we have shown). However
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in any of these possible scenarios the methods developed in this study will be a

valuable step in progressing towards an era of axion astronomy.



Chapter 6

Conclusions

Advances in precision cosmology have brought about compelling evidence for the

darkness of the matter content in the Universe. The unmasking of this dark matter

by one of a range of complementary experimental strategies will most certainly

herald a new era for particle physics. If terrestrial direct detection experiments

searching for the interaction between dark matter and nuclei are successful, this

will not only uncover the particle identity of dark matter, but it will also unlock

the potential for the galactic archaeology of the Milky Way. As discussed in this

thesis, understanding the structure of our dark matter halo is crucial for achieving

the particle physics goals of dark matter detection, for example measuring the

properties of the dark matter particle and dealing with the neutrino background.

But experiments on Earth are also a unique and unmatched probe of dark matter

halos on astronomically inaccessible scales. As the nature of dark matter remains

unknown, we have tried to translate the problems faced in detecting dark matter,

and their subsequent solutions, to two of the most popular candidate particles

namely weakly interacting massive particles (WIMPs) and axions.

In the framework of the WIMP direct detection we have predominantly focused on

the prospects for future directional detectors. We hope that the results presented

in this thesis make an impactful physics case and motivation for the development

and construction of large directionally sensitive experiments in the future. For

instance, as we explored in Chapter 3, directional detectors in principle outclass

conventional approaches when attempting to uncover substructure in the local ve-

locity distribution. For tidal streams from the stripping of nearby satellite galax-

ies, the detection of the canonical example from the Sagittarius dwarf would need

175
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O(300) events to make a conclusive detection. We also compared model dependent

and independent methods for reconstructing the full 3-dimensional structure of the

velocity distribution, a feat that would be incredibly difficult in non-directional

experiments. We showed that one can probe the level of substructure in the local

distribution with an empirical binned parameterisation, that assumes absolutely

no knowledge about the functional form of the underlying distributions. Trying

to understand the structure of dark matter halos, and uncovering the accretion

history of our own Milky Way, will be preeminant goals of a post-discovery era.

To this end, we believe we have made a compelling case for directional detectors.

While directional detectors present theoretically fascinating prospects for detecting

dark matter directly, there are immediate and severe caveats in its experimental

implementation. A range of prototype experiments already exist, and although

these are promising, attempting to measure directionality introduces many addi-

tional complications. The issues we have discussed here: obtaining good angular

resolution, forward-backward sense recognition, and the reconstruction of the full

three dimensions of a recoil track, will all limit the discovery reach and physics

potential of an experiment in practice. We showed in the context of the neutrino

background, the prospects are good even with non-ideal detectors. As long as

angular resolution better than around 30◦ can be achieved then the background

due to Solar neutrinos can easily be overcome. In the case of atmospheric and

diffuse supernova neutrinos we also require sense recognition, but in this case the

benefit of directionality in general is not as significant. We would also desire an

experiment with full 3-dimensional readout, but we have demonstrated that this

is not absolutely essential and good progress can be made through the neutrino

floor even without it. However for doing WIMP astronomy some of these caveats,

like sense recognition, may be too severe. In future work on the subject of the

discovery reach for directional detectors we must continue to keep these in mind.

In particular, directional detectors that compromise on the full reconstruction in

3-dimensions in favour of an enhanced ability to scale to large exposures, may in

the end turn out to be the most feasible and powerful approach for detecting dark

matter.

Arguably the next forseeable roadblock in the progression of direct dark matter de-

tection will be dealing with the neutrino floor. This in itself is an exciting prospect

as coherent neutrino-nucleus scattering remains an unobserved interaction of the

standard model and there are potentially many interesting questions relating to
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neutrino physics that may be answered with a new mode of detection. In Chapter 4

we discussed the problem that the neutrino background presents to dark matter

detection. We showed that once the aforementioned astrophysical uncertainties

are embedded in the calculation of the neutrino floor, the problem is made much

more severe. Indeed, the neutrino background not only prohibits WIMP models

from being ‘discovered’, the measurement of WIMP properties around and even

above this limit are greatly inhibited by the background as well. Clearly if we wish

to continue the search for WIMPs below the floor we must devise new strategies to

subtract the background. We studied in detail the excellent prospects presented

by directional detectors. But in the future we will also be able to consider the

interplay between neutrino telescopes and Solar model building in improving the

uncertainty on the neutrino background.

The subject of dark matter astronomy with direct detection experiments allowed

us to transition into a study of an alternative particle candidate: axions, and the

generalisation axion-like particles (ALPs). We focused here on microwave cavity

haloscope experiments which are designed to resonantly detect the Primakoff con-

version of axions into photons. We showed that the prospects for axion astronomy

are intriguing. We found that one could measure astrophysical parameters to a

level of precision that could far exceed that of even directional detectors in the case

of WIMPs, even in existing experiments. This is true for basic underlying param-

eters such as the Solar peculiar velocity, but could also be applied to tidal streams

from the stripping of nearby dwarf galaxies, as well as those from the disruption of

axion miniclusters. The caveat to these claims is that they work principally on the

assumption that the axion has already been successfully detected in a haloscope

experiment like ADMX. This was of course true for many of our results in the

context of WIMPs, but the disadvantage of axion detection is that the enormous

available parameter space requires a substantial range of different and complex

experimental strategies. In the future if these questions become more relevant,

for example if the existence of axions or ALPs is suggested in the lab or through

astrophysical observation, then we may need to develop slightly different strategies

to measure the velocity distribution. It may also be the case that in other axion

dark matter detection proposals such as with dielectric disks or dish antennae,

or nuclear magnetic resonance experiments for couplings to nuclei, then the great

prospects for axion astronomy may be shared with the case study we presented

here.
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In any eventuality we all hope that the detection of dark matter is imminent. At

this point one or more of the issues we have raised here will become of direct and

immediate importance. For this reason we hope that this thesis may be useful to

others in the future once we have emerged in an era of dark matter detection.



Appendix A

Laboratory velocity

Here we detail the calculation of the laboratory velocity vlab. The variation in

vlab gives rise to the annual and diurnal modulation effects, but for calculating

the directional event rate we also require its three components in some coordinate

system. In Chapter 3 we use the Galactic coordinate system for simplicity as the

results we present there are largely insensitive to our choice of frame. In Chapter 4

however we move to a detector frame coordinate system when we compare the

directionality of recoils from Galactic dark matter but also Solar neutrinos under

a range of readout strategies.

The Galactic coordinate system (x̂g, ŷg, ẑg) is defined such that x̂g points towards

the Galactic center, ŷg points in the plane of the Galaxy towards the direction of

Galactic rotation and ẑg points towards the Galactic North pole. We define the

Laboratory coordinate system with axes, (x̂lab, ŷlab, ẑlab), pointing towards the

North, West and zenith respectively. To move between these coordinate systems

we require the geocentric equatorial frame as an intermediate step: (x̂e, ŷe, ẑe),

where x̂e and ŷe point towards the celestial equator with right ascensions of 0 and

90◦ respectively and ẑe points to the celestial North pole.

We transform vectors from the Galactic to the laboratory frame with the following

transformation, 
x̂lab

ŷlab

ẑlab

 = Ae→lab

Ag→e


x̂g

ŷg

ẑg


 , (A.1)
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where the transformation from the Galactic to equatorial system is given by the

matrix,

Ag→e =


−0.05487556 +0.49410943 −0.86766615

−0.87343709 −0.44482963 −0.19807637

−0.48383502 +0.74698225 +0.45598378

 , (A.2)

where the matrix elements have been computed assuming the International Ce-

lestial Reference System convention for the right ascension and declination of the

North Galactic pole, (αGP, δGP) = (192◦.85948, +27◦.12825) as well as the longi-

tude of the North celestial pole lCP = 122◦.932 [605]. Then, from the equatorial

to the laboratory frame we use the matrix,

Ae→lab =


− sin(λlab) cos(t◦lab) − sin(λlab) sin(t◦lab) cos(λlab)

sin(t◦lab) − cos(t◦lab) 0

cos(λlab) cos(t◦lab) cos(λlab) sin(t◦lab) sin(λlab)

 . (A.3)

In which we have used λlab for the Earth latitude of the laboratory and t◦lab is the

Local Apparent Sidereal Time expressed in degrees, which is related to the Julian

day (JD) by the following,

t◦lab = φlab+

[
101.0308+36000.770

(
bJD− 2400000.5c − 55197.5

36525.0

)
+15.04107 UT

]
,

where φlab is the longitude of the laboratory location. We must also convert the

Julian day to Universal Time (UT) using,

UT = 24

(
JD + 0.5− bJD + 0.5c

)
. (A.4)

The lab velocity is given by,

vlab(t) = vGalRot + v� + vEarthRev(t) + vEarthRot(t) . (A.5)

The galactic rotation velocity and Solar peculiar velocity are both defined in Galac-

tic coordinates. The Earth revolution velocity we can also calculate in Galactic

coordinates with [606],

vEarthRev(t) = 29.8 km s−1


cos β1

cos β2

cos β3

·


sin (L− λ1) + e sin (L+ g − λ1)

sin (L− λ2) + e sin (L+ g − λ2)

sin (L− λ3) + e sin (L+ g − λ3)

 , (A.6)
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where e = 0.01671 is the orbital eccentricity. The angles L and g are used to

describe the position of Earth around its orbit. Both are related to the true

anomaly which is the angle around the ellipse measured from the perihelion (which

occurs around January), but are constructed to account for the fact that this angle

does not increase linearly with time. They are,

L = 280◦.460 + 0.9856474 d (A.7)

g = 357◦.528 + 0.9856003 d , (A.8)

called the mean longitude and mean anomaly respectively. We express the time

of observation here in terms of d which is the number of days from 1st January

2000 00:00 UT, i.e. d = JD− 2451545.0. The sets of three angles, β1,2,3 and λ1,2,3

are related to the orientation of the Galactic axes relative to the ecliptic. They

are (in degrees), 
β1

β2

β3

 =


5◦.538

−59◦.574

−29◦.811

+
d

36525


0◦.013

0◦.002

0◦.001

 , (A.9)

and 
λ1

λ2

λ3

 =


266◦.840

347◦.340

180◦.023

+
d

36525


1◦.397

1◦.375

1◦.404

 . (A.10)

Finally we need the rotational velocity of the Earth which can be written in

laboratory coordinates as,

vEarthRot = −0.465102 km s−1 cosλlab


0

1

0

 , (A.11)

which picks up a time dependence if transformed into other frames.





Appendix B

Spherical statistics

Here we describe two statistical tests for use on spherical data that we introduce

in Sec. 3.3.2 to test for the existence of streams.

The median direction, x̂med, of a set of directions, {x̂i, ... , x̂N}, is found by

minimising the quantity [607],

M =
N∑
i=1

cos−1(x̂med · x̂i) . (B.1)

To test whether or not some set of directions are consistent with a hypothesised

median direction, x̂0, we must extract a statistic from the data which, if the

hypothesis of the median direction being x̂0 is true, is distributed according to

some known distribution. The test is performed as follows [607]. First the recoil

vectors x̂i are rotated so that they are measured relative to a north pole at the

sample median given by (θmed, φmed). After the recoil vectors have been rotated,

the azimuthal angles φ′i are then measured in this new co-ordinate system. We

then construct the matrix,

Σ =
1

2

(
σ11 σ12

σ21 σ22

)
, (B.2)
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where,

σ11 = 1 +
1

N

N∑
i=1

cos 2φ′i (B.3)

σ22 = 1− 1

N

N∑
i=1

cos 2φ′i (B.4)

σ12 = σ21 =
1

N

N∑
i=1

sinφ′i. (B.5)

Next, the recoil vectors are rotated again but now so that they are measured

relative to a north pole at the hypothesised median direction (θ0, φ0). Then by

defining,

U =
1√
N

(∑
cosφ0

i∑
sinφ0

i

)
, (B.6)

the test statistic can be calculated as,

χ2 = UTΣ−1U , (B.7)

and is distributed according to a χ2
2 distribution in the case where the hypothesised

median direction is correct and N > 25. The statistical significance of a particular

value of χ2
obs in relation to the null hypothesis is then the cumulative distribution

function for χ2
2 at χ2

obs according to Eq. (3.9).

The modified Kuiper test is a test for rotational symmetry around some hy-

pothesised direction x̂0. The test is performed by first rotating all recoil direction

vectors x̂i so that their spherical angles (θi, φi) are measured relative to a north

pole with angles (θ0, φ0) prior to rotation. After the recoil vectors have been ro-

tated, the azimuthal angles φi are then measured in this new co-ordinate system in

units of 2π, reorganised in ascending order and denoted Xi such that they define

points in a cumulative distribution F (X). In the case that the data possess ro-

tational symmetry the cumulative distribution follows F (X) = X. The modified

Kuiper statistic quantifies deviations from this and is defined,

V? = V
(
N1/2 + 0.155 +

0.24

N1/2

)
(B.8)

in which,

V = D+ +D− (B.9)
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is the unmodified Kuiper statistic where,

D+ = max

(
i

N
−Xi

)
(B.10)

D− = max

(
Xi −

i− 1

N

)
, (B.11)

where we have i = 1, ..., N , with N the number of recoils. The modification factor

allows the distribution of the Kuiper statistic to be independent of the sample size

for N ≥ 8. There is no analytic form for this distribution in the null case but

there are published critical values [607]. In our case it is sufficient to generate the

distribution with a Monte Carlo simulation using any set of vectors with rotational

symmetry.





Appendix C

Scattering simulation

Much of our statistical analysis is based on simulated data consisting of nuclear

recoils. The observed distribution of recoil energies should follow the differential

event rate dR/dEr. For simple analytic event rates it is simple to sample random

energies from this distribution directly, however for more complicated distributions

for instance those that also depend upon recoil direction and time, it is more effi-

cient to simulate the scattering process. This is particularly true when generating

recoil energies and directions in the laboratory coordinate system (North, West,

zenith). Because the lab velocity vlab and Solar vector q̂� both have two separate

modulation periods of 24 hours and 1 year in length, it is more efficient to sample

from a 1-dimensional distribution and simulate the stochastic scattering process

than sample from the 4-dimensional distribution which requires a time resolution

of less than O(hr) in size to be accurate. We detail these calculations for WIMPs

and neutrinos below.

Simulating WIMP events first envolves calculating the total rate as a function of

time, this should then be used to provide event times which follow the annual

and daily modulations of the WIMP signal. Then for each event time we gen-

erate a WIMP velocity. Since on Earth we observe the velocity flux distribution

vf(v + vlab(t)) (i.e. we encounter faster particles more frequently than slower

ones), we sample velocities from this. For isotropic velocity distributions one can

first sample from the corresponding speed distribution, then generate a random

Galactic frame angle to create a velocity. For anisotropic distributions such as

streams one must sample from the 3-dimensional velocity flux distribution.
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Once a velocity (with its event time) has been generated it can then be rotated

into the laboratory frame if desired. Then the energy of its recoil is given by,

E =
2µ2

χpv
2 cos2 θ

mN

, (C.1)

where θ is the scattering angle between the initial WIMP direction and the direc-

tion of the recoiling nucleus. The scattering angle is related to the centre of mass

scattering angle, θcom, by

θ =
π

2
− θcom

2
. (C.2)

The scattering process is isotropic in the centre of mass frame so the centre of

mass angle is taken to be isotropically distributed, i.e. θcom = cos−1(2u − 1)

where u ∈ [0, 1) is a uniformly random variate. The recoil vector is generated by

deflecting the initial WIMP direction by the elevation angle θ and then rotating

the deflected vector by a uniformly randomly generated angle φ ∈ [0, 2π) around

the initial WIMP direction.

The correction due to the nuclear form factor is not carried out on an event-by-

event basis as it is defined as a correction to the overall recoil energy spectrum.

Instead it is taken into account by calculating F 2(Er) for each recoil and then

discarding each recoil with a probability 1− F 2(Er).

For neutrinos the initial process is slightly different. As before we first must

generate neutrino event times according to the desired annual modulation signal.

To generate neutrino events we then select neutrino energies from the neutrino flux

E2
ν dΦν/dEν . For Solar neutrinos the incident direction is given by q̂� whereas for

atmospheric neutrinos we either select a zenith angle from the FLUKA results [488]

or for later results in which we ignore this angular distribution we select from an

isotropic distribution as with the DSNB events. The scattering simulation then

proceeds as with the case of WIMPs.

For both WIMP and neutrino events we generate a number of events from a Poisson

distribution with a mean Nexp which is found from the total event rate multiplied

by exposure. For neutrinos there is an added step involved with accounting for the

flux uncertainty. Before calculating the expected number of events we must first

select a total flux normalisation from a Gaussian distibution with mean values and

widths listed in Table 4.1.



Appendix D

Solar position

The directional coherent neutrino-nucleus scattering rate will point back towards

the position of the Sun. So for simulating the expected signal in directional de-

tection experiments and projecting future discovery limits we need to know this

direction at a given time. The computation of the Solar vector is well stud-

ied, detailed determinations of the various angles can be found in, for example,

Refs. [608, 609]. Here we describe only the steps necessary to compute the lab-

oratory frame vector pointing towards the Sun, q̂�. The calculation is slightly

simpler than for astronomical or Solar energy purposes since for neutrinos we do

not need to consider refraction due to the Earth’s atmosphere.

As with the lab velocity we express the time in days since 1st January 2000 00:00

UT, d = JD − 2451545.0. Then we need the ecliptic longitude of the Sun which

is equivalent to the position of the Earth in its orbit and is given by,

` = L+ 2e sin g +
5

4
e2 sin 2g +

1

12
e3 (13 sin 3g − 3 sin g) +O(e4) , (D.1)

where L and g are the mean longitude and anomaly of the Earth, defined in

Eq. (A.7). Note that in this formula we use the eccentricity in degrees, e = 0◦.9574.

The ecliptic is tilted away from the celestial equator by the same angle as the tilt

of the rotation axis of the Earth, also known as the angle of obliquity, ε = 23.44◦.

We can use this angle to convert the ecliptic position of the Sun at a particular

time, `, into a position on the sky. We first find the celestial co-ordinates in the
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equatorial system, i.e. the right ascension, α, and declination, δ,

δ = tan−1

(
cos ε sin `

cos `

)
, (D.2)

α = sin−1 (sin ε sin `) , (D.3)

Note that the right ascension angle must be in the range (0, 2π). We then con-

vert these co-ordinates into a vector that points towards the same point in the

equatorial co-ordinate system using

q̂� =


cos δ cosα

cos δ sinα

sin δ

 . (D.4)

Then finally we rotate this vector into the North-West-Zenith laboratory frame

using the matrix Ae→lab from Eq. (A.3). Recall that this transformation is a

function of both time and the detector location on Earth. If the position of the

Sun is displayed at the same time in daily intervals it should trace out a figure-of-

eight pattern known as an analemma (see Fig. 4.4).



Appendix E

Profile likelihood ratio test

The neutrino floor is calculated as a discovery limit and is usually mapped using

a profile likelihood ratio test. The procedure comprises a hypothesis test be-

tween the null hypothesis H0 (background only) and the alternative hypothesis

H1 which includes both background and signal. We can also incorporate system-

atic uncertainties such as uncertainties on the experimental background, neutrino

flux normalisations or astrophysical parameters. First we construct a likelihood

function L (σp,Θ) which gives the probability of observing a set of data given a

certain value of cross section σp, as well some set of other parameters contained in

Θ. We then Monte Carlo generate sets of mock WIMP and background data and

try to reject the background only hypothesis using the following likelihood ratio,

λ(0) =
L (σp = 0,

ˆ̂
Θ)

L (σ̂p, Θ̂)
, (E.1)

where Θ̂ and σ̂p denote the values of Θ and σp that maximise the full likelihood

and
ˆ̂
Θ denotes the values of Θ that maximise L under the condition σp = 0, i.e.

we are profiling over all of Θ which are considered to be nuisance parameters. As

introduced in Ref. [406], the test statistic q0 is then defined as,

q0 =

{
−2 lnλ(0) σ̂p > 0 ,

0 σ̂p < 0.
(E.2)

A large value for this statistic implies that the alternative hypothesis gives a better

fit to the data, i.e. that it contains a WIMP signal. The p-value, p0, of a particular

experiment is the probability of finding a value of q0 larger than or equal to the
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observed value, qobs
0 , if the null (background only) hypothesis is correct:

p0 =

∫ ∞
qobs0

f(q0|H0) dq0, (E.3)

where f(q0|H0) is the probability distribution function of q0 under the background

only hypothesis. Following Wilks’ theorem, q0 asymptotically follows a half χ2

distribution with one degree of freedom (see Ref. [406] for a more detailed discus-

sion) and therefore the significance Z in units of standard deviation is simply given

by Z =
√
qobs

0 . The discovery limit for a particular input WIMP mass can then

be found by finding the minimum cross section for which 90% of the simulated

experiments have Z ≥ 3. For calculations of the neutrino floor we typically build

a distribution for Z based on 5000 Monte Carlo experiments for each input mass

and cross section. Note that mapping discovery limits can be made much more

efficient by performing the test first at a fixed mass so that the various factors

appearing the likelihood can be rescaled by a constant factor for varying σp. Then

once the discovery limit at fixed mass has been found, the test can be repeated

over a range of input masses to map the discovery limit.

This analysis methodology was first introduced by the XENON10 collabora-

tion [185] and many experiments are now using similar likelihood approaches e.g.

LUX [184], CDMS-II [610, 611], and CoGeNT [401]. This has become possible

thanks to the construction of accurate background models derived from reliable

simulations, as well as data-driven analysis techniques based on calibration data.

The advantage of using likelihood analyses is that they can not only determine

whether or not a dark matter interpretation to the data is preferred and a WIMP

signal detected, but they can also measure or constrain the WIMP parameters

themselves.



Appendix F

Alternative speed distributions

In this appendix we list some alternative speed distributions used in Chapter 4.

Halos with double power law density profiles, such as the NFW profile, can have

their high velocity dependence better reproduced if a distribution is chosen of the

form [612],

fDPL(v) =

 1
N

[
exp

(
−v2esc−v2

kv20

)
− 1
]k

if |v| < vesc ,

0 if |v| ≥ vesc .
(F.1)

This model is a modification of the SHM which is recovered when setting k = 1.

Results from N-body simulations suggest k to be in the range 1.5 < k < 3.5 [330,

613]. In Ref. [614] it was found that the Tsallis model produced a better fit to

simulations which included baryons. It involves a speed distribution of the form,

fTsallis(v) =

 1
N

[
1− (1− q)v2

v20

]1/(1−q)
if |v| < vesc ,

0 if |v| ≥ vesc .
(F.2)

with best fit index, q = 0.773. The final speed distribution we consider is one intro-

duced by Mao et al. [336, 615]. Which was found to improve the fit in simulations.

It takes a form characterised by an index p,

fMao(v) =

{
1
N
e−v/v0 (v2

esc − v2)
p

if |v| < vesc ,

0 if |v| ≥ vesc .
(F.3)

Where results from the Rhapsody and Bolshoi simulations give p in the range

0 < p < 3.

193





Bibliography

[1] C. A. J. O’Hare and A. M. Green, Phys. Rev. D95, 063017 (2017),
arXiv:1701.03118 [astro-ph.CO] .

[2] B. J. Kavanagh and C. A. J. O’Hare, Phys. Rev. D94, 123009 (2016),
arXiv:1609.08630 [astro-ph.CO] .

[3] C. A. O’Hare, Phys. Rev. D94, 063527 (2016), arXiv:1604.03858 [astro-
ph.CO] .

[4] F. Mayet et al., Phys. Rept. 627, 1 (2016), arXiv:1602.03781 [astro-ph.CO]
.

[5] C. A. J. O’Hare, A. M. Green, J. Billard, E. Figueroa-Feliciano, and L. E.
Strigari, Phys. Rev. D92, 063518 (2015), arXiv:1505.08061 [astro-ph.CO] .

[6] C. A. J. O’Hare and A. M. Green, Phys. Rev. D90, 123511 (2014),
arXiv:1410.2749 [astro-ph.CO] .

[7] F. Zwicky, Helv. Phys. Acta 6, 110 (1933), [Gen. Rel. Grav.41,207(2009)].

[8] Y. Sofue and V. Rubin, Ann. Rev. Astron. Astrophys. 39, 137 (2001),
arXiv:astro-ph/0010594 [astro-ph] .

[9] V. C. Rubin and W. K. Ford, Jr., Astrophys. J. 159, 379 (1970).

[10] A. Bosma, Astron. J. 86, 1825 (1981).

[11] F. Lelli, S. S. McGaugh, and J. M. Schombert, (2016), 10.3847/0004-
6256/152/6/157, arXiv:1606.09251 [astro-ph.GA] .

[12] A. J. Deason, V. Belokurov, N. W. Evans, and J. H. An, Mon. Not. Roy.
Astron. Soc. 424, L44 (2012), arXiv:1204.5189 [astro-ph.GA] .

[13] A. J. Deason, V. Belokurov, N. W. Evans, S. E. Koposov, R. J. Cooke,
J. Penarrubia, C. F. P. Laporte, M. Fellhauer, M. G. Walker, and E. W.
Olszewski, Mon. Not. Roy. Astron. Soc. 425, 2840 (2012), arXiv:1205.6203
[astro-ph.GA] .

[14] P. Bhattacharjee, S. Chaudhury, and S. Kundu, Astrophys. J. 785, 63
(2014), arXiv:1310.2659 [astro-ph.GA] .

[15] M. Lopez-Corredoira, Astron. Astrophys. 563, A128 (2014), arXiv:1402.3551
[astro-ph.GA] .

[16] F. Iocco, M. Pato, and G. Bertone, Nature Phys. 11, 245 (2015),
arXiv:1502.03821 [astro-ph.GA] .

195

http://dx.doi.org/10.1103/PhysRevD.95.063017
http://arxiv.org/abs/1701.03118
http://dx.doi.org/10.1103/PhysRevD.94.123009
http://arxiv.org/abs/1609.08630
http://dx.doi.org/10.1103/PhysRevD.94.063527
http://arxiv.org/abs/1604.03858
http://arxiv.org/abs/1604.03858
http://dx.doi.org/10.1016/j.physrep.2016.02.007
http://arxiv.org/abs/1602.03781
http://dx.doi.org/10.1103/PhysRevD.92.063518
http://arxiv.org/abs/1505.08061
http://dx.doi.org/10.1103/PhysRevD.90.123511
http://arxiv.org/abs/1410.2749
http://dx.doi.org/10.1007/s10714-008-0707-4
http://dx.doi.org/10.1146/annurev.astro.39.1.137
http://arxiv.org/abs/astro-ph/0010594
http://dx.doi.org/10.1086/150317
http://dx.doi.org/10.1086/113063
http://dx.doi.org/10.3847/0004-6256/152/6/157
http://dx.doi.org/10.3847/0004-6256/152/6/157
http://arxiv.org/abs/1606.09251
http://dx.doi.org/10.1111/j.1745-3933.2012.01283.x
http://dx.doi.org/10.1111/j.1745-3933.2012.01283.x
http://arxiv.org/abs/1204.5189
http://dx.doi.org/ 10.1111/j.1365-2966.2012.21639.x
http://arxiv.org/abs/1205.6203
http://arxiv.org/abs/1205.6203
http://dx.doi.org/10.1088/0004-637X/785/1/63
http://dx.doi.org/10.1088/0004-637X/785/1/63
http://arxiv.org/abs/1310.2659
http://dx.doi.org/10.1051/0004-6361/201423505
http://arxiv.org/abs/1402.3551
http://arxiv.org/abs/1402.3551
http://dx.doi.org/10.1038/nphys3237
http://arxiv.org/abs/1502.03821


Bibliography 196

[17] J. I. Read, J. Phys. G41, 063101 (2014), arXiv:1404.1938 [astro-ph.GA] .

[18] S. Garbari, C. Liu, J. I. Read, and G. Lake, Mon. Not. Roy. Astron. Soc.
425, 1445 (2012), arXiv:1206.0015 [astro-ph.GA] .

[19] M. Bartelmann and P. Schneider, Phys. Rept. 340, 291 (2001), arXiv:astro-
ph/9912508 [astro-ph] .

[20] D. E. Applegate, A. von der Linden, P. L. Kelly, M. T. Allen, S. W. Allen,
P. R. Burchat, D. L. Burke, H. Ebeling, A. Mantz, and R. G. Morris, Mon.
Not. Roy. Astron. Soc. 439, 48 (2014), arXiv:1208.0605 [astro-ph.CO] .

[21] D. E. Applegate et al., Mon. Not. Roy. Astron. Soc. 457, 1522 (2016),
arXiv:1509.02162 [astro-ph.CO] .

[22] M. Oguri, C. E. Rusu, and E. E. Falco, Mon. Not. Roy. Astron. Soc. 439,
2494 (2014), arXiv:1309.5408 [astro-ph.CO] .

[23] A. Vikhlinin, A. Kravtsov, W. Forman, C. Jones, M. Markevitch, S. S.
Murray, and L. Van Speybroeck, Astrophys. J. 640, 691 (2006), arXiv:astro-
ph/0507092 [astro-ph] .

[24] S. Ettori, A. Donnarumma, E. Pointecouteau, T. H. Reiprich, S. Gio-
dini, L. Lovisari, and R. W. Schmidt, Space Sci. Rev. 177, 119 (2013),
arXiv:1303.3530 [astro-ph.CO] .

[25] S. Ettori, Mon. Not. Roy. Astron. Soc. 446, 2629 (2015), arXiv:1410.8522
[astro-ph.CO] .

[26] C. Tchernin, C. L. Majer, S. Meyer, E. Sarli, D. Eckert, and M. Bartelmann,
Astron. Astrophys. 574, A122 (2015), arXiv:1501.03080 [astro-ph.CO] .

[27] R. Carlberg, H. K. C. Yee, E. Ellingson, R. Abraham, P. Gravel, S. Morris,
and C. J. Pritchet, Astrophys. J. 462, 32 (1996), arXiv:astro-ph/9509034
[astro-ph] .

[28] G. L. Bryan and M. L. Norman, Astrophys. J. 495, 80 (1998), arXiv:astro-
ph/9710107 [astro-ph] .

[29] D. Clowe, M. Bradac, A. H. Gonzalez, M. Markevitch, S. W. Randall,
C. Jones, and D. Zaritsky, Astrophys. J. 648, L109 (2006), arXiv:astro-
ph/0608407 [astro-ph] .

[30] M. Bradac, S. W. Allen, T. Treu, H. Ebeling, R. Massey, R. G. Morris,
A. von der Linden, and D. Applegate, Astrophys. J. 687, 959 (2008),
arXiv:0806.2320 [astro-ph] .

[31] W. A. Dawson et al., Astrophys. J. 747, L42 (2012), arXiv:1110.4391 [astro-
ph.CO] .

[32] D. Harvey, R. Massey, T. Kitching, A. Taylor, and E. Tittley, Science 347,
1462 (2015), arXiv:1503.07675 [astro-ph.CO] .

[33] M. Markevitch, A. H. Gonzalez, D. Clowe, A. Vikhlinin, L. David, W. For-
man, C. Jones, S. Murray, and W. Tucker, Astrophys. J. 606, 819 (2004),
arXiv:astro-ph/0309303 [astro-ph] .

http://dx.doi.org/10.1088/0954-3899/41/6/063101
http://arxiv.org/abs/1404.1938
http://dx.doi.org/ 10.1111/j.1365-2966.2012.21608.x
http://dx.doi.org/ 10.1111/j.1365-2966.2012.21608.x
http://arxiv.org/abs/1206.0015
http://dx.doi.org/10.1016/S0370-1573(00)00082-X
http://arxiv.org/abs/astro-ph/9912508
http://arxiv.org/abs/astro-ph/9912508
http://dx.doi.org/10.1093/mnras/stt2129
http://dx.doi.org/10.1093/mnras/stt2129
http://arxiv.org/abs/1208.0605
http://dx.doi.org/10.1093/mnras/stw005
http://arxiv.org/abs/1509.02162
http://dx.doi.org/10.1093/mnras/stu106
http://dx.doi.org/10.1093/mnras/stu106
http://arxiv.org/abs/1309.5408
http://dx.doi.org/ 10.1086/500288
http://arxiv.org/abs/astro-ph/0507092
http://arxiv.org/abs/astro-ph/0507092
http://dx.doi.org/ 10.1007/s11214-013-9976-7
http://arxiv.org/abs/1303.3530
http://dx.doi.org/10.1093/mnras/stu2292
http://arxiv.org/abs/1410.8522
http://arxiv.org/abs/1410.8522
http://dx.doi.org/ 10.1051/0004-6361/201323242
http://arxiv.org/abs/1501.03080
http://dx.doi.org/ 10.1086/177125
http://arxiv.org/abs/astro-ph/9509034
http://arxiv.org/abs/astro-ph/9509034
http://dx.doi.org/10.1086/305262
http://arxiv.org/abs/astro-ph/9710107
http://arxiv.org/abs/astro-ph/9710107
http://dx.doi.org/ 10.1086/508162
http://arxiv.org/abs/astro-ph/0608407
http://arxiv.org/abs/astro-ph/0608407
http://dx.doi.org/10.1086/591246
http://arxiv.org/abs/0806.2320
http://dx.doi.org/10.1088/2041-8205/747/2/L42
http://arxiv.org/abs/1110.4391
http://arxiv.org/abs/1110.4391
http://dx.doi.org/ 10.1126/science.1261381
http://dx.doi.org/ 10.1126/science.1261381
http://arxiv.org/abs/1503.07675
http://dx.doi.org/10.1086/383178
http://arxiv.org/abs/astro-ph/0309303


Bibliography 197

[34] W. L. Freedman, Relativistic astrophysics and cosmology. Proceedings,
18th Texas Symposium, ’Texas in Chicago’, Chicago, USA, December 15-
20, 1996, (1997), 10.1073/pnas.95.1.2, [Proc. Nat. Acad. Sci.95,2(1998)],
arXiv:astro-ph/9706072 [astro-ph] .

[35] D. N. Spergel et al. (WMAP), Astrophys. J. Suppl. 148, 175 (2003),
arXiv:astro-ph/0302209 [astro-ph] .

[36] D. N. Spergel et al. (WMAP), Astrophys. J. Suppl. 170, 377 (2007),
arXiv:astro-ph/0603449 [astro-ph] .

[37] E. Komatsu et al. (WMAP), Astrophys. J. Suppl. 192, 18 (2011),
arXiv:1001.4538 [astro-ph.CO] .

[38] P. A. R. Ade et al. (Planck), Astron. Astrophys. 571, A16 (2014),
arXiv:1303.5076 [astro-ph.CO] .

[39] P. A. R. Ade et al. (Planck), Astron. Astrophys. 594, A13 (2016),
arXiv:1502.01589 [astro-ph.CO] .

[40] D. G. York et al. (SDSS), Astron. J. 120, 1579 (2000), arXiv:astro-
ph/0006396 [astro-ph] .

[41] S. Cole et al. (2dFGRS), Mon. Not. Roy. Astron. Soc. 362, 505 (2005),
arXiv:astro-ph/0501174 [astro-ph] .

[42] T. Abbott et al. (DES), (2005), arXiv:astro-ph/0510346 [astro-ph] .

[43] C. Heymans et al., Mon. Not. Roy. Astron. Soc. 427, 146 (2012),
arXiv:1210.0032 [astro-ph.CO] .

[44] D. J. Fixsen, Astrophys. J. 707, 916 (2009), arXiv:0911.1955 [astro-ph.CO]
.

[45] G. F. Smoot et al. (COBE), Astrophys. J. 396, L1 (1992).

[46] A. H. Guth, Phys. Rev. D23, 347 (1981).

[47] P. A. R. Ade et al. (BICEP2), Phys. Rev. Lett. 112, 241101 (2014),
arXiv:1403.3985 [astro-ph.CO] .

[48] P. A. R. Ade et al. (Planck), Astron. Astrophys. 594, A20 (2016),
arXiv:1502.02114 [astro-ph.CO] .

[49] T. Giannantonio, R. Scranton, R. G. Crittenden, R. C. Nichol, S. P.
Boughn, A. D. Myers, and G. T. Richards, Phys. Rev. D77, 123520 (2008),
arXiv:0801.4380 [astro-ph] .

[50] E. Komatsu and U. Seljak, Mon. Not. Roy. Astron. Soc. 336, 1256 (2002),
arXiv:astro-ph/0205468 [astro-ph] .

[51] A. G. Riess et al. (Supernova Search Team), Astron. J. 116, 1009 (1998),
arXiv:astro-ph/9805201 [astro-ph] .

[52] S. Perlmutter et al. (Supernova Cosmology Project), Bull. Am. Astron. Soc.
29, 1351 (1997), arXiv:astro-ph/9812473 [astro-ph] .

http://dx.doi.org/ 10.1073/pnas.95.1.2
http://arxiv.org/abs/astro-ph/9706072
http://dx.doi.org/10.1086/377226
http://arxiv.org/abs/astro-ph/0302209
http://dx.doi.org/10.1086/513700
http://arxiv.org/abs/astro-ph/0603449
http://dx.doi.org/10.1088/0067-0049/192/2/18
http://arxiv.org/abs/1001.4538
http://dx.doi.org/10.1051/0004-6361/201321591
http://arxiv.org/abs/1303.5076
http://dx.doi.org/10.1051/0004-6361/201525830
http://arxiv.org/abs/1502.01589
http://dx.doi.org/ 10.1086/301513
http://arxiv.org/abs/astro-ph/0006396
http://arxiv.org/abs/astro-ph/0006396
http://dx.doi.org/ 10.1111/j.1365-2966.2005.09318.x
http://arxiv.org/abs/astro-ph/0501174
http://arxiv.org/abs/astro-ph/0510346
http://dx.doi.org/ 10.1111/j.1365-2966.2012.21952.x
http://arxiv.org/abs/1210.0032
http://dx.doi.org/10.1088/0004-637X/707/2/916
http://arxiv.org/abs/0911.1955
http://dx.doi.org/ 10.1086/186504
http://dx.doi.org/10.1103/PhysRevD.23.347
http://dx.doi.org/10.1103/PhysRevLett.112.241101
http://arxiv.org/abs/1403.3985
http://dx.doi.org/10.1051/0004-6361/201525898
http://arxiv.org/abs/1502.02114
http://dx.doi.org/10.1103/PhysRevD.77.123520
http://arxiv.org/abs/0801.4380
http://dx.doi.org/10.1046/j.1365-8711.2002.05889.x
http://arxiv.org/abs/astro-ph/0205468
http://dx.doi.org/10.1086/300499
http://arxiv.org/abs/astro-ph/9805201
http://arxiv.org/abs/astro-ph/9812473


Bibliography 198

[53] S. Perlmutter et al. (Supernova Cosmology Project), Astrophys. J. 517, 565
(1999), arXiv:astro-ph/9812133 [astro-ph] .

[54] A. G. Riess et al., Astrophys. J. 826, 56 (2016), arXiv:1604.01424 [astro-
ph.CO] .

[55] R. A. Alpher, H. Bethe, and G. Gamow, Phys. Rev. 73, 803 (1948).

[56] J.-M. Yang, M. S. Turner, G. Steigman, D. N. Schramm, and K. A. Olive,
Astrophys. J. 281, 493 (1984).

[57] T. P. Walker, G. Steigman, D. N. Schramm, K. A. Olive, and H.-S. Kang,
Astrophys. J. 376, 51 (1991).

[58] B. Fields and S. Sarkar, (2006), arXiv:astro-ph/0601514 [astro-ph] .

[59] B. D. Fields, P. Molaro, and S. Sarkar, Chin. Phys. C38, 339 (2014),
arXiv:1412.1408 [astro-ph.CO] .

[60] R. Ichimasa, R. Nakamura, M. Hashimoto, and K. Arai, Phys. Rev. D90,
023527 (2014), arXiv:1404.4831 [astro-ph.CO] .

[61] B. D. Fields, Ann. Rev. Nucl. Part. Sci. 61, 47 (2011), arXiv:1203.3551
[astro-ph.CO] .

[62] G. R. Blumenthal, S. M. Faber, J. R. Primack, and M. J. Rees, Nature 311,
517 (1984).

[63] V. Springel et al., Nature 435, 629 (2005), arXiv:astro-ph/0504097 [astro-ph]
.

[64] T. Sawala et al., Mon. Not. Roy. Astron. Soc. 457, 1931 (2016),
arXiv:1511.01098 [astro-ph.GA] .

[65] K. A. Oman, J. F. Navarro, L. V. Sales, A. Fattahi, C. S. Frenk, T. Sawala,
M. Schaller, and S. D. M. White, Mon. Not. Roy. Astron. Soc. 460, 3610
(2016), arXiv:1601.01026 [astro-ph.GA] .

[66] J. Schaye et al., Mon. Not. Roy. Astron. Soc. 446, 521 (2015),
arXiv:1407.7040 [astro-ph.GA] .

[67] S. D. M. White and M. J. Rees, Mon. Not. Roy. Astron. Soc. 183, 341 (1978).

[68] M. Davis, G. Efstathiou, C. S. Frenk, and S. D. M. White, Astrophys. J.
292, 371 (1985).

[69] G. Kauffmann and S. D. M. White, Mon. Not. Roy. Astron. Soc. 261, 921
(1993).

[70] G. Kauffmann, Mon. Not. Roy. Astron. Soc. 281, 487 (1996), arXiv:astro-
ph/9502096 [astro-ph] .

[71] M. Boylan-Kolchin, J. S. Bullock, and M. Kaplinghat, Mon. Not. Roy.
Astron. Soc. 415, L40 (2011), arXiv:1103.0007 [astro-ph.CO] .

[72] B. Moore, Nature 370, 629 (1994).

[73] J. F. Navarro, V. R. Eke, and C. S. Frenk, Mon. Not. Roy. Astron. Soc.
283, L72 (1996), arXiv:astro-ph/9610187 [astro-ph] .

http://dx.doi.org/10.1086/307221
http://dx.doi.org/10.1086/307221
http://arxiv.org/abs/astro-ph/9812133
http://dx.doi.org/10.3847/0004-637X/826/1/56
http://arxiv.org/abs/1604.01424
http://arxiv.org/abs/1604.01424
http://dx.doi.org/10.1103/PhysRev.73.803
http://dx.doi.org/ 10.1086/162123
http://dx.doi.org/ 10.1086/170255
http://arxiv.org/abs/astro-ph/0601514
http://arxiv.org/abs/1412.1408
http://dx.doi.org/ 10.1103/PhysRevD.90.023527
http://dx.doi.org/ 10.1103/PhysRevD.90.023527
http://arxiv.org/abs/1404.4831
http://dx.doi.org/10.1146/annurev-nucl-102010-130445
http://arxiv.org/abs/1203.3551
http://arxiv.org/abs/1203.3551
http://dx.doi.org/10.1038/311517a0
http://dx.doi.org/10.1038/311517a0
http://dx.doi.org/10.1038/nature03597
http://arxiv.org/abs/astro-ph/0504097
http://dx.doi.org/10.1093/mnras/stw145
http://arxiv.org/abs/1511.01098
http://dx.doi.org/10.1093/mnras/stw1251
http://dx.doi.org/10.1093/mnras/stw1251
http://arxiv.org/abs/1601.01026
http://dx.doi.org/10.1093/mnras/stu2058
http://arxiv.org/abs/1407.7040
http://dx.doi.org/10.1086/163168
http://dx.doi.org/10.1086/163168
http://dx.doi.org/10.1093/mnras/281.2.487
http://arxiv.org/abs/astro-ph/9502096
http://arxiv.org/abs/astro-ph/9502096
http://dx.doi.org/10.1111/j.1745-3933.2011.01074.x
http://dx.doi.org/10.1111/j.1745-3933.2011.01074.x
http://arxiv.org/abs/1103.0007
http://dx.doi.org/10.1038/370629a0
http://dx.doi.org/10.1093/mnras/283.3.72L, 10.1093/mnras/283.3.L72
http://dx.doi.org/10.1093/mnras/283.3.72L, 10.1093/mnras/283.3.L72
http://arxiv.org/abs/astro-ph/9610187


Bibliography 199

[74] A. A. Klypin, A. V. Kravtsov, O. Valenzuela, and F. Prada, Astrophys. J.
522, 82 (1999), arXiv:astro-ph/9901240 [astro-ph] .

[75] A. Pontzen and F. Governato, Mon. Not. Roy. Astron. Soc. 421, 3464 (2012),
arXiv:1106.0499 [astro-ph.CO] .

[76] F. Governato, A. Zolotov, A. Pontzen, C. Christensen, S. H. Oh, A. M.
Brooks, T. Quinn, S. Shen, and J. Wadsley, Mon. Not. Roy. Astron. Soc.
422, 1231 (2012), arXiv:1202.0554 [astro-ph.CO] .

[77] J. D. Simon and M. Geha, Astrophys. J. 670, 313 (2007), arXiv:0706.0516
[astro-ph] .

[78] K. Freese, B. Fields, and D. Graff, Nucl. Phys. Proc. Suppl. 80, 0305 (2000),
arXiv:astro-ph/9904401 [astro-ph] .

[79] P. Tisserand et al. (EROS-2), Astron. Astrophys. 469, 387 (2007),
arXiv:astro-ph/0607207 [astro-ph] .

[80] C. Alcock et al. (MACHO), Astrophys. J. 542, 281 (2000), arXiv:astro-
ph/0001272 [astro-ph] .

[81] B. D. Fields, K. Freese, and D. S. Graff, Astrophys. J. 534, 265 (2000),
arXiv:astro-ph/9904291 [astro-ph] .

[82] B. J. Carr and S. W. Hawking, Mon. Not. Roy. Astron. Soc. 168, 399 (1974).

[83] B. Carr, F. Kuhnel, and M. Sandstad, Phys. Rev. D94, 083504 (2016),
arXiv:1607.06077 [astro-ph.CO] .

[84] T. D. Brandt, Astrophys. J. 824, L31 (2016), arXiv:1605.03665 [astro-
ph.GA] .

[85] J. Chaname and A. Gould, Astrophys. J. 601, 289 (2004), arXiv:astro-
ph/0307434 [astro-ph] .

[86] S. Clark, B. Dutta, Y. Gao, L. E. Strigari, and S. Watson, Phys. Rev. D95,
083006 (2017), arXiv:1612.07738 [astro-ph.CO] .

[87] M. Ricotti, J. P. Ostriker, and K. J. Mack, Astrophys. J. 680, 829 (2008),
arXiv:0709.0524 [astro-ph] .

[88] B. P. Abbott et al. (Virgo, LIGO Scientific), Phys. Rev. Lett. 116, 061102
(2016), arXiv:1602.03837 [gr-qc] .

[89] B. P. Abbott et al. (Virgo, LIGO Scientific), Phys. Rev. Lett. 116, 241103
(2016), arXiv:1606.04855 [gr-qc] .
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[236] A. Cuoco, M. Krämer, and M. Korsmeier, (2016), arXiv:1610.03071 [astro-
ph.HE] .

[237] C. J. Hailey, New J. Phys. 11, 105022 (2009).

[238] F. Donato, N. Fornengo, and P. Salati, Phys. Rev. D62, 043003 (2000),
arXiv:hep-ph/9904481 [hep-ph] .

[239] G. Aad et al. (ATLAS), Phys. Rev. Lett. 112, 041802 (2014),
arXiv:1309.4017 [hep-ex] .

[240] G. Aad et al. (ATLAS), Eur. Phys. J. C75, 299 (2015), [Erratum: Eur.
Phys. J.C75,no.9,408(2015)], arXiv:1502.01518 [hep-ex] .

[241] G. Aad et al. (ATLAS), JHEP 04, 075 (2013), arXiv:1210.4491 [hep-ex] .

[242] M. Aaboud et al. (ATLAS), (2017), arXiv:1704.03848 [hep-ex] .

[243] M. Aaboud et al. (ATLAS), (2017), arXiv:1703.09127 [hep-ex] .

[244] V. Khachatryan et al. (CMS), Eur. Phys. J. C75, 235 (2015),
arXiv:1408.3583 [hep-ex] .

[245] V. Khachatryan et al. (CMS), Phys. Lett. B755, 102 (2016), arXiv:1410.8812
[hep-ex] .

[246] A. M. Sirunyan et al. (CMS), (2017), arXiv:1701.02042 [hep-ex] .

[247] A. M. Sirunyan et al. (CMS), (2017), arXiv:1703.05236 [hep-ex] .

[248] A. M. Sirunyan et al. (CMS), (2017), arXiv:1703.01651 [hep-ex] .

[249] M. Beltran, D. Hooper, E. W. Kolb, Z. A. C. Krusberg, and T. M. P. Tait,
JHEP 09, 037 (2010), arXiv:1002.4137 [hep-ph] .

[250] J. Goodman, M. Ibe, A. Rajaraman, W. Shepherd, T. M. P. Tait, and H.-B.
Yu, Phys. Lett. B695, 185 (2011), arXiv:1005.1286 [hep-ph] .

[251] O. Buchmueller, M. J. Dolan, S. A. Malik, and C. McCabe, JHEP 01, 037
(2015), arXiv:1407.8257 [hep-ph] .

[252] M. Garny, A. Ibarra, S. Rydbeck, and S. Vogl, JHEP 06, 169 (2014),
arXiv:1403.4634 [hep-ph] .

[253] S. P. Liew, M. Papucci, A. Vichi, and K. M. Zurek, (2016), arXiv:1612.00219
[hep-ph] .

[254] jsfiddle.net, “Run2Seminar and subsequent γγ-related arXiv submissions,”
http://jsfiddle.net/adavid/bk2tmc2m/show/ (2016/17), [Online; ac-
cessed 01-Feb-2017].

http://dx.doi.org/ 10.1103/PhysRevLett.110.141102
http://dx.doi.org/10.1103/PhysRevLett.108.011103
http://arxiv.org/abs/1109.0521
http://dx.doi.org/10.1142/S0218271810018268
http://arxiv.org/abs/1008.4646
http://arxiv.org/abs/1610.03071
http://arxiv.org/abs/1610.03071
http://dx.doi.org/10.1088/1367-2630/11/10/105022
http://dx.doi.org/10.1103/PhysRevD.62.043003
http://arxiv.org/abs/hep-ph/9904481
http://dx.doi.org/ 10.1103/PhysRevLett.112.041802
http://arxiv.org/abs/1309.4017
http://dx.doi.org/ 10.1140/epjc/s10052-015-3517-3, 10.1140/epjc/s10052-015-3639-7
http://arxiv.org/abs/1502.01518
http://dx.doi.org/ 10.1007/JHEP04(2013)075
http://arxiv.org/abs/1210.4491
http://arxiv.org/abs/1704.03848
http://arxiv.org/abs/1703.09127
http://dx.doi.org/10.1140/epjc/s10052-015-3451-4
http://arxiv.org/abs/1408.3583
http://dx.doi.org/10.1016/j.physletb.2016.01.057
http://arxiv.org/abs/1410.8812
http://arxiv.org/abs/1410.8812
http://arxiv.org/abs/1701.02042
http://arxiv.org/abs/1703.05236
http://arxiv.org/abs/1703.01651
http://dx.doi.org/ 10.1007/JHEP09(2010)037
http://arxiv.org/abs/1002.4137
http://dx.doi.org/ 10.1016/j.physletb.2010.11.009
http://arxiv.org/abs/1005.1286
http://dx.doi.org/10.1007/JHEP01(2015)037
http://dx.doi.org/10.1007/JHEP01(2015)037
http://arxiv.org/abs/1407.8257
http://dx.doi.org/ 10.1007/JHEP06(2014)169
http://arxiv.org/abs/1403.4634
http://arxiv.org/abs/1612.00219
http://arxiv.org/abs/1612.00219
http://jsfiddle.net/adavid/bk2tmc2m/show/


Bibliography 208

[255] W. H. Press and D. N. Spergel, Astrophys. J. 296, 679 (1985).

[256] A. Gould, Astrophys. J. 321, 571 (1987).

[257] A. Gould, Astrophys. J. 388, 338 (1992).

[258] J. Silk, K. A. Olive, and M. Srednicki, Phys. Rev. Lett. 55, 257 (1985).

[259] T. K. Gaisser, G. Steigman, and S. Tilav, Phys. Rev. D34, 2206 (1986).

[260] M. Srednicki, K. A. Olive, and J. Silk, Nucl. Phys. B279, 804 (1987).

[261] M. G. Aartsen et al. (IceCube), Eur. Phys. J. C77, 146 (2017),
arXiv:1612.05949 [astro-ph.HE] .

[262] M. G. Aartsen et al. (IceCube), JCAP 1604, 022 (2016), arXiv:1601.00653
[hep-ph] .

[263] C. Arina, G. Bertone, and H. Silverwood, Phys. Rev. D88, 013002 (2013),
arXiv:1304.5119 [hep-ph] .

[264] B. J. Kavanagh, M. Fornasa, and A. M. Green, Phys. Rev. D91, 103533
(2015), arXiv:1410.8051 [astro-ph.CO] .

[265] T. J. Hurst, A. R. Zentner, A. Natarajan, and C. Badenes, Phys. Rev. D91,
103514 (2015), arXiv:1410.3925 [astro-ph.CO] .

[266] D. Spolyar, K. Freese, and P. Gondolo, Phys. Rev. Lett. 100, 051101 (2008),
arXiv:0705.0521 [astro-ph] .

[267] K. Freese, T. Rindler-Daller, D. Spolyar, and M. Valluri, Rept. Prog. Phys.
79, 066902 (2016), arXiv:1501.02394 [astro-ph.CO] .

[268] M. Rocha, A. H. G. Peter, J. S. Bullock, M. Kaplinghat, S. Garrison-Kimmel,
J. Onorbe, and L. A. Moustakas, Mon. Not. Roy. Astron. Soc. 430, 81
(2013), arXiv:1208.3025 [astro-ph.CO] .

[269] J. Zavala, M. Vogelsberger, and M. G. Walker, Monthly Notices of the Royal
Astronomical Society: Letters 431, L20 (2013), arXiv:1211.6426 [astro-
ph.CO] .

[270] O. D. Elbert, J. S. Bullock, S. Garrison-Kimmel, M. Rocha, J. Oñorbe, and
A. H. G. Peter, Mon. Not. Roy. Astron. Soc. 453, 29 (2015), arXiv:1412.1477
[astro-ph.GA] .

[271] M. Vogelsberger, J. Zavala, and A. Loeb, Mon. Not. Roy. Astron. Soc. 423,
3740 (2012), arXiv:1201.5892 [astro-ph.CO] .

[272] A. B. Fry, F. Governato, A. Pontzen, T. Quinn, M. Tremmel, L. Anderson,
H. Menon, A. M. Brooks, and J. Wadsley, Mon. Not. Roy. Astron. Soc. 452,
1468 (2015), arXiv:1501.00497 [astro-ph.CO] .

[273] S. W. Randall, M. Markevitch, D. Clowe, A. H. Gonzalez, and M. Bradac,
Astrophys. J. 679, 1173 (2008), arXiv:0704.0261 [astro-ph] .

[274] P. Sikivie, 11th International Symposium on Lepton and Photon Interactions
at High Energies Ithaca, New York, August 4-9, 1983, Phys. Rev. Lett. 51,
1415 (1983), [Erratum: Phys. Rev. Lett.52,695(1984)].

http://dx.doi.org/10.1086/163485
http://dx.doi.org/10.1086/165653
http://dx.doi.org/10.1086/171156
http://dx.doi.org/10.1103/PhysRevLett.55.257
http://dx.doi.org/10.1103/PhysRevD.34.2206
http://dx.doi.org/10.1016/0550-3213(87)90020-4
http://dx.doi.org/10.1140/epjc/s10052-017-4689-9
http://arxiv.org/abs/1612.05949
http://dx.doi.org/10.1088/1475-7516/2016/04/022
http://arxiv.org/abs/1601.00653
http://arxiv.org/abs/1601.00653
http://dx.doi.org/10.1103/PhysRevD.88.013002
http://arxiv.org/abs/1304.5119
http://dx.doi.org/10.1103/PhysRevD.91.103533
http://dx.doi.org/10.1103/PhysRevD.91.103533
http://arxiv.org/abs/1410.8051
http://dx.doi.org/10.1103/PhysRevD.91.103514
http://dx.doi.org/10.1103/PhysRevD.91.103514
http://arxiv.org/abs/1410.3925
http://dx.doi.org/10.1103/PhysRevLett.100.051101
http://arxiv.org/abs/0705.0521
http://dx.doi.org/10.1088/0034-4885/79/6/066902
http://dx.doi.org/10.1088/0034-4885/79/6/066902
http://arxiv.org/abs/1501.02394
http://dx.doi.org/ 10.1093/mnras/sts514
http://dx.doi.org/ 10.1093/mnras/sts514
http://arxiv.org/abs/1208.3025
http://dx.doi.org/10.1093/mnrasl/sls053
http://dx.doi.org/10.1093/mnrasl/sls053
http://arxiv.org/abs/1211.6426
http://arxiv.org/abs/1211.6426
http://dx.doi.org/ 10.1093/mnras/stv1470
http://arxiv.org/abs/1412.1477
http://arxiv.org/abs/1412.1477
http://dx.doi.org/10.1111/j.1365-2966.2012.21182.x
http://dx.doi.org/10.1111/j.1365-2966.2012.21182.x
http://arxiv.org/abs/1201.5892
http://dx.doi.org/10.1093/mnras/stv1330
http://dx.doi.org/10.1093/mnras/stv1330
http://arxiv.org/abs/1501.00497
http://dx.doi.org/ 10.1086/587859
http://arxiv.org/abs/0704.0261
http://dx.doi.org/ 10.1103/PhysRevLett.51.1415, 10.1103/PhysRevLett.52.695.2
http://dx.doi.org/ 10.1103/PhysRevLett.51.1415, 10.1103/PhysRevLett.52.695.2


Bibliography 209

[275] D. Budker, P. W. Graham, M. Ledbetter, S. Rajendran, and A. Sushkov,
Phys. Rev. X4, 021030 (2014), arXiv:1306.6089 [hep-ph] .

[276] P. W. Graham and S. Rajendran, Phys. Rev. D88, 035023 (2013),
arXiv:1306.6088 [hep-ph] .

[277] E. Aprile et al. (XENON100), Phys. Rev. D90, 062009 (2014),
arXiv:1404.1455 [astro-ph.CO] .

[278] D. S. Akerib et al. (LUX), (2017), arXiv:1704.02297 [astro-ph.CO] .

[279] A. Caldwell, G. Dvali, B. Majorovits, A. Millar, G. Raffelt, J. Redondo,
O. Reimann, F. Simon, and F. Steffen (MADMAX Working Group), Phys.
Rev. Lett. 118, 091801 (2017), arXiv:1611.05865 [physics.ins-det] .

[280] J. Jaeckel and S. Knirck, JCAP 1601, 005 (2016), arXiv:1509.00371 [hep-ph]
.

[281] D. Horns, J. Jaeckel, A. Lindner, A. Lobanov, J. Redondo, and A. Ringwald,
JCAP 1304, 016 (2013), arXiv:1212.2970 [hep-ph] .

[282] K. Zioutas et al. (CAST), Phys. Rev. Lett. 94, 121301 (2005), arXiv:hep-
ex/0411033 [hep-ex] .

[283] E. Armengaud et al., JINST 9, T05002 (2014), arXiv:1401.3233 [physics.ins-
det] .

[284] K. Van Bibber, N. R. Dagdeviren, S. E. Koonin, A. Kerman, and H. N.
Nelson, Phys. Rev. Lett. 59, 759 (1987).

[285] J. Redondo and A. Ringwald, Contemp. Phys. 52, 211 (2011),
arXiv:1011.3741 [hep-ph] .

[286] K. Ehret, M. Frede, E.-A. Knabbe, D. Kracht, A. Lindner, N. T. Meyer,
D. Notz, A. Ringwald, and G. Wiedemann, (2007), arXiv:hep-ex/0702023
[HEP-EX] .

[287] R. Bähre et al., JINST 8, T09001 (2013), arXiv:1302.5647 [physics.ins-det] .

[288] D. G. Cerdeno and A. M. Green, (2010), arXiv:1002.1912 [astro-ph.CO] .

[289] J. Engel, S. Pittel, and P. Vogel, Int. J. Mod. Phys. E1, 1 (1992).

[290] J. Menendez, D. Gazit, and A. Schwenk, Phys. Rev. D86, 103511 (2012),
arXiv:1208.1094 [astro-ph.CO] .

[291] M. Cannoni, Phys. Rev. D87, 075014 (2013), arXiv:1211.6050 [astro-ph.CO]
.

[292] D. R. Tovey, R. J. Gaitskell, P. Gondolo, Y. A. Ramachers, and
L. Roszkowski, Phys. Lett. B488, 17 (2000), arXiv:hep-ph/0005041 [hep-
ph] .

[293] D. Tucker-Smith and N. Weiner, Phys. Rev. D64, 043502 (2001), arXiv:hep-
ph/0101138 [hep-ph] .

[294] D. Tucker-Smith and N. Weiner, Phys. Rev. D72, 063509 (2005), arXiv:hep-
ph/0402065 [hep-ph] .

http://dx.doi.org/ 10.1103/PhysRevX.4.021030
http://arxiv.org/abs/1306.6089
http://dx.doi.org/10.1103/PhysRevD.88.035023
http://arxiv.org/abs/1306.6088
http://dx.doi.org/10.1103/PhysRevD.90.062009
http://arxiv.org/abs/1404.1455
http://arxiv.org/abs/1704.02297
http://dx.doi.org/10.1103/PhysRevLett.118.091801
http://dx.doi.org/10.1103/PhysRevLett.118.091801
http://arxiv.org/abs/1611.05865
http://dx.doi.org/10.1088/1475-7516/2016/01/005
http://arxiv.org/abs/1509.00371
http://dx.doi.org/ 10.1088/1475-7516/2013/04/016
http://arxiv.org/abs/1212.2970
http://dx.doi.org/10.1103/PhysRevLett.94.121301
http://arxiv.org/abs/hep-ex/0411033
http://arxiv.org/abs/hep-ex/0411033
http://dx.doi.org/10.1088/1748-0221/9/05/T05002
http://arxiv.org/abs/1401.3233
http://arxiv.org/abs/1401.3233
http://dx.doi.org/10.1103/PhysRevLett.59.759
http://dx.doi.org/10.1080/00107514.2011.563516
http://arxiv.org/abs/1011.3741
http://arxiv.org/abs/hep-ex/0702023
http://arxiv.org/abs/hep-ex/0702023
http://dx.doi.org/10.1088/1748-0221/8/09/T09001
http://arxiv.org/abs/1302.5647
http://arxiv.org/abs/1002.1912
http://dx.doi.org/10.1142/S0218301392000023
http://dx.doi.org/10.1103/PhysRevD.86.103511
http://arxiv.org/abs/1208.1094
http://dx.doi.org/10.1103/PhysRevD.87.075014
http://arxiv.org/abs/1211.6050
http://dx.doi.org/10.1016/S0370-2693(00)00846-7
http://arxiv.org/abs/hep-ph/0005041
http://arxiv.org/abs/hep-ph/0005041
http://dx.doi.org/10.1103/PhysRevD.64.043502
http://arxiv.org/abs/hep-ph/0101138
http://arxiv.org/abs/hep-ph/0101138
http://dx.doi.org/10.1103/PhysRevD.72.063509
http://arxiv.org/abs/hep-ph/0402065
http://arxiv.org/abs/hep-ph/0402065


Bibliography 210

[295] S. Chang, G. D. Kribs, D. Tucker-Smith, and N. Weiner, Phys. Rev. D79,
043513 (2009), arXiv:0807.2250 [hep-ph] .

[296] N. Bozorgnia, J. Herrero-Garcia, T. Schwetz, and J. Zupan, JCAP 1307,
049 (2013), arXiv:1305.3575 [hep-ph] .

[297] M. Blennow, S. Clementz, and J. Herrero-Garcia, JCAP 1604, 004 (2016),
arXiv:1512.03317 [hep-ph] .

[298] P. J. Fox, G. Jung, P. Sorensen, and N. Weiner, Phys. Rev. D89, 103526
(2014), arXiv:1401.0216 [hep-ph] .

[299] T. Schwetz and J. Zupan, JCAP 1108, 008 (2011), arXiv:1106.6241 [hep-ph]
.

[300] M. Blennow, S. Clementz, and J. Herrero-Garcia, JCAP 1703, 048 (2017),
arXiv:1612.06681 [hep-ph] .

[301] D. E. Kaplan, M. A. Luty, and K. M. Zurek, Phys. Rev. D79, 115016
(2009), arXiv:0901.4117 [hep-ph] .

[302] J. D. March-Russell and S. M. West, Phys. Lett. B676, 133 (2009),
arXiv:0812.0559 [astro-ph] .

[303] M. Pospelov and A. Ritz, Phys. Lett. B671, 391 (2009), arXiv:0810.1502
[hep-ph] .

[304] W. Shepherd, T. M. P. Tait, and G. Zaharijas, Phys. Rev. D79, 055022
(2009), arXiv:0901.2125 [hep-ph] .

[305] R. Laha and E. Braaten, Phys. Rev. D89, 103510 (2014), arXiv:1311.6386
[hep-ph] .

[306] E. Hardy, R. Lasenby, J. March-Russell, and S. M. West, JHEP 06, 011
(2015), arXiv:1411.3739 [hep-ph] .

[307] R. Laha, Phys. Rev. D92, 083509 (2015), arXiv:1505.02772 [hep-ph] .

[308] A. Butcher, R. Kirk, J. Monroe, and S. M. West, (2016), arXiv:1610.01840
[hep-ph] .

[309] J. Fan, M. Reece, and L.-T. Wang, JCAP 1011, 042 (2010), arXiv:1008.1591
[hep-ph] .

[310] A. L. Fitzpatrick, W. Haxton, E. Katz, N. Lubbers, and Y. Xu, JCAP
1302, 004 (2013), arXiv:1203.3542 [hep-ph] .

[311] B. J. Kavanagh, Phys. Rev. D92, 023513 (2015), arXiv:1505.07406 [hep-ph]
.

[312] J. B. Dent, B. Dutta, J. L. Newstead, and L. E. Strigari, Phys. Rev. D93,
075018 (2016), arXiv:1602.05300 [hep-ph] .

[313] G. Fricke, C. Bernhardt, K. Heilig, L. A. Schaller, L. Schellenberg, E. B.
Shera, and C. W. de Jager, Atom. Data Nucl. Data Tabl. 60, 177 (1995).

[314] R. H. Helm, Phys. Rev. 104, 1466 (1956).

[315] J. D. Lewin and P. F. Smith, Astropart. Phys. 6, 87 (1996).

http://dx.doi.org/10.1103/PhysRevD.79.043513
http://dx.doi.org/10.1103/PhysRevD.79.043513
http://arxiv.org/abs/0807.2250
http://dx.doi.org/10.1088/1475-7516/2013/07/049
http://dx.doi.org/10.1088/1475-7516/2013/07/049
http://arxiv.org/abs/1305.3575
http://dx.doi.org/10.1088/1475-7516/2016/04/004
http://arxiv.org/abs/1512.03317
http://dx.doi.org/ 10.1103/PhysRevD.89.103526
http://dx.doi.org/ 10.1103/PhysRevD.89.103526
http://arxiv.org/abs/1401.0216
http://dx.doi.org/10.1088/1475-7516/2011/08/008
http://arxiv.org/abs/1106.6241
http://dx.doi.org/10.1088/1475-7516/2017/03/048
http://arxiv.org/abs/1612.06681
http://dx.doi.org/10.1103/PhysRevD.79.115016
http://dx.doi.org/10.1103/PhysRevD.79.115016
http://arxiv.org/abs/0901.4117
http://dx.doi.org/10.1016/j.physletb.2009.04.010
http://arxiv.org/abs/0812.0559
http://dx.doi.org/10.1016/j.physletb.2008.12.012
http://arxiv.org/abs/0810.1502
http://arxiv.org/abs/0810.1502
http://dx.doi.org/10.1103/PhysRevD.79.055022
http://dx.doi.org/10.1103/PhysRevD.79.055022
http://arxiv.org/abs/0901.2125
http://dx.doi.org/10.1103/PhysRevD.89.103510
http://arxiv.org/abs/1311.6386
http://arxiv.org/abs/1311.6386
http://dx.doi.org/10.1007/JHEP06(2015)011
http://dx.doi.org/10.1007/JHEP06(2015)011
http://arxiv.org/abs/1411.3739
http://dx.doi.org/10.1103/PhysRevD.92.083509
http://arxiv.org/abs/1505.02772
http://arxiv.org/abs/1610.01840
http://arxiv.org/abs/1610.01840
http://dx.doi.org/10.1088/1475-7516/2010/11/042
http://arxiv.org/abs/1008.1591
http://arxiv.org/abs/1008.1591
http://dx.doi.org/ 10.1088/1475-7516/2013/02/004
http://dx.doi.org/ 10.1088/1475-7516/2013/02/004
http://arxiv.org/abs/1203.3542
http://dx.doi.org/10.1103/PhysRevD.92.023513
http://arxiv.org/abs/1505.07406
http://dx.doi.org/10.1103/PhysRevD.93.075018
http://dx.doi.org/10.1103/PhysRevD.93.075018
http://arxiv.org/abs/1602.05300
http://dx.doi.org/ 10.1006/adnd.1995.1007
http://dx.doi.org/10.1103/PhysRev.104.1466
http://dx.doi.org/10.1016/S0927-6505(96)00047-3


Bibliography 211

[316] L. Vietze, P. Klos, J. Menéndez, W. C. Haxton, and A. Schwenk, Phys.
Rev. D91, 043520 (2015), arXiv:1412.6091 [nucl-th] .

[317] G. Co’, V. De Donno, M. Anguiano, and A. M. Lallena, JCAP 1211, 010
(2012), arXiv:1211.1787 [nucl-th] .

[318] P. C. Divari, T. S. Kosmas, J. D. Vergados, and L. D. Skouras, Phys. Rev.
C 61 (2000), 10.1103/physrevc.61.054612.

[319] T. Piffl et al., Mon. Not. Roy. Astron. Soc. 445, 3133 (2014), arXiv:1406.4130
[astro-ph.GA] .

[320] C. A. L. Bailer-Jones et al., Astron. Astrophys. 559, A74 (2013),
arXiv:1309.2157 [astro-ph.IM] .

[321] H. Silverwood, S. Sivertsson, P. Steger, J. I. Read, and G. Bertone, Mon.
Not. Roy. Astron. Soc. 459, 4191 (2016), arXiv:1507.08581 [astro-ph.GA] .

[322] F. J. Kerr and D. Lynden-Bell, Mon. Not. Roy. Astron. Soc. 221, 1023
(1986).

[323] J. Lavalle and S. Magni, Phys. Rev. D91, 023510 (2015), arXiv:1411.1325
[astro-ph.CO] .

[324] P. J. McMillan and J. J. Binney, Mon. Not. Roy. Astron. Soc. 402, 934
(2010), arXiv:0907.4685 [astro-ph.GA] .

[325] R. Schoenrich, J. Binney, and W. Dehnen, Mon. Not. Roy. Astron. Soc.
403, 1829 (2010), arXiv:0912.3693 [astro-ph.GA] .

[326] A. M. Green, Mod. Phys. Lett. A27, 1230004 (2012), arXiv:1112.0524 [astro-
ph.CO] .

[327] T. Piffl et al., Astron. Astrophys. 562, A91 (2014), arXiv:1309.4293 [astro-
ph.GA] .

[328] C. Kelso, C. Savage, M. Valluri, K. Freese, G. S. Stinson, and J. Bailin,
JCAP 1608, 071 (2016), arXiv:1601.04725 [astro-ph.GA] .

[329] J. D. Sloane, M. R. Buckley, A. M. Brooks, and F. Governato, Astrophys.
J. 831, 93 (2016), arXiv:1601.05402 [astro-ph.GA] .

[330] M. Lisanti, L. E. Strigari, J. G. Wacker, and R. H. Wechsler, Phys. Rev.
D83, 023519 (2011), arXiv:1010.4300 [astro-ph.CO] .

[331] M. Kuhlen, M. Vogelsberger, and R. Angulo, Phys. Dark Univ. 1, 50 (2012),
arXiv:1209.5745 [astro-ph.CO] .

[332] M. Fornasa and A. M. Green, Phys. Rev. D89, 063531 (2014),
arXiv:1311.5477 [astro-ph.CO] .
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