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The Proceedings include talks given at the International Workshop “Supersymmetries
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Foreword

The International Workshop “Supersymmetries and Quantum Symmetries 2005” (SQS’05)
was held at the Bogoliubov Laboratory of Theoretical Physics from 27 to 31 July 2005.
It continued a series of biennial SQS workshops initiated by Professor V. I. Ogievetsky
(1928 – 1996). The previous SQS event was held in July 2003 also in Dubna.

The program of SQS’05, like in the previous years, covered several “hot” directions
of modern theoretical physics. This time the basic subjects were string theory, quantum
and geometric aspects of supersymmetric theories, the theory of higher spins, super-
symmetric integrable models, quantum groups and noncommutative geometry, as well
as the Standard Model and its supersymmetric extensions. The sessions included both
the plenary talks presented by the world-recognized experts and shorter original reports
on quite fresh results. Special attention was paid to such extremely hot topics as the
theory of higher spins and its relationships with branes, fermions on superbranes with
fluxes, the string theory-inspired approach to the problem of dark matter, matrix mod-
els, as well as the supergravity-inspired two-dimensional cosmological models, conformal
field theories in higher dimension, string theory-motivated non-anticommutative defor-
mations of supersymmetric theories, twistor and harmonic methods in gauge theories
and strings, noncommutative geometry and noncommutative cousins of integrable and
quantum-mechanics systems. A separate session was reserved for new developments in
the quantum inverse scattering method and quantum groups.

Like the previous SQS workshop, SQS’05 featured the extraordinary activity of the
talented young researchers, both from the West and East. The workshop was a natural
continuation of the traditional Dubna Advanced Summer School on Modern Mathematical
Physics this time basically devoted to supersymmetry and string theory. Many senior
speakers and young participants of SQS’05 participated in this preceding event too.

The workshop was organized and financially supported by the Bogoliubov Laboratory
of Theoretical Physics, JINR (Dubna). We should like to acknowledge the support from
RFBR (grant 05-02-26060-ã), as well as from the Heisenberg–Landau, Bogoliubov–Infeld
and Votruba–Blokhintsev Programs.

Evgeny A. Ivanov, Boris M. Zupnik,

Editors

3





Contents

1 STRINGS, BRANES AND HIGHER SPINS

NonBPS-brane Decay as a Model for Cosmological Dark Energy 8
I. Ya. Aref’eva

The Dirac Operator on Branes with Fluxes and Super-Potential
Generation 17

E. Bergshoeff, R. Kallosh, A.-K. Kashani-Poor, D. Sorokin, A. Tomasiello

Ten-Dimensional Supergravity Revisited 26
E. Bergshoeff, M. de Roo, S. Kerstan, T. Ort́ın, F. Riccioni

Conifold Geometries, Matrix Models and Quantum Solutions 36
G. Bonelli, L. Bonora, A. Ricco

BRST Approach to Higher Spin Field Theories 47
I. L. Buchbinder, V. A. Krykhtin

Higher Spin Particles with Bosonic Counterpart of Supersymmetry 58
S. Fedoruk, J. Lukierski

Notes on Harmonic Superspace and Pure Spinor String Theory 65
P. A. Grassi

Superparticles with Constrained Generalized Supersymmetries 72
Zh. Kuznetsova, F. Toppan

The B-Field in Pure Spinor Quantization of Superstrings 78
I. Oda, M. Tonin

2 NONCOMMUTATIVE THEORIES AND QUANTUM GROUPS

Construction of the Deformed Instantons in N = 1/2 Super
Yang-Mills Theory 87

T. Araki, T. Takashima, S. Watamura

Chiral Effective Potential in Non-anticommutative Wess-Zumino Model 94
A. T. Banin, N. G. Pletnev

Generic Chiral Superfield Model on Non-anticommutative N = 1/2
Superspace 101

A. T. Banin, N. G. Pletnev

Twist Quantization Generated by Maximal Jordanian r-Matrix for the
Exceptional Lie Algebra g2 108

A. Borowiec, J. Lukierski, V. Lyakhovsky, M. Mozrzymas, V. N. Tolstoy

4



Non-Singlet Q-deformations of N = 2 Gauge Theories 116
A. De Castro, E. Ivanov, O. Lechtenfeld, L. Quevedo

A Gravity Theory on Noncommutative Spaces 122
M. Dimitrijević
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1 STRINGS, BRANES AND HIGHER SPINS

NonBPS-brane Decay as a Model for
Cosmological Dark Energy

I. Ya. Aref ’eva

Steklov Mathematical Institute
Russian Academy of Sciences

Gubkin st. 8, Moscow, 119991, Russia

Abstract

There are many different phenomenological models describing the cosmological
dark energy and accelerating Universe by choosing adjustable functions. We con-
sider a scenario based on the fundamental superstring theory. In this scenario the
Universe is considered as a nonBPS 3-brane related with NSR string embedded in
the 10-dimensional space time. Its dynamics is derived from the NSR string field
theory, it has a tension and it is unstable due to a present of tachyon leaving in
GSO− sector. In flat case there is an exact compensation of the D3brane tension
and the vacuum energy of the tachyon field. We explain a small value of the present
day energy density (the cosmological constant) by a small deviation in a non-flat
case from this exact compensation in the flat case. Studying the evolution of the
string tachyon in the Friedmann metric we also advocate that the equation of state
parameter of tachyon field becomes less then −1.

1 Introduction

Two observational projects evaluated the distance versus redshift relation for high values
of the redshift with the supernova type Ia as standard candle arrived at the conclusion
that the Universe is presently accelerating[1, 2].

The observations suggest that the bulk of energy density in the Universe is gravitation-
ally repulsive and appears like an unknown form of energy (dark energy) with negative
pressure. It is believed that 2/3 of the total density of the universe is in a form of dark
energy.

Measurements of the cosmic microwave background [3] and the galaxy power spectrum
[4] also indicate the existence of the dark energy.

There exist many different phenomenological models of dark energy. It is convenient
to describe them by using the equation of state parameter w = p/ρ, where p is a pressure
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and ρ is the energy density. The analysis of the current observation data shows that w
lies in the range

−1.61 < w < −0.78 (1.1)

at 95% confidence level [5, 3, 4]. According the last ref. in [2] with a more restricted
sample of 176 SN type Ia,

w = −1.02+0.13
−0.19.

The precise value of the parameter w is one of the most important task in observa-
tional cosmology today. Note that, in spite of the fact that the evaluation of w from the
observational data depends on the background model, on the sample of data and on the
way the analysis is performed, a possibility of w < −1 is not excluded. In [6] it has been
proposed a direct search strategy for w < −1.

From the theoretical point of view the specified domain of w (1.1) covers three essen-
tially different cases: w > −1, w = −1 and w < −1.

• The first case is achieved in cosmological models with a scalar matter field and
roughly speaking such types of models do not have theoretical problems except for
a question of an origin of this scalar field. This scalar field should be extra light and
hence it does not belong to the Standard Model set of fields.

• The second case is w = −1. This possibility is realized by means of the cosmological
constant. This is a simplest candidate for dark energy. It is acceptable from a general
point of view except for a problem of an order of the magnitude of the cosmological
constant. It should be 10120 times less the natural theoretical prediction.

• The third case is w < −1. It is achieved in cosmological models with a scalar field
with a ”wrong” kinetic term (phantom scalar field). In this case all natural energy
conditions are violated and there are problems of stability at classical and quantum
levels. Thus, phantom becomes a great challenge for the theory while its support
according to the supernovae data is strong.

Let us note in all tree cases there is a problem of a small value of the present day
energy density.

One of possible ways to get a zero energy provides a supersymmetry, and a small
deviation from zero energy could give a smooth supersymmetry breaking.

Here we propose to use another mechanism of compensation [7]. This compensation
mechanism is related with Sen’s conjectures. According to the Sen conjectures in the
perturbative string vacuum there are unstable branes and a tension of branes is equal to
the energy of non-perturbative tachyon vacuum (for review see [9],[10]).

We assume that this equilibrium of energies taking place in the flat space and is broken
in non-flat cases. A disbalance of the brane tension and the energy of non-perturbative
vacuum in a non-flat case can be found from a requirement of existence of a rolling solution
starting in the perturbation vacuum and ending in the non-perturbative vacuum. In this
talk we present results of numerical study of such solutions. In [8] has been consider a
stringy model admitted such a solution and the energy density in this model is of order
M2

s /g2
oM

2
Pl, where M2

s is a string mass scale, M2
Pl is a Plank mass scale and go is an open

string coupling constant.
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We also show that for nonlocal tachyon the condition w < −1 is realized without
problems with unstability.

2 Non-BPS tachyon in Friedmann space-time

We consider a non-BPS tachyon leaving on 3-brane and interacting with gravity with the
following action

S =
M2

p

2

∫ √−gd4xR + Stach . (2.2)

where

Stach =

∫ √−gd4x

(
−q2

2
gµν∂µφ∂νφ +

1

2
φ2 − 1

4
Φ4

)
, (2.3)

Φ = exp(1
2
¤g)φ, ¤g = 1√−g

∂µ

√−ggµν∂ν , q2 = const < 1. Here we assume that all

constants are absorbed into M2
p . The action (2.3) generalizes the non-BPS tachyon action

obtained from low level truncated SFT to the case of a non-flat metric [11].
On space homogeneous configurations in the Friedmann metric

ds2 = −dt2 + a2(t)(dr2 + r2(dθ2 + sin2 θdφ2)) (2.4)

the action (2.3) takes the form

Stach[φ] =

∫ √−gdt

[
1

2
φ2(t) +

q2

2
φ̇(t)2 − 1

4
Φ4(t)

]
, (2.5)

where Φ = exp(1
2
D)φ, D = −∂2

t − 3H(t)∂t and H(t) = ȧ/a, ȧ = ∂ta. The Einstein
equations have the form

3H2 =
1

M2
p

ρ (2.6)

H2 + 2ä/a = − 1

M2
p

p (2.7)

with the energy and pressure densities are given by [11]

ρ =
q2

2
(e−

1
2
DΦ̇)2 − 1

2
(e−

1
2
DΦ)2 +

1

4
Φ4 + E1 + E2] (2.8)

p =
q2

2
(e−

1
2
DΦ̇)2 +

1

2
(e−

1
2
DΦ)2 − 1

4
Φ4 − E1 + E2. (2.9)

where

E1 = −1

2

∫ 1

0

dρ(e
1
2
τDΦ3)De−

1
2
τDΦ (2.10)

E2 = −1

2

∫ 1

0

dτ(∂te
1
2
τDΦ3)∂te

− 1
2
τDΦ (2.11)

Equation of motion for the scalar field is

(
q2D + 1

)
e−DΦ = Φ3. (2.12)
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3 Rolling solution in flat space-time

Taking H = 0 in (2.12) we get the following equation in the flat space
(−q2∂2

t + 1
)
e∂2

Φ = Φ3. (3.13)

This equation contains infinite number of time derivatives, and actually can be written
in the integral form. It has been shown numerically that for q2 small enough there is a
solution that interpolates between non trivial vacua Φ(±∞) = ±1 and Φ(0) = 0 [12]. One
can get an approximation to this solution expanding the exponent in (3.13) in powers of
derivatives and keeping only the second derivatives,

(
(1− q2)∂2

t + 1
)
Φ(t) = Φ3(t). (3.14)

This equation describes a particle moving in the potential V = (Φ2−1)2

4(q2−1)
+ const. For

q2 < 1 the factor q2 − 1 flips the potential.
Equation (3.14) for q2 < 1 has the kink solution Φkink. Kink interpolates between two

vacua during infinitely long time and it is represented in Fig.1a by a thin line.

-2 -1 1 2

-1

-0.75

-0.5

-0.25

0.25

0.5

0.75

1

a

-4 -2 2 4

-1

-0.5

0.5

1

b

Figure 1: a) kink Φkink(t) (thin line) and Φ0(t) (think line); b) Φ(t) for q2 = 0.96;

Equation (3.13) for q = 0 (the p-adic string equation of motion for p = 3) also has a
interpolating solution [13, 14, 12]. We denote it Φ0(t) and plot it in Fig. 1a by think line.
Note that the function Φ0(t) is monotonic. From Fig.1a we see that Φkink and Φ0 have
different profiles, but this difference is not too big for large times. There is an essential
difference at small time. Φkink has the finite first derivative at t = 0, meanwhile the first
derivative of Φ0(t) becomes infinite at t = 0. Note, that the derivative of the initial scalar

field φ related with Φ via φ = e−
1
2
DΦ is finite at t = 0. Therefore, higher derivatives in

(3.13) change the profile of Φkink(t) only at small time and do not change the asymptotic
behavior at large time.

Note, that small q2 also does not change too much a profile of a solution to (3.13)
interpolating between two vacua. This solution is plotted in Fig.1b. The profile of this
solution is not a monotonic function. It can be presented as Φ(t) = Φ0(t) + φ(t), where
φ(t) describes oscillations around Φ0 with decreasing amplitude. These oscillations are
presented in Fig.1b.

4 Approximate solution of system of equations for

Non-BPS tachyon in Friedmann space-time

Motivated by the flat case we make in (2.12) an approximation

exp(∂2
t + 3H(t)∂t)Φ ≈ ( 1 + ∂2

t + 3H(t)∂t ) Φ (4.15)
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and keep only terms linear on (1 + ∂2
t + 3H(t)∂t ). It is evident that this equation can be

obtained from the action

S ′scalar =

∫ √−gd4x

(
1− q2

2
gµν∂µΦ∂νΦ− V (Φ)

)
. (4.16)

We see that for q2 < 1 we get the ghost sign in front of the kinetic terms. Assuming that
q2 < 1 we take for simplicity in the following formula q2 = 0 (such q2 can be achieved just
by rescaling of time). The corresponding Einstein equations have the form (2.8), (2.9)
with

ρ = −1

2
Φ̇2 + V (Φ), (4.17)

p = −1

2
Φ̇2 − V (Φ) (4.18)

and the equation for Φ field read

Φ̈ + 3HΦ̇ = V ′
Φ (4.19)

The equation state parameter w

w =
p

ρ
=

1
2
Φ̇2 + V (Φ)

1
2
Φ̇2 − V (Φ)

(4.20)

is always less then -1, since w can be represented also as

w = −3H2 + 2Ḣ

3H2
= −1− 2

3

Ḣ

H2
(4.21)

and from the equation of motions follows

Ḣ =
1

2M2
p

Φ̇2, (4.22)

i.e. Ḣ is positive.

5 Numerical solutions

Let us examine numerically solution of the system of equations (4.17) and (4.19) for the
potential

V (Φ) =
1

4

(
Φ2 − 1

)2
(5.23)

There are two independent initial conditions for Φ(0) and Φ̇(0). If the initial position
Φ(0) is on the the top of the hill (for the flip potential, Fig.1.b), Φ(0) = −1, and the
initial velocity is very small Φ̇(0) ' 0 (this corresponds to H(0) ' 0) then after some
time Φ reaches the largest position and goes back to the bottom, and then performs few
oscillations and stops at the bottom. The final value of H is 1/2

√
3. The evolutions of the

scalar field and log-derivative of the scale factor are represented in Fig.2.a and Fig.2.b.
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Figure 2: a) Plot of Φ = Φ(t) with Φ(0) = −1 and Φ̇ ' 0; b) plot of H = H(t)

The evolution of the state equation parameter w is plotted in Fig.3a,b. It starts from -1,
becomes a very big negative number when the field passes the bottom of the flip potential
Fig.3a and goes with small fluctuations to −1 at large times. Fig.3.b shows that these
fluctuations do not exceed −1.

To reach the top of the hill Φ = 1 one has to increase the velocity, but since there is
a restriction on the initial velocity Φ̇(0)2 ≤ 2V (0), (the initial energy should be positive),
one has to add a positive constant V0 to the potential to be able to increase the initial
velocity.

2 4 6 8

-10000

-8000

-6000

-4000

-2000

a

9 10 11 12 13 14 15

-1.2

-1.15

-1.1

-1.05

b

Figure 3: Plot of w = w(t) for a) 0 < t < 8 and b) for 8 < t < 15

For large Mp and a suitable V0 there is a solution that starts from the top of one hill
with a non-zero velocity and reach the top of other hill during an infinite time, Fig.4.
In this case during the initial stages of evolution the field is near the top of the hill,
Φ = −1 and the acceleration is small. At later times the field begins to evolve more
rapidly towards the local minimum of the flip potential and the equation state parameter
w becomes rather big. Finally, in very late time the field comes closed to the top of other
hill, Φ = 1

Φ = 1− Ae−αt, (5.24)

where A is an arbitrary constant, α = (
√

3V0

Mp
+

√
3V0

M2
p

+ 8)/2 and a period of w ' −1 begins.

This period is infinitely long because the flip potential has the maximum at Φ = 1.

6 Exact Solution for Stringy Phantom Model

In [8] we have considered the phantom model with the potential

V (φ) =
1

2
(1− φ2)2 +

1

12m2
p

φ2(3− φ2)2. (6.25)

and we have found that
φ(t) = tanh(t− t0). (6.26)

13



2 4 6 8

-1

-0.5

0.5

1

1 2 3 4 5 6

0.00165

0.00175

0.0018

0.00185

1 2 3 4 5

-25

-20

-15

-10

-5

Figure 4: Plots of φ(t), H(t) and w(t) for φ(0) = −1, φ̇(0) = 0.1, V0 = 0.02

is a solution of the corresponding Friedman equations. The Hubble parameter for this
case have the form

H =
1

2m2
p

φ

(
1− 1

3
φ2

)
=

1

2m2
p

tanh(t)

(
1− 1

3
tanh(t)2

)
(6.27)

and goes asymptotically to 1/(3m2
p) when t tends to infinity. The scale factor also can be

written explicitly

a(φ) = a0
eφ2/(12m2

p)

(1− φ2)1/(6m2
p)

, (6.28)

The corresponding plots are drawn in Fig. 5 (Here we assume mp = 1 ). We see that

-10 -5 5 10

-0.3

-0.2

-0.1

0.1

0.2

0.3

-10 -7.5 -5 -2.5 2.5 5 7.5 10

5

10

15

20

25

Figure 5: H(t) (left) and a(t) (right), a0 = 1

behavior of H presented on Fig.4 for t > 2.5 and H(t), Fig.5, t > 0 are very similar. More
examples on can find in [15]
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7 Conclusion

We have studied the evolution of open GSO− NSR string tachyon in the Friedmann space-
time. The corresponding solution in the flat space-time is known as a rolling tachyon
and it describes the decay of the space filling D3 brane corresponding to the unstable
perturbative vacuum to the local stable vacuum. We have performed calculations under
the following approximations and assumptions:

• the level truncation and an approximation of a slow varying axillary field;

• a direct generalization of the tachyon nonlocal action to the Friedmann space-time;

• an effective local action approximation.

We have found that in the effective field theory approximation the equation of state
parameter w < −1, i.e. one has a phantom Universe, but there is no problem with
quantum instability. We have found that to reach the nonperturbative vacuum one has
to add to the action a brane tension that larger that is required by the Sen hypothesis.
This large brane tension can be interpreted as an effect of the closed string excitations.
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Abstract

We review the derivation of the Dirac equations for the worldvolume fermions
on M–theory branes and the Type IIB D3–brane interacting with bulk supergravity
fluxes and analyze conditions under which brane instantons wrapping a compacti-
fying submanifold may generate a superpotential.

1 Introduction

Branes and fluxes of tensor gauge fields play an important role in compactifications of
string/M-theory that may lead to a realistic model of fundamental interactions and cos-
mology. In particular, they may generate a potential for scalar fields in the effective 4D
theory which may single out a proper physical vacuum. This is the so called moduli
stabilization problem.

The scalar potential can be generated basically by two mechanisms i) perturbatively,
by gauge field fluxes and ii) non-perturbatively, by gaugino condensation or by brane
instantons. In search for the realistic theory one should take into consideration all pos-
sible mechanisms. In this contribution we shall discuss the possibility of generating the
superpotential by non–perturbative brane instanton effects.

The study of non–perturbative corrections to the effective field theory due to brane
instantons was put forward in [1, 2, 3]. In particular, Witten showed that in M–theory
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compactified on a complex Calabi–Yau 4–fold X8 which preserves N = 2 supersymmetry
in an effective three–dimensional space–time M3, under certain conditions an N=2 super-
potential in M3 can be generated by instanton effects produced by Euclidean M5–branes
whose six–dimensional worldvolume wraps a holomorphic submanifold D6 (a complex di-
visor) of X8. Via M–theory/F–theory duality this is related to a type IIB string theory
compactified to four dimensions with N = 1 supersymmetry where an N=1 superpoten-
tial can be generated by instanton effects produced by D3-branes wrapping a complex
submanifold D4 of the compact space X6.

For the M5–brane wrapped on D6 to produce a non–zero contribution to the N =
2, D = 3 superpotential it should have at least two fermionic zero modes. To see
roughly how this happens, consider a coupling of fermions to scalar fields in an effec-
tive N = 2, D = 3 supergravity with matter which is determined by the structure of the
superpotential,

LN=2,D=3
int (ϕ, χ, ψ) = eK(ϕ)/2 W (ϕ) ψ̄mγmnψ̄n − eK(ϕ)/2 DADB W χAχB + · · · , (1)

where K(ϕ) is a Kahler potential, W (ϕ) is (the leading term of) the superpotential of
chiral supermultiplets ϕA, χA in the effective N = 2, D = 3 theory and ψm are N =
2, D = 3 gravitini (m = 0, 1, 2). To determine whether W receives corrections due to
M5–brane wrapped over a 6–dimensional divisor D6, we can consider e.g. the VEV of the
fermion bilinear χAχB in this instanton background. This is schematically given by the
expression

〈χAχB〉 =

∫
DϕDχDψ e−IbulkχAχB

∫
DxDθ e

− RD6
(
√

g+iC6(x)+θ /D θ+ΨVθ+···)

=

∫
DϕDχDψ e−IbulkχAχB e−VD6

−i
R

C6

∫
DxDθ e−

R
(θ /D θ+ΨVθ+···), (2)

where the second functional integral is taken over 5 transverse bosonic physical modes
x(ξ) and 16 fermionic physical modes θ(ξ) of the M5–brane.

SM5 =

∫

D6

(
√

g + iC6(x) + θ /D θ + ΨVθ + · · ·) (3)

is the M5–brane worldvolume action [4] (where we neglected the contribution of the
worldvolume chiral 2–form field) which describes the coupling of the M5–brane to the
D = 11 metric gMN , the gravitino field ΨM (M = 0, 1, · · · , 10) and the dual potential 6–
form C6. Both χA and ψm arise in the dimensional reduction of ΨM . VD6 and

∫
C6 are the

effective 3d scalar field moduli associated, respectively, with the volume of the D6 manifold
and with the tensor field C6. Finally, /D is a Dirac operator on the M5 brane worldvolume
and Vθ is a vertex operator with V given by V = Γa (1 + ΓM5) (a = 1, · · · , 5, 6).

Now, in perturbation theory, the first term that can contribute to the fermion bilinear
VEV is

〈χAχB〉 =
∫
DϕDχDψ e−IbulkχAχB e−VD6

−i
R

C6

∫
DxDθ (

∫

D6

χA VAθ)(

∫

D6

χB VBθ) e−
R

θ /D θ + · · ·

If the Dirac operator /D on D6 has exactly two zero modes (this is the minimal number
of zero modes that arises when the M5–brane breaks half the supersymmetry), then this
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expression has the right number of θ insertions for the Dθ integration not to vanish. One
can thus argue that if the brane instanton breaks half of N = 2, D = 3 supersymmetry and
has only the two zero modes due to this breaking, then such an instanton can generate a
superpotential. If the Dirac operator has additional (accidental) zero modes the situation
becomes much more complicated. The above expression will then vanish, but higher
order fermionic terms such as θ3Ψ, θ4 etc., whose exact structure has not been derived
yet, could give rise to nonvanishing contributions. In such a situation one may at least try
to formulate some general requirements under which the superpotential can be generated.

In the case of M theory compactified down to N = 2, D = 3, in the absence of the
background and worldvolume fluxes, Witten argues that for an M5–brane generated su-
perpotential to be possible, the submanifold D6 should have certain topological properties,
namely D6 must have arithmetic genus χD = 1, where

χD =
3∑

n=0

(−1)nhn , (4)

and hn is the dimension of the space of H0,n(D6). The index characterizes the anomaly
of the U(1) symmetry of the M5–brane action corresponding to rotations in the normal
bundle structure group of the brane. In the dimensional reduced theory, this U(1) symme-
try descends to an R-symmetry, the R-charge of the chiral superspace measure d2θ being
-1, the R-charge of the factor e−VD6

−i
R

C6 in the superpotential W given by χD. The
assumption that the complete theory is U(1) invariant hence requires that for χD 6= 1, W
vanishes.

Corresponding topological restrictions also hold for the D3 brane wrapped over the
divisor D4 in type IIB String Theory (see [2] for details).

Since, fluxes should certainly be involved into the compactification process, branes
will interact with them and then the question arises whether the interactions of M5, D3
and other branes with background and worldvolume fluxes may change the geometrical
conditions under which non–perturbative superpotentials are generated?

To answer this question, one should get an explicit form of the Dirac operator for
fermions on the branes coupled to fluxes and study its zero modes. To this end one
should know either the explicit form of the brane action in the quadratic approximation
in the worldvolume fermions θ, or the brane fermion equations linear in θ. Quadratic
actions for fermions on branes coupled to a generic supergravity background with fluxes
were derived in [5] for the M2–brane, in [6] for a D3–brane, in [7] for the Dp–branes, and
in [8] for the M5–brane.

Using these results, the zero modes of the Dirac operators of brane fermions interacting
with fluxes have been analyzed in [9, 10] for M5–brane instantons in M–theory on M3×X8,
and in [11, 12, 13] for D3–brane instantons in type IIB String Theory on M4 × X6. It
has been shown that in some cases in which without fluxes brane instantons could not
contribute to the superpotential, the interaction of brane fermions with fluxes can result in
non–perturbative corrections to the superpotential. In this contribution we shall consider
an example when this takes place. The back reaction of brane instanton corrections on
the compactification setup has been discussed in [14], and in a more general context in
[15].
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2 Dirac Lagrangian for D3 brane fermions in type

IIB supergravity

In the quadratic approximation for worldvolume fermions the Dirac Lagrangian on a D3
brane interacting with bosonic part of type IIB supergravity has the following form [7],

LD3
f =

1

2
e−Φ

√
−det g Θ̄(1− ΓD3)[Γ

αδΨα − δλ]Θ(ξ) , (5)

where gαβ is the induced worldvolume metric, ΘI = (θ1, θ2) are 10D Majorana-Weyl
spinors of the same chirality, Γα = ∂αxM(ξ)EA

M(x)ΓA and Ψα = ∂αxMΨM are pullbacks
of 10D gamma–matrices and of the gravitino on the D3 brane worldvolume parametrized
by the coordinates ξα, and Φ is the 10D dilaton.

δΨαΘ ≡ ∂αxM(δΘΨM) = DαΘ , δλΘ ≡ δΘλ , (6)

stand for local supersymmetry transformations of the 10D gravitino and gaugino pulled
back on the D3 brane worldvolume, with the supersymmetry parameter being replaced by
the fields ΘI(ξ). The appearance of these terms in the brane action reflects the well known
fact that fermionic fields on the branes are Volkov–Akulov goldstinos of spontaneously
broken bulk supersymmetries. For the explicit form of (6) see [12]. To simplify things, in
the Lagrangian (5) we have put to zero the worldvolume Dirac–Born–Infeld field strength
F2 = dA−B2|D3

= 0.
In the absence of the DBI field the matrix 1

2
(1 − ΓD3) in (5), which is the D3 brane

kappa–symmetry projector, has the following form

1− ΓD3 = 1− i

4!
σ2εabcdΓabcd ≡ 1− σ2γ5, (7)

where σ2 is the Pauli matrix acting on the Type IIB index I and γ5 stands for the antisym-
metrized product of four gamma–matrices along the D3 brane worldvolume (the indices
a, b, c, d are worldvolume tangent space indices). The kappa–symmetry transformations
of ΘI are

δκΘ = (1− σ2γ5)κ(ξ) , δκΘ̄ = κ̄(ξ)(1 + σ2γ5) . (8)

They allow one to eliminate half of ΘI . A possible gauge choice, which because of the
form of (8) is consistent with any background, is to impose the condition

(1− σ2γ5)Θ = 0 ⇒ θ2 = iγ5θ1 . (9)

Upon fixing the kappa–symmetry gauge (9) and making a Wick rotation we arrive at
the following Dirac Lagrangian on D3

LD3
f =

√
+det g θ1(2e−φΓa∇a +

1

4
G̃abiΓ

abi − 1

12
G̃ijkΓ

ijk +
i

2
∇aτ̃ Γa )θ1 , (10)

where G̃3 ≡ e−ΦH3 + i(F3−C0H3) γ5, is the combination of the NS flux H3 = dB2 and the
RR flux F3 = dC2, and τ̃ = C(0) γ5 + ie−Φ is the type IIB axion–dilaton. ∇ = d + ω + A
is the worldvolume covariant derivative which contains a worldvolume spin connection ω
and the normal bundle gauge connection A.
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From the form of (10) we conclude that, at least in the absence of the worldvolume
flux, the dynamical D3 brane fermions do not couple to the self–dual RR flux F5, and
that the fermions couple only to those 3–form fluxes H3 and F3 which have all three legs
or only one leg in the directions orthogonal to the D3 brane worldvolume. These normal
directions are indicated by the indices i, j, k = 1, 2, · · · , 6, while a, b = 1, 2, 3, 4 stand for
the tangent space directions along the brane.

Apart from the condition that the DBI field is zero and, hence, the worldvolume
pullback of B2 is the pure gauge, i.e. H3|D3 = 0, the Lagrangian (10) describes the
coupling of the D3 brane fermions to a generic type IIB supergravity bosonic background.
Since we are interested in brane instanton effects in type IIB String Theory compactified
on M4 × X6 with the D3-brane wrapped over a D4 ⊂ X6, we should further specify the
setup:

• we assume that flux vacuum expectation values do not break Lorentz invariance of
M4 space-time, thus the fluxes with all indices orthogonal to the D3–brane are zero
G̃ijk = 0, and G̃abi has only X6 indices, i.e. a, b ⊂ D4 and i = 1, 2;

• the axion C0(x) and the dilaton Φ(x) are assumed to be constant;

• the compactification is assumed to preserve N = 1 supersymmetry in the effective
4D theory. This imposes certain restrictions on the flux G3 in X6 [16] to be specified
below.

With the above assumptions the Dirac equations which one gets from the Dirac Lagrangian
(10) have a rather simple form

(Γa∇a +
1

8
G̃abiΓ

abi)θ1 = 0 . (11)

3 The analysis of the Dirac equations

To study the solutions of eq. (11) on the complex manifold D4 ⊂ X6 it is useful to switch
to complex notation. We replace the ‘real’ indices a, b = 1, 2, 3, 4 of D4 with the ‘complex’
index a = 1, 2 and its conjugate ā = 1̄, 2̄ and the index i = 1, 2 of the directions of X6

normal to D4 with z, z̄. In this notation the Hermitian conjugate gamma matrices are

Γa, Γi ⇒ (Γa, Γz), (Γā, Γz̄) . (12)

We can now establish a one–to–one correspondence between the components of the spinor
and anti–holomorphic forms on X6 and on D4 ⊂ X6 as follows. We define a Clifford
vacuum |Ω〉 as a spinor ‘state’ annihilated by half of the gamma matrices (12)

Γa|Ω〉 = 0 , Γz|Ω〉 = 0 . (13)

Then the components of a generic spinor η = (η+, η−) on X6 are generated by acting on
the Clifford vacuum with the rising operators Γā and Γz̄:

η+ = φ |Ω〉+ φā Γā|Ω〉 + φāb̄ Γāb̄|Ω〉 , (14)

η− = φz̄ Γz̄|Ω〉 + φāz̄ Γāz̄|Ω〉 + φz̄āb̄ Γz̄āb̄|Ω〉 , (15)
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such that

η± = ± 1

2
(ΓzΓz̄ − Γz̄Γz) η± := ±Γzz̄ η± (16)

are eigenstates of the generator of the U(1) rotations in the D4 normal bundle.
In the case under consideration, the eight fields φ(ξ), φz̄(ξ), φā(ξ), φāb̄(ξ), φāz̄(ξ),

φāb̄z̄(ξ) on the D3 brane worldvolume D4 ⊂ X6 are components of (0, n)–forms (n =
0, 1, 2, 3) in X6. Instead of splitting the X6 spinor into the parts of the positive and
negative U(1) charge, we can split it into the two spinors of positive and negative X6

chirality
η = (η+

6 , η−6 ) , η±6 = ±Γ11̄22̄zz̄ η±6 , (17)

η+
6 = φ |Ω〉+ φāz̄ Γāz̄|Ω〉 + φāb̄ Γāb̄|Ω〉 , (18)

η−6 = φz̄ Γz̄|Ω〉 + φā Γā|Ω〉 + φz̄āb̄ Γz̄āb̄|Ω〉 . (19)

Then, the 10D positive chirality spinor of the D3 brane Dirac Lagrangian (10) on M4×X6

can be represented as
θ1 = θ ⊗ η+

6 ⊕ θ̄ ⊗ η−6 (20)

where θ and θ̄ are, respectively chiral and anti-chiral (two–component) spinors on M4.
Note that in the example of the compactification on X6 = K3 × T 2/Z2 with the D3

brane wrapping K3, which we consider below, the covariantly constant spinor on K3 has
a definite (say positive) chirality. In this case the components φā and φāz̄ of (14), (15),
(18) and (19) vanish, and the spinors (14), (15) of the positive and negative U(1) charge
coincide with the spinors (18) and (19) of positive and negative X6 chirality, respectively.

Let us now substitute (20) into the Dirac equations (11) and rewrite them as equations
for the (0, n)–forms φ. For the flux compactification to preserve N = 1 supersymmetry,
the flux G3 = F3 − iH3 in X6 should be a primitive (2,1)–form [16]. This implies that
in (11) the non–zero components of G3 are Gabz̄ and Gzab̄ which in addition satisfy the
primitivity condition Gzab̄g

ab̄ = 0, where gab̄ is a Kahler metric on D4. Taking this into
account we reduce the Dirac equations (11) to the following equations on the (0,2)–forms

∂āφ + 4gb̄c∇cφb̄ā = 0 , gb̄a∇aφb̄ = 0 , ∇[āφb̄] = 0 , ∇[āφb̄]z̄ = 0 ,

∇āφz̄ + 4gb̄c∇cφb̄āz̄ − 2iḠāz̄bφ
b = 0 , gāb∇bφāz̄ + 4iGabz̄φ

ab = 0 , φab = gaāgbb̄ φāb̄ , (21)

where we have skipped the M4 part of the 10D spinor field (20).
The analysis of the equations (21) shows [12] that the (0, n)–forms φ are harmonic,

i.e. closed ∂̄φ = 0 and co–closed ∂ā φā ··· = 0. Thus the problem of counting the zero
modes of the Dirac operator reduces to the counting of the dimension h(0,n) of the space
of the harmonic (0, n)–forms on D4. To get this number we should specify X6 and its
submanifold D4.

4 The example of the orientifold X6 = K3× T 2/Z2

Consider the type IIB string compactified on X6 = K3× T 2/Z2. It is of interest to note
that K3 is a Ricci–flat compact space with a self–dual Riemann tensor and so is regarded
as a gravitational instanton in the theory of quantum gravity. The D3 brane wraps K3
and is at a fixed point of the orientifold T 2/Z2. The fixed point is invariant under the
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reflection of the T 2 coordinates z → −z, z̄ → −z̄. The reflection acts on the 10D spinors
as ΘI → Γzz̄(σ2Θ)I , therefore at the fixed point Θ must satisfy the orientifold projection

(1− σ2Γzz̄)Θ = 0 ⇒ θ2 = iΓzz̄θ1 . (22)

The orientifolding projection commutes with the kappa–symmetry condition (9), which
means that the both conditions are compatible and result in the additional constraint on
the independent spinor θ1 (20) to be chiral on X6. Then η−6 defined in (19) is zero and θ1

is also chiral on M4
1.

Let us analyze the number of the solutions of the equations (21). First, consider the
case of the zero flux, the effective 4D theory being N = 2 supersymmetric. On K3 there
are no non–trivial harmonic one–forms, h(0,1) = 0, hence φā = φāz̄ = 0. As we have
found, the combination of the orientifolding projection with κ–symmetry gauge fixing
eliminates η−6 (19). Hence, we must put to zero also φz̄ and φāb̄z̄. Thus, if the flux is zero,
we are left with the harmonic zero–form φ and the two–form φāb̄. The dimension of the
corresponding spaces of these forms on K3 is h0,0 = h0,2 = 1. Therefore the number of the
zero modes of the Dirac operator is 4 = 2(h0,0+h0,2), where the factor 2 takes into account
the 2 components of the chiral spinor (20) on M4. Following our general arguments in
the Introduction (about at least two zero modes) one might assume that in this case
the superpotential can be generated. However, the index which characterizes the U(1)–
anomaly produced by the zero mode integration measure is given by χD3 = h0,0+h0,2 = 2.
Generically, we define the index χD3 = 1

2
(N+−N−) as the difference between the number

of the D3 zero modes with the positive (14) and negative (15) U(1)–charge [12]. This
index is analogous and actually is related via F–theory uplifting to the M–theory index
(4) [2]. The index should be equal to one in order to generate a superpotential and,
therefore, we conclude that in this case the superpotential cannot be generated.

Let us now switch on the flux which breaks N = 2 supersymmetry in M4 down to
N = 1. In X6 = K3 × T 2/Z2 [17] it has the form G3 = Ω ∧ dz̄, where Ω is a harmonic
(2,0)–form on K3. Since on K3 h(2,0) = h(0,2) = 1, the anti–holomorphic form φāb̄ can
only be proportional to Ω̄, i.e. φāb̄ = cΩ̄āb̄. Taking into account that on K3 φāz̄ = 0, the
non–zero flux equation in (21) takes the form

4iGabz̄φ
ab = 4ic ΩabΩ̄

ab = 0 ⇒ c = 0 ⇒ φāb̄ = 0 . (23)

We are left with a single non–zero φ, which implies that the Dirac operator has two zero
modes with the positive U(1) charge and the index χD3 = h0,0 = 1. We therefore conclude
that in this case , with fluxes, a superpotential can be generated.

1Note that the κ–symmetry gauge fixing condition θ2 = 0, which can also be written as (1−σ3)Θ = 0,
anti–commutes with (22) and hence is incompatible with orientifolding. To see this one should (before
imposing any gauge fixing condition) to analyze how θ1 and θ2, which are subject to the orientifolding
projection (22), transform under kappa–symmetry (8) whose parameter is also subject to orientifolding.
If we do this we shall find that δθ1 = Pκ1, δθ2 = Pκ2, where P = (1+γ5Γzz̄) is the X6 chirality projector.
Because of this additional projector only half of the components of θ1 or of θ2 can be eliminated, but not
all of them. Another possibility of seeing this is just to note that by orientifolding θ1 and θ2 are related
θ1 = iΓzz̄θ2, so if we put θ2 = 0, also θ1 would be zero and we would not have any physical fermions on
the brane.
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5 Comment on anti–brane instantons

The discussion above concerned the corrections to the superpotential of the holomorphic
type
e−VD3−i

R
C4〈ψψ〉. Since the full effective Lagrangian is real there should also be anti–

holomorphic corrections of the type e−VD3+i
R

C4〈ψ̄ψ̄〉, where C4 enters with the opposite
sign. The object which has the opposite C4 charge is the anti–D3 brane and as such
it also has the opposite sign in the kappa–symmetry projector in comparison with that
of the D3–brane (7). The analysis of the zero modes of the anti–D3 brane Dirac oper-
ator can be carried out in the way discussed above. As a result one can find that the
anti–D3 brane wrapping K3 and interacting with the primitive flux G3 will have two
fermionic zero modes corresponding to the form φāb̄z̄ and to anti–chiral fermions θ̄ on M4,
see (17)-(19). The U(1) charge of these modes is negative and the corresponding index is
χD̄3 = −h(0,2) = −1 indicating that the anti–D3 brane can generate the complex conju-
gate part of the superpotential in accordance with (anti)instantons in Yang–Mills theories.
From the point of view of our conventions, the author of [13] studied non–perturbative
corrections due to anti–brane (anti)instantons.

6 Concluding remarks

We have demonstrated that the potential of scalar fields in effective N=1, D=4 theory ob-
tained by compactifications of string theory can receive non-perturbative corrections due
to brane instantons wrapping compact submanifolds and interacting with non-zero fluxes
of the compactification background. Other examples have been considered in [9]–[13].
Brane instanton corrections to the superpotential can stabilize scalar moduli and hence
should be taken into account when carrying out the analyses in search for phenomenolog-
ically relevant models of particle interactions and cosmology derived from string theory.

It would be interesting to look for more examples of brane instantons generating scalar
field potentials and to analyze whether also the worldvolume fluxes on D-branes and the
M5-brane can non-trivially contribute into the moduli stabilization and try to understand
(at least in some cases) an explicit structure of the pre-exponential factor of the instanton
corrections to the superpotential.
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Abstract

We show that the exisiting supergravity theories in ten dimensions can be ex-
tended with extra gauge fields whose rank is equal to the spacetime dimension.
These gauge fields have vanishing field strength but nevertheless play an important
role in the coupling of supergravity to spacetime filling branes.

We discuss the role of these gauge fields in the construction of string theories
with sixteen supercharges and mention their relation with a conjectured hyperbolic
symmetry underlying string theory and M theory. We conjecture the existence of a
solitonic supersymmetric and kappa-symmetric NS 9-brane in both Type IIA and
Type IIB string theory.

Introduction

The Type II supergravity theories in ten dimensions form a starting point from which all
lower dimensional maximal supergravities can be derived. The Type IIB [1] and IIA theory
[2], with two supercharges of equal (opposite) chirality were both constructed around 1984.
The Type IIA theory follows by dimensional reduction from D = 11 supergravity. It was
extended in 1986 to include a massive parameter [3]. The IIB theory does not appear to
have a higher dimensional origin. The bosonic fields of the two theories are

IIA : gµν , φ, B(2), C(1), C(3) , (1)

IIB : gµν , φ, B(2), C(0), C(2), C(4) . (2)

The subscripts (n) indicate the rank of an antisymmetric tensor gauge field, or n-form
field. The IIB 4-form satisfies a self-duality relation, which prevents the construction of
a covariant action.

A natural extension in both theories is the addition of duals of the n-form fields.
In this way one can associate to every n-form field an 8 − n-form field (n ≥ 0). The
n + 1-form curvatures are then related by a duality relation to the corresponding 9 − n-
form curvatures. These forms therefore do not introduce new degrees of freedom, but
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instead provide a alternative way to view the role of these propagating fields. This is
particularly profitable in the coupling of these fields to extended objects or branes. A
p-brane, with p spatial extensions, couples in a natural way to a p + 1-form field. The
dual forms are therefore useful in studying the properties of p-branes with p ≥ 4 (for
p = 3 the brane couples to C(4), which is its own dual). The introduction of dual forms
for the RR potentials C(n) has led to a completely “democratic” formulation of IIA and
IIB supergravity, where all RR forms appear simultaneously [4].

It is also possible to introduce n-form fields with rank n ≥ 9. These do not carry
propagating degrees of freedom, and are therefore not dual to the physical supergravity
fields. Nevertheless, they also have interesting applications. In [5] the C(9) field in the
massive IIA theory played an essential role in understanding the 8-brane domain wall.
The dual of the curvature G(10) plays the role of a cosmological constant.

Ten-form fields couple to space-time filling branes. These are related to truncations
of the IIB theory to N = 1 supersymmetric theories. A 9-brane charge is by itself
inconsistent. This can be resolved by adding opposite charge on an orientifold plane,
which triggers the truncation to a Type I string theory. The introduction of 10-form
fields in IIB supergravity and the corresponding truncation to N = 1 were considered in
[7]. There two 10-forms were obtained. One is an RR form C(10), which will reappear in
our present work. The other, called B(10), has the wrong tension to be understood as the
S-dual of C(10), so that these two fields could not arise from an SU(1, 1) [8] (see Section
2) doublet. This problem will be resolved in this talk.

Supersymmetry, SU(1, 1) and form-fields

Since 9- and 10-forms do not carry physical degrees of freedom their number is not a
priori limited. Of course they must be consistent with supersymmetry, and this turns out
to lead to restrictions. The purpose of our work [6] is precisely to establish how many of
these forms are possible in IIB supergravity, and to classify them in the correct SU(1, 1)
representations. A similar investigation of IIA is presently under way [9], see below.

The starting point of our analysis is IIB supergravity without dual potentials. The
theory exhibits an explicit SU(1, 1) symmetry, which acts on the two bosonic fields. The
scalars parametrize an SU(1, 1)/U(1) coset. The scalars and fermions in the theory each
has a charge associated with the local U(1) symmetry, the gauge fields have zero charge.
Under SU(1, 1) the fields B(2) and C(2) form a doublet Aα

(2) (satisfying A1
(2) = (A2

(2))
∗,

while C(4) (also written as A(4)) corresponds to a singlet. The scalars are conveniently
written as a matrix U :

U =

(
V 1
− V 1

+

V 2
− V 2

+

)
. (3)

Here V±α, with charge ±1 and with α = 1, 2, form doublets of SU(1, 1). They are
constrained by the relation

V α
−V β

+ − V α
+ V−β = εaβ . (4)

The supersymmetry transformations are, to terms bilinear in fermions:

δeµ
a = iε̄γaψµ + iε̄CγaψµC ,

δψµ = Dµε +
i

480
Fµν1...ν4γ

ν1...ν4ε +
1

96
GνρσγµνρσεC − 3

32
Gµνργ

νρεC ,

δAα
µν = V α

− ε̄γµνλ + V α
+ ε̄CγµνλC + 4iV α

− ε̄Cγ[µψν] + 4iV α
+ ε̄γ[µψν]C ,
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δAµνρσ = ε̄γ[µνρψσ] − ε̄Cγ[µνρψσ]C − 3i

8
εαβAα

[µνδA
β
ρσ] ,

δλ = iPµγ
µεC − i

24
Gµνργ

µνρε ,

δV α
+ = V α

− ε̄Cλ ,

δV α
− = V α

+ ε̄λC . (5)

Here we have introduced

Pµ = −εαβV α
+ ∂µV

β
+ ,

Qµ = −iεαβV α
− ∂µV

β
+ ,

Gµνρ = −εαβV α
+ F β

µνρ ,

Fα
µνρ = 3∂[µA

α
νρ] ,

Fµνρστ = 5∂[µAνρστ ] +
5i

8
εαβAα

[µνF
β
ρστ ] . (6)

Qµ is the U(1) gauge field which is implicitly present in the covariatizations in (5). An im-
portant property of these transformations is that the commutator of two supersymmetry
transformations on the bosonic gauge fields closes on translations and gauge transforma-
tions.

The way to obtain extensions of the supergravity multiplet above is to use this property
of closure: we assume an initial form of the supersymmetry transformation of a proposed
field, including free parameters, and determine these parameters by requiring closure.
Since no new degrees of freedom can be introduced, closure will also require a relation
between the additional and original fields. For the 6-form and 8-form fields this leads to
a unique extension. For the 10-forms no relation with fields of the original IIB multiplet
exists, so that the number of 10-forms is not determined a priori.

We find that the following fields can be introduced in IIB supergravity:

6-forms There is a doublet of 6-forms Aa
(6), with A1

(6) = (A2
(6))

∗, satisfying the duality
relation

Fα
(7)µ1...µ7 = − i

3!
εµ1...µ7µνρS

αβεβγF
γ;µνρ
(3) , (7)

where
Sαβ = V α

−V β
+ + V α

+ V β
− . (8)

8-forms There is a triplet of 8-forms Aαβ
(8), symmetric in α, β, satisfying a reality condition

(A11
(8))

∗ = A22
(8) , (A12

(8))
∗ = A12

(8) , (9)

and a duality relation

Fαβ
(9) µ1...µ9 = iεµ1...µ9

σ{V α
+ V β

+P ∗
σ − V α

−V β
−Pσ} . (10)

However, the three 8-forms are related to each other through a condition on the
field-strengths,

εαγεβδV
α
+ V β

−F γδ
(9) = 0 . (11)

This implies that in the 8-form sector there are only two degrees of freedom, the
‘duals’ of the dilaton φ and the axion C(0). Note that the three potentials are not
related by a local condition. The existence of a triplet of 8-forms, and the relation
between these forms, was also discussed in [10, 11].
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10-forms There are 10-forms in two SU(1, 1) representations: a doublet Aα
(10), with the

usual reality condition, and a quadruplet Aαβγ
(10), symmetric in α, β, γ, satisfying

(A111)∗ = A222 , (A112)∗ = A122 . (12)

There are no conditions relating the 10-forms to other fields. However, the doublet
and the quadruplet differ in an important respect. The doublet does not transform
under n-form gauge transformations with n < 9, while the fields of the quadruplet
transform under all lower rank gauge transformations.

Truncation to N = 1

We can truncate our results for N = 2 supergravity to find the N = 1 algebra [6]. Since
in D = 10 the N = 1 supergravity is unique, there is only one independent truncation, all
others being related by field redefinitions. In spite of this, since there are two inequivalent
N = 1 string theories, it is instructive to truncate the N = 2 theory in two different ways
leading to the low energy limits of D = 10 heterotic and type I string theory. Hence we
perform the ”heterotic” and the ”type I” truncations [7].
The heterotic truncation can be derived from the IIB algebra by setting

ε = εC . (13)

This projects out the following fields from the IIB spectrum:

C(0), C(2), C(4), C(6), C(8), B(8), C(10), E(10), E(10). (14)

Further, B(10) and D(10) turn out to be dependent fields of the form exφε(10) (where ε(10)

is the volume form) for some x in the truncated theory. Therefore, the field contents of
the heterotic truncation of the D = 10, IIB supergravity is given by

φ,B(2), B(6), D(8), D(10). (15)

The supersymmetry algebra which is realised on these fields can easily be obtained by
setting all truncated and dependent fields to zero in the IIB algebra as presented in [6].
The type I truncation can be derived from the IIB algebra by setting

ε = iεC . (16)

This projects out the following fields from the IIB spectrum:

C(0), B(2), C(4), B(6), C(8), B(8), D(10), B(10),D(10). (17)

Similarly to the heterotic case, we find that C(10) and E(10) turn out to be dependent fields.
Therefore the field contents of the type I truncation is given by

φ, C(2), C(6), D(8), E(10). (18)
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Coupling to branes

We now wish to investigate to which kind of branes the different n-form potentials couple.
In particular we would like to know the tension of the corrersponding branes. These
tensions can be determined from the supersymmetry rules as follows. To be concrete let
us consider the 8-form potentials, related by the condition (11). After gauge-fixing the
generic supersymmetry rule of the 3 different potentials is as follows (in string frame):

δA(8) ∼ f(τ, τ̄)ε̄γ(aψµ + bγµλ) + · · · , (19)

where a, b are constants, the dots stand for other terms and the scalars have been expressed
in terms of a complex scalar τ . The function f(τ, τ̄) can be expressed in terms of the
dilaton φ and axion C(0) via the relation τ = C(0) + ie−φ. For our present purposes it is
sufficient to consider the axion-independent part of the tension, for the full result, see [9].

The 8-form potentials may occur as Wess-Zumino terms in a supersymmetric action
as follows:

Lbrane ∼ e−αφ︸︷︷︸
brane tension at C(0)=0

√−g + A(8) + · · · (20)

Before fixing kappa-symmetry the first, Nambu-Goto, term and the second, Wess-Zumino,
term are separately supersymmetric. After gauge-fixing kappa-symmetry the (linear)
supersymmetry variations of the two terms should cancel. At C(0) = 0 this is only
possible if the function f(τ, τ̄) is proportional to the brane tension e−αφ. To achieve
this one must consider particular combinations of the 8-form potentials. This enables
us to read off the brane tensions from the supersymmetry rules. This indeed works for
two of the three 8-form potentials, leading to the combinations C(8) and B(8) in Table

1. They couple to the D7-brane and the S-dual D̃7-brane (with exotic brane tension
g−3

s ), respectively. However, for the third 8-form potential D(8) we find that the tension
vanishes for zero axion. Therefore, D(8) does not couple to an independent (solitonic)
7-brane. Nevertheless, the axion-dependent factor in front of the Nambu-Goto term plays
a role in deriving the tension formula of the other nonlinear doublet of 7-branes, see [9].
Note that, after a type I/heterotic truncation, D(8) can be identified as the dual of the
dilaton1 and the other two potentials are truncated away. The constraint (11) vanishes
after truncation.

A similar analysis can be performed for the 10-form potentials. The result is summa-
rized in Table 2. Note that, like D(8), the 10-form potentials D(10) and E(10) cannot be
associated in this way with an independent supersymmetric 9-brane. For more details,
see [9].

Very extended symmetry groups

Collecting all n-form potentials of the IIB theory we find that they transform nonlinearly
under the bosonic gauge transformations in the following generic form:

1Since D(8) does not transform to a gravitino under supersymmetry, no supersymmetric 7-brane can
be associated with this dual dilaton.
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potential associated brane tension truncation

C(8) D7 g−1
s —

D(8) — — type I/heterotic

B(8) D̃7 g−3
s —

Table 1: The triplet of 8-form potentials and the corresponding nonlinear doublet of 7-
branes. The last column indicates whether a potential survives a type I and/or heterotic
truncation.

potential associated brane tension truncation

C(10) D9 g−1
s type I

D(10) — — heterotic
E(10) — —- type I
B(10) exotic g−4

s heterotic

D(10) solitonic g−2
s heterotic

E(10) exotic g−3
s type I

Table 2: The quadruplet and doublet of 10-form potentials and the corresponding non-
linear and linear doublets of 9-branes. The last column indicates whether a potential
survives a type I or heterotic truncation.

δA = dΛ + F ∧ Λ , F = dA + A ∧ F . (21)

Since the gauge transformation rules only contain gauge-invariant curvatures, the bosonic
gauge algebra is Abelian. Surprisingly, it turns out that the bosonic gauge transformations
can all be rewritten in terms of

Λ(2n) ≡ dΛ(2n−1) . (22)

After an appropriate (field-dependent) redefinition of the gauge fields and the parameters,
all transformation rules become linear but the resulting bosonic gauge algebra is non-
Abelian. A similar analysis has been performed in [12]. Schematically, we thus obtain the
following non-trivial commutators (the numbers indicate the SU(1, 1) representations of
the potentials/gauge transformations):

[2,2] = 4 , [2, 4] = 6 , [2, 6] = 8 , · · · (23)

We thus see an interesting structure arising: all gauge fields can be obtained by ap-
plying a number of times the basic 2 gauge transformation. This number is the so-called
level of the gauge field. A similar structure arises in the IIA case where the basic building
blocks are the RR 1-form 1 and the NS 2-form 2:

[1,1] = 0 , [1,2] = 3 , [1, 3] = 0 , [2, 3] = 5 , [1, 5] = 6 , · · · (24)
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A similar symmetry structure has been found both in the IIA [13] and in the IIB [14]
case.

The above is very reminiscent to recent work on a hyperbolic E11-symmetry that
might underly string and/or M-theory, see [6] for a list of references. In particular, in
[15], representations of the E11 algebra are worked out for different embeddings of a
bosonic GL(10) subalgebra2. This leads to the Dynkin diagrams of Figure 1 [15]. In these
diagrams the horizontal line represents the GL(10) subalgebra whereas the empty dots
are related to our basic building blocks in the following way (the numbers 9,10,11 refer
to the numbers in the Figure):

IIA : 10 ↔ 1 , 11 ↔ 2 (25)

IIB : 9, 10 ↔ 2 . (26)

It would be interesting to pursue this relationship further.
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Figure 1: The Dynkin diagrams leading to IIA and IIB representations

Strings with 16 supercharges

It is well-known that the IIB ten-form potential C(10) and the kappa-symmetric D9-brane it
couples to play an important role in the construction of the Type I SO(32) superstring. It
has been suggested that, similarly, the S-dual IIB ten-form potential B(10) and the S-dual
NS 9-brane play a role in the construction of the S-dual Heterotic SO(32) superstring
theory [17, 18]. However, the 9-brane the potential B(10) couples to has an exotic g−4

s

tension which does not seem to occur in string loop calculations. On the other hand,
there is a supersymmetric solitonic NS 9-brane. This is the one that couples to D(10).

2The relation between our result and the E11 predictions have been recently analysed in [16]
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At the same time, all we know is that the Type I and Heterotic SO(32) theories are S-
dual to each other but this does not necessarily imply that the S-dual D9-branes underly
the Heterotic SO(32) theory. Since solitonic objects, like the solitonic NS 5-brane, do
naturally occur in string theory, it is interesting to investigate the possibility that it is
the supersymmetric solitonic 9-brane that underlies the Heterotic SO(32) string theory.
Solitonic 9-branes have recently been mentioned in the context of open heterotic strings
[19]. It is an interesting challenge to write down a kappa-symmetric action for the solitonic
NS 9-brane. We conjecture that such an action exists. It remains to be seen what exactly
the corresponding Z2 truncation and solitonic orientifold is.

In an upcoming paper [9] we will show that IIA supergravity allows two 10-form
potentials, only one of which couples to a supersymmetric solitonic NS 9-brane. Applying
T-duality we get a picture where for every string theory with 16 supercharges there is
a 9-form or 10-form potential and a corresponding 8-brane or 9-brane that underlies its
construction. The situation is summarized in the Table below. It will be interesting to
see whether this conjectured relation between string theories with 16 supercharges and
D-branes and solitonic NS 9-branes can be supported by further circumstantial evidence.

IIA/IIB string theory potential tension

IIA Type I′ SO(16) × SO(16) C(9) g−1
s

IIA Heterotic E8 × E8 B(10) g−2
s

IIB Type I SO(32) C(10) g−1
s

IIB Heterotic SO(32) D(10) g−2
s

Table 3: Each of the 4 string theories with 16 supercharges correspond with a D-brane or
a solitonic NS 9-brane.

We finally note that no higher-form potentials can be added to D=11 supergravity. In
particular, none of the two 10-form potentials of the IIA theory can be uplifted to D=11
in a Lorentz-covariant way. The extended gauge algebra in the presence of a dual 6-form
potential is given by:

[3, 3] = 6 [3, 6] = 0 . (27)

To obtain a higher-form potential with [3, 6] 6= 0 and to relate it to an underlying E11

algebra it seems that one needs to consider a dual version of the graviton, see e.g. the
tables in [15]. It is of interest to check whether the D=11 supersymmetry algebra can be
realized in the presence of such a dualized graviton field.
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Abstract

Open topological B-models describing D-branes on 2-cycles of local Calabi–Yau
geometries with conical singularities are reviewed. The paper expands in particular
on two aspects: the gauge fixing problem in the reduction to two dimensions and
the quantum matrix model solutions.

1 Introduction

Singular Calabi–Yau manifolds represent one of the most interesting developments in
string compactifications. For instance, the presence of a conifold point in a Calabi-Yau
opens new prospects: in conjunction with fluxes and branes it may allow for warped com-
pactifications, which in turn may create the conditions for moduli stabilization and for
large hierarchies of physical scales. On the other hand singular Calabi-Yau compactifica-
tions with conical singularities seem to realize favorable conditions for low energy theory
models with realistic cosmological features. A conifold singularity can be smoothed in
two different ways, by means of a 2-sphere (resolution) or a 3–sphere (deformation). This
leads, from a physical point of view, to a geometric transition that establishes a duality
relation between theories defined by the two nonsingular geometries (gauge–gravity or
open–closed string duality),[1, 2]. In summary, conifold singularities are at the crossroads
of many interesting recent developments in string theory. It is therefore important to
study theories defined on conifolds, i.e. on singular non compact Calabi-Yau threefolds,
as well–defined and (partially) calculable models to approximate more realistic situations.

In [3], building on previous literature, we started to elaborate on an idea that is re-
ceiving increasing attention: how data describing the geometry of a local Calabi–Yau
can be encoded, via a topological field theory, in a (multi–)matrix model and how they
can be efficiently calculated. The framework we considered was IIB string theory with
spacetime filling D5–branes wrapped around resolving two–dimensional cycles. This ge-
ometry defines a 4D gauge theory, [4, 5, 6]. On the other hand one can consider the open
topological B model describing strings on the conifold. The latter has been shown long
ago by Witten to be represented by a six-dimensional holomorphic Chern–Simons theory,
[8]. When reduced to a two-dimensional cycle this theory can be shown to reduce to a
matrix model. In particular, if one wishes to represent a wide class of deformations of the
complex structure satisfying the Calabi–Yau condition, one must resort to very general
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multi–matrix models, [7]. In [3] we concentrated on the topological string theory part of
the story, [9, 11, 10, 12], in particular on the formal aspects of the reduction from the
six-dimensional holomorphic Chern–Simons theory to a two–dimensional field theory and
on the analysis of the matrix model potentials originated from the Calabi-Yau complex
structure deformations. Finally we concentrated on the subclass of matrix models repre-
sented by two–matrix models with bilinear coupling. In this case the functional integral
can be explicitly calculated with the method of orthogonal polynomials. Using old re-
sults we showed how one can find explicit solutions by solving the quantum equations of
motion and utilizing the recursiveness granted by integrability. All the data turn out to
be encoded in a Riemann surface, which we called quantum Riemann surface in order to
distinguish it from the Riemann surface of the standard saddle point approach.

In this paper we would like to review and expand on some topics that were only
partially developed in [3]. In particular, in section 2, after a concise review of the reduction
to from CS theory to matrix models, we explain in detail the gauge fixing problem in
this process. Subsequently we return to the problem of solving two–matrix models with
bilinear couplings by means of the orthogonal polynomials method via the solution of the
quantum equation of motion. Our main purpose in section 3 is to clarify the similarities
and differences with other methods, in particular with the semiclassical saddle point
method. We discuss in particular the result of [3] that the quantum equations of motion
admit in general more vacua than the saddle point method. We interpret these additional
solutions as ‘quantum’ cycles that have no classical analog.

2 Reduction to the brane

In this section we summarize the reduction of the topological open string field theory (B
model) to a holomorphic 2-cycle in a local Calabi-Yau threefold [3]. Let us consider a
holomorphic C2−fibre bundle X → Σ, where Σ is a Riemann surface. The space X is
obtained as a deformation of the complex structure of the total space of a rank-2 vector
bundle V on Σ. Given an atlas {Uα} on Σ, the transition functions for X can be written

z(α) = f(αβ)(z(β))

ωi
(α) = M i

j(αβ)

(
z(β)

) [
ωj

(β) + Ψj
(αβ)

(
z(β), ω(β)

)]
, i, j = 1, 2

where f(αβ) are the transition functions on the base, M i
j(αβ) the transition functions of the

vector bundle V and Ψj
(αβ) are the deformation terms, holomorphic on the intersections

(Uα ∩ Uβ)× C2.
The Calabi-Yau condition on the space X, i.e. the existence of a nowhere vanishing

holomorphic top-form Ω = dz∧dw1∧dw2, puts conditions on the vector bundle and on the
deformation terms. The determinant of the vector bundle has to be equal to the canonical
line bundle on Σ and for the transition functions this means det M(αβ)×f ′(αβ) = 1. For the

deformation terms we have det (1 + ∂Ψ) = 1, where (1 + ∂Ψ)i
j = δi

j + ∂jΨ
i. The solution

of this condition can be given in terms of a set of potential functions X(αβ), the geometric
potential, which generates the deformation via

εijw
i
(αβ)dwj

(αβ) = εijω
i
(α)dωj

(α) − dX(αβ),

where we define the singular coordinates wi
(αβ) = ωi

(α) + Ψi
(αβ)(z

(β), ω(β)).
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The topological open B-model on X can be obtained from open string field theory
and reduces [8] to the holomorphic Chern-Simons (hCS) theory on X for a (0,1)-form
connection on a U(N) bundle E, where N is the number of space-filling B-branes. We
will restrict ourselves to the case in which E is trivial. The action of hCS is

S(A) =
1

gs

∫

X

L, L = Ω ∧ Tr

(
1

2
A ∧ ∂̄A+

1

3
A ∧A ∧A

)
(2.1)

where A ∈ T (0,1)(X). The dynamics of B-branes on a 2-cycle Σ ⊂ X can be described by
reducing the open string field theory from the space X to the B-brane world-volume Σ.

To obtain the reduced action for the linear geometry (Ψi ≡ 0), first we split the
form A into horizontal and vertical components using a reference connection Γ on the
vector bundle, then we impose the independence of the fields on the vertical directions
and finally we “integrate along the fiber” using a bilinear structure K on the bundle. If
the connection Γ is the generalized Chern connection for the bilinear structure, then the
result is independent of the particular (Γ, K) chosen.

Let us define Az̄ = Az̄ − Ak̄Γ
k̄
z̄j̄w̄

j̄ and Aī = Aī, where Γ is a reference connection

and impose that the components (Az̄, Aī) are independent on the coordinates along C2,
obtaining for the Lagrangian

L =
1

2
Ω ∧ Tr

{
AīDz̄Aj̄ + AīΓ

k̄
z̄j̄Ak̄

}
dwī ∧ dz̄ ∧ dwj̄ (2.2)

where Dz̄ is the covariant derivative w.r.t. the gauge structure.
Now let us consider a bilinear structure K in V , i.e. a local section K ∈ Γ(V ⊗ V̄ ), the

components Kij̄ being an invertible complex matrix at any point. The “integration along
the fiber” is realized contracting the hCS (3,3)-form Lagrangian by the two bi-vector fields
k = 1

2
εijK

il̄Kjk̄ ∂
∂w̄l

∂
∂w̄k and ρ = 1

2
εij ∂

∂wi
∂

∂wj

Lred = iρ∧kL =
1

2
dzdz̄(det K)εīj̄Tr

[
AīDz̄Aj̄ + AīΓ

k̄
z̄j̄Ak̄

]
. (2.3)

Defining the field components ϕi = iV iA ∈ V , where V i = Kij̄ ∂
∂w̄j , one gets

Lred =
1

2
dzdz̄Tr

[
εijϕ

iDz̄ϕ
j + (det K)ϕmϕnεīj̄

(
Kmī∂z̄Knj̄ + KmīKnk̄Γ

k̄
z̄j̄

)]
(2.4)

where Kīj are the components of the inverse bilinear structure, that is KījK
jl̄ = δ l̄

ī. In
order to have a result which is independent of the trivialization, just set the reference
connection to be the generalized Chern connection of the bilinear structure K, that is
Γk̄

z̄j̄ = Kj̄l∂z̄K
lk̄. The action for the reduced theory is given by

Sred =
1

gs

∫

Σ

Lred =
1

2gs

∫

Σ

dzdz̄Tr
[
εijϕ

iDz̄ϕ
j
]
.

In the rational case Σ ' P1 with non vanishing deformation terms Ψi, X is a defor-
mation of a vector bundle V ' OP1(n)⊕OP1(−n− 2) for some n.

Let us start with the reduction in the Abelian U(1) case. In this case the cubic term in
the hCS Lagrangian is absent and the reduction is almost straightforward. In the singular
coordinates (ϕ1, ϕ2) we obtain that

Lred =
1

2
εijϕ

i∂z̄ϕ
jdzdz̄ (2.5)
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in both charts of the standard atlas {UN , US} of P1. The potential term X gives the
deformation of the action due to the deformation of the complex structure. Passing to
the non singular coordinates (φ1, φ2), one obtains

Sred =
1

2 gs

[∫

P1

dzdz̄εijφ
i∂z̄φ

j +

∮
dz

2πi
X(z, φ)

]
(2.6)

where
∮

is a contour integral along the equator. Therefore, the reduced theory gives a
b–c (β–γ) system on the two hemispheres with a junction interaction along the equator.

The non–Abelian case is a bit more complicated than the Abelian one because of
the tensoring with the (trivial) gauge bundle. This promotes the vector bundle sections
to matrices and therefore it is not immediate how to unambiguously define the potential
function X in the general case. The easiest way to avoid matrix ordering prescriptions is to
restrict to the case in which X(z, ω) does not depend, say, on ω2. Defining B := ω1Ψ2+X,
one obtains Ψ1 = 0, Ψ2 = ∂ω1B and the reduced action

S ≡ Sred =
1

gs

[∫

P1

−Tr(φ2Dz̄φ
1)dzdz̄ +

∮
TrB(z, φ1)dz

]
(2.7)

2.1 Gauge fixing

In order to calculate its partition function, let us now discuss the gauge fixing of the theory.
The following discussion is a refinement of the derivation given in [4]. Our starting action
is (2.7) and we follow the standard BRST quantization.

The BRST invariance in the minimal sector is

sAz̄ = −(Dc)z̄, sφi = [c, φi], sc =
1

2
[c, c]

while we add a further non minimal one to implement the gauge fixing with

sc̄ = b, sb = 0.

The gauge fixed action is obtained by adding to S a gauge fixing term

Sgf = S + sΨ, where Ψ =
1

gs

∫

P 1

Trc̄∂zAz̄

which implements a holomorphic version of the Lorentz gauge. Actually we have

sΨ =
1

gs

∫

P 1

Tr [b∂zAz̄ − ∂z c̄(Dc)z̄] .

Our partition function is then the functional integral

ZB =

∫
D [

φi, Az̄, c, c̄, b
]
e−Sgf

The calculation can proceed as follows. Let us first integrate along the gauge connection
Az̄ which enters linearly the gauge fixed action and find

ZB =

∫
D [

φi, c, c̄, b
]
e−

1
gs

[−
R

P1 Trφ2∂z̄φ1−∂z c̄∂z̄c+
H

TrB(z,φ1)]δ
{
∂zb + [∂z c̄, c] + [φ1, φ2]

}
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Now we integrate along the field b. By solving the constraint we obtain

ZB =

∫
D [

φi, c, c̄
]
e−

1
gs

[−
R

P1 Trφ2∂z̄φ1−∂z c̄∂z̄c+
H

TrB(z,φ1)] 1

det′∂z

where det′ is the relevant functional determinant with the exclusion of the zero modes.
Then we integrate along the (c, c̄) ghosts and get

ZB =

∫
D [

φi
]
e−

1
gs

[−
R

P1 Trφ2∂z̄φ1+
H

TrB(z,φ1)] det′∂z∂z̄

det′∂z

Finally, since the geometric potential B does not depend on φ2, we can also integrate
along this variable and obtain

ZB =

∫
D [

φ1
]
e−

1
gs

[
H

TrB(z,φ1)]δ(∂z̄φ
1)

det′∂z∂z̄

det′∂z

The delta function constrains the field φ1 to span the ∂z̄-zero modes and once it is solved
it produces a further (det′∂z̄)

−1
multiplicative term that cancel the other determinants.

Therefore, all in all we get

ZB =

∫

Ker∂z̄

dφ1e−
1
gs

[
H

TrB(z,φ1)].

Lastly we can expand φ1 =
∑n

i=0 Xiξi along the basis ξi(z) ∼ zi of Ker∂z̄ with N × N
matrix coefficients Xi. Finally we find the multi-matrix integral

ZB =

∫ n∏
i=0

dXie
− 1

gs
W(X0,...,Xn) (2.8)

where we defined

W (X0, . . . , Xn) =

∮
TrB(z,

∑
i

Xiz
i) (2.9)

This is the result of our gauge fixing procedure which covers the details needed to
complete the derivation given in [3] and confirms the conjecture in [7].

3 Solving two–matrix models.

The second part of this paper is devoted to solving some of the matrix models introduced
above, eq.(2.8), the two–matrix models with bilinear coupling. The main point we insist
on is that for these models there is the possibility to solve the quantum problem exactly.
To this purpose the method of orthogonal polynomials turns out to be particularly fit.
This method allows one to explicitly perform the path integration, so that one is left
with quantum equations of motion and the flow equations of an integrable linear systems.
Our approach for solving two–matrix models consists in solving the quantum equations of
motion and, then, using the recursiveness intrinsic to integrability (the flow equations),
in finding explicit expressions for the correlators.
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The model of two Hermitian N × N matrices M1 and M2 with bilinear coupling is
defined by the partition function

ZN(t, c) =

∫
dM1dM2e

trW , W = V1 + V2 + cM1M2 (3.1)

with potentials

Vα =

pα∑
r=1

t̄α,rM
r
α α = 1, 2. (3.2)

where pα are finite numbers. We denote by Mp1,p2 the corresponding two–matrix model.
With reference to eq.(2.9), this model descends from the geometric potential B defined
by

B(z, ω) =
1

z

[
V1(ω) + V2

(ω

z

)]
+

c

2z2
ω2 (3.3)

We are interested in computing correlation functions (CF’s) of the operators τk = trMk
1

and σk = trMk
2 , ∀k. For this reason we complete the above model by replacing (3.2)

with the more general potentials Vα =
∑∞

r=1 tα,rM
r
α, α = 1, 2, where tα,r ≡ t̄α,r for r ≤ pα.

The CF’s are defined by

< τr1 . . . τrnσs1 . . . σsm >=
∂n+m

∂t1,r1 . . . ∂t1,rn∂t2,s1 . . . ∂t2,sm

ln ZN(t, g) (3.4)

where, in the RHS, all the tα,r are set equal to t̄α,r for r ≤ pα and the remaining ones are
set to zero.

By introducing monic orthogonal polynomials it is possible to explicitly perform (3.1)
and obtain

ZN(t, c) = const N !
N−1∏
i=0

hi (3.5)

where hi are the normalization factors of the orthogonal polynomials.
The crucial ingredient to solve these models are the quantum equations of motion.

They are written as

P ◦(1) + V ′
1(Q(1)) + cQ(2) = 0, cQ(1) + V ′

2(Q(2)) + P̃◦(2) = 0, (3.6)

Q(1), Q(2), P ◦(1), P ◦(2) represent the multiplication by λ1, λ2 and the derivative by the
same parameters, respectively, in the basis of orthogonal polynomials. Q(1), Q(2) are
infinite Jacobi matrices:

Q(1) = I+ +
∑

i

m1∑

l=0

al(i)Ei,i−l, Q̃(2) = I+ +
∑

i

m2∑

l=0

bl(i)Ei,i−l (3.7)

where I+ =
∑

i=0 Ei,i+1 and (Ei,j)k,l = δi,kδj,l, and m1 = p2 − 1, m2 = p1 − 1. Eqs.(3.6)
can be considered the quantum analog of the classical equations of motion.
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Once the quantum equations of motion have been solved, i.e. once we know Q(1) and
Q(2) explicitly, we use the reconstruction formula for the partition function

∂

∂tα,r

ln ZN(t, c) =
N−1∑
i=0

(
Qr(α)

)
ii
, α = 1, 2 (3.8)

Since the correlators are nothing but derivatives of ZN with respect to tα,r, and the
derivatives of the Q matrices with respect to tα,r are known via the flow equations of the
Toda lattice hierarchy

∂

∂tα,k

Q(1) = [Q(1), Qk(α)−],
∂

∂tα,k

Q(2) = [Qk(α)+, Q(2)], (3.9)

we can explicitly compute all the correlators.
For instance

∂2

∂t21,1

ln ZN(t, c) = a1(N),
∂2

∂t1,1∂t2,1

ln ZN(t, c) = R(N) (3.10)

where R(i + 1) ≡ hi+1/hi.
Let us turn now to two explicit examples. By solving the quantum equations of motion

we determine the ‘lattice fields’ ai(n), bi(n) and R(n). Once these are known we can
compute all the correlation functions starting from (3.8) by repeated use of the Toda lattice
hierarchy flows. In the sequel we will concentrate on solving the equations of motion,
since the calculus of correlators is of algorithmic nature and, therefore, not particularly
interesting; in any case, it has already been illustrated in a number of examples, [15, 14, 3].
The equations of motion are definitely more interesting, because some aspects of them
have not been stressed enough or ignored in the existing literature.

3.1 The cubic model

The full M3,2 model has been discussed at length in [15] and, in particular, in [3]. Here
we would like to consider its decoupling limit c = 0 and single out the cubic potential
part, which amounts to considering the cubic one–matrix model M3. In the genus 0 limit
this model is described by the discrete algebraic equations

a3
0 +

t2
t3

a2
0 +

2

9

(
t2
t3

)2

a0 − n

3t3
= 0 (3.11)

a1 = −1

2
a2

0 −
1

3

t2
t3

a0 (3.12)

where, for simplicity and without loss of generality, we have set t1 = 0. One can extract
from these equations a0 and a1 and calculate all the correlators with the algorithm de-
scribed above. Here we are not interested in this, but rather in analyzing eq.(3.11) and
its solutions.

In the large N limit we shift to x = n
N

and, in order to make contact with section
4 of [16] for a comparison, we simplify a bit further our notation setting t2 = −N

2
and

t3 = −Ng, where g is the cubic coupling constant there. Moreover we denote z = 3ga0.
Then eq.(3.11) becomes

18g2x + z(1 + z)(1 + 2z) = 0 (3.13)
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This can be solved exactly for z and gives the three solutions

z1 = −1

2
+

1

2I(x)
+

I(x)

6
(3.14)

z2 = −1

2
+

1 + i
√

3

4I(x)
+

1− i
√

3I(x)

12
(3.15)

z3 = −1

2
+

1− i
√

3

4I(x)
+

1 + i
√

3I(x)

12
(3.16)

where

I(x) = 31/3
(
−324g2x +

√
3
√
−1 + 34992g4x2

)1/3

(3.17)

From these we can extract three solutions for a0 and, consequently, for a1. For small x
the three solutions can be expanded as follows

z1 = −18g2x− 972g4x2 − 93312g6x3 − 11022480g8x4 + O(x5) (3.18)

z2 = −1− 18g2x + 972g4x2 − 93312g6x3 + 11022480g8x4 + O(x5) (3.19)

z3 = −1

2
+ 36g2x + 186624g6x3 + O(x5). (3.20)

The best way to analyze these solutions is to notice that they represent a plane curve
in the complex z, x plane. It is a genus 0 Riemann surface with punctures at x = 0 and
x = ∞, made of three sheets joined through cuts running from z = −1/(

√
3108g2) to

z = 1/(108
√

3g2). The solutions (3.18,3.19,3.20) correspond to the values z takes near
x = 0, away from the cuts. In order to pass from one solution to another we have to
cross the cuts. We call the Riemann surface so constructed the quantum Riemann surface
associated to the model. This Riemann surface picture is the clue to understanding the
solutions with multiple brane configurations, as was explained in [3].

Let us analyze the meaning of these three solutions. To this end it is useful to make
a comparison with [16]: we see that the first solution corresponds to the unique solution
found there, which corresponds to the minimum of the classical potential (see below).
In fact the correspondence with [16] can be made more precise: one can easily verify
that eqs.(46) there are nothing but eqs.(3.11,3.12), provided we make the identifications:
a + b = a0 and (b − a)2 = 4a1 and the rescalings a0 →

√
xa0, a1 → xa1 and g → g/

√
x.

In [16] the interval (2a, 2b) represents a cut in the eigenvalue λ plane. In [16] we can
therefore introduce an auxiliary Riemann surface. The latter is not to be confused with
the quantum Riemann surface defined above, although the two are related.

Let us now discuss the correspondence between our three solutions and the classical
extrema of the potential. The classical potential for the continuous eigenvalue function
λ(x) (which is λn/

√
N in the large N limit), is Vcl = 1

2
λ2 + gλ3. It has extrema at

λ = 0 and λ = −1/3g. To find the classical limit in our quantum approach instead,
we rescale tk, k = 2, 3 as: tk → tk/~, and take ~ → 0. This amounts to dropping the
last term in eq.(3.11). The extrema are three, z = 0,−1,−1/2, which corresponds to
a0 = 0,−1/3g,−1/6g, not two as in the classical case. z = 0 corresponds to the minimum
of the potential, z = −1 corresponds to the maximum, while z = −1/2 to the flex. The
latter solution does not have a classical analog. This result is somewhat puzzling, but we
should remember that the saddle point method is semiclassical: one cannot exclude that
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the quantum problem admits solution without classical analog. This is precisely what
happens in the present case. One can phrase it also by saying that, in general, the large
N limit and the ~→ 0 limit do not commute.

The next question is: what is the meaning of the third solution, z = −1/2? Let us
recall what the other two solutions at z = 0 and z = −1 mean. On the basis of the
discussion in section 2, we know that they represent two Riemann spheres located at the
minimum and the maximum of the potential. They replace the continuous family of P1

which characterizes the conifold geometry before the deformation W is introduced. This
is the interpretation on the basis of classical geometry. What we learn now is that solving
the quantum problem we obtain a third solution, which we can interpret as a quantum
P1, located at the flex of the potential. This is a pure quantum geometry effect.

Before we end this section we would like to make a few remarks. First we notice that
the classical extrema are characterized by the fact that a1 = 0, while the pure quantum
solution corresponds to a non-vanishing a1. Moreover, after setting a1 = 0 we get for
a0 an equation that coincides with the classical eigenvalue equation. From this simple
example we learn three important pieces of informations.

• The number of solutions of the quantum problem (i.e. the number of solutions
to eq.(3.13)) is in general larger than the number of the extrema of the classical
potential.

• The field a0 can be regarded as the quantum version of the classical eigenvalue
function.

• The classical extrema are obtained by neglecting the n term in eq.(3.11) and setting
a1 = 0.

These conclusion are valid in general, except for the fact that, the condition a1 = 0 in
the last remark must be replaced by the fields a1, a2, ..., b1, b2, ..., being set to zero in the
general case.

3.2 The M3,3 model

We study the model in the case t1 = s1 = 0 and limit ourselves to writing down the genus
0 quantum equations of motion:

3t3ca
2
0 + 2t2ca0 − 36s3t3b0R + c2b0 − 12s2t3R = 0

3s3cb
2
0 + 2s2cb0 − 36s3t3a0R− 12s3t2R + a0c

2 = 0

nc + Rc2 − 18s3t3R
2 − 36s3t3a0b0R− 12s2t3a0R− 12t2s3b0R− 4s2t2R = 0(3.21)

a1 = −6s3

c
b0R− 2s2

c
R, a2 = −3s3

c
R2

b1 = −6t3
c

a0R− 2t2
c

R, b2 = −3t3
c

R2

As in the previous subsection we see that we are indeed interested in finding all the
solutions that have an analytic expansion in x = n/N around x = 0. In order to compute
all possible solutions of this type, that is the quantum vacua, we therefore drop the first
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term in the lhs of (3.21) and solve the resulting system. The third equation, in particular,
admits the solution R = 0.

R = 0 (3.22)

3t3a
2
0 + 2t2a0 + cb0 = 0 (3.23)

3s3b
2
0 + 2s2b0 + ca0 = 0 (3.24)

which give rise to four (in general) distinct solutions. The alternative R 6= 0 leads to

9

2
c
s3t3
s2

a2
0 + 3(

s3t2
s2

c + 8s2t3)a0 + 108 s3t3a0b0 + 54
s362t2

s2

b2
0 + 162

s2
3t3
s2

a0b
2
0

= 3
s3

s2

(c2 − 16s2t2) + c2 − 4s2t2, (3.25)

9

2
c
s3t3
t2

b2
0 + 3(

t3s2

t2
c + 8s3t2)a0 + 108 s3t3a0b0 + 54

s2t
2
3

t2
a2

0 + 162
s3t

2
3

t2
a2

0b0

= 3
t3
t2

(c2 − 16s2t2) + c2 − 4s2t2, (3.26)

This leads to an algebraic equation of order 10 for a0, for instance. Therefore, generically,
we have 10 (possibly complex) solutions for a0, each of which gives rise to two different
values for b0. Altogether we are going to find 24 different quantum vacua. Once again
it is interesting to compare these solutions with the classical ones. To this end in the
above equations we set a2 = b2 = a1 = b1 = 0 as well as R = 0, from which we get
eqs.(3.23,3.24).

From the first we can get b0 = −1
c
(3t3a

2
0 + 2t2a0), whence we get either a0 = 0 or the

cubic equation

27s3t
2
3a

3
0 + 36t2s3t3a

2
0 + (12s3t

2
2 − 6cs2t3)a0 + c(c2 − 4s2t2) = 0

Therefore in general we have four classical extrema. In ref.[3] it is shown how to find an
explicit series expansion in x about each of these solutions.

Before we end this section it is interesting to discuss the geometric meaning of the
first three equations in (3.21). We can think of the third equation as a definition of the
complex x = n/N plane. The two remaining ones are quadratic equations in a0, b0, R.
Introducing homogeneous coordinates they can be seen to represent two hypersurfaces in
P3. The intersection is a genus 1 Riemann surface.
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Abstract

We develop the BRST approach to Lagrangian formulation for massive bosonic
and massless fermionic higher spin fields on a flat space-time of arbitrary dimen-
sion. General procedure of gauge invariant Lagrangian construction describing the
dynamics of the fields with any spin is given. No off-shell constraints on the fields
(like tracelessness) and the gauge parameters are imposed. The procedure is based
on construction of new representations for the closed algebras generated by the
constraints defining irreducible representations of the Poincare group. We also con-
struct Lagrangians describing propagation of all massive bosonic fields and massless
fermionic fields simultaneously.

1 Introduction

Construction of higher spin field theory is one of the fundamental problems of high energy
theoretical physics. At present, there exist the various approaches to this problem (see
e.g. [1] for reviews). This paper is a brief review of recent development of BRST approach
to free higher spin field theory. It is based on two papers [2, 3] devoted to Lagrangian
construction of free fermionic massless higher spin fields and Lagrangian construction of
free bosonic massive higher spin fields respectively. The main motivation for using BRST
approach is to try to construct the theory of interacting higher spin fields analogously to
string field theory. The first natural step in constructing a higher spin interacting model
is formulation of the corresponding free theory.

The paper is organized as follows. In sections 2 and 3 we discuss operator algebras
generated by primary constraints which define irreducible representations of the Pioncare
group both in the massless fermionic and massive bosonic cases respectively. The sructure
of the algebras proved to be the same and the method of Lagrangian construction is
explained in section 4 on the base of a toy model. Then in sections 5 and 6 we applay
this method for Lagrangian construction both for massless fermionic and massive bosonic
fields respectively. Section 7 summarizes the obtained results.
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2 Massless fermionic theory. Algebra of the con-

straints

It is well known that the totally symmetrical tensor-spinor field Ψµ1···µn (the Dirac index
is suppressed), describing the irreducible spin s = n+1/2 representation must satisfy the
following constraints (see e.g. [4])

γν∂νΦµ1···µn = 0, γµΦµµ2···µn = 0. (1)

Here γµ are the Dirac matrices {γµ, γν} = 2ηµν , ηµν = (+,−, . . . ,−).
In order to describe all higher tensor-spinor fields together it is convenient to introduce

Fock space generated by creation and annihilation operators a+
µ , aµ with vector Lorentz

index µ = 0, 1, 2, . . . , D − 1 satisfying the commutation relations

[aµ, a
+
ν ] = −ηµν . (2)

These operators act on states in the Fock space

|Φ〉 =
∞∑

n=0

Φµ1···µn(x)a+µ1 · · · a+µn |0〉 (3)

which describe all half-integer spins simultaneously if the following constraints are taken
into account

T0|Φ〉 = 0, T1|Φ〉 = 0, (4)

where

T0 = γµpµ, T1 = γµaµ, (5)

with pµ = −i ∂
∂xµ . If constraints (4) are fulfilled for the general state (3) then constraints

(1) are fulfilled for each component Φµ1···µn(x) in (3) and hence the relations (4) describe all
free higher spin fermionic fields together. The constraints T0, T1 are primary constraints.
They generate all the constraints on the space of ket-vectors (3). Thus we get three more
constraints

L0|Φ〉 = 0, L1|Φ〉 = 0, L2|Φ〉 = 0, (6)

where

L0 = −p2, L1 = aµpµ, L2 = 1
2
aµa

µ. (7)

Our purpose is to construct Lagrangian for the massless fermionic higher spin fields
on the base of BRST approach, therefore we must construct Hermitian BRST operator.
In the case under consideration the constraints T0, L0 are Hermitian, T+

0 = T0, L+
0 = L0,

however the constraints T1, L1, L2 are not Hermitian. Therefore we extend the set of the
constraints adding three new operators

T+
1 = γµa+

µ , L+
1 = a+µpµ, L+

2 = 1
2
a+

µ a+µ (8)

48



to the initial constraints (5) and (7). As a result, the set of operators T0, T1, T+
1 , L0, L1,

L2, L+
1 , L+

2 is invariant under Hermitian conjugation. Taking hermitian conjugation of
(4) and (6) we see that the operators (8) together with T0 and L0 are constraints on the
space of ket-vectors

〈Φ|T0 = 〈Φ|T+
1 = 〈Φ|L0 = 〈Φ|L+

1 = 〈Φ|L+
2 = 0. (9)

Algebra of operators (5), (7), (8) is open in terms of commutators of these operators.
We will suggest the following procedure of consideration. We want to use the BRST
construction in the simplest (minimal) form coresponding to closed algebras. To get
such an algebra we add to the above set of operators, all operators generated by the
commutators of (5), (7), (8). Doing such a way we obtain one new operator

G0 = −a+
µ aµ + D

2
, (10)

which arises from the commutators

−1
2
[T1, T

+
1 ] = [L2, L

+
2 ] = G0, (11)

and which is not a constraint neither in the space of ket-vectors nor in the space of
bra-vectors. The resulting operators algebra may be found in [2].

Let us summarize what we have at the moment. The structure of the operator algebra
in the fermionic case is as follows. First we have hermitian operators T0, L0, G0. Two
of them T0 and L0 are constraints both in the space of ket-vectors and in the space of
bra-vectors, another G0 is not a constrint neither in the space of ket-vectors nor in the
space of bra-vectors. Then we have pairs of mutually conjugated operators (T1, T+

1 ), (L1,
L+

1 ), (L2, L+
2 ). One representative from the pairs is constraint in the space of ket-vectors

another representative is a constraint on the space of bra-vectors. The problem is to find
BRST operator which reproduce equations of motion (1) up to gauge transformations.

Let us turn to the massive bosonic case.

3 Massive bosonic theory. Algebra of the constraints

It is well known that the totally symmetric tensor field Φµ1···µs , describing the irreducible
spin-s massive representation of the Poincare group must satisfy the following constraints
(see e.g. [4])

(∂2 + m2)Φµ1···µs = 0, ∂µ1Φµ1µ2···µs = 0, ηµ1µ2Φµ1···µs = 0. (12)

Analogously to the fermionic case, in order to describe all higher integer spin fields
simultaneously we introduce Fock space generated by creation and annihilation operators
a+

µ , aµ satisfying the commutation relations (2) and define the operators

L0 = −p2 + m2, L1 = aµpµ, L2 = 1
2
aµaµ, (13)

where pµ = −i ∂
∂xµ . These operators act on states in the Fock space

|Φ〉 =
∞∑

s=0

Φµ1···µs(x)aµ1+ · · · aµs+|0〉 (14)
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which describe all integer spin fields simultaneously if the following constraints on the
states take place

L0|Φ〉 = 0, L1|Φ〉 = 0, L2|Φ〉 = 0. (15)

If constraints (15) are fulfilled for the general state (14) then constraints (12) are fulfilled
for each component Φµ1···µs(x) in (14) and hence the relations (15) describe all free massive
higher spin bosonic fields simultaneously.

Constraints (13) are all constraints in the space of ket-vectors (14). Again, as in the
fermionic case, in order to be possible to construct hermitian BRST operator we must
add to the constraints (13) their hermitian conjugated operators. Since L+

0 = L0 we add
two operators

L+
1 = a+µpµ, L+

2 = 1
2
a+

µ a+µ (16)

to the initial constraints (13). As a result, the set of operators L0, L1, L2, L+
1 , L+

2 is
invariant under Hermitian conjugation. Taking hermitian conjugation of (15) we see that
the operators (16) together with L0 are constraints in the space of bra-vectors

〈Φ|L0 = 〈Φ|L+
1 = 〈Φ|L+

2 = 0. (17)

Algebra of the constraints (13), (16) is not closed and in order to construct BRST
operator we must include in the algebra all the operators generated by (13), (16). Thus
we have to include in the algebra two more hermitian operator

m2 and G0 = −a+
µ aµ + D

2
. (18)

which are obtained from the commutators

[L1, L
+
1 ] = L0 −m2, [L2, L

+
2 ] = G0, (19)

and which are not not constraints neither in the space of ket-vectors nor in the space of
bra-vectors. The resulting operator algebra can be found in [3].

Let us summarize the structure of the operator algebra in the bosonic case. It is the
same as in the fermionic case. First we have hermitian operators T0, L0, m2, G0. Two
of them T0 and L0 are constraints both in the space of ket-vectors and in the space of
bra-vectors, another m2 and G0 are not constraints neither in the space of ket-vectors nor
in the space of bra-vectors. Then we have pairs of mutually conjugated operators (L1,
L+

1 ), (L2, L+
2 ). One representative from the pairs is constraint in the space of ket-vectors

another representative is a constraint on the space of bra-vectors.
In order to understand better the method used for construction of BRST operator

leading to the proper equations of motion (1), (15) it is useful to consider a toy model.

4 A simlified model

Let us consider a model where the ’physical’ states are defined by the equations

L0|Φ〉 = 0, L1|Φ〉 = 0, (20)
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with some operators L0 and L1. Let us also suppose that some scalar product 〈Φ1|Φ2〉
is defined for the states |Φ〉 and let L0 be a Hermitian operator (L0)

+ = L0 and let L1

be non-Hermitian (L1)
+ = L+

1 with respect to this scalar product. In this section we
show how to construct Lagrangian which will reproduce (20) as equations of motion up
to gauge transformations.

In order to get the Lagrangian within BRST approach we should begin with the
Hermitian BRST operator. However, the standard prescription does not allow to construct
such a Hermitian operator on the base of operators L0 and L1 if L1 is non-Hermitian.
We assume to define the nilpotent Hermitian operator in the case under consideration as
follows.

Let us consider the algebra generated by the operators L0, L1, L+
1 and let this algebra

takes the form

[L0, L1] = [L0, L
+
1 ] = 0, (21)

[L1, L
+
1 ] = L0 + C, C = const 6= 0. (22)

It is known (see e.g. [5]) that in the case C = 0 if we construct Hermitian BRST
operators as if all the operators L0, L1, L+

1 were the first class constraints then this BRST
operator will reproduce the proper equations of motion (20) up to gauge transformations.

Now let us consider the case C 6= 0. In this case the central charge C plays the role
analogous to m2 and G0 in the algebras of the two previous sections. If we construct
BRST operator as if the operators L0, L1, L+

1 , C are the first class constraints we get a
solution |Φ〉 = 0 [3] what contradicts to (20). This happens because we treat the operator
C as a constraint.

But the case C = 0 may serve as a hint about solution to our problem. Namely, we
construct new representation of the algebra (21), (22) with operator Cnew = 0 in this
representation.

Thus the solution is as follows. We enlarge the representation space of the operator
algebra (21), (22) by introducing the additional (new) creation and annihilation operators
and construct a new representation of the algebra bringing into it an arbitrary parameter
h. The basic idea is to construct such a representation where the new operator Cnew has
the form Cnew = C + h. Since parameter h is arbitrary and C is a central charge, we can
choose h = −C and the operator Cnew will be zero in the new representation. After this
we proceed as if operators L0new, L1new, L+

1new are the first class constraints.
For example, we can construct new representation of the operator algebra (21), (22)

as follows

L0new = L0, Cnew = C + h, (23)

L1new = L1 + hb, L+
1new = L+

1 + b+. (24)

Here we have introduced the new bosonic creation and annihilation operators b+, b with
the standard commutation relations [b, b+] = 1.

In principle, we could set h = −C and get Cnew = 0, but there is one more equiva-
lent scheme. Namley we still consider Cnew as nonzero operator including the arbitrary
parameter h, but demand for state vectors and gauge parameters to be independent on
ghost ηC as before. It can be shown [3] that these conditions reproduce that h should be
equal to −C.
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Now if we introduce the BRST construction taking the operators in new representation
as if they were the first class constarints

Qh = η0L0 + ηCCnew + η+
1 L1new + η1L

+
1new − η+

1 η1(P0 + PC), Q2
h = 0. (25)

we shall get [3] that equation Qh|Ψ〉 = 0, where

|Ψ〉 =
∞∑

k=0

1∑

ki=0

(η0)
k1(η+

1 )k2(P+
1 )k3(b+)k|Φkk1k2k3〉. (26)

reproduces (20) up to gauge transformations.
Let us pay attention that operators L1new and L+

1new are not mutually conjugate in the
new representation if we use the usual rules for Hermitian conjugation of the additional
creation and annihilation operators (b)+ = b+, (b+)+ = b. To consider the operators
L1new, L+

1new as conjugate to each other we change a definition of scalar product for the
state vectors (26) 〈Ψ1|Ψ2〉new = 〈Ψ1|Kh|Ψ2〉, with

Kh =
∞∑

n=0

|n〉h
n

n!
〈n|, |n〉 = (b+)n|0〉. (27)

Now the new operators L1new, L+
1new are mutually conjugate and the operator Qh is Her-

mitian relatively the new scalar product (4) since the following relations take place

KhL
+
1new = (L1new)+Kh, KhL1new = (L+

1new)+Kh, Q+
h Kh = KhQh. (28)

Finally we note that the proper equations of motion may be derived using the following
Lagrangian

L =

∫
dη0〈Ψ|K−C∆Q−C |Ψ〉 (29)

where subscripts −C means that we substitute −C instead of h. Here the integral is
taken over Grassmann odd variable η0.

5 Lagrangians for massless fermionic fields

5.1 New representation

Let us first construct new representation for the operator algebra. Ones find

L+
2new = 1

2
aµa

µ + b+, L2new = 1
2
a+

µ a+µ + (b+b + d+d + h)b, (30)

T+
1new = γµaµ + 2b+d + d+, T1new = γµa+

µ − 2(b+b + h)d− d+b, (31)

G0new = −a+
µ aµ + D

2
+ 2b+b + d+d + h, (32)

with the other operators being unchanged. Here b+, b are bosonic creation and annihi-
lation operators and d+, d are fermionic ones with the standard commutation relations
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[b, b+] = 1, {d, d+} = 1. Then we introduce the scalar product in the Fock space so that
〈Φ1|Φ2〉new = 〈Φ1|K|Φ2〉, with operator K

K =
∞∑

n=0

1

n!

(
|n〉〈n|C(n, h)− 2d+|n〉〈n|dC(n + 1, h)

)
, |n〉 = (b+)n|0〉, (33)

C(n, h) = h(h + 1)(h + 2) . . . (h + n− 1), C(0, h) = 1. (34)

Now we construct BRST operator as if all the operators were the first class constraints

Q̃ = q0T0 + q+
1 T1new + q1T

+
1new + η0L0 + η+

1 L1 + η1L
+
1 + η+

2 L2new + η2L
+
2new

+ ηGG0new + i(η+
1 q1 − η1q

+
1 )p0 − i(ηGq1 + η2q

+
1 )p+

1 + i(ηGq+
1 + η+

2 q1)p1

+ (q2
0 − η+

1 η1)P0 + (2q1q
+
1 − η+

2 η2)PG + (ηGη+
1 + η+

2 η1 − 2q0q
+
1 )P1

+ (η1ηG + η+
1 η2 − 2q0q1)P+

1 + 2(ηGη+
2 − q+2

1 )P2 + 2(η2ηG − q2
1)P+

2 . (35)

Let us notice that the BRST operator (35) is selfconjugate in the following sense Q̃+K =
KQ̃, with operator K (33).

5.2 Lagrangians for the free fermionic fields of single spin

It can be shown [2] that from equation Q̃|Ψ〉 = 0 using gauge transformations we can
remove dependence of the fields and the gauge parameters on the ghost fields η0, P0, q0,
p0 and obtain equations of motion for field with given spin s = n + 1/2

∆Qπ|χ0
0〉n +

1

2
{T̃0, η

+
1 η1}|χ1

0〉n = 0, T̃0|χ0
0〉n + ∆Qπ|χ1

0〉n = 0. (36)

Here |χ0
0〉n and |χ1

0〉n are states with ghost numbers 0 and −1 respectively and subscript
n indicates that the corresponding field obeying the condition

π|χ〉n = (n + (D − 4)/2)|χ〉n, (37)

with

π = G0 + 2b+b + d+d− iq1p
+
1 + iq+

1 p1 + η+
1 P1 − η1P+

1 + 2η+
2 P2 − 2η2P+

2 . (38)

Next T̃0 = T0 − 2q+
1 P1 − 2q1P+

1 , {A,B} = AB + BA and Qπ is the part of Q̃ (35) which
independent of ηG, PG, η0, P0, q0, p0 with substitution h → −π [2].

These field equations (36) can be deduced from the following Lagrangian

Ln = n〈χ0
0|KπT̃0|χ0

0〉n +
1

2
n〈χ1

0|Kπ{T̃0, η
+
1 η1}|χ1

0〉n
+ n〈χ0

0|Kπ∆Qπ|χ1
0〉n + n〈χ1

0|Kπ∆Qπ|χ0
0〉n, (39)

where the standard scalar product for the creation and annihilation operators is assumed
and the operator Kπ is the operator K (33) where the following substitution is done
h → −π [2].

The equations of motion (36) and the Lagrangian (39) are invariant under the gauge
transformations

δ|χ0
0〉n = ∆Qπ|Λ0

0〉n +
1

2
{T̃0, η

+
1 η1}|Λ1

0〉n, δ|χ1
0〉n = T̃0|Λ0

0〉n + ∆Qπ|Λ1
0〉n, (40)
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which are reducible

δ|Λ(i)0
0〉n = ∆Qπ|Λ(i+1)0

0〉n +
1

2
{T̃0, η

+
1 η1}|Λ(i+1)1

0〉n, |Λ(0)0
0〉n = |Λ0

0〉n, (41)

δ|Λ(i)1
0〉n = T̃0|Λ(i+1)0

0〉n + ∆Qπ|Λ(i+1)1
0〉n, |Λ(0)1

0〉n = |Λ1
0〉n, (42)

with finite number of reducibility stages imax = n − 1 for spin s = n + 1/2. It can be
shown [2] that the Lagrangian (39) can be transformed to the Fang-Fronsdal Lagrangian
[6] in four dimensions after eliminating the auxiliary fields.

5.3 Lagrangian for all half-integer spin fields

Now we turn to construction of Lagrangian describing propagation of all half-integer spin
fields simultaneously. It can be show [2] that it looks like

L = 〈χ0
0|KπT̃0|χ0

0〉+
1

2
〈χ1

0|Kπ{T̃0, η
+
1 η1}|χ1

0〉
+ 〈χ0

0|Kπ∆Qπ|χ1
0〉+ 〈χ1

0|Kπ∆Qπ|χ0
0〉, (43)

where |χ0
0〉 and |χ1

0〉 are states with ghost numbers 0 and −1 respectively. Then we have
the following gauge transformations for the fields

δ|χ0
0〉 = ∆Qπ|Λ0

0〉+
1

2
{T̃0, η

+
1 η1}|Λ1

0〉, δ|χ1
0〉 = T̃0|Λ0

0〉+ ∆Qπ|Λ1
0〉. (44)

which are also reducible

δ|Λ(i)0
0〉 = ∆Qπ|Λ(i+1)0

0〉+
1

2
{T̃0, η

+
1 η1}|Λ(i+1)1

0〉, |Λ(0)0
0〉 = |Λ0

0〉, (45)

δ|Λ(i)1
0〉 = T̃0|Λ(i+1)0

0〉+ ∆Qπ|Λ(i+1)1
0〉, |Λ(0)1

0〉 = |Λ1
0〉. (46)

Since the fields |χ0
0〉 and |χ1

0〉 contain infinite number of spins and since the order of
reducibility grows with the spin value, then the order of reducibility of the gauge symmetry
will be infinite.

6 Lagrangians for massive bosonic fields

6.1 New representation for the algebra

To construct new representation, we introduce two pairs of additional bosonic annihilation
and creation operators b1, b+

1 , b2, b+
2 with the standard commutation relations [ b1, b

+
1 ] =

[ b2, b
+
2 ] = 1 and construct new representation as follows

m2
new = 0, G0new = −a+

µ aµ + D
2

+ b+
1 b1 + 1

2
+ 2b+

2 b2 + h, (47)

L+
1new = aµpµ + mb+

1 , L1new = a+µpµ + mb1, (48)

L+
2new = 1

2
aµaµ − 1

2
b+2
1 + b+

2 , L2new = 1
2
a+µaµ − 1

2
b2
1 + (b+

2 b2 + h)b2, (49)

with the other operators being unchanged. Then we change the definition of scalar product
of vectors in the new representation 〈Φ1|Φ2〉new = 〈Φ1|K|Φ2〉, with operator K in the form

K =
∞∑

n=0

|n〉C(n, h)

n!
〈n|, |n〉 = (b+

2 )n|0〉. (50)
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with C(n, h) given in (34).
Next we introduce the operator Q̃ as if all the operators were the first class constarints

Q̃ = η0L0 + η+
1 L1new + η1L

+
1new + η+

2 L2new + η2L
+
2new + ηGG0new − η+

1 η1P0 − η+
2 η2PG

+ (ηGη+
1 + η+

2 η1)P1 + (η1ηG + η+
1 η2)P+

1 + 2ηGη+
2 P2 + 2η2ηGP+

2 , (51)

One can show that the operator (51) satisfy the relation Q̃+K = KQ̃, which means
that this operator is Hermitian relatively the new scalar product with operator K (50).

6.2 Lagrangians for the massive bosonic field with given spin

It can be shown [3] that we can construct Lagrangian for the field with given spin as

Ln =

∫
dη0 n〈χ|KσQσ|χ〉n. (52)

Here field |χ〉n subject to the condition

σ|χ〉n = (n + (D − 6)/2)|χ〉n. (53)

with operator σ being

σ = G0 + b+
1 b1 + 2b+

2 b2 + η+
1 P1 − η1P+

1 + 2η+
2 P2 − 2η2P+

2 . (54)

Next Qσ is the part of operator Q̃ (51) independent of the ghost fields ηG, PG with
the substitution h → −σ. Analogouly, operator Kσ is operator (50) where substitution
h → −σ be done.

The gauge symmetry induced by nilpotency of the operator Qσ will be reducible with
the first stage of reducibility

δ|χ〉n = Qσ|Λ〉n gh(|Λ〉n) = −1, (55)

δ|Λ〉n = Qσ|Ω〉n, gh(|Ω〉n) = −2. (56)

6.3 Unified description of all massive integer spin fields

It is evident, the fields with different spins s = n may have different masses which we
denote mn. First of all we introduce the state vectors with definite spin and mass as
follows

|χ,m〉n,mn = |χ〉n δm,mn , (57)

with |χ〉n being defined in (53) and m in (57) is now a new variable of the states |χ,m〉n,mn .
Second, we introduce the mass operator M acting on the variable m so that the states
|χ,m〉n,mn are eigenvectors of the operator M with the eigenvalues mn

M |χ,m〉n,mn = mn|χ,m〉n,mn = m|χ,m〉n,mn . (58)

Construction of the Lagrangian decribing unified dynamics of fields with all spins is
realized in terms of a single state |χ〉 containing the fields of all spins (57)

|χ〉 =
∞∑

n=0

|χ,m〉n,mn . (59)

55



This Lagrangian describing a propagation of all integer spin fields with different masses
simultaneously looks like [3]

L =

∫
dη0 〈χ|KσQσM |χ〉. (60)

Let us turn to the gauge transformations. Analogously to (57) we introduce the gauge
parameters for the fields with given spin and mass

|Λ,m〉n,mn = |Λ〉n δm,mn , |Ω,m〉n,mn = |Ω〉n δm,mn (61)

and analogously to (59) we denote

|Λ〉 =
∞∑

n=0

|Λ,m〉n,mn , |Ω〉 =
∞∑

n=0

|Ω,m〉n,mn . (62)

Summing up (55), (56) over all n we find gauge transformation for the field |χ〉 (59) and
transformation for the gauge parameter |Λ〉

δ|χ〉 = QσM |Λ〉, δ|Λ〉 = QσM |Ω〉. (63)

7 Summary

We have developed the BRST approach to derivation of gauge invariant Lagrangians both
for massless fermionic and massive bosonic higher spin fields. We investigated the (su-
per)algebras generated by the constraints which are necessary to define these irreducible
representations of the Poincare group and found that the algebras have an identical struc-
ture. In particular, the algebras contain operators which are not constraints neither in
the space of bra-vectors nor in the space of ket-vectors. For the operators which are not
constraints to be made harmless this method includes construction of a new representa-
tion of the algebra, after which the BRST operator can be obtained as if all the operators
were the first class constraints.

The main obtained results are

• The Lagrangians for free arbitrary spin fields are constructed in terms of com-
pletely symmetric tensor(-spinor) fields (see eq. (39) for massless fermionic fields
and eq. (52) for massive bosonic fields) in concise form. No off-shell constraints
(including tracelessness) on the fields and the gauge parameters are used. All the
equations which define an irreducible representation of the Poincare group (includ-
ing tracelessness of the fields) are consequences of the Lagrangian equations of the
motion and the gauge fixing.

• The models under consideration are reducible gauge theories. In the bosonic case
the models have the first order of reducibility and in the fermionic case the order of
reducibility grows with the value of spin.

• Lagrangian describing propagation of all massless fermionic fields simultaneously is
constructed (43). Lagrangian describing propagation of all bosonic massive fields
(with different massess) simultaneously is constructed (60).
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There are several possibilities for extending our results. This approach can be applied
to Lagrangian construction of fermionic massive fields and to Lagrangian construction of
higher spin fields (both massive and massless) with mixed symmetry of Lorentz indeces
(see [7] for corresponding bosonic massless case).
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Abstract

We propose the relativistic point particle models invariant under the bosonic
counterpart of SUSY. The particles move along the world lines in four dimensional
Minkowski space extended by N commuting Weyl spinors. The models provide after
first quantization the non–Grassmann counterpart of chiral superfields, satisfying
Klein–Gordon equation. Free higher spin fields obtained by expansions of such
chiral superfields satisfy the N = 2 Bargman–Wigner equations in massive case and
Fierz–Pauli equations in massless case.

1. Introduction. Higher spin fields (see e.g. [1]-[3]) were investigated recently mainly
due to their relations to string theory. For the description of higher spin fields the usual
space–time is often extended by additional coordinates, e.g. commuting tensorial coor-
dinates and/or commuting spinorial variables [1]-[6] having twistorial origin [7]. Higher
spin fields do appear as component fields in expansions of fields with respect to addi-
tional coordinate variables. It appears that the system of all higher spin fields possesses
symmetry which is an extension of standard Poincare or conformal symmetries. In four
dimensional space–time the system of massless higher spin fields has Sp(8) symmetry or
its supersymmetric extensions OSp(N |8) (N = 1, 2) (see e.g. [8]).

In this report which is based on our paper [9] we propose new particle models invariant
under bosonic counterpart of SUSY. The quantization of these particles produce infinite
number of higher spin fields with all spins (helicities in massless case). The particle model
with a trace of ‘bosonic’ SUSY has been considered in [10] for description of the relativistic
particle with fixed spin (helicity). The realizations of ‘even’ superalgebra was used also
in [11] for the description of spectrum of the critical open N = 2 string in 2+2 dimensions.

The plan of our report is the following. In Sect. 2 we define the model describing the
particle trajectory in the Minkowski space extended by N Weyl commuting spinors. We

∗On leave of absence from Ukrainian Engineering–Pedagogical Academy, Kharkov, Ukraine
†Supported by KBN grant 1P03B01828
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determine the complete set of constraints and classify them. In Sect. 3 and 4 using Gupta–
Bleuler method we perform the quantization of the models. The wave function describing
first–quantized theory satisfies the Klein–Gordon equation and the bosonic counterpart of
chirality condition. In expansion of wave function with respect to commuting spinors the
component fields describe (anti)self-dual field strenghts and in massless case satisfy the
Fierz-Pauli equations. It appears that in the case of bosonic counterpart of N = 2 SUSY
one can obtain also the linear Bargmann–Wigner equations for D = 4 higher spin fields.
In last section we shall summarize obtained results and present some unsolved questions
related with our framework.

2. Action with bosonic SUSY and the constraints. We describe the
classical mechanics of higher spin particles by the following action

S =

∫
dτ L , L = − 1

2e
(ω̇µω̇

µ + e2m2)− im(aijλ̇
α
i λαj − āijλ̄α̇j

˙̄λα̇
i ) . (1)

The action (1) describes propagation of the particle in Minkowski space extended by
commuting complex Weyl spinors coordinates λα

i (τ), λ̄α̇
i = (λα

i ). We shall consider N = 2
case (i = 1, 2) and N = 1 case (no internal subindices). The constant matrix aij is
symmetric, aij = aji; if aij = −aji the last terms in (1) are total derivatives because
aijλ̇

α
i λαj = 1

2
(aijλ

α
i λαj)

·. The variable e in Lagrangian (1) describes the einbein. Constant
m is the mass of the particle.

The ω–form can be written in general case as follows

ω̇µ = ẋµ − iκij(λ̇
α
i σµ

αβ̇
λ̄β̇

j − λα
j σµ

αβ̇

˙̄λ
β̇

i ) (2)

where constant matrix κij = κji can be choose in the form κij =

(
1 0
0 κ

)
with real κ

by linear redefinitions of spinors λα
i in N = 2 internal space.

The action (1) is invariant under the following spinorial bosonic transformation

δxµ = iκij(λ
α
i σµ

αβ̇
ε̄β̇

j − εα
i σµ

αβ̇
λ̄β̇

j ) , δλα
i = εα

i , δλ̄α̇
i = ε̄α̇

i (3)

where εα
i is a constant commuting Weyl spinors. Conserved Noether spinorial charges

corresponding to the transformations (3) are

Rαi ≡ παi − iκijpαβ̇λ̄β̇
j − imaijλαj , R̄α̇i ≡ π̄α̇i + iκijλ

β
j pβα̇ + imāijλ̄α̇j (4)

where pµ, παi, π̄α̇i are the canonical momenta. Using the canonical Poisson brackets

{xµ, pν} = δµ
ν , {λα

i , πβj} = δα
β δij , {λ̄α̇

i , π̄β̇j} = δα̇
β̇
δij (5)

we obtain the PB algebra

{Rαi, R̄β̇j} = −2iκijpαβ̇ , {Rαi, Rβj} = 2imaijεαβ , {R̄α̇i, R̄β̇j} = −2imāijεα̇β̇ (6)

which is classical (Poisson bracket) realization of bosonic counterpart of N = 2 super-
symmetry algebra with central charges Zij = maij, Z̄ij = māij. Since the spinor variables
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are commuting and the Poisson brackets in (6) are even, the quantum realization of the
algebra (6) is constructed in terms of the commutators

[Rαi, R̄β̇j] = 2κijpαβ̇ , [Rαi, Rβj] = −2maijεαβ , [R̄α̇i, R̄β̇j] = 2māijεα̇β̇ (7)

in contrast to the algebra of anticommutators in standard N = 2 supersymmetry.
The model (1) has the following nontrivial constraints (we omit the constraint which

implies pure gauge character of the einbein e)

T ≡ p2 −m2 ≈ 0 , (8)

Dα ≡ παi + iκijpαβ̇λ̄β̇
j + imaijλαj ≈ 0 , D̄α̇ ≡ π̄α̇i − iκijλ

β
j pβα̇ − imāijλ̄α̇j ≈ 0 . (9)

Nonvanishing Poisson brackets of the constraints (8)–(9) are

{Dαi, D̄β̇j} = 2iκijpαβ̇ , {Dαi, Dβj} = −2imaijεαβ , {D̄α̇i, D̄β̇j} = 2imāijεα̇β̇ . (10)

The constraint (8) T ≈ 0 is a first class constraint. For classifying of the spinor
constraints (9) we look for the determinant of the matrix

C =

( {Dαi, Dβj} {Dαi, D̄β̇j}
{D̄α̇i, Dβj} {D̄α̇i, D̄β̇j}

)
=

( −2imaijεαβ 2iκijpαβ̇

−2iκijpβα̇ 2imāijεα̇β̇

)
. (11)

If matrix (aij) is diagonal it follows for N = 1, 2 that in massive case det C is always
nonzero, therefore all the constraints (9) are of second class.

In case of antidiagonal matrix (aij) the matrix (11) has vanishing determinant when
κ = −|a12|2 < 0. Only in such a case the first class constraints are present in the
model (1).1 Thus in massive case if we wish to have spinorial first class constraints we
should consider N ≥ 2 bosonic supersymmetry.

If N = 2 we shall consider a simple choice κ = −a12 = −1. In such a case the formu-
lation (1) has an attractive interpretation if we pass to the commuting four–component

Dirac spinor ψa =

(
λα1

λ̄α̇
2

)
, ψ̄a = (ψ+γ0)

a = (λα
2 , λ̄α̇1), where a = 1, 2, 3, 4 is Dirac index.

The Lagrangian (1) takes the simple form

L = − 1
2e

(ω̇µω̇
µ + e2m2)− im( ˙̄ψψ − ψ̄ψ̇) , (12)

ω̇µ = ẋµ + i( ˙̄ψγµψ − ψ̄γµψ̇) . (13)

In massless case (m = 0) the matrix (11) has vanishing determinant and even if N = 1
the half of the spinorial constraints are first class.

3. Gupta–Bleuler quantization of the model with N = 1 bosonic
SUSY. We shall perform the quantization using Gupta–Bleuler technique what implies
the split of the second class constraints into complex–conjugated pairs, with holomorphic
and antiholomorphic parts forming separately the subalgebras of first class constraints.

1We note that in case of usual N = 2 massive superparticle [12] when spinor variables are Grassman-
nian and the matrix (aij) is skew–symmetric, the first class constraints are present if κ = |a12|2 > 0.
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In massive N = 1 case the algebra (10) of the constraints (9) does not satisfy the
Gupta–Bleuler requirements. However, the redefined constraints

Dα = Dα + b
m

pαβ̇D̄β̇ , D̄α̇ = D̄α̇ + b
m

Dβpβα̇ (14)

have the following algebra (we take a11 = 1 without the loss of generality and we obtain
b = 1±√2)

{Dα,Dβ} = 2i
m

εαβT , {D̄α̇, D̄β̇} = − 2i
m

εα̇β̇T , {Dα, D̄β̇} = −8bipαβ̇ − 2b2i
m2 pαβ̇T (15)

i. e. are suitable for application of Gupta–Bleuler quantization method. The wave func-
tion which satisfies the Klein–Gordon constraint (8) and spinorial wave equations (D̄α̇Ψ =
0 (chiral case) or DαΨ = 0 (antichiral case)) provide the bosonic (non–Grassmann) coun-
terpart of D = 4 N = 1 chiral superfield. It is possible to introduce new spinorial
variables λ′α, λ̄′α̇, π′α, π̄′α̇ via canonical transformation (see details in [9]) in which new
constraints (14) have the form

Dα = π′α − 4bipαβ̇λ̄′β̇ ≈ 0 , D̄α̇ = π̄′α̇ + 4biλ′βpβα̇ ≈ 0 . (16)

Solving chirality condition we obtain that the expansion of the wave function with re-
spect to new spinorial variables contains infinite number space–time fields ψα1···αn(x) =
ψ(α1···αn)(x). They satisfy the Klein–Gordon equation (¤ ≡ ∂µ∂

µ)

(¤ + m2)ψα1···αn(x) = 0 (n = 1, 2, . . .) . (17)

In antichiral case do appear in the expansion of the wave function the infinite number of
fields ψ̄(α̇1···α̇n)(x) with dotted Weyl indices.

In massless N = 1 case the spinorial constraints

Dα = πα + ipαβ̇λ̄β̇ ≈ 0 , D̄α̇ = π̄α̇ − iλβpβα̇ ≈ 0 (18)

are the mixture of first and second class constraints. The spinorial bosonic first class
constraints are obtained from (18) by the multiplication with pαβ̇:

F α̇ = pα̇βDβ ≈ 0 , F̄α = D̄β̇pβ̇α ≈ 0 . (19)

Unfortunately these constraints are reducible since

pαβ̇F β̇ ≈ 0 F̄ βpβα̇ ≈ 0 . (20)

Irreducible separation of first and second class constraints is obtained by the projection
of spinorial constraints (18) on spinors λα and λ̄α̇pα̇α. The constraints

G ≡ λαDα ≈ 0 , Ḡ ≡ D̄α̇λ̄α̇ ≈ 0 (21)

are second class whereas the constraints

F ≡ λ̄α̇pα̇αDα ≈ 0 , F̄ ≡ D̄α̇pα̇αλα ≈ 0 (22)

are first class.
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Because the spinors λα and λ̄α̇pα̇α are independent the pair of constraints G ≈ 0 and
F ≈ 0 is equivalent to the constraints Dα ≈ 0. Similarly the constraints Ḡ ≈ 0 and F̄ ≈ 0
are equivalent to the constraints D̄α̇ ≈ 0. Thus we have two sets of the wave equations:
‘bosonic chiral’ case

T Ψ = 0 , F Ψ = 0 , D̄α̇ Ψ = 0 (23)

or ‘bosonic antichiral’ one

T Ψ = 0 , F̄ Ψ = 0 , Dα Ψ = 0 . (24)

In the representation

pµ = −i∂µ , πα = −i∂α , π̄α̇ = −i∂̄α̇ (25)

the equations in chiral case

¤ Ψ = 0 , D̄α̇ Ψ = (−i∂̄α̇ − λβ∂βα̇) Ψ = 0 , −iλ̄α̇∂α̇αDα Ψ = −λ̄α̇∂α̇α∂α Ψ = 0

give only the dependence of the wave function on left–chiral variables

zL ≡ (xµ
L = xµ + iλσµλ̄, λα) . (26)

We obtain the expansion

Ψ(xL, λ) =
∞∑

n=0

λα1 . . . λαnφα1...αn(xL) . (27)

The component fields are completely symmetric in spinor indices, φα1...αn = φ(α1...αn) and
satisfy Fierz–Pauli equations for component fields

∂β̇β φβα2...αn = 0 . (28)

Scalar component field satisfies only the d’Alembert equation ¤ φ = 0. The fields
φα1...αn(x) in the expansion of the wave function (27) are self–dual field strenghts of mass-
less particles with helicities n/2. In antichiral case we obtain analogously anti-self–dual
field strenghts of massless particles.

4. Quantum states describing particles with N = 2 bosonic SUSY.
The constraints (8)–(9) at κ = −a12 = −1, written in Dirac notation, are the following

T ≡ p2−m2 ≈ 0 , Da ≡ πa+iψ̄b(p̂−m)b
a ≈ 0 , D̄a ≡ π̄a−i(p̂−m)a

bψb ≈ 0 . (29)

Here πa and π̄a are the conjugate momenta for ψa and ψ̄a; its Poisson brackets are

{ψa, π
b} = δb

a {ψ̄a, π̄b} = δa
b (30)

where we use notation p̂ ≡ γµpµ.
From nonvanishing Poisson brackets of the constraints

{D̄a, D
b} = −2i(p̂−m)a

b (31)
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we obtain directly that half of the spinorial constraints (29) are first class constraints.
The projectors P± ≡ 1

2m
(m± p̂) define respectively the first class constraints

F a = Db(p̂ + m)b
a , F̄a = (p̂ + m)a

bD̄b (32)

and the second class

Ga = Db(p̂−m)b
a , Ḡa = (p̂−m)a

bD̄b . (33)

But due to the reducibility conditions

F b(p̂−m)b
a ≈ 0 (p̂−m)a

bF̄b ≈ 0 (34)

if T = p2 − m2 ≈ 0 the eight constraints (F a, F̄a) has only four (real) independent
constraints. Analogously, the constraints (Ga, Ḡa) contain also four (real) independent
constraints.

In a way depending on the choice of second class constraints imposed on the wave
function, we obtain (see details in [9]) that the wave function satisfies or the ‘bosonic
chiral’ equations

T Ψ = 0 , D̄a Ψ = 0 , F a Ψ = 0 (35)

or the ‘bosonic antichiral’ ones

T Ψ = 0 , Da Ψ = 0 , F̄a Ψ = 0 . (36)

In ‘bosonic chiral’ case the wave equations

(¤2 + m2)Ψ = 0 , −i[
∂

∂ψ̄a
− (i∂̂ + m)a

bψb]Ψ = 0 , i
∂

∂ψb

(i∂̂ −m)b
aΨ = 0 (37)

have the general solution

Ψ(x, ψ, ψ̄) = eψ̄(i∂̂+m)ψ

∞∑
n=0

ψa1 · · ·ψanφa1···an(x) (38)

where the component fields φa1···an(x) are completely symmetric with respect to all Dirac
indices, φa1···an(x) = φ(a1···an)(x), and satisfy the Dirac equations

(i∂̂ −m)a1

bφa1a2···an(x) = 0 . (39)

From (39) follows the Klein–Gordon equation (37). Finally we have obtained the Barg-
mann–Wigner fields describing massive particles of spins n/2.

5. Conclusions. We have considered the models of the relativistic point particles
propagating on fourdimensional Minkowski space extended by commuting Weyl spinors.
The models are invariant under bosonic (non–Grassmann) counterpart of SUSY. The
main results are the following:

• Higher spin fields emerge as the result of first quantization of the proposed models.

• In massless case one obtained infinite set of field strenghts with all helicities satis-
fying linear Fierz–Pauli equations.
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• If we quantize the massive particle with N = 1 bosonic counterpart of SUSY we ob-
tain the massive free fields with any spin which satisfy only Klein–Gordon equation.
We stress however that the first order equations of motions are missing.

• For massive particle with N = 2 bosonic counterpart of SUSY we get after quanti-
zation the wave function described by Bargmann–Wigner equations.

Let us note that some questions still should be answered. For instance, we do not un-
derstand the relation of our formalism with the unfolded formulation of higher spin fields
by Vasiliev (see e.g. [1]) and link with the formulation using tensorial coordinates (see
e.g. [5]). Also in our approach appears nonstandard relation between spin and statistics:
both integer and half–integer spin fields have the same bosonic statistic. Here one should
add that the analogous situation with statistics appears also in higher spin fields theory
formulated on twistor spaces [7], [13], [14].
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Abstract

We elucidate some relations between Harmonic Superspace and Pure Spinor
String Theory. The example of massless hypermultiplet for N=2 D=4 is considered
and the action is derived from a String Field Theory action.

1 Introduction

Harmonic superspace is a very useful tool for study supersymmetric models with extended
supersymmetry. See [1] for a complete review of the subject and two useful accounts of the
subject can be found in [2]. Projective harmonic superspace has been introduced in [3] and
the application to the AdS/CFT correspondence is studied in [4]. Recent developments
of N = 4 harmonic superspace for SYM can be found in [5].

On string theory side, an important revolution was started with the construction of
Pure Spinor String Theory by N. Berkovits in [6]. This new formalism is based on sigma
model for the superspace coordinates with the additional of some bosonic fields (in the
following denoted by λα). The latter are to be understood as ghost fields and they are
needed in order to implement the BRST symmetry of the theory. They are constrained
to satisfy a quadratic equation λαγm

αβλβ = 0 which is known as Pure Spinor Constraint.
It has been noticed in [7] that by a suitable ansatz, the pure spinor constraint is solved

and the solution parametrize the same cosets of the harmonic coordinates of the harmonic
superspace. Therefore, using the idea of adding new ghost fields pursued in [8], we derived
the N=3 harmonic superspace action and the equations of motion in [7].

In [7], we consider only the case of N=3 SYM, but the same technique can be applied
to the D=4, N=2 hypermultiplet. In the present note, under a suggestion of E. Sokatchev
and E. Ivanov, we wrote the complete derivation of the action for N=3 (sec. 3) and we
describe the case on the hypermultiplet (sec. 4). This last part is original and it has been
presented at the conference SQS’5 in Dubna in 2005. In sec. 2, we briefly review the
coordinates of harmonic superspaces derived from string theory.
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2 N=4,3,2 harmonic superspace from pure spinors

The notations are taken from [7] to which we refer for a complete discussion.
We substitute the decomposition λα̂ = (λα

I , λ̄α̇I) (where α, α̇ = 1, 2 and I = 1, . . . 4)
into the pure spinor constraints λγmλ = 0 obtaining the six plus four equations

λα
I εαβλβ

J +
1

2
εIJKLλ̄α̇Kεα̇β̇λ̄β̇L = 0 , λα

I λ̄α̇I = 0 . (1)

To solve these constraints we adopt the ansatz λα
I = λα

aua
I , λ̄α̇J = λ̄α̇

a v̄aJ , where a =
1, 2. The new variables ua

I and v̄aJ are complex and commuting. They carry GL(2,C)
and SU(4) indices. The spinors λα

a , λ̄α̇
a are also complex and commuting, and carry a

representation of SL(2,C) and GL(2,C). This decomposition is left invariant by the
gauge transformations

ua
I → Ma

bu
b
I , λα

a → λα
b (M−1)b

a , v̄aJ → M̄a
bv̄

bJ , λ̄α̇
a → λ̄α̇

b (M̄−1)b
a , (2)

where M and M̄ are independent GL(2,C) matrices. The factorization plus the gauge in-
variance (2) yields 16 complex parameters. To reduce to the usual 11 independent complex
parameters of pure spinors, we further impose the following two covariant constraints

ua
I v̄

bI = 0 , λα
a εαβεabλβ

b + λ̄α̇
a εα̇β̇εabλ̄β̇

b = 0 . (3)

The first constraint in (3) and the gauge transformations in (2) reduce the 16 complex
components of ua

I and v̄aI to 8 real parameters. This is the same number as the number

of independent parameters of the coset U(4)
U(2)×U(2)

= SU(4)
S(U(2)×U(2))

used in [2] (see also [5]

and [4]). The restriction of U(2)×U(2) to the subgroup S(U(2)×U(2)) is due to second
constraint of (3). The latter is preserved by the transformations M and M̄ only after the
identification detM = detM̄ .

Let us turn to N=3 harmonic superspace. If we decompose the λα
I ’s and the λ̄α̇I ’s into

N=3 vectors and N=3 scalars we have λα
I = (λα

i , ψα) and λ̄α̇I = (λ̄α̇i, ψ̄α̇). In that basis,
the pure spinor constraints in (2.1) become

λα
i εαβλβ

j + εijkλ̄
α̇kεα̇β̇ψ̄β̇ = 0 , λα

i εαβψβ + εijkλ̄
α̇jεα̇β̇λ̄β̇k = 0 , λα

i λ̄α̇i +ψαψ̄α̇ = 0 . (4)

The reduction to the N=3 case is obtained by setting ψα = ψ̄α̇ = 0. Inserting this ansatz
into the first two equations of (4), we obtain

λα
i εαβλβ

j = 0 , λ̄α̇jεα̇β̇λ̄β̇k = 0 , (5)

which is equivalent to requiring that all determinants of order 2 of the matrices λα
i and

λ̄α̇i vanish. This means that the pure spinors can be factorized into λα
i = λαui , λ̄

α̇i = λ̄α̇v̄i

and the equations (4) are solved by ψα = ψ̄α̇ = 0 , uiv̄
i = 0.

So for the N=3 case no constraint is needed for λα and λ̄α̇. Notice that the two
complex vectors ui and v̄i are defined up to a gauge transformation

ui → ρui , λα → ρ−1λα , v̄i → σv̄i , λ̄α̇ → σ−1λ̄α̇ (6)

where ρ, σ ∈ C. The two real parameters |ρ| and |σ| are used to impose the normalizations
uiū

i = 1 and viv̄
i = 1. If one also gauges away the overall phases of ui and v̄i, the space
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of harmonic coordinates ui and v̄i is parameterized by six real parameters. This coincides
with the number of free parameters of the coset SU(3)/U(1) × U(1). Indeed, we can

construct 3 × 3 matrices (u1
i , u

2
i , u

3
i ) = (u

(1,0)
i , u

(0,−1)
i , u

(−1,1)
i ) as follows u1

i ≡ u
(1,0)
i =

ui , u2
i ≡ u

(−1,1)
i = εijkv̄

jūk , u3
i ≡ u

(0,−1)
i = vi where ūi = (ui)

∗ and vi = (v̄i)∗. Fixing
the phases of u1

i and u3
i , the uI

i form SU(3) matrices which are coset representatives

of SU(3)
U(1)×U(1)

. The U(1) × U(1) transformations generate the phases arg(ρ) and arg(σ).

The notation u
(a,b)
i indicates the U(1)× U(1) charges of the harmonic variables and they

satisfy the hermiticity property u
(a,b)
i = ui(−a,−b). We denote by ui

I the inverse harmonics
ui

Iu
J
i = δ J

I , uI
i u

j
I = δ j

i , detu = εijku1
i u

2
ju

3
k = 1.

Finally, we consider a further reduction to N=2. We decompose the N=3 pure spinors
λα

i and λ̄α̇i into a vector of N=2 and a singlet, λα
i = (λα

I , λ
α
3 ) and λ̄α̇i = (λ̄α̇I , λ̄α̇3) where

I = 1, 2. We set λα
3 and λ̄α̇

3 to zero. The pure spinor equations (5) reduce then to

λα
Iεαβλβ

J εIJ = 0 , λ̄α̇J εα̇β̇λ̄β̇KεJK = 0 , λα
I λ̄

α̇I = 0 . (7)

The first two equations imply that λα
I and λ̄α̇I are factorized into λα

I = λαuI and λ̄α̇J =
λ̄α̇v̄J where uI v̄I = 0. The vector v̄I is proportional to εIJuJ . Hence without loss of
generality one may write

λα
I = λαuI , λ̄α̇J = λ̄α̇εIJuI . (8)

With this parametrization of the N=2 case there are neither constraints on the λ’s nor
on the u’s.

The vector uI yields the usual parametrization of N=2 harmonic superspace [1].
Namely, one introduces the SU(2) matrix (u+

I , u−I ) where u+
I = uI and u−I = (u+I)∗

with u+
J = εJKu+K. The coset SU(2)/U(1) is obtained by dividing by the subgroup U(1)

which generates the phases u±I → e±iαu±I . In fact, the decompositions are defined up to
a rescaling of λα, λ̄α̇ and of uI given by uI → ρuI , for ρ 6= 0. This yields the compact
space CP1.

3 N=3 Harmonic SYM from String Field Theory

The field equation for D = 4, N = 3 SYM-theory in ordinary (not harmonic) superspace
are given by [10]

{∇i
α,∇j

β} = εαβW̄ ij , {∇̄α̇i, ∇̄β̇j} = εα̇β̇Wij , {∇i
α, ∇̄β̇j} = δi

j∇αβ̇ . (9)

The coordinates for this N=3 superspace, (xm, θα
i , θ̄α̇i), are obtained by imposing the

constraint θα
4 = θ̄α̇4 = 0. Since θ’s transform into λ’s under BRST transformations we

also impose for consistency λα
4 = λ̄α̇4 = 0.

Using the decomposition of the N=3 spinors λα
i and λ̄α̇i given above, and contracting

the harmonic variables with the operators dα̂ representing the covariant derivatives yields
to the BRST charge

QG = λαd1
α + λ̄α̇d̄3α̇ .

where d1
α = uid

i
α = u1

i d
i
α = u

(1,0)
i di

α and d̄3α̇ = v̄id̄α̇i = ui
3d̄α̇i = ui(0,1)d̄α̇i. The operator d1

α

corresponds to ξiD
i
α and d̄3α̇ to ηiD̄α̇i in [1].
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Due to the constraints on the u’s, the operators d1
α and d̄3α̇ satisfy the commutation

relations
{d1

α, d1
β} = 0 , {d1

α, d̄3β̇} = 0 , {d̄3α̇, d̄3β̇} = 0 . (10)

Hence QG (where G stands for Grassmann) is nilpotent for any λα and λ̄α̇.
The BRST operator QG implements naturally the G-analyticity on the space of super-

fields Φ(x, θ, θ̄, λ, λ̄, u). A superfield with ghost number zero is given by Φ(x, θ, θ̄, u) and G-
analyticity means QGΦ = 0 which implies D1

αΦ = D̄3α̇Φ = 0 (since {d1
α, Φ(x, θ, θ̄, λ, λ̄, u)}

= D1
αΦ(x, θ, θ̄, λ, λ̄, u) and similarly for d̄3α̇). Such a superfield is called a G-analytic su-

perfield. A generic superfield Φ(x, θ, θ̄, λ, λ̄, u) with ghost number one can be parametrized
in terms of two u-dependent spinorial superfields Aα, Āα̇ as Φ(1)(x, θ, θ̄, λ, λ̄, u) = λαAα +
λ̄α̇Āα̇ and {QG, Φ(1)} = 0 implies the following constraints on these superfields

D1
αAβ + D1

βAα = 0 , D̄3α̇Āβ̇ + D̄3β̇Āα̇ = 0 , D1
αĀβ̇ + D̄3β̇Aα = 0 . (11)

Assuming that Aα and Aα̇ factorize in the same way as D1
α = uiD

i
α and D̄3α̇ = v̄iD̄α̇i, the

equations (11) reproduce (9). Gauge transformations are generated by a ghost-number
zero scalar superfield Ω(0). To lowest order in Φ(1) they read δΦ(1) = {QG, Ω(0)} which
yields δAα = DαΩ and δAα̇ = D̄α̇Ω. The QG-cohomology in the space of superfields with
ghost number 1 is empty.

To determine on which harmonic variables superfields depend, we construct a second
BRST operator QH which is constructed from the SU(3) generators

da
b = ua

i ∂ub
i
− ui

b∂ui
a

= ua
i p

i
b − ui

bp
a
i . (12)

where pi
b can be represented by ∂/∂ub

i and similarly for pb
i . These generators split into

three raising operators d1
2 = d(2,−1), d2

3 = d(−1,2), d1
3 = d(1,1), three lowering operators

d2
1 = d(−2,1), d3

2 = d(1,−2), d3
1 = d(−1,−1), and two Cartan generators d1

1 and d2
2. The raising

operators operators commute with QG and form an algebra, in particular [d(2,−1), d(−1,2)] =
d(1,1). This suggests to construct a new nilpotent BRST operator QH

QH = ξ3
1 d1

3 + ξ2
1 d1

2 + ξ3
2 d2

3 − β1
3ξ

2
1ξ

3
2 , (13)

where we introduced new pairs of anticommuting (anti)ghosts (ξ3
1 , β

1
3), (ξ2

1 , β
1
2), (ξ3

2 , β
2
3)

with canonical anticommutation relations. Since QH and QG anticommute their sum Qtot

is obviously nilpotent. The harmonic weights of the superfields follow from requiring that
Φ(1) has zero harmonic weight, just like the BRST charge Qtot. Note that Φ(1) depends
only upon the variables x, θ, θ̄, λ, λ̄’s and u’s and not upon the conjugated momenta as a
consequence of quantum mechanical rules. This forbids ghost-number one combinations
of the form βξξ, βξλ, . . ..

The equations of motion for N=3 SYM follow from the BRST-cohomology equations

{Qtot, Φ
(1)}+

1

2
{Φ(1), Φ(1)} = 0 . (14)

To reduce this equation to the field equations of harmonic superspace, we use the fact that
QG has no cohomology. We decomposed Φ into ΦG +ΦH . This implies that equation (16)

is solved by a pure gauge superfield Φ
(1)
G = e−i∆

(
QGei∆

)
where ∆ is a ghost-number zero

superfield known in the literature as the bridge. In the harmonic superspace framework,
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one usually employs the bridge superfield ∆(x, θ, θ̄, u) to bring the spinorial covariant
derivatives to the ‘pure gauge’ form. Here the bridge is seen as a solution of (14). By

making a finite gauge transformation which sets Φ
(1)
G = 0, the gauge transformed Φ

(1)
H is

given by
e−i∆(Φ

(1)
H + QH)ei∆ = ξ3

1 V (1,1) + ξ2
1 V (2,−1) + ξ3

2 V (−1,2) . (15)

And inserting this ansatz in (14) one finds the SYM equations of motion of N=3 harmonic
superspace [1]. Those equations can be derived by the action

SN=3 =

∫
dµ

(
Φ

(1)
H QHΦ

(1)
H +

2

3
Φ

(1)
H ? Φ

(1)
H ? Φ

(1)
H

)
(16)

where ? denotes conventional matrix multiplication. The measure dµ has to be deter-
mined. This can be done by observing that [QG, SN=3] = 0 , [QG, dµH ] = 0 where dµH

is the invariant measure in the space of the zero modes of xµ, θα
i , θ̄α̇i, uI

i and ξ3
1 , ξ

2
1 , ξ

3
2 .

In addition, SN=3 has zero ghost number, while dµH has ghost number three. Since we
know that dµH ∈ H3(QH). This implies that dµH = dξ3

1dξ2
1dξ3

2dµ′ where the measure
dµ′ = dµ′(xµ, θα

i , θ̄α̇i, uI
i ) has to be fixed by the G-analyticity [QG, dµ′] = 0.

In order to obtain the action from the string field theory action, we have to integrate
over the ghost fields ξ3

1 , ξ
2
1 , ξ

3
2 . Since they are anticommuting, the integration is a Berezin

integral. This means that we have several contributions: one contribution is coming by
taking two ghost fields from the expansion of Φ

(1)
H as in (15) and one from the BRST

charge in the first term SN=3. There is a contribution from the fourth term in (13) acting

on one of the two Φ
(1)
H and by extracting one ghost from the other Φ

(1)
H . Finally, there is

a contribution from the interaction term. After this operation the resulting action is the
same as given in [1].

4 N=2 Harmonic Hypermultiplet from String The-

ory

Let us know consider the case on N=2 harmonic superspace. We recall that the equations
of motion for the N=2 hypermultiplet in d=4 are

Dα(IϕJ ) = 0 , D̄α̇(IϕJ ) = 0 . (17)

These constraints reduce the number of independent components and the resulting su-
perfield describes an on-shell hypermultiplet. To prove this, one has to act with the
superderivatives on the equations (17) and contracting the N=2 indices. As shown in [1]
this system is studied more easily using the harmonic superspace. Here we show that the
action for the hypermultiplet has a simple interpretation from string theory. Therefore,
we first define the BRST charge, then the vertex operator and finally the action.

The BRST implementing the Grassmann analitycity is now given by

QG = λαuIDαI + λ̄α̇uIεIJ D̄J
α̇ (18)

and it is nilpotent because we have solved the pure spinor constraint in sec. 2. However,
in order to reproduce the on-shell hypermultiplet, we have to impose a new constraint.
We recall that on the SU(2)/U(1) space we can define the following differential operators

D = uIεIJ ∂ūJ
, D̄ = ūIεIJ ∂uJ , D0 = uI∂uJ − ūI∂ūJ

(19)
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which satisfy the Lie algebra [D, D̄] = D0, [D, D0] = D and [D̄, D0] = −D̄. The second
BRST operator is defined by picking only the positive root of the Lie algebra D. This
operator commutes with QG and the new BRST operator is obtained by introducing a
new anticommuting ghost field c and by constructing the nilpotent charge

QH = cD . (20)

The vertex operator is now identified with ghost number zero superfield. It needs an
harmonic charge +1 (see [1] for a complete analysis of the cohomology of QH). Since the

cohomology of QG is empty, we can consider only vertex operator Φ
(0)
H which are invariant

under QG. Since there is only one anticommuting ghost field c we can write the string
field theory action as follows

SN=2 =

∫
dµ

(
Φ̄

(0)
H QHΦ

(0)
H + V (Φ

(0)
H , Φ

(1)
H )

)
, (21)

where the measure can be decomposed as dµ = dµ′dc where dµ′ is BRST invariant and it
coincides with the harmonic superspace measure. The integral over c is Berezin integral
and by integrating over it, the action (21) reproduces the action for the hypermultiplet

given [1]. The field Φ
(1)
H is the dual to Φ

(0)
H since there is only one ghost c, namely

Φ
(1)
H = c Φ

(0)
H .

P.A.G. thanks E. Sokatchev, S. Ferrara and P. van Nieuwenhuizen for useful discussions
and comments.
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Talk delivered by F. Toppan

Abstract

This talk is based on the paper appeared in JHEP 0505 (2005) 060 [1], where a
classification of the constrained complex generalized supersymmetries is presented.
The generalized superparticle models (i.e., whose target superspaces are general-
ized supersymmetries) are formulated in arbitrary space-times. The consistency
conditions for the constrained generalized complex superparticles are derived.

1 Introduction

The elusive nature of the M -theory forces us to understand the role of the bosonic tensorial
central charges appearing in the M -algebra and going beyond the Haag-ÃLopuszański-
Sohnius scheme [2]. This is particularly true if we want to understand the dynamics of the
non-minkowskian twelve-dimensional F -theory [3], based on the F -algebra presentation of
the M -algebra, see e.g. [4], admitting only higher-rank bosonic tensors and no translations
at all.

From this point of view, in order to understand this generalized dynamical setting, it
is quite convenient to investigate at first the simplest classes of models that can be based
on generalized supersymmetries. The generalized superparticles models fit nicely into
this framework. It is worth recalling that the first theory of this kind was introduced by
Rudychev-Sezgin [5] as a generalization of the Brink-Schwarz superparticle [6], in terms
of a generalized supersymmetric target with extra, tensorial, bosonic coordinates. The [5]
model was based on real spinors. Later, Bandos-Lukierski [7] analyzed a corresponding
model for complex spinors. They surprisingly proved, see also [8], that the dynamical
content of the four-dimensional superparticle model with six extra rank-two bosonic co-
ordinates, describes a tower of higher helicity massless particles, making the physical
implications of these theories, orginally regarded as toy-models, particularly deep.

In this talk we discuss several aspects of this class of models. We point out that
they can be derived in a unified framework, dimensionally reduced models being obtained
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from the associated oxidized (read, maximal) form of the generalized supersymmetries.
Inequivalent models are specified in terms of the different admissible choices for the spino-
rial metric. Complex generalized supesymmetries can, finally, be consistently constrained.
In various cases, these admissible algebraic constraints lead to admissible constraints on
the Equations Of Motion of their associated complex generalized superparticles.

2 Constrained complex generalized supersymmetries

A complex generalized supersymmetry algebra is expressed in terms of complex spinors
Qa and their complex conjugate Q∗

ȧ. The most general (with a saturated r.h.s.) algebra
is in this case given by

{Qa, Qb} = Pab , {Q∗
ȧ, Q

∗
ḃ} = P∗ȧḃ, (2.1)

together with

{Qa, Q
∗
ḃ} = Raḃ, (2.2)

where the matrix Pab (P∗ȧḃ is its conjugate and does not contain new degrees of freedom)
is symmetric, while Raḃ is hermitian.

The maximal number of allowed components in the r.h.s. is given, for complex fun-
damental spinors with n complex components, by n(n + 1) (real) bosonic components
entering the symmetric n × n complex matrix Pab plus n2 (real) bosonic components
entering the hermitian n× n complex matrix Raḃ.

The saturated r.h.s. are given by the most general combination of rank-k antisymmet-
ric tensors which are either symmetric in the a ↔ b exchange (they are constructed with
the help of the charge conjugation matrix C) or hermitian (these tensors are constructed
with the matrix A used to define barred spinors).

The following division-algebra compatible constraints can be imposed on both P and
R. We obtain the table, whose entries specify the total number of bosonic components
(in the real counting), while the columns represent the restrictions on R and the rows the
restrictions on P (an imaginary condition on P is equivalent to the reality condition and
therefore is not reported)

P\R 1) Full 2) Real 3) Imag. 4) Abs.
a) Full 2n2 + n 3

2
(n2 + n) 1

2
(3n2 + n) n2 + n

b) Real 1
2
(3n2 + n) n2 + n n2 1

2
(n2 + n)

c) Abs. n2 1
2
(n2 + n) 1

2
(n2 − n) 0

(2.3)

Some comments are in order. The above list of constraints is not necessarily implemented
for any given supersymmetric dynamical system. One should check, e.g., that the above
restrictions are indeed compatible with the equations of motion. On a purely algebraic
basis, however, they are admissible restrictions which require a careful investigation.

One can notice that certain numbers appear twice as entries in the above table. This
is related with the fact that the same constrained superalgebra can admit a different, but
equivalent, presentation. We refer to these equivalent presentations as “dual formulations”
of the constrained supersymmetries. It is worth stressing that in application to dynamical
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systems, which need more data than just superalgebraic data, one should explicitly verify
whether the above related constraints indeed lead to equivalent theories.

The inequivalent constrained generalized supersymmetries can be listed as follows

I (a1) 2n2 + n, k = 3, l = 1
II (a2) 3

2
(n2 + n), k = 3, l = 0

III (a3 & b1) 1
2
(3n2 + n), k = 2, l = 1

IV (a4 & b2) n2 + n, k = 2, l = 0
V (b3 & c1) n2, k = 1, l = 1
V I (b4 & c2) 1

2
(n2 + n), k = 1, l = 0

V II (c3) 1
2
(n2 − n), k = 0, l = 1

(2.4)

The integral numbers k, l have the following meaning. For the given constrained
supersymmetry the bosonic r.h.s. can be presented in the following form

Z = kX + lY, k = 0, 1, 2, 3, l = 0, 1, (2.5)

where X and Y denote the bosonic sectors associated with the V I and respectively V II
constrained supersymmetry.

In association with the maximal Clifford algebras in D-dimensional spacetimes (with
no dependence on their signature), the X and Y bosonic sectors are given by the following
set of rank-k antisymmetric tensors

X Y
D = 3 M1 M0

D = 5 M2 M0 + M1

D = 7 M0 + M3 M1 + M2

D = 9 M0 + M1 + M4 M2 + M3

D = 11 M1 + M2 + M5 M0 + M3 + M4

D = 13 M2 + M3 + M6 M0 + M1 + M4 + M5

(2.6)

Formula (2.5) specifies the admissible class of division-algebra related, constrained
bosonic sectors.

3 Superparticles with tensorial central charges

The most general action S involving real spinors is constructed in terms of the real su-
perspace coordinates Xab, Θa conjugated to the superalgebra generators Zab and Qa [5]
(Xab is symmetric in the a ↔ b exchange). We have

S =
1

2

∫
dτtr

[Z · Π− e(Z)2
]
, (3.7)

where

Πab = dXab −Θ(adΘb), (3.8)
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while eab denotes the Lagrange multipliers whose (anti)symmetry property is the same as
the one of the charge conjugation matrix Cab, i.e.

eT = εe for CT = εC. (3.9)

By construction

(Z)2
ab = ZacC

cdZdb, (3.10)

namely the charge conjugation matrix is used as a metric to raise and lower spinorial
indices.

The massless constraint

(Z)2
ab = 0 (3.11)

is obtained from the variation δeab of the Lagrange multipliers.
A symmetric charge conjugation matrix (ε = 1) allows us [5] to construct a massive

model by simply performing a shift Z → Z + mC in the action (3.7).
In order to introduce the action for the superparticle with complex spinors we mimick,

as much as possible, the real formulation. The bosonic matrix Zab is now replaced by the
pair of matrices Pab and Raḃ (respectively symmetric and hermitian) entering (2.1) and
(2.2). They can be accommodated in a symmetric matrix P (PT = P) as follows

P =

( P R
R∗ P∗

)
. (3.12)

The supercoordinates conjugated to Pab, Raḃ, Qa and Q∗
ȧ are given by Xab, Y aḃ, Θa

and Θ∗ȧ.
It is convenient to use the notation

Π =

(
dX −ΘdΘ dY −ΘdΘ∗

dY ∗ −Θ∗dΘ dX∗ −Θ∗dΘ∗

)
. (3.13)

We will also need the matrix

P2 = PCP, (3.14)

whose indices are raised by the metric C. There are three possible choices for C, given by
i)

C =

(
C 0
0 C

)
, (3.15)

in this case C is (anti)symmetric in accordance with the sign of ε;
ii)

C =

(
0 A

ξA∗ 0

)
, (3.16)

where ξ is an arbitrary sign (ξ = ±1); in this case the (anti)symmetry property of C is
specified by the sign of δξ;
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iii)

C =

(
C A

εδA∗ C∗

)
, (3.17)

the (anti)symmetry property of C is specified by the sign of ε. It should be noticed that
in this last case an (anti)symmetric matrix P2 ( P2 = PCP) is only possible, for both
non-vanishing P , R entering P, if the condition

ε = δ (3.18)

is matched.
The (anti)-symmetry property of P2 coincides with the (anti)-symmetry property of

C.
The Lagrange multipliers enter a matrix

E =

(
e f
g h

)
. (3.19)

In general, for any U (for our purposes U ≡ P2) s.t.

U =

(
U V

λµV ∗ U∗

)
(3.20)

with UT = λU , V † = µV (therefore UT = λU), the reality of the term tr(EU) requires

g = λµf ∗,

h = e∗. (3.21)

A reality (imaginary) condition imposed on either U or V implies a reality (imaginary)
condition for the lagrange multipliers e and f respectively.

We are now in the position to write the action S for the superparticle with bosonic
tensorial central charges and complex spinors as

S =
1

2

∫
dτtr

[
PΠ− E(P)2

]
. (3.22)

As in the real case, a massive model can be introduced in correspondence of a symmetric
C through the shift P → P + mC in the action (3.22).

4 Constrained complex superparticles with tensorial

central charges

In the previous Section we formulate the complex generalized superparticle model. It is
clear at this point that we can investigate whether its equations of motion are compatible
with the constraints on complex generalized supersymmetries discussed in Section 2. This
investigation should be performed for each one of the three available choices for the
spinorial metric C. As a necessary condition for the consistency of the theory, the number
of lagrange multipliers constraints should not exceed the number of bosonic degrees of
freedom entering P and R.
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The complete list of results, which we cannot report here for lack of space, has been
furnished in [1]. Here we limit ourselves to mention that the constraints II and III of
(2.4) are never compatible with the equations of motion of the (constrained) generalized
complex superparticles. The remaining constraints, on the other hand, can be imposed
for suitable values of the ε, δ, ξ signs entering the construction of the model, as discussed
in Section 3. For “generic” values of the space-time we obtain the following table which
reports the set of consistent constraints for the allowed choices of the metric C

i ii iii
I yes yes yes
IV (a4) yes yes no
IV (b2) yes yes yes∗ (ε = 1)
V (b3) yes yes yes∗ (ε = 1)
V (c1) yes yes no
V I (b4) yes∗ (ε = −1) yes no
V I (c2) yes∗ (ε = −1) yes no
V II yes∗ (ε = −1) yes no

(4.23)

The “∗” denotes which choices are consistent only for a specific value of ε.
The above result is the starting point for investigating the consequences of the con-

strained generalized supersymmetries in a dynamical setting. The importance of (one
class of) constrained generalized supersymmetries was noticed in [9]. It was proven that
they are required in order to perform the functional quantization of any model constructed
with the minkowskian M -algebra.
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Abstract

In the framework of the pure spinor approach of superstring theories, we describe
the Y-formalism and use it to compute the picture raised b-field. At the end we
discuss briefly the new, non-minimal formalism of Berkovits and the related non-
minimal b-field.

The new superstring formulation of Berkovits [1]-[5], based on pure spinors, has solved
the old problem of quantization of superstrings with manifest super-Poincaré invariance.
It can be considered at present as a complete and consistent formulation of superstring
theories, alternative to the NSR and GS ones that shares the advantages of these two
formulations without suffering from their disadvantages.

To be specific, let us consider the heterotic string. The pure spinor approach is based
on the BRST charge

Q =

∮
dz(λαdα), (1)

and the action

I =

∫
d2z(

1

2
∂Xa∂̄Xa + pα∂̄θα − ωα∂̄λα) + Sleft, (2)

where the ghost λα is a pure spinor satisfying an equation

(λΓaλ) = 0. (3)

Moreover, Πa = ∂Xa + ... and dα = pα + ... are the supersymmetrized momenta of the
superspace coordinates ZM = (Xm, θµ) and ωα is the momentum of λα. Due to the pure
spinor constraint, the action I is invariant under the local ω-symmetry

δωα = εa(Γ
aλ)α. (4)
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Finally, Sleft is the action for the heterotic fermions. (For type II superstrings, Sleft is

the (free) action of the left-handed pairs (p̂α, θ̂α) and (ω̂α, λ̂α), and one must add to Q
the left-handed BRST charge Q̂ =

∮
λ̂αd̂α.)

Taking into account the pure spinor constraint, the action I describes a critical string
with vanishing central charge and the BRST charge Q is nilpotent. Moreover it has been
proved [2]-[3] that the cohomology of Q reproduces the correct physical spectrum. The
recipe to compute tree amplitudes [4] and higher-loop amplitudes [5] was proposed and
all the checks done untill now give support to the full consistency of this formulation.

The statement that the pure spinor approach provides a super-Poincaré covariant
quantization of superstring theories is correct but deserves a warning. The non-standard
pure spinor constraint, which is assumed to hold in a strong sense 1 and implies that only
11 of the 16 components of λ are independent, gives rise to the following problems:

i) The ω − λ OPE cannot be a standard free OPE since ωα(y)(λΓaλ)(z) 6= 0.

ii) The ω-symmetry requires to be gauge fixed but the gauge fixing cannot be done in
a covariant way. The only gauge invariant fields involving ω are the ghost current J ,
the Lorentz current Nab and the stress-energy tensor T ωλ for the (ω, λ) system. At
the classical level they are respectively J = (ωλ) , Nab = 1

2
(ωΓabλ) and T ωλ = (ω∂λ).

Notice that all of them have ghost number zero.

iii) In the pure spinor approach, the antighost b (ghost number −1), needed to compute
higher-loop amplitudes, is a compound field which cannot be written in a Lorentz
invariant way. Indeed ω is the only field with negative ghost number but it can arise
only in gauge invariant compound fields with zero (or positive) ghost number.

From i), ii) and iii) a violation of (target space) Lorentz symmetry, at intermediate steps,
seems to be unavoidable. Indeed in [1],[4] the pure spinor constraint is resolved, thereby
breaking SO(10) to U(5), and a U(5) formalism is used to compute the OPE’s between
gauge invariant quantities. Here we would like to describe a different but related ap-
proach, the so called Y-formalism, that proved to be useful to compute OPE’s and to deal
with the b-field [9],[11].

Let us define the non-covariant spinor

Yα =
vα

(vλ)
,

where vα is a constant pure spinor, so that

(Y λ) = 1.

(and (Y ΓaY ) = 0 ). Then consider the projector

K β
α =

1

2
(Γaλ)α(Y Γa)

β. (5)

1For different strategies, see Refs. [6], [7], [8].
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that projects a 5-D subspace of the 16-D spinorial space (since TrK = 5). One has

(λΓaλ) = 0 ⇐⇒ λαK β
α = 0,

(so that λ has 11 independent components and 5 components of ω are pure gauge) and

(1−K) β
α (Γaλ)β = 0.

Using this formalism, the correct ω − λ OPE is

ωα(y)λβ(z) =
(1−K(z)) β

α

(y − z)
. (6)

(Indeed with this equation, we obtain the OPE ω(y)(λΓaλ)(z) = 0.)

Using these rules (as well as free field OPE’s for Xm and (p, θ)) one can compute all
OPE’s for composite fields and in particular for the covariant and gauge invariant fields
involving ω (when they are suitably defined). Indeed, if Yα enters into the game, ∂Yα has
the same ghost number and conformal weight as ω, and as a result in the definitions of
J , Nab and T ωλ terms like (∂Y, λ), (∂Y Γabλ), ∂(Y Γabλ) etc. can arise. The coefficients
of these Y -dependent terms are fixed by requiring that the algebra of OPE ’s closes, i.e.,
that these spurious terms do not arise in the r.h.s. of OPE ’s. With the choice

Nab =
1

2
[(ωΓabλ) +

1

2
(∂Y Γabλ)− 2∂(Y Γabλ)], (7)

J = (ωλ)− 7

2
(∂Y λ), (8)

T ωλ = (ω∂λ) +
3

2
∂(Y ∂λ), (9)

one recovers [11] the correct OPE’s with the right levels (−3 for N , −4 for J) and ghost
anomaly 8, as first given by Berkovits in the U(5)-formalism. Notice that all the Y-
dependent terms in Nab, J and T ωλ are BRST exact. In conclusion, J , Nab and T ωλ,
defined in eqs.(7)-(9) are primary and Lorentz covariant fields, and their OPE’s are the
right ones with correct central charges, levels and ghost-number anomaly.

Now let us come back to the b-field. b is a field with ghost number −1 and weight 2
which is essential to compute higher-loop amplitudes. It satisfies the important condition

{Q, b} = T, (10)

where T is the stress-energy tensor. In the pure spinor approach the recipe to compute
higher loops [5] is based on three ingredients:

i) A Lorentz invariant measure factor for pure spinor ghosts.

ii) BRST closed, picture changing operators (PCO) to absorb the zero modes of the
bosonic ghosts, that is, YC for the 11 zero modes of λ and ZB, ZJ for the 11g zero
modes of ω at genus g.
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iii) 3g − 3 insertions of the b-field folded into Beltrami parameters µ(z, z̄), i.e., b[µ] =∫
d2zb(z)µ(z) at genus g > 1 (1 at genus 1 and 0 at tree level).

At a schematic level, the recipe for computing N-point amplitudes, at genus g (g ≥ 2)(for
tipe II closed superstrings), is

A =

∫
d3g−3τ < |

3g−3∏
i=1

b[µi]

10g∏
j=1

ZBj
(zj)

g∏

h=1

ZJ(zh)
11∏

r=1

YCr(zr)|2
N∏

s=1

∫
d2zsU(zs) >,

where τ are Teichmuller parameters,
∫

U are integrated vertex operators and < >
denotes the path integral measure (that we shall not discuss here). For g = 1, one inte-
grated vertex is replaced by one unintegrated vertex V and there is only one b-insertion.
At g = 0, three integrated vertices are replaced by unintegrated ones.

In standard string theories, b is the antighost of diffeomorphism. In pure spinor
approach, in the absence of diff. ghosts, b is a compound field, which, as already noted,
cannot be written as a Lorentz scalar. Using the Y-formalism, an expression for b that
satisfies the fundamental condition (10), is [4]

b =
1

2
(Y ΠaΓad) + (ω̃∂θ) ≡ YαGα, (11)

where ω̃ is the non-covariant but gauge-invariant ghost

ω̃α = (1−K) β
α ωβ, (12)

and

Gα =
1

2
: Πa(Γad)α : −1

4
Nab(Γ

ab∂θ)α − 1

4
J∂θα − 1

4
∂2θα, (13)

the last term in the r.h.s. of (13) coming from normal ordering. Whereas Gα is Lorentz
covariant, b, due to its dependence on Yα, is not Lorentz invariant. However, it turns out
that the Lorentz variation of b is BRST exact. In an attempt to understand the origin of
the pure spinor approach [9] the b-field (11) has been interpreted as the twisted current of
the second w.s. susy charge of an N=2 superembedding approach, the first twisted charge
being the BRST charge of the pure spinor approach. Even if this analysis was done only
at a classical level (and only for the heterotic string), it is suggestive of an N=2 topological
origin of the pure spinor approach. The singularity of b at (vλ) = 0 due to its dependence
on Yα is problematic in presence of the picture changing operators YC = Cαθαδ(Cβλβ)
that cancel the zero modes of λ, Cα being a constant spinor. Therefore this b-field does
not seem suitable to compute higher loops.

Since covariant and ω-invariant fields with ghost number −1, needed to get a b-field,
do not exist, the idea of Berkovits [5] was to combine T with a picture raising operator
ZB with ghost number +1 and use as insertion, a picture raised, compound field bB such
that

{Q, bB} = TZB. (14)

Then, this bB makes it possible to define a bilocal field b̃B(y, z) [5] such that

{Q, b̃B(y, z)} = T (y)ZB(z). (15)
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Then 3g − 3 b[µ] insertions (1 at g = 1), together with 3g − 3 picture-raising operators
ZB (1 at g = 1), are replaced by 3g − 3 (1 at g = 1) insertions of the newly-introduced
b̃B(y, z) folded into Beltrami parameters.

To explain this recipe we need more details about the picture raising operators Z =
(ZB, ZJ) that absorb the zero modes of ω included in Nab and J :

ZB =
1

2
(λΓabd)Babδ(N

cdBcd),

ZJ = (λαdα)δ(J),

where Bab is an antisymmetric constant tensor. Then in general

Z = λαZα,

and
{Q,Z} = 0.

It follows (by explicit computation or from general arguments plus pure spinor constraint)
that:

{Q,Zα} = λβZβα,

{Q,Zβα} = λγZγβα,

{Q,Zγβα} = λδZδγβα + ∂λδΥδγβα,

where Zβα, Zγβα, Zδγβα and Υδγβα are Γ5-traceless, i.e., they vanish when saturated with
(Γa1...a5)

αiαi+1 between two adjacent indices. Their expressions can be found in [5] or [11].
Moreover ∂ZB and ∂ZJ are BRST exact.

As shown by Berkovits [5], starting from Gα there exist fields Hαβ, Kαβγ, Lαβγδ (and

Sαβγ) defined modulo Γ1-traceless terms (that is modulo fields h
α1..(αi,αi+1)..αn

i which vanish
if saturated with Γa

αiαi+1
), such that

{Q,Gα} = λαT, (16)

{Q,Hαβ} = λαGβ + ..., (17)

{Q,Kαβγ} = λαHβγ + ..., (18)

{Q,Lαβγδ} = λαKβγδ + ..., (19)

where the dots denote Γ1-traceless terms. Moreover, since we have λαLβγδε = 0 + ..., an
equation

Lαβγδ = λαSβγδ + ...,

is obtained. Then the picture raised b-field that satisfies eq.(14) is

bB = b1 + b2 + b3 + b
(a)
4 + b

(b)
4 , (20)

where
b1 = GβZβ, b2 = HβγZβγ, b3 = −KαβγZαβγ.

b
(a)
4 = −LαβγδZαβγδ, b

(b)
4 = −Sαβγ∂λδΥδαβγ.
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The expression of bB is quite complicated and Berkovits in [5] presented only the
expressions of Gα and Hαβ. The technical device of using the non-covariant Yα as an
intermediate step helps us to obtain the full expression of bB with a reasonable effort [10],
[11]. In order to compute Hαβ, Kαβγ, Sαβγ and Lαβγδ one makes the ansatz such that
these fields can be constructed using only the building blocks

λα, (Γabλ)α, (Γaω̃)α, (Γad)α,

(as well as Πa in Hαβ); then one writes their most general expressions in terms of these
blocks and imposes the condition that in the superfields H and K any dependence on Yα(
which is implicit in ω̃) should be absent; then one requires that these superfields satisfy
the recursive equations (17) - (19). Consequently, we have found

Hαβ = − 1

16
(Γad)α(Γad)β − 1

2
λαΠa(Γaω̃)β +

1

16
[Πa(ΓbΓaλ)α(Γbω̃)β − (α ↔ β)] + ..., (21)

Kαβγ =
1

16
λα(Γaω̃)β(Γad)γ +

1

32
[(ω̃Γa)αλβ(Γad)γ + (α ↔ γ)]

+
1

96
[(ω̃Γa)α(Γabλ)β(Γad)γ − (α ↔ γ)] + ..., (22)

Sαβγ = − 1

32
(ω̃)αλβ(Γaω̃)γ − 1

96
(ω̃Γa)α(Γabλ)β(Γbω̃)γ + ..., (23)

and
Lαβγδ = λαSβγδ + ..., (24)

where again the dots denote Γ1-traceless terms.

All these expressions are invariant under ω-symmetry (since ω̃ is invariant). Moreover
H and K are Lorentz covariant (being independent of Yα ) and therefore they depend on
ω only through J and Nab. Indeed, modulo Γ1-traceless terms, the previous expressions
of H and K can be rewritten as

Hαβ =
1

16
(Γa)

αβ(NabΠb− 1

2
JΠa)+

1

384
(Γabc)

αβ[(dΓabcd) + 24NabΠc]+
1

8
(Γa)

αβ∂Πa, (25)

which coincides with the result of Berkovits and

Kαβγ = − 1

48
(Γa)

αβ(Γbd)γNab − 1

192
(Γabc)

αβ(Γad)γN bc

+
1

192
(Γa)

γβ
[
(Γbd)αNab +

3

2
(Γad)αJ

]
+

1

192
(Γabc)

γβ(Γad)αN bc − 1

32
Γβγ

a (Γa∂d)α. (26)

Again the last terms in the r.h.s. of eqs.(25) and (26) come from normal ordering.

Lαβγδ and Sαβγ have a residual dependence on Y . However, when Sβγδ is saturated
with ∂λεΥεβγδ to get b

(b)
4 , this dependence on Y drops out so that

b
(b)
4 = −Babδ(BcdN

cd)[T ωλNab +
1

4
J∂Nab − 1

4
Nab∂J − 1

2
Na

c∂N bc]. (27)

Furthermore, it turns out that all the Y-dependent terms of Lαβγδ (linear and quadratic

in Y) are Γ1-traceless and therefore vanish when saturated with Zαβγδ so that also b
(a)
4
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does not depend on Yα.

It is interesting to notice the relation between the non-covariant b-field b, given in (11)
and the picture raised b-field bB. Since

{Q, bZ} = TZ = {Q, bB},
the quantity bZ − bB is closed. In [10], it has been shown that this quantity is also BRST
exact:

bB(z) = b(z)Z(z) + {Q,X(z)}, (28)

so that bB and bZ are cohomologically equivalent. Then, we also have

b̃B(y, z) = b(y)Z(z) + {Q, X̃(y, z)}.
This result is interesting since it can be used to show that the insertion of
bB[µ](z) ≡ ∫

µ(y)b̃B(y, z) does not depend on the point z of the insertion. Indeed, since
∂Z(z) is BRST exact, let say, ∂Z(z) = {Q,R(z)} and {Q, b(y)} = T (y) one has

∂b[µ](z) =

∫
µ(y)T (y)R(z) + {Q, ·}, (29)

and, modulo an exact term, the r.h.s. is the total derivative w.r.t. a Teichmuller param-
eter τ and vanishes after integration over τ .

Let us conclude this report by describing briefly a very interesting, new proposal
of Berkovits [12], the non-minimal pure spinor formalism, that in addition leads to the
construction of a covariant b-field. The main idea behind this work was to add to the
fields involved in the pure spinor formalism a BRST quartet of fields λ̄α, ω̄α, rα, sα such
that their BRST variations are δλ̄α = rα, δsα = ω̄α, δω̄α = 0, δrα = 0. λ̄α is a bosonic
pure spinor with ghost number −1, rα is a fermionic field that satisfies the constraint
(λ̄Γar) = 0 and ω̄α and sα are the conjugate momenta of λ̄α and rα, respectively. The
action is obtained by adding to the action I in eq.(2), Ĩ given by the BRST variation of
the ”Gauge fermion” F = − ∫

(s∂̄λ̄) so that

Inm = I + Ĩ =

∫
d2z(

1

2
∂Xa∂̄Xa + pα∂̄θα − ωα∂̄λα + sα∂̄rα − ω̄α∂̄λ̄α) + Sleft. (30)

This action is invariant under gauge symmetries involving ω̄ and s, similar to the ω-
symmetry so that, due to the constraints and these symmetries, each of the fields of the
quartet has 11 components. The new BRST charge is

Qnm =

∫
dz(λαdα + ω̄αrα), (31)

and the new (non-covariant) b-field corresponding to eq.(11) is

b̃ = YαGα + sα∂λ̄α. (32)

Of course the quartet does not contribute to the central charge and has trivial cohomology
w.r.t. the (new) BRST charge. Now let us define

bnm = b̃ + [Qnm,W ], (33)
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where

W = Yα
λ̄β

(λ̄λ)
H [αβ] + Yα

λ̄β

(λ̄λ)2
rγK

[γβα] − Yα
λ̄β

(λ̄λ)3
rγrδL

[δγβα], (34)

and H [αβ], K [αβγ], L[αβγδ] are the fields defined in eqs.(21)-(26), antisymmetrized, e.g.,
H [αβ] = Hαβ −Hβα etc. Then

bnm = sα∂λ̄α +
λ̄αGα

(λ̄λ)
+

λ̄αrβH [αβ]

(λ̄λ)2
− λ̄αrβrγK

[αβγ]

(λ̄λ)3
− λ̄αrβrγrδL

[αβγδ]

(λ̄λ)4
, (35)

which is the new non-minimal, covariant b-field defined in eq.(3.11) of [12].

As shown in [12], this non-minimal formalism is nothing but a critical topological
string, so topological methods can be applied to compute multiloop amplitudes where a
suitable regularization factor replaces the picture-changing operators to deal with zero
modes. The regulator proposed in [12] allows us to compute loop amplitudes up to g = 2.
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Abstract

Extending the exterior algebra on superspace to non(anti)commutative super-
space, we formulate a non(anti)commutative version of the super ADHM construc-
tion which gives deformed instantons in N = 1/2 super Yang-Mills theory with
U(n) gauge group.

1 Introduction

It has been found that supersymmetric gauge theory defined on a kind of deformed su-
perspace, called non(anti)commutative superspace, arises in superstring theory as a low
energy effective theory on D-branes with constant graviphoton field strength [1]-[3]. In
non(anti)commutative space, anticommutators of Grassmann coordinates become non-
vanishing. Such a deformation of (Euclidean) four dimensional N = 1 super Yang-Mills
(SYM) theory has been formulated by Seiberg [2], which is sometimes called N = 1/2
SYM theory.

It was argued by Imaanpur [4] that that the anti-self-dual (ASD) instanton equa-
tions should be modified in the N = 1/2 SYM theory with self-dual (SD) non(anti)-
commutativity. Solutions to those equations (deformed ASD instantons) have been stud-
ied by many authors [4]-[6]. It is well known that in the ordinary theory the instanton
configurations of the gauge field can be obtained by the ADHM construction [7]. The
authors of ref. [6] have studied string amplitudes in the presence of D(−1)-D3 branes
with the background R-R field strength and derived constraint equations for the string
modes ending on D(−1)-branes, which are the ADHM constraints for the deformed ASD
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instantons. We show that we can obtain these constraints in the purely field theoretic con-
text, formulating a non(anti)commutative version of a superfield extension of the ADHM
construction initiated by Semikhatov and Volovich [8]. We follow the notation and con-
ventions in refs. [9, 10].

2 N = 1/2 SYM theory

We will briefly describe the non(anti)commutative deformation of N = 1 superspace and
N = 1/2 SYM theory formulated in [2].

The non(anti)commutative deformation of N = 1 superspace is given by introducing
non(anti)commutativity of the product of N = 1 superfields. This deformation is realized
by the following star product:

f ∗ g = f exp(P )g, P = −1

2

←−
QαCαβ−→Qβ, (2.1)

where f and g are N = 1 superfields and Qα is the (chiral) supersymmetry genera-
tor. Cαβ is the non-anticommutativity parameter and is symmetric: Cαβ = Cβα. The
above star product gives the following relations among the chiral coordinates (yµ, θα, θ̄α̇):
{θα, θβ}∗ = Cαβ, [yµ, · ]∗ = 0, [θ̄α̇, · }∗ = 0. Turning on such a deformation, the original
action formulated in the N = 1 superfield formalism is deformed by the star product.
The deformed N = 1 SYM theory has N = 1/2 supersymmetry, so that they are called
N = 1/2 SYM theory.

The action of N = 1/2 SYM theory is given by

S =
1

16Ng2

∫
d4x

(∫
d2θtrW α ∗Wα +

∫
d2θ̄trW̄α̇ ∗ W̄ α̇

)
(2.2)

where

Wα = −1

4
D̄α̇D̄α̇

(
e−V
∗ ∗DαeV

∗
)
, W̄α̇ =

1

4
DαDα

(
eV
∗ ∗ D̄α̇e−V

∗
)
, (2.3)

and eV
∗ ≡

∑
n

1
n!

n︷ ︸︸ ︷
V ∗ · · · ∗ V . Here V = V aT a with V a the vector superfields and T a the

hermitian generators which are normalized as tr[T aT b] = Nδab. We may redefine the
component fields of V in the WZ gauge such that the component gauge transformation
becomes canonical (the same as the undeformed case). In [2], such a field redefinition is
found and then the component action becomes

S =
1

4Ng2
tr

∫
d4x

[
−1

4
vµνvµν − iλ̄σ̄µDµλ +

1

2
D2 − i

2
Cµνvµνλ̄λ̄ +

1

8
|C|2(λ̄λ̄)2

]
, (2.4)

where Cµν ≡ Cαβ(σµν)α
γεβγ and |C|2 ≡ CµνCµν .

From the component action, we can see that the equations for SD instantons are
unchanged compared to the undeformed case. Therefore, the SD instanton solutions are
not affected by the deformation. On the other hand, the equations for ASD instantons
should be modified. The action can be rewritten as [4]

S =
1

4Ng2
tr

∫
d4x

[
−1

2

(
vSD

µν +
i

2
Cµνλ̄λ̄

)2

− iλ̄σ̄µDµλ +
1

2
D2 +

1

4
vµν ṽµν

]
, (2.5)
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where ṽµν ≡ 1
2
εµνρσvρσ. From this expression, we can see that configurations which

satisfies the equations of motion and is connected to the ASD instantons when turning
off the deformation are the solutions to the following deformed ASD instanton equations
[4]:

vSD
µν +

i

2
Cµνλ̄λ̄ = 0, λ = 0, Dµσ

µλ̄ = 0, D = 0. (2.6)

3 Differential forms in the deformed superspace

We will take a geometrical approach to formulate the deformed super ADHM construction
by generalizing the exterior algebra: we extend the star product between superfields to
the one including differential forms in superspace. The principle of our construction of the
deformed exterior algebra is that the operators Qα appearing in the star product are iden-
tified with the generators of supertranslation. Thus, the star product of differential forms
is defined according to the representations of supersymmetry they belong to. Since the
one-form bases eA are supertranslation invariant, the action of Qα on eA is naturally de-
fined as Qα(eA) = 0. Then for a 1-form ω = eAωA, it holds that Qα(ω) = (−)|A|eAQα(ωA).
Using this action of Qα, we define the deformed wedge product of a p-form ωp and a q-form
ωq as

ωp

∗∧ ωq ≡ ωp ∧ exp

(
−1

2

←−
QαCαβ−→Qβ

)
ωq, (3.1)

where
←−
Q (

−→
Q) acts on ωp (ωq) from the right (left) and the normal wedge product is

taken for the resulting (transformed) differential forms. Note that ω
←−
Qα = (−)|ω|Qα(ω).

Hereafter we will suppress the wedge symbols. In the eA-basis, the product of the p- and
q-form is simply given by the star product of the coefficients:

ωp ∗ ωq = (−)(|A1|+···+|Aq |)(|B1|+···+|Bq |)eA1 · · · eApeB1 · · · eBq(ωpAp...A1 ∗ ωqBq ...B1), (3.2)

The exterior derivative d is defined as a map from a p-form to a p + 1-form by using the
basis eA:

dωp = eA1 · · · eApeBDBωpAp...A1 +

p∑
r−1

(−1)|Ar+1|+···+|Ap|eA1 · · · deAr · · · eApωpAp...A1 (3.3)

where deA is the same as the undeformed one.
We see that the deformed exterior algebra defined above is consistent with theN = 1/2

SYM theory described in the previous section, in the sense that the curvature 2-from
superfield will correctly reproduce the field strength superfield Wα and W̄α̇ in (2.3) (after
imposing appropriate constraints as in the undeformed case [11]) based on the deformed
exterior algebra. Given a connection 1-form superfield φ, the curvature superfields FAB

are obtained as the coefficient functions of the two-form superfield F constructed in a
standard way: F = dφ + φ ∗ φ. Therefore, we find the curvature superfields FAB as

FAB = DAφB − (−)|A||B|DBφA − [φA, φB}∗ + TAB
CφC , (3.4)

where TAB
C is the torsion defined by deC = 1

2
eAeBTBA

C whose non-vanishing elements
are Tαβ̇

µ = Tβ̇α
µ = 2iσµ

αβ̇
. The proper constraints for the curvature superfields to give the

N = 1/2 SYM theory turn out to be

Fαβ = 0, Fα̇β̇ = 0, Fαβ̇ = 0, (3.5)
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where the curvature superfields are given by (3.4) (see [11] for the undeformed case). We
refer these constraints as the Yang-Mills constraints. These constraints are solved in a
parallel way to the undeformed case and the invariant action with respect to super- and
gauge symmetry can be constructed which coincides with the action S given in (2.2).
Therefore, imposing the Yang-Mills constraints (3.5), the N = 1/2 SYM theory can be
correctly reproduced in a geometrical way based on the deformed exterior algebra.

4 Review of the N = 1 super ADHM construction

Before describing the deformed version, we briefly review the N = 1 super ADHM con-
struction which was initiated by Semikhatov and Volovich [8]. Here we follow ref. [9].

The U(n) (or SU(n)) k instanton configurations can be given by the ADHM construc-
tion [7]. Define ∆α(x) such as

∆α(x) = aα + xαα̇bα̇ (4.6)

where aα and bα̇ are constant k × (n + 2k) matrices and xαα̇ ≡ ixµσ
µ
αα̇. We assume

that ∆α has maximal rank everywhere except for a finite set of points. Its hermitian
conjugate ∆†α ≡ (∆α)† is given by ∆†α(x) = a†α + b†

β̇
xβ̇α. Then the gauge field vµ is

given by vµ = −2iv†∂µv, where v is the set of the normalized zero modes of ∆α: ∆αv = 0,
v†v = 1n. For later use we define f as the inverse matrix of the quantity f−1 ≡ 1

2
∆α∆†α.

In the superfield formalism, the ASD super instanton equations are equivalent to the
following super ASD condition [8]:

Fµα̇ = 0, ?Fµν = −Fµν . (4.7)

Note that the latter equation follows from the former as long as the two-form F satisfies
the Bianchi identities and the (undeformed) Yang-Mills constraints. The super ADHM
construction gives the solutions to (4.7) [9]. Define a superfield extension of ∆α(x):

∆̂α = ∆α(y) + θαM, (4.8)

where ∆α(y) is the zero dimensional Dirac operator in the ordinary ADHM construction
with replacing xµ by the chiral coordinate yµ = xµ+iθσµθ̄ andM is a k×(n+2k) fermionic
matrix which includes the fermionic moduli. We suppose that ∆̂α has a maximal rank
almost everywhere as in the ordinary ADHM construction. Its ‡-conjugate [9] ∆̂‡α is
found to be ∆̂‡α = ∆†α(y) + θαM†. As ∆̂α has n zero modes we collect them in a matrix
superfield v̂[n+2k]×[n] and require that v̂ satisfies the normalization condition: ∆̂αv̂ = 0,

v̂‡v̂ = 1. (Its ‡-conjugate v̂‡ satisfies v̂‡∆̂‡α = 0.) Then the connection one-form superfield
φ is given by

φ = −v̂‡dv̂. (4.9)

where d is exterior derivative of superspace. The connection φ defines the curvature

F = dφ + φφ = v̂‡d∆̂‡αK̂α
βd∆̂β v̂, (4.10)

where K̂−1
α

β ≡ ∆̂α∆̂‡β and K̂α
β is defined such that K̂−1

α
βK̂β

γ = K̂α
βK̂−1

β
γ = δγ

α1k.

The curvature superfield Fµν becomes ASD if K̂ satisfies ∆̂α∆̂‡β ∝ δβ
α and thus

K̂−1
α

β = δβ
αf̂−1 (4.11)
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where f̂−1 ≡ 1
2
∆̂α∆̂‡α is a k×k matrix superfield. There exists f̂ because we have assumed

that ∆̂α has maximal rank. The above condition (4.11) leads to both the bosonic and
fermionic ADHM constraints. When eq. (4.11) holds, i.e., the parameters in ∆̂α are
satisfying both bosonic and fermionic ADHM constraints, we can check that the above F
satisfies the Yang-Mills constraints and the super ASD condition.

To ensure the WZ gauge of the superfields obtained by the super ADHM construction,
we impose on the zero mode v̂ of ∆̂α the conditions D̄α̇v̂ = 0 and v̂‡ ∂

∂θα v̂ = 0. Then v̂
is determined as v̂ = v + θγ(∆†

γfMv) + θθ(1
2
M†fMv), and the connection φµ in (4.9)

correctly gives the super instanton configuration in the WZ gauge: Its lowest component
is the instanton gauge field and the θ-component is the fermion zero mode.

5 Deformed super ADHM construction

The deformed super ASD condition turns out to be of the same form as the super ASD
condition (4.7) but the product replaced with the star product (2.1):

Fµα̇ = 0, ?Fµν = −Fµν , (5.12)

where the curvature superfields FAB are given by eq.(3.4). We can prove the equivalence
of the condition (5.12) and the deformed equations (2.6).

One would expect that solutions to eq. (5.12) can be constructed by the super ADHM
construction, replacing each product with the star product (2.1). For the deformed super
ASD instantons, φµ in the WZ gauge becomes φµ = − i

2

[
vµ + iθσµλ̄

]
(y). This leads us

to adopt ∆̂α in our super ADHM construction with the same form as before:

∆̂α = ∆α(y) + θαM. (5.13)

Then, according to the ‡-conjugation rules, we have ∆̂‡α = ∆‡α(y) + θαM‡. We collect
the n zero modes of ∆̂ into a matrix form û[n+2k]×[n] and require it to be normalized

with respect to the star product: ∆̂α ∗ û = 0, û‡ ∗ û = 1n. Define k × k matrices K̂∗αβ

(α, β = 1, 2) as the “inverse” matrices of K̂−1
∗ α

β ≡ ∆̂α ∗ ∆̂‡β such that K̂−1
∗ α

β ∗ K̂∗βγ =

K̂∗αβ ∗ K̂−1
∗ β

γ = δγ
α1k. Then we have a relation û ∗ û‡ = 1n+2k − ∆̂‡α ∗ K̂∗αβ ∗ ∆̂β.

With the use of the zero modes û of ∆̂α, the connection φ is given by φ = −û‡ ∗ dû,
and the curvature two-form becomes

F = dφ + φ ∗ φ = û‡ ∗ d∆̂‡α ∗ K̂∗αβ ∗ d∆̂β ∗ û (5.14)

which reads FAB = −û‡∗D[A∆̂‡α∗ K̂∗αβ∗DB} ∆̂β∗û, especially Fµν = û‡∗b†α̇σ̄α̇α
[µ K̂∗αβσν]ββ̇

bβ̇ ∗ û. Thus Fµν becomes ASD (see eq. (5.12)) if K̂∗ commutes with the sigma matrices
σµ:

∆̂α ∗ ∆̂‡β = K̂−1
∗ α

β ∝ δβ
α. (5.15)

Then we immediately find that Fα̇β̇ = Fαβ̇ = 0 and Fµα̇ = 0, because ∆̂α is a chiral
superfield. We can also check that Fαβ = 0 with the use of the constraint (5.15), the

relations Dβ∆̂α = εαβ(M + 4θ̄β̇bβ̇) and Dβ∆̂‡α = δα
β (M‡ + 4b†

β̇
θ̄β̇), and the fact that

Fαβ is symmetric with respect to α and β. Therefore, we have shown that the above
described super ADHM construction gives curvature superfields that satisfy the Yang-
Mills constraints (3.5) and the ASD conditions (5.12) if the condition (5.15) is imposed.
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Since we can write ∆̂α ∗ ∆̂‡β = ∆̂α∆̂‡β − 1
2
εαγC

γβMM‡, the requirement (5.15) leads
to the following deformed bosonic ADHM constraint ∆α∆‡β − 1

2
εαγC

γβMM‡ ∝ δβ
α and

the fermionic ADHM constraint ∆αM‡+M∆‡
α = 0. These constraints agree with those

in [6] obtained by considering string amplitudes. We can rewrite the deformed bosonic
ADHM constraints in another form as follows. Let us denote

(
∆1

∆2

)
=

(
J‡[k]×[n] z̄21k + B2

‡
[k]×[k] z̄11k + B1

‡
[k]×[k]

I[k]×[n] −z11k −B1[k]×[k] z21k + B2[k]×[k]

)
, (5.16)

where z1 ≡ y21̇, z2 ≡ y22̇ and I ≡ ω2, J‡ ≡ ω1, B1 ≡ a′
21̇

, B2 ≡ a′
22̇

. Then the bosonic
ADHM constraints reads

II‡ − J‡J + [B1, B1
‡] + [B2, B2

‡]− C12MM‡ = 0, (5.17)

IJ + [B2, B1]− 1

2
C11MM‡ = 0. (5.18)

We can give an expression in terms of the ADHM data ∆α and M, of the general
solution in the WZ gauge obtained by our construction, and have shown in [10] that it
gives the known U(2) one instanton solution. In summary, we have correctly deformed the
super ADHM construction to give solutions to the deformed ASD instantons in N = 1/2
SYM theory. We see that deformation terms emerge in the bosonic ADHM constraints (see
also [6]), which are comparable with the U(1) terms due to space-space noncommutativity
[12]. Our formulation reveals the geometrical meaning of those deformation terms as
non(anti)commutativity of superspace. However, it needs a further study to clarify how
those terms can be interpreted in the hyper-Kähler quotient construction [13].
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Abstract

We study a structure of holomorphic quantum contributions to the effective
action for N = 1

2 noncommutative Wess-Zumino model. Using the symbol operator
techniques we present the one-loop chiral effective potential in a form of integral
over proper time of the appropriate heat kernel. We obtain the exact integral
representation of the one-loop effective potential. Also we study the derivative
expansion of the effective potential.

The deformation of superspace and construction the Moyal superstar product based
on nontrivial (super)Poisson manifolds has been attracted much attention. It was a
significant work of Seiberg and Witten [1] where they studied a star product in a certain
class of quantum field theories on noncommutative (NC) Minkowski space-times, where
(bosonic) directions become noncommutative. This result generated a modern activity in
studying quantum field theories in NC space.

It should be noted that there are possible several different types of coordinate de-
formations [2]. Recently it was shown that the low-limit of superstring theory in the
self-dual graviphoton background field Fαβ leads to a four-dimensional supersymmetric
field theory formulated in the deformed N = 1 superspace [3] with fermionic coordinate
satisfying the relation

{θ̂α, θ̂β} = 2α′2Fαβ = Cαβ . (1)

The other commutation relations are determined by the consistency of the algebra. In
particular, the ordinary space-time coordinates xm can not commute. In contrast to
the space-time coordinates, the chiral coordinates ym = xm + iθασm

αα̇θ̄α̇ can be taken
commuting. Note that because the anticommutation relation of θ̄ remains undeformed,
θ̄ is not the complex conjugate of θ, that is possible only in the Euclidean space. The
product of functions of θ on the chiral superspace is Weyl ordered by using the star-
product, which is the fermionic version of the Moyal product:

f(θ) ? g(θ) = f(θ) exp

(
−1

2
Cαβ

←−
∂

∂θα

−→
∂

∂θβ

)
g(θ) . (2)

The supercharges are defined as follows Qα = i ∂
∂θα , Q̄α̇ = i( ∂

∂θ̄α̇ − iθα ∂
∂yαα̇ ) . The

star-product (2) is invariant under the action of supercharges Qα. However, because Q̄α̇
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depends explicitly on θ, it is clear that the star-product is not invariant under Q̄. Such a
deformation saves the N = 1

2
supersymmetry and has interesting properties in the field

theory viewpoint. Replacing all ordinary products with the above ?-product, one can
proceed studying a supersymmetric field theory in this non(anti)commuting superspace
taking into account that this deformed supersymmetry algebra admits well-defined rep-
resentations. Namely, one can define chiral and vector superfields much similarly to the
ordinary N = 1 supersymmetry [3].

It is very interesting to study how the deformation (1) modifies the quantum dynamics
of supersymmetric field theories, paying particular attention to consequences of nonlocal-
ity in the superspace caused by Eq.(2). Though new kinds of (anti)chiral superfields in
N = 1

2
supersymmetric theory violate the holomorphy, the anti-holomorphy still remains.

For deformed WZ-model, this leads to the non-renormalization theorem of the anti-chiral
superpotential and vanishing of the vacuum energy. Moreover, one can show that such
deformed theories preserve Lorentz symmetry and have finite number of divergent struc-
tures in their effective actions and hence, they are in fact renormalizable. This is primarily
because although the theory contains operators of dimension five and higher, they are not
accompanied by their hermitian conjugates which would be required to generate divergent
diagrams.

In this work we develop a general approach to constructing the one-loop effective
potential in N = 1

2
WZ model. The approach is based on use of the symbol operator

techniques and heat kernel method and allows to carry out a straightforward calculation
of one-loop finite quantum corrections. As a result we find an exact form of one-loop
effective potential for the considered model in terms of a proper-time integral. Also we
construct a new scheme for approximate evaluation of the effective potential and give a
complete solution of the problem settled up in [4].

On the N = 1
2

noncommutative superspace the WZ model is given by the standard
classical action where the point products of superfields are replaced with the star product
(2):

S =

∫
d8z Φ̄ ? Φ +

∫
d6z (

m

2
Φ ? Φ +

g

3!
Φ ? Φ ? Φ) +

∫
d6 z̄(

m̄

2
Φ̄ ? Φ̄ +

ḡ

3!
Φ̄ ? Φ̄ ? Φ̄) . (3)

The (anti)chiral superfields Φ̄, Φ are defined by the ordinary relation D̄α̇Φ(y, θ, θ̄) = 0,
DαΦ̄(y, θ, θ̄) = 0. As it has been demonstrated in Ref. [3], the ?-product of the chiral
superfields is again a chiral superfield; likewise, the ?-product of the antichiral superfields
is again an antichiral superfield.

The model is formulated in Euclidean space where the fields Φ, Φ̄ are considered as
independent. Using the property

∫
Φ ? Φ =

∫
Φ · Φ, performing the expansion of the

star-product (2) and turning down total superspace derivatives, the cubic interaction
terms reduce to the usual WZ interactions complemented by the terms violating N = 1
supersymmetry to N = 1

2
supersymmetry.

S =
∫

d8z Φ̄Φ +
∫

d6z (m
2
ΦΦ + g

3!
ΦΦΦ) +

∫
d6z̄ ( m̄

2
Φ̄Φ̄ + ḡ

3!
Φ̄Φ̄Φ̄)+

+
∫

d6z ( h
3!
Φ(Q2Φ)2 + 1

2λ
Φ(Q2Φ)) ,

(4)

where h = −g
4
| det C|. Last term containing the coupling λ is added to provide a multi-

plicative renormalization of the model (see e.g. [4]). As a result we see that the action (3)
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is rewritten in terms of standard N = 1 superspace, i.e. without star-product. Hence, one
can consider the deformed WZ model as ordinary WZ model, where superfield multipli-
cation is standard, with a new addition to the F -term. Thus we treat the theory as some
special model formulated in terms of N = 1 superspace and this circumstance allows us
to use all the standard tools and techniques of superspace quantum field theory.

The one-loop correction to the effective action is formally written in the form
Γ(1) = i

2
ln Det(Ĥ), where Ĥ is the differential operator acting on superfields being the

second variational derivatives over quantum (super)fields of the classical action. In order
to find this operator in the framework of the loop expansion one have to split all fields of
the model on quantum and background parts. We use the standard quantum-background
splitting Φ → Φ + ϕ, Φ̄ → Φ̄ + ϕ̄ , where Φ and ϕ stand for background and quantum
fields respectively. The quadratic over quantum (super)fields part of the classical action

is written in the form S(2) = 1
2

∫
d8z (ϕ̄, ϕ)Ĥ

(
ϕ
ϕ̄

)
, where we denote

Ĥ =

(
D2D̄2 (m̄ + ḡΦ̄)D2

(m + Λ)D̄2 D̄2D2

)
, Λ = gΦ + h(Q2Φ)Q2 +

1

λ
Q2 . (5)

Further we use the convenient denotations m + gΦ = µ, m̄ + ḡΦ̄ = µ̄ and consider the
constant space-time background Φ = Const, Φ̄ = Const which is sufficient for calculation
of the chiral effective potential (e.g. see a discussion in Refs. [3]).

After a number of simplifications the one-loop contribution to the effective potential
can be finally presented in the following form

Γ(1) =
i

2
Tr

(
D2D̄2

¤ ln(¤− µµ̄− µ̄Λ̃)

)
. (6)

We pay attention on appearance of the chiral projector in this relation showing that the
effective action is given by an integral over a chiral subspace. Further calculations will be
fulfilled using the symbol-operator techniques [5] which we shortly describe.

The main idea is based on the supersymmetric generalization of the well known trace
formula for the operator Â = a(q̂, p̂): Tr(Â) =

∫
dµ(γ)A(γ) , where q̂, p̂ are the operators

of coordinate and momentum, γ = (q, p) are the coordinates on the phase-space, dµ(γ) is
a measure on the phase-space, A(γ) is a symbol of the operator Â and integration goes
over the full phase-space. The symbol of the operator Â is function on phase space.

We apply the symbol operator techniques to calculation of traces for the operators
depending on N = 1 superspace coordinates zM = (xm, θα, θ̄α̇) and corresponding deriva-
tives. The phase superspace is parameterized by zM , pM where pM = (pm, ψα, ψ̄α̇).
According to the symbol-operator techniques if the operator Â consists from a func-
tion of the set of basic operators γ̂, i.e. Â = A(γ̂), then its symbol can be defined
as A(γ) = A(γ~) × 1 where γ~ are the special representation for the basic operators
γ̂ = (p̂, q̂). In turn, the special representation can be calculated from the phase-space
coordinates γ of the basic operators with the help of a star-operator U by the rule
γ~ = U−1 γ U . The appropriate operator U for N = 1 superspace field theories is found
in [5] and for the case under consideration, has the form U = e−∂̄D̄e∂p·θ̄e−∂De−i∂p∂x , where
∂α = ∂

∂ψα
, ∂̄α̇ = ∂

∂ψ̄α̇
and the derivatives D, D̄, ∂z act on the left while the operators

∂
∂ψ

, ∂
∂ψ̄

, ∂p act on the right. The corresponding special representation operator are as fol-

lows D̄~
α̇ = ψ̄α̇ , D~

α = ψα− ∂̄α̇pαα̇ , Q~
α = i(ψα + pαα̇θ̄α̇) . These operators obey the initial
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algebra but act on functions of phase superspace coordinates. For the background field one
can get the representation Φ~(y, θ) = Φ(y+i∂p, θ+∂ψ) = Φ+∂α(DαΦ)−∂2(D2Φ)+O(∂y) ,
here the derivatives ∂ = ∂

∂ψ
act through on the right. The terms including the y-derivatives

of Φ can be omitted because we use the approximation of background fields slowly varying
in space-time.

Using the ζ-function representation for Eq. (6) we obtain proper-time integral rep-
resentation of the logarithm. It is convenient also to introduce a dimension parameter
L2 to make proper-time dimensionless. With the mentioned notations the ζ-function
representation became

Γ(1) ==

(
− d

ds

)∣∣∣∣
s=0

∫ ∞

0

dT

Γ(s)
T s−1

∫
d6z D̄2K(

T

L2
) , (7)

where the heat kernel in the above equation is defined as

K(T ) =
i

2

∫
d4p

(2π)4

1

−p2

(
L2

µ̄

)s

µ̄ e−T (p2+m)h(T ) . (8)

In the last expression we introduce a denotation

h(T ) = e−T (MQ2
~ + gΦ~(y, θ)) × 1 . (9)

In general, exact calculation of the heat kernel is impossible. The model under consid-
eration is quite remarkable since it provides the exact evaluation of the heat kernel. The
reason is the fact that for this model the heat kernel calculation is reduced to finding an
evolution operator for a harmonical oscillator with the Grassmannian coordinate ψ and
momentum ∂/∂ψ. In order to calculate (8), according to the symbol-operator techniques,
we have to disentangle derivatives in the exponent of the heat kernel. To do that we
transfer all derivatives ∂ψ on the right and act on unit. It means that after such a trans-
formation all terms with derivatives must be omitted and a final contribution is resulted
only from recommutations of the differential operators to the last right position. The rest
part is the symbol of the heat kernel.

The expression in the exponent (9) can be simplified by introducing a new denotation
∂̃α = ∂α − DαΦ

D2Φ
, Q̃~

α = (ψ +
√

µ̄pθ̄)α then we can extract ψ- and ∂ψ-independent part

h(T ) = e−TgΦ−Tg
(DΦ)2

D2Φ · k(T )× 1 , k(T ) = eTMQ̃2
~+Tg(D2Φ)∂̃2

. (10)

Straightforward calculations shows that Q̃~
β and ∂̃α can be considered as the Grassmann

coordinates and momenta. Let’s introduce operators: e1 = Q̃2
~, e2 = ∂̃2, e3 = Q̃~

α∂̃α − 1 .
It is easy to see that these operators satisfy the commutation relations for the generators
of su(2) algebra: [e1, e2] = e3, [e3, e1] = 2e1, [e3, e2] = −2e2 . Hence, the exponent in
k(T ) (10) is nothing but a group element of SU(2): k(T ) = eTMe1+TgFe2 . Since our goal is
to find a symbol of the heat kernel, we should move all derivatives in the exponent (10) to
right hand side and act on unit what is equivalent to drop them. The generators containing
the derivatives in the group element k(T ) are e2, e3. It is most convenient to rewrite the
group element k(T ) in the Gaussian form k(T ) = eTMe1+TFe2 = eA(T )e1eB(T )e3eC(T )e2 . The
solution for functions A(T ), B(T ), C(T ) can be founded

A =

√
M

F
tanh(T

√
MF ) , B = − ln cosh(T

√
FM) , C =

√
F

M
tanh(T

√
FM) . (11)
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That gives us an exact expression for the symbol (9)

k(T )× 1 = Q2

(
A(T ) + (1− eB)2 g2

F 2
(DΦ)2

)
exp

(
−B(T ) + C(T )

g2

F 2
(DΦ)2

)
, (12)

where (DΦ)2 = 1
2
DαΦDαΦ. Now using (10, 12) in (7, 8) we obtain the exact expression

for the one-loop chiral potential (see details in Ref. [6])

Γ(1) = − d

ds

∣∣∣∣
s=0

∫
d6z

∫ ∞

0

dT

Γ(s)
T s−1 1

2(4πT )2

(
L2

µ̄

)s

µ̄2e−T (m+gΦ) · k̃(T ) , (13)

where

k̃(T ) =

√
M

F
sinh(T

√
FM)

(
1− g

TgΦ

1− TgΦ

(
tanh(T

√
FM/2)

T
√

FM/2
− 1

))
. (14)

The expressions (13, 14) determine the final exact solution for the one-loop chiral effective
potential in N = 1

2
WZ model. The various approximate results can be obtained using

the various expansions of (14). Also we point out that the integral (13) is divergent at
the low limit. To get a finite effective potential we should, as usual, to subtract in the
integrand of (14) a first term in expansion of the integrand in T .

The exact result for the one-loop chiral effective potential is presented by the expres-
sions (13, 14) in the form of an integral over proper time T which can not be written
in an explicit form in terms of elementary or known special functions. To obtain the
various approximate results we have to construct the expansions of the heat kernel and
calculate the integral over proper time in an explicit form. In the paper [6] we present
an independent procedure for the heat kernel expansion which allows to obtain the chiral
effective potential in a form of a power expansion of spinor derivatives of Φ.

Let’s present the exponent (9) as a sum h(T ) = eT (H0+V )×1 =
∑∞

n=0 hn(T )×1 , h0 =
eTH0 , H0 = −MQ2

~ , V = −gΦ~(y, θ) , where the general term of the sum is given by
the T -ordered iterated integral

hn(T )× 1 =

∫ T

0

dtn

∫ tn

0

dtn−1 . . .

∫ t2

0

dt1 e(T−tn)H0V e(tn−tn−1)H0V . . . V e(t2−t1)H0V et1H0 ,

(15)
(see details in Ref. [7]). The integral (15) for every fixed n can be calculated [6] and it
induces the expansion for the one-loop effective action: Γ(1) =

∑∞
n=0 Rn , where every

expansion term has the following structure

Rn =

∫
d4xd2θ

n∑

k=0

Ck;n(M, µ̄,m)Φn−k(
M

m
D2Φ)k , Φ = Φ(y, θ) (16)

here Ck;n(M, µ̄,m) are some functions. In particular to get the divergences it is enough
to consider only terms coming from R0:

Rdiv
0 =

∫
d4xd2θ

m

2(4π)2
(m̄2 + 2ḡQ2Φ)(

1

λ
+ hQ2Φ) ln(

mµ̄

L2
) , (17)

and R1:

Rdiv
1 =

∫
d4xd2θ

g

2(4π)2
(m̄2 + 2ḡQ2Φ)(

1

λ
+ hQ2Φ)Φ ln(

mµ̄

L2
) . (18)
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In the above expressions we used relations (m̄ + ḡĀ)2 = m̄2 + 2ḡḠ and Ḡ = Q2Φ. The
sum of R0 and R1 gives the result which is completely consistent with all earlier results
on one-loop divergences in the model under consideration obtained by the other methods
[8].

Let’s find the explicit calculations of several finite contributions to effective potential
with higher orders of external Grassmannian momenta. It should be especially noted
that calculations of the finite contributions Rn to the chiral effective potential is closely
related with so called Mellin-Barnes representation of hypergeometrical functions of sev-
eral variables. It should be noted that all terms Rn for n > 1 in (16) are finite. We will
consecutively consider several first finite contributions to the chiral effective potential. In
this section we find an explicit expression for R2 term. After a number of transformation
we calculated this contribution in the form

R2 = g2

4(4π)2
· ∫ d4xd2θM

m
µ̄2Φ(y, θ) 2F1(1, 1; 3

2
; M

4m
D2)Φ(y, θ) =

= g2

4(4π)2

∫
d4xd2θ M

m
µ̄2

(
Φ2 + M

6m
ΦD2Φ

)
,

(19)

where we use the explicit expression for 2F1(1, 1; 3
2
; z) = arcsin

√
z√

z(1−z)
. In the bosonic sector this

contribution has a simple form Rb
2 = g2

4(4π)2

∫
d4x M

m
m̄2

(
2AF + M

6m
F 2

)
, M = hF + 1

λ
.

The expression for R3 contribution will have a following form

R3 = g3

6(4π)2

∫
d4xd2θ ( M

m2 )µ̄
2×

×
(

1
2
Φ3 + 1

4
M
4m

Φ2D2Φ + 1
4·5

(
M
4m

)2
ΦD2ΦD2Φ + 1

5·6·7
(

M
4m

)3
(D2Φ)3

)
.

(20)

In the bosonic sector this result gives Rb
3 = g3

6(4π)2

∫
d4xMm̄2

m2 (3
2
A2F+ 1

2
M
4m

AF 2+ 1
4·5(

M
4m

)2F 3).
During the calculation for higher Rn contributions, we will obtain the expressions

containing the hypergeometric function of several variables, which for n > 2 are called
generalized Lauricella hypergeometric functions. In principal, all Rn can be calculated [6].
Moreover we can sum up all part from Rn terms without derivatives. Really let’s take into
account only k = 0 term in the representation (16) for all Rn, i.e. we sum contributions
from all Rn which have no Grassmannian derivatives. The sum can be calculated [6], that
gives

Γ
(0)
(1) =

1

2(4π)2

∫
d4xd2θ m(m̄ + ḡΦ̄)2(hQ2Φ +

1

λ
)

(
−gΦ

m
+ (1 +

gΦ

m
) ln(1 +

gΦ

m
)

)
. (21)

The expression (21) is the chiral effective potential in approximation when all terms
containing the D2Φ can be neglected, however all terms without these derivatives are
exactly summed up. The corrections to this approximation obligatory contain the terms
with Grassmann derivatives of the background field. This result can be used to finding the
effective potential in the bosonic component sector and obtaining the classical potential.

Finally we can say that the general approach for finding the one-loop effective potential
in N = 1

2
noncommutative Wess-Zumino model was founded. Using the symbol-operator

techniques we obtained a general expression for the effective potential in terms of a su-
perfield heat kernel. The exact form of the effective potential including the complete
dependence on Φ and D2Φ in term of a single proper time integral was obtained. To
clarify the structure of the effective potential in more details we calculate divergent con-
tributions to the one-loop effective potential as well as a few first finite contributions.
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The expansion of the effective potential has an enough simple structure and allows to
organize resummation of the above series and to get a series in derivatives D2Φ with the
coefficients depending on Φ. We have demonstrated how to obtain the first term in this
new expansion containing no derivatives but including all powers of Φ.
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Abstract

We consider the generic nonanticommutative model of chiral-antichiral super-
fields on N = 1

2 superspace. The model is formulated in terms of an arbitrary
Kählerian potential, chiral and antichiral superpotentials and can include the nonan-
ticommutative supersymmetric sigma-model as a partial case. We study a compo-
nent structure of the model and derive the component Lagrangian in an explicit
form with all auxiliary fields contributions. We show that the infinite series in the
classical action for generic nonanticommutative model of chiral-antichiral superfields
in D = 4 dimensions can be resumed in a compact expression which can be written
as a deformation of standard Zumino’s lagrangian and chiral superpotential. Prob-
lem of eliminating the auxiliary fields in the generic model is discussed and the first
perturbative correction to the effective scalar potential is obtained.

Supersymmetric field theories on deformed superspaces with nonanticommuting coor-
dinates possess the interesting properties in classical and quantum domains. Remarkable
class of such theories based on special deformation of N = 1 supersymmetry was proposed
by Seiberg [1]. Seiberg’s type of superspace deformation introduces the nonanticommuta-
tivity both even and odd coordinates but preserves anticommutativity in the chiral sector.
As a result, the corresponding deformed superspace breaks the supersymmetry in the an-
tichiral sector and therefore it is called N = 1

2
superspace. Formulation of analogous

deformation in N = 2, D = 4 superspace was given in [2]. Studying of various aspects of
N = 1

2
supersymmetric theories has been carried out in a number of recent papers (see

e.g. [3], [4], [5], [6] for D = 4 models and [7], [8] for D = 2 models).
To interpret the N = 1

2
supersymmetric theories as conventional field models and to

clarify their dynamics it is necessary to rewrite such superfield theories in the component
form. Finding the component structure of the nonanticommutative theories is a highly
nontrivial technical problem because of the very complicated superspace structure and
therefore it demands a special study. Component form of actions for nonanticommu-
tative theories in addition to standard terms always will contain the terms dependent on
the superspace deformation parameter. Since a half of supersymmetries is broken down
a symmetry between chiral and antichiral superspace coordinates is absent and some
component fields can enter in the action in very cumbersome combinations.
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In the papers [1], the component structure of D = 4, N = 1
2

supersymmetric models
Yang-Mills theory and the Wess-Zumino was studied. For this case it was shown that the
deformed theory is renormalizable [4], [5] in spite of the presence of higher dimensional
terms in the Lagrangian.

In this paper we study the D = 4 generic chiral superfield model in N = 1
2

superspace
and derive its component structure. Explicit expressions for the Kählerian, chiral and an-
tichiral superpotentials are not fixed. We show that the component action is represented
as an infinite series in nonanticommutativity parameter with coefficients depending on the
derivatives of above potentials. Despite this fact, it is possible to write down the action
in a closed form via smoothing integrals of the Kählerian K and chiral W superpotential
around the bosonic component of the chiral superfield Φ on a scale dependent on the
deformation parameter and the auxiliary field

√
det CF . This effect is in an agreement

with an observations of Ref. [8] for D = 2. For N = 2 sigma model nonanticommutativity
induces simple deformations of the Zumino Lagrangian along with the holomorphic su-
perpotential. This phenomena is interpreted as a fuzziness in the target space controlled
by the vacuum expectation value of the auxiliary field.

We begin with consideration of theN = 1
2

deformed superspace. According to Seiberg,
the coordinates of this superspace are defined such a way that Grassmannian coordinates
are not complex conjugate to one another ((θα)∗ 6= θ̄α̇) and the anticommuting coordinates
θ form a Clifford algebra

{θ̂α, θ̂β} = Cαβ , (1)

where Cαβ = Cβα is a symmetrical constant matrix. The other commutation relations are
determined by the consistency of the algebra: [xm, θα] = iCαβσm

βα̇θ̄α̇, [xm, xn] = θ̄θ̄ Cmn,

{θ̄α̇, θ̄β̇} = 0 , where Cmn = Cαβεβγσ
mn γ

α .
Because of the deformation (1) functions of θ must be ordered. The simplest possible

ordering is the Weyl type. Reordering is implementing by a noncommutative ?-product
which is defined as follows

Φ ? Ψ = Φ e−Cαβ←−Qα
−→
Qβ Ψ = Φ

(
1− Cαβ←−Qα

−→
Qβ + λ

←−
Q

2−→
Q

2
)

Ψ , (2)

where λ = −1
2
CαβCαβ. The star-product (2) is invariant under the action of Qα but

is not invariant under action of Q̄. Described deformation preserves the half of N = 1
supersymmetry and has interesting properties in the field theory viewpoint. Replacing all
ordinary products with the above ?-product, one can proceed studying a supersymmetric
field theory in this nonanticommuting superspace taking into account that this deformed
supersymmetry algebra admits well-defined chiral and antichiral representations deter-
mined by the standard relations D̄α̇Φ = 0, DαΦ̄ = 0. As it has been demonstrated in Ref.
[1], the ?-product (2) of the chiral superfields is again a chiral superfield; likewise, the
?-product of the antichiral superfields is again an antichiral superfield. This observation
allows to extend well-studied anticommutative theories on nonanticommutative versions
by simple replacement the point product with the star product.

The action of the generic chiral superfield model on N = 1/2 superspace is

S?[Φ̄, Φ] =

∫
d4xd4θ K(Φ̄, Φ)? +

∫
d4xd2θ W (Φ)? +

∫
d4xd2θ̄ W̄ (Φ̄)? , (3)

where K(Φ̄, Φ), W (Φ), W̄ (Φ̄) are the arbitrary Kählerian potential, chiral and antichiral
superpotentials respectively and the superfield multiplication is defined in terms of the
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star-product (2). Since the star-product (2) always begins with the point product, it is
easy to understand that the action (3) can be written as a sum of the action for the
general chiral superfield model on undeformed N = 1 superspace and some contributions
higher dimensions resulting from deformation of the superspace. Further we will write
the action (3) in component fields and study its structure.

We consider the chiral superpotential component form and write it as a Taylor series:
∫

d4xd2θ W (Φ)? =
∞∑

n=0

1

n!

∫
d4xd2θ Wn(φ)fn

? , (4)

here Wn are the expansion coefficients taken at the point φ and the superfield f is defines
as f = Φ(y, θ)− φ(y) = θκ− θ2F and fn

? = f ? f ? · · · ? f︸ ︷︷ ︸
n

. Our first aim is calculation of

this star-product.
Consideration of several first orders and further induction leads to the following ex-

pression

f 2m
? = −2mθ2κ2(λF 2)m−1 + (λF 2)m , f 2m+1

? = (λF 2)mf(θ) + 2mκ2(λmF 2m−1) . (5)

Collecting from (5) terms with θ2, which will survive after integration over chiral coordi-
nates we obtain the component form of the chiral superpotential

∫
d6zW (Φ)? =

∫
d4x

∞∑
n=0

(
1

(2n)!
W2n(φ) · 2nκ2(λF 2)n−1 +

1

(2n + 1)!
W2n+1(φ) · λnF 2n+1

)
. (6)

The antichiral superpotential expansion around the scalar field φ̄ is defined as a series
∫

d4xd2θ̄ W̄?(Φ̄(ȳ, θ̄)) =
∞∑

n̄=0

1

n̄!

∫
d4xd2θ̄ W̄n̄(φ̄)f̄ n̄

? , (7)

here f̄ = Φ̄(ȳ, θ̄)−φ̄(y) = θ̄α̇κ̄α̇(y)−θ̄2F̄ (y)−iθα(∂αα̇φ̄(y))θ̄α̇+iθα∂αα̇κ̄α̇(y)θ̄2+θ2θ̄2¤φ̄(y) .
Taking into account further integration over chiral coordinates d2θ̄ we will consider only
components proportional to θ̄2. For example f̄ 2

? |θ̄2 = −2κ̄2+2iθα(∂αα̇φ̄)κ̄α̇ +θ2∂αα̇φ̄∂αα̇φ̄+
Cαβ∂α̇

α φ̄∂βα̇φ̄ . The last term is equal to zero due to a property ∂α̇
(αφ̄∂β)α̇φ̄ = −∂α̇(αφ̄∂α̇

β)φ̄ ≡
0 and can be dropped. Therefore deformation doesn’t affect on antichiral sector f̄ ?f̄ = f̄ ·f̄
in accordance with Ref. [1]. All other orders is equal to zero, because each f̄ contains
θ̄ and f̄ 2 ∼ θ̄2, i.e. f̄n

? = 0, n > 2. Finally write a component form for the antichiral
superpotential ∫

d4xd2θ̄ W̄? =

∫
d4x

(
W̄1̄(φ̄)F̄ + W̄2̄(φ̄)κ̄2

)
, (8)

where the expansion coefficients W̄1̄, W̄2̄ were defined in (7). As one can see the great
difference between forms of chiral and antichiral superpotentials appears. Obviously the
action doesn’t have Hermiticity properties.

The most nontrivial calculation is related to the Kähler potential decomposition. We
will suppose that its expansion is fully symmetrical in powers of f̄ and f , i.e.

K(Φ, Φ̄)? =
∞∑

m=0

1

m!

(
f

∂

∂Φ
+ f̄

∂

∂Φ̄

)m

?

K(Φ, Φ̄)|Φ=φ, Φ̄=φ̄ , (9)

103



Such kind of ordering leads to the following expansion

K(Φ, Φ̄)? =
∑

n

Knf
n
? +

∑
n̄

Kn̄f̄
n̄
? +

∑
n,n̄

Knn̄[fn
? ? f̄ n̄

? ] , (10)

where [f̄ n̄ ? fn] is a fully symmetrized star-product including all possible permutations.
It is obviously that unmixed products like fn

? for any n will not give contribution to the
Kähler potential because they do not contain factor θ̄2 we need for further integration
over

∫
d2θ̄. Unmixed star products f̄ n̄

? for n = 3 and higher will vanish and hence, do not
contribute to the action. Thus, we should study the star product [f̄ n̄ ? fm] of arbitrary
integer m with n̄ = 1, 2. Direct calculation gives us factors at the coefficients K1̄n:

f̄ ? f 2n
? |θ2θ̄2 = 2nκ2(λF 2)n−1F̄ + (λF 2)n¤φ̄ ,

f̄ ? f
(2n+1)
? |θ2θ̄2 = λnF 2n+1F̄ − iκα∂αα̇κ̄α̇λnF 2n + 2nκ2λnF 2n−1¤φ̄ .

(11)

Next, we compute factors at the coefficients K2̄n by the same way

f 2n
? ? f̄ 2

? |θ2θ̄2 = 2κ2κ̄22n(λF 2)n−1 + λnF 2n∂αα̇φ̄∂αα̇φ̄ ,
f 2n+1

? ? f̄ 2
? |θ2θ̄2 = −(λF 2)n2iκακ̄α̇(∂αα̇φ̄) + 2κ̄2λnF 2n+1 + 2nκ2λnF 2n−1∂αα̇φ̄∂αα̇φ̄ .

(12)
Using above expressions we write the full Lagrangian in component form for theN = 1

2

nonanticommutative generic chiral superfield model (3) as a infinite series expansion in
the parameter deformation

L? = K(Φ, Φ̄)?|θ2θ̄2 + W (Φ)?|θ2 + W̄ (Φ̄)?|θ̄2 = W̄1̄F̄ + W̄2̄κ̄
2 (13)

+
∞∑

n=0

λnF 2n

(2n + 1)!

(
W2n+2κ

2 + W2n+1F
)

+ F̄

∞∑
n=0

λnF 2n

(2n + 1)!

(
K1̄(2n+2)κ

2 + K1̄(2n+1)F
)

+¤φ̄

∞∑
n=0

λnF 2n−1

(2n)!

(
2n

2n + 1
K1̄(2n+1)κ

2 + K1̄(2n)F

)
+

∞∑
n=0

λnF 2n

(2n + 1)!
K1̄(2n+1)(iκ

α∂α̇
α κ̄α̇)

+
1

2
∂αα̇φ̄∂αα̇φ̄

∞∑
n=0

λnF 2n−1

(2n)!

(
K2̄(2n+1)

2n

2n + 1
κ2 + K2̄(2n)F

)
+

∞∑
n=0

λnF 2n+1

(2n + 1)!
K2̄(2n+1)κ̄

2

+
∞∑

n=0

[
1

(2n)!
K2̄(2n)

(
2nκ2κ̄2(λF 2)n−1

)
+

1

(2n + 1)!
K2̄(2n+1)

(
(λF 2)niκα(∂α̇

α φ̄)κ̄α̇

)]
,

where all coefficients are calculated at the point φ. The Lagrangian (13) can be written
as a sum L? = L + ∆L(λ) , here L is the component Lagrangian for the generic chiral
superfield model in N = 1 superspace with the action (see e.g. Ref. [9])

S[Φ̄, Φ] =

∫
d4xd4θ K(Φ̄, Φ) +

∫
d4xd2θ W (Φ) +

∫
d4xd2θ̄ W̄ (Φ̄) . (14)

In particular, being expanded around the bosonic fields φ, φ̄, the component form for the
Lagrangian (14) is written as

L = −g
1

2
∂αα̇φ∂αα̇φ̄ + igκα∂α̇

α κ̄α̇ −K12̄iκ
ακ̄α̇∂αα̇φ̄ + gF F̄ (15)
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+K21̄κ
2F̄ + K12̄κ̄

2F + W1F + W̄1̄F̄ + W2κ
2 + W̄2̄κ̄

2 + K22̄κ
2

where we introduced the Kählerian metrics g = K11̄(φ̄, φ) = ∂2K(φ̄, φ)/∂φ∂φ̄. Such a
form can be directly obtained from (13) as a coefficient at n = 0.

The obtained representation for the action (13) is complicated and inaccessible even
in the classical domain. Now we show that the infinite series (13) can be resummed in a
compact expression similar to the standard Zumino’s Lagrangian [10] with the deformed
Kähler potential and the chiral superpotential plus a finite number of higher dimensional
terms with field-dependent couplings. In the analogy with the trick used in the papers
[8] we introduce ”fuzzy fields” controlled by the auxiliary fields φ + τ

√
λF on interval

−1 ≤ τ ≤ 1:

W(0)(φ, F ) =
1

2

∫ 1

−1

dτW (φ + τξ) , ξ =
√

λF ,

K(0)(φ, F, φ̄) =
1

2

∫ 1

−1

dτK(φ + τξ, φ̄) , K(1)(φ, F, φ̄) =
1

2

∫ 1

−1

dττK(φ + τξ, φ̄) ,

K(−1)(φ, F, φ̄) =
1

2

∫ 1

−1

dτ
∂

∂τ
(τ ·K(φ + τξ, φ̄)) . (16)

Then (13) can be rewritten in a compact form:

L? = W̄1̄F̄ + W̄2̄κ̄
2 + FW(0)

1 + κ2W(0)
2 + (F̄F + iκα∂α̇

α κ̄α̇)K(0)

11̄

+κ2F̄K(0)

21̄
+ κ̄2FK(0)

12̄
+ ¤φ̄K(−1)

1̄
+
√

λκ2¤φ̄K(1)

21̄
+ 1

2
∂αα̇φ̄∂αα̇φ̄K(−1)

2̄

+iκα(∂α̇
α φ̄)κ̄α̇K(0)

12̄
+
√

λκ2 1
2
∂αα̇φ̄∂αα̇φ̄K(1)

22̄
+ κ2κ̄2K(0)

22̄
.

(17)

It is quite remarkable that the deformation encoded by new geometric quantities which
look like the ”metric” K(0)

11̄
, ”connection” K(0)

21̄
and the ”curvature” K(0)

22̄
in the smearing

target space. But there is no any certainty that this quantities are really consistent among
themselves and correspond to some geometrical structure of the target space manifold. It
is easy to see that we can rewrite (17) in the canonical form with a proper kinetic term for

the scalars ∂αα̇φ∂αα̇φ̄K(0)

11̄
but, due to the extra dependence of K(0)(φ, F, φ̄) of the auxiliary

field F , there will be new terms containing one derivative of the auxiliary field ∂αα̇F . At
the limit λ → 0 this terms will vanish. This is the great difference between (15) and (17).

Now consider generic nonanticommuting supersymmetric sigma-model (i.e. the model
without superpotential W but with arbitrary Kahlerian potential K). It was shown in Ref.
[7] that for D = 2, N = 2 nonanticommuting sigma-model the component action infinite
series can be resummed to a very simple and clear form. Let’s consider such possibility
for D = 4, N = 1

2
nonanticommuting sigma-model. In the linear approximation on λ

the Lagrangian (13) after introducing a new metric g̃ = g + λ
6
F 2K31̄ can be rewritten as

follows

L? = −1

2
∂αα̇φ∂αα̇φ̄(g +

λ

2
F 2K31̄ +

λ

3
Fκ2K41̄) + (FF̄ + iκα∂α̇

α κ̄α̇)g̃ + iκα(∂α̇
α φ̄)κ̄α̇g̃1̄ (18)

+F̄ κ2g̃1 + Fκ̄2g̃1̄ + κ2κ̄2g̃11̄ +
λ

6
Fκ2 · ∂αα̇(∂αα̇φ̄K31̄) +

1

4
F 2 · ∂αα̇(∂αα̇φ̄K21̄) .

The equation of motion for field F following from this Lagrangian is F g̃ + κ2g̃1 = 0 and
at that time two last terms ∼ κ4 that vanish. This allows to note that the expression
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(g + λ
2
F 2K31̄ + λ

3
Fκ2K41̄) become equal g̃. Thus we see that Lagrangian (18) in the first

order on λ is one to one correspond to the Zumino Lagrangian with the metric g̃. We
point out that such a consideration is true only W = 0 and for a singlet fermionic field.
In accordance to Ref. [7] one can verify that the action given by Eq. (13) at W = 0 and
W̄ = 0 in all orders on λ can be rewritten in the form Eq. (18).

Next we discuss elimination of the auxiliary fields F, F̄ from the component Lagrangian
(13) keep in mind the task investigate the structure of classical vacua. The Lagrangian (13)
is linear in F̄ but strongly nonlinear in F . Therefore it is difficult to expect that we obtain
the exact solution on F and F̄ but we can perturbatively find several first corrections to
the scalar potential and to the scalar - fermion interaction terms. In particular, the scalar
potential is the most important object for studying the possible vacua of the theory and
a symmetry breaking mechanism. Let’s consider only space-time independent vacuum
expectation values for the scalar and fermionic physical fields. We suppose that F =
F0 +F1 + · · · , F̄ = F̄0 + F̄1 + · · · , where F0 and F̄0 are the solutions for auxiliary fields
equations of motion in undeformed model and Fn ∼ λn, F̄n̄ ∼ λn̄ are the corrections.
Substituting this expansion into the Lagrangian (13) and keeping only linear in λ terms
without derivatives we obtain first corrections to the auxiliary fields. This gives us, in
addition to the ordinary potential U , a linearly dependent on λ correction

∆U1(λ) = g(F1F̄0 + F̄1F0) + F1(W1 + K12̄κ̄
2) + F̄1(W̄1̄ + K21̄κ

2) +
λ

6
F 2

0 K42̄κ
2κ̄2 (19)

+
λ

6
F 2

0 F̄0(K41̄κ
2 + F0K31̄) +

λ

6
F 2

0 (W4κ
2 + F0W3) +

λ

6
F 3

0 K32̄κ̄
2 .

As a result, we finally obtain that the potential U is given by a series of additional terms
dependent on λ. Considering the expressions (15, 19) one can see that the full potential as
a function of the scalar fields and fermionic condensate 〈κ2〉 can be as positive as negative
defined depending on concrete forms of the Kählerian and chiral superpotentials. It means
that at nonvanishing λ the potential possesses a possibility to get a minimum, though
the initial potential (15) has none minimum. Therefore one can expect some kind of
symmetry breaking in the model under consideration.

To summarize, we have considered the supersymmetric generic chiral superfield model
on N = 1

2
nonanticommutative superspace. This model is given in terms of arbitrary

Kählerian potential, chiral and antichiral superpotentials. We have developed a general
procedure for deriving the component structure of the model and obtained the component
action in the explicit form as a infinite series in the nonanticommutativity parameter. This
series is summed up into compact expression using the specific integral representations.
It was shown that the additional ”deformed” part of the action allows a perturbative
translation invariant solution for the auxiliary fields equations of motion. Leading cor-
rections to nondeformed potential are calculated. The results obtained can be applied to
studying a wide class of various N = 1

2
chiral superfield models including supersymmetric

sigma-models and models with different chiral and antichiral superpotentials.
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Abstract

The formulae for twist quantization of g2 are given, corresponding to the maximal
Jordanian r−matrix described by the solution of classical YB equation with support
in the 8-dimensional Borel subalgebra of g2. We present the chain of twists consists
of the four factors describing the four steps of quantization: Jordanian twist, the two
twist factors extending Jordanian twist and the deformed Jordanian or in second
variant additional Abelian twist. The explicit formulae for twisted coproducts and
the choice of proper nonlinear basis are given in [1].

1 Introduction

In this paper we shall consider the basic nonstandard quantum deformations of complex
exceptional Lie algebra g2. There are four complex semisimple Lie algebras of rank 2,
given by A2 ' sl(3), D2 ' o(4) = o(3)⊕ o(3), B2 ' C2 ' o(5) ' sp(4) and g2, with 8, 6,
10 and 14 generators respectively. The 8-dimensional carrier of classical r-matrices which
describe our deformations is equal to the Borel subalgebra b+(g2) of g2.

We shall consider in Sect. 2 the Lie algebra g2 in Cartan-Weyl basis (see e.g. [2]). We
present firstly, the important class of triangular r-matrices for g2, satisfying the classical
Yang-Baxter equation (CYBE). It appears that the two-parameter families of such r-
matrices have as its carrier algebra the whole 8-dimensional Borel subalgebra b+(g2) ⊂ g2.
In Sect. 3 we shall recall the general formulae which describe the twist quantization
method [3]–[8], and we shall introduce the general twisting function, describing the twist

∗Supported by KBN grant1PO3BO1828
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quantization procedure for g2 with the 8-dimensional carrier space for its r-matrix. The
explicit formulae for coproducts and the choice of the suitable nonlinear basis of twisted
g2 algebra are given in [1].

The motivation for our work is mainly to present a new mathematical result - inter-
esting class of quantum deformations for an important Lie algebra. On the other side
it should be stressed that g2 algebra recently has attracted attention of physicists in the
domain of elementary particle physics and fundamental interactions theory. In particular
we recall that:

i) In eleven-dimensional M -theory there were proposed the internal manifolds with g2

holonomy as a base for the grand unification describing extension of the standard model
in particle physics (see e.g. [10]–[13]).

ii) There are four Hurwitz algebras (real numbers R, complex numbers C, quaternions
H and octonions O); G2 acts on seven imaginary octonionic units and describes the au-
tomorphism group of the octonion algebra. All applications of exceptional and octonions
groups to the description of symmetries in elementary particle physics (see e.g. [14]) is
strongly linked therefore with the appearance of G2 symmetry.

2 Cartan-Weyl Basis of g2 and Jordanian Type Clas-

sical r-Matrices

2.1 Cartan-Weyl basis of g2

In order to describe Cartan–Weyl basis of g2 let us introduce the Dynkin diagram for its
simple roots Π = {α1, α2}:

h hA¢

α1 α2

Fig. 1. Dynkin diagram of the Lie algebra g2.

The corresponding standard A = (aij)(i, j = 1, 2) and symmetric Asym = (asym
ij )i,j Cartan

matrices are given by

A =

(
2 −1
−3 2

)
, Asym =

(
6 −3
−3 2

)
. (2.1)

The Lie algebra g2 is generated by the six Chevalley elements eαi
, e−αi

, hαi
(i = 1, 2)

with the defining relations (see e.g. [2])

[hαi
, hαj

] = 0 ,

[hαi
, e±αj

] = ±asym
ij e±αj

,

[eαi
, e−αj

] = δij hαi
,

[e±α1
, [e±α1

, e±α2
]] = 0 ,

[[[[e±α1
, e±α2

], e±α2
], e±α2

], e±α2
] = 0 .

(2.2)
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The positive Σ+(g2) (and total Σ(g2) = Σ+(g2)
⋃

(−Σ+(g2))) root systems of g2 is
presented in terms of an orthonormalized basis {ε1, ε2} of a 2-dimensional Euclidian space
as follows

Σ+(g2) =
{√

3ε1, ε2,

√
3

2 ε1 ± 1
2ε2,

√
3

2 ε1 ± 3
2ε2

}
(2.3)

where the simple roots are given by α1 =
√

3
2

ε1 − 3
2
ε2 and α2 = ε2.

For construction of the composite root vectors eγ, (γ 6= ±α1, ±α2), we fix the following
normal ordering of the positive root system Σ+(g2) (see [2])

α1 , α1 + α2 , 2α1 + 3α2 , α1 + 2α2 , α1 + 3α2 , α2 , (2.4)

which corresponds to ”clockwise” ordering for positive roots in Fig. 2 if we start from the
root α1 to the root α2. For convenience we introduce the short notations

ek,l := ekα1+lα2
, hk,l := khα1

+ lhα2
(2.5)

for k, l = 0,±1, . . . . According to the ordering (2.4) we set the composite roots generators
with suitably chosen numerical coefficients as follows

e1,1 = [e1,0, e0,1] , e−1,−1 = −[e−1,0, e0,−1] ,
e1,2 = [e1,1, e0,1] , e−1,−2 = −3

4
[e0,−1, e−1,−1] ,

e1,3 = [e1,2, e0,1] , e−1,−3 = −3
4
[e0,−1, e−1,−2] ,

e2,3 = [e1,3, e1,0] , e−2,−3 = −3
4
[e−1,0, e−1,−3] .

(2.6)

The complete set of relations for Cartan-Weyl basis of g2 can be calculated from (2.2)
and (2.6).

2.2 Jordanian type classical r-matrices for g2

Let us consider in the Lie algebra g2 the maximal root generator e2,3 = e2α1+3α2 . The
extended Jordanian matrix of maximal order is provided by formula:

r2,3;2(ξ) = ξ (h2,3 ∧ e2,3 + e1,1 ∧ e1,2 + e1,3 ∧ e1,0) . (2.7)

In order to obtain the generalizations of the r-matrix (2.7) one can use the theorem by
Belavin and Drinfeld which states that the sum of two r-matrices r1, r2 is again a classical
r-matrix [15] if r2 has a carrier L ∈ g2 (r2 ∈ L⊗ L) which cocommutes with r1 (i.e. it is
a kernel of the bialgebra cobracket).

The maximal subalgebra in g2 which is kernel of the Lie bialgebra cobracket determined
by the r-matrix (2.7) has the following linear basis

L = (h0,1, e0,1, e0,−1, e2,3) . (2.8)

i.e. [r2,3;2(ξ), l ⊗ 1 + 1⊗ l] = 0 (l ∈ L). From the generators of the subalgebra L one can
construct the following five classical r-matrices:

a) h0,1 ∧ e0,1, b) h0,1 ∧ e2,3, c) e0,1 ∧ e2,3, d) h0,1 ∧ e0,−1, e) e0,−1 ∧ e2,3.
The r-matrices which we shall consider below are obtained as the linear combination

of (2.7) and the r-matrices a) and b). One can show that the results of addition of the
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r-matrix (2.7) and the r-matrices c)–e) can be obtained from the previous two cases by
suitable automorphisms of the algebra g2.

It follows that we can consider two r-matrices as basic ones, or more explicitly:

r1 = α h0,1 ∧ e0,1 + ξ (h2,3 ∧ e2,3 + e1,1 ∧ e1,2 + e1,3 ∧ e1,0) , (2.9)

r2 = β h0,1 ∧ e2,3 + ξ (h2,3 ∧ e2,3 + e1,1 ∧ e1,2 + e1,3 ∧ e1,0) , (2.10)

where ξ, α, β are arbitrary.
One can raise the question whether the classical r-matrices (2.9,b) can be extended

to carrier space containing also the generators belonging to b−. Unfortunately such an
extension, which can not be eliminated by the inner automorphism of g2, is not possible
from purely algebraic reason. One can show that there does not exist an even dimensional
subalgebra of g2, with dimension ten (two extra generators from b−), which extends the
full Borel subalgebra b+. In fact, the consideration of classical r-matrices with the carrier
in both Borel subalgebras of g2 which however are not simultaneously the classical r-
matrices for sl(3) subalgebra is an interesting problem to study, going beyond the scope
of the present paper.

Below we shall consider the quantization of g2 in the four steps, corresponding to the
quantization of the following sequence of r-matrices:

i) Jordanian twist quantization

rJ = ξ h2,3 ∧ e2,3 . (2.11)

ii) Two extended Jordanian twist quantizations

rEJ = ξ (h2,3 ∧ e2,3 + e1,1 ∧ e1,2) , (2.12)

rE′EJ = ξ (h2,3 ∧ e2,3 + e1,1 ∧ e1,2 + e1,3 ∧ e1,0) . (2.13)

The r-matrix rEJ describes the extended Jordanian twist quantization of the sl(3)
subalgebra.

iii) Full twist quantization with additional twist factors describing deformed Jordanian
twist (classical r-matrix (2.9)) and the Abelian twist (classical r-matrix (2.10)).

It should be observed that the parameters α, β and ξ occurring in the classical r-
matrices (2.9,b) can be rescaled by inner automorphisms of g2 algebra as well as by the
overall scaling of the r-matrices. In particular performing the two-parameter rescaling by
Cartan generators (we use the notation (ad⊗ a)A⊗B ≡ [a,A]⊗B + A⊗ [a, B]).

exp[ad⊗(c1h1,0 + c2h0,1)]r1 = e
1
2
c1r1 , (2.14)

(2.15)

exp[ad⊗(c1h1,0 + c2h0,1)]r2 = (2.16)

= e(− 1
2
c1+ 1

3
c2) β h0,1 ∧ e0,1 + e

1
2
c1rE′EJ (2.17)

we see that while the parameter α remains unchanged, the parameters β and ξ can be
rescaled e.g. to unity. In order to modify the parameter α we can employ the overall
scaling of the r-matrix. We see therefore, that similarly like in the case of Jordanian
deformation of sl(2) or κ-deformation of Poincaré algebra, the deformations with different
values of the parameters α, β and ξ are mathematically equivalent (provided α 6= 0, β 6=
0, ξ 6= 0) but distinguishable if applied to physical models.
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3 Twist Quantization Method and the General Twist

Functions for g2

3.1 Quantum deformations by twisting coproducts of universal
enveloping algebras

Consider the universal enveloping algebra U(g) of a Lie algebra g as a Hopf algebra with
the comultiplication ∆(0) generated by the primitive coproduct in g. The parametric
invertible solution F(ξ) =

∑
f

(1)
i ⊗ f

(2)
i ∈ U(g)⊗ U(g) of the twist equations [4]

F12(∆
(0) ⊗ 1)(F) = F23(1⊗∆(0))(F), (3.1)

(ε⊗ id)(F) = (id⊗ ε)(F) = 1⊗ 1 , (3.2)

defines the deformed (twisted) Hopf algebra UF (g) with the unchanged multiplication,
unit and counit (as in U(g)), the twisted comultiplication and antipode defined by the
relations

∆F (u) = F∆(0)(u)F−1 , u ∈ U(g), (3.3)

(3.4)

SF (u) = v S(0)(u) v−1, v =
∑

f
(1)
i S(0)(f

(2)
i ) . (3.5)

The twisted algebra UF (g) is triangular, with the universal R-matrix

RF = F21F−1 , (3.6)

which belongs to some extension of U(g)⊗ U(g). When F is a smooth function of ξ and
limξ→0F = 1 ⊗ 1 then in the neighborhood of the origin the R-matrix can be presented
as

RF = 1⊗ 1 + ξrF + o(ξ) , (3.7)

where rF is the skewsymmetric classical r-matrix corresponding to the twist F . Let us
write explicitly the r-matrix as follows:

rF = aij Ii ∧ Ij . (3.8)

Then we obtain
F = 1⊗ 1 + ξ ãijIi ⊗ Ij +O(ξ) , (3.9)

where aij = 1
2
(ãij − ãji).

By a nonlinear change of basis in U(g) one can modify the twisted coproducts and
locate part of the deformation in the algebraic sector.

3.2 Twist deformations for U(g2) Hopf algebra

Our aim is to construct explicitly such a sequence of the twist deformations UF(g2) of the
algebra U(g2) that will lead to the largest possible carrier subalgebra for the corresponding
classical r-matrices. The final element of the corresponding twists will be the full chain of
extended twists whose carrier coincides with the Borel subalgebra of g2. The peculiarity
of the chain twist deformation is that the deformed algebra can be twisted step by step
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by the consecutive twisting factors with their specific properties. One of the important
aims will be also the construction of proper nonlinear basis in U(g2). Indeed, on each
step we shall construct the nonlinear basis in which the costructure of the Hopf algebra
UF(g2) becomes more transparent.

In Sect. II we have presented the sequence of classical r-matrices for U(g2) (see (2.11),
(2.12,b) and (2.9,b)). The quantization of these classical r-matrices is performed as fol-
lows.

a) Firstly we introduce the standard Jordanian twist quantizing the classical r-matrix
(2.11), corresponding to the long root 2α1 + 3α2 in g2. We have the following twisting
element [16]

FJ = eh2,3⊗σ2,3 = eH⊗σ , (3.10)

where
H = h2,3 = 2h1,0 + 3h0,1 , σ = ln(1 + e2,3) . (3.11)

b) There are four types of the extension twisting factors that can be applied to UJ(g2)
[8]:

FE+ = ee1,1⊗e1,2e−
1
2 σ

, (3.12)

FE− = e−e1,2⊗e1,1e−
1
2 σ

, (3.13)

F̃E+ = ee1,3⊗e1,0e−
1
2 σ

, (3.14)

F̃E− = e−e1,0⊗e1,3e−
1
2 σ

. (3.15)

They can be composed to provide the following four types of the two-element extensions
of (3.10)

FE++ = ee1,3⊗e1,0e−
1
2 σ

ee1,1⊗e1,2e−
1
2 σ

, (3.16)

FE+− = ee1,3⊗e1,0e−
1
2 σ

e−e1,2⊗e1,1e−
1
2 σ

, (3.17)

FE−+ = e−e1,0⊗e1,3e−
1
2 σ

ee1,1⊗e1,2e−
1
2 σ

, (3.18)

FE−− = e−e1,0⊗e1,3e−
1
2 σ

e−e1,2⊗e1,1e−
1
2 σ

. (3.19)

One can note that exponential factors in the twists (3.16) commute with each other,
and do not describe themselves the solutions of twist equations (3.1,3.2) with primitive
coproduct ∆(0). The four twists (3.16) lead to the equivalent Hopf algebras however their
coalgebra relations differ considerably. The most elegant result is obtained when the
extension is chosen as follows

FE := FE−+ = FE−FE+ = e−e1,2⊗e1,1e−
1
2 σ

ee1,3⊗e1,0e−
1
2 σ

, (3.20)

with the extended twist

FEJ := e−e1,2⊗e1,1e−
1
2 σ

ee1,3⊗e1,0e−
1
2 σ

eH⊗σ . (3.21)

It should be added that the products of twists FE±FJ describe the twist quantization of
sl(3) subalgebra.
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c) The additional Abelian twist factor (h ≡ 3h0,1)

FA = eh⊗σ , (3.22)

that produces a kind of a ”rotation” in the root space of g2, can enlarge the extended
twist (3.21):

FAEJ := eh⊗σe−e1,2⊗e1,1e−
1
2 σ

ee1,3⊗e1,0e−
1
2 σ

eH⊗σ . (3.23)

In such a way we obtain the quantization of the classical r-matrix (2.10).
d) We can construct the chain of twists (see e.g. [5, 6]) for g2 by additionally deforming

the twisted UEJ(g2) by the second link of the chain, which is the Jordanian factor:

FJ ′ = eh⊗ω (3.24)

with

ω = ln

(
1 + e0,1 +

1

2
(e1,2)

2

)
. (3.25)

This gives the quantization with the largest carrier

FJ ′EJ := eh⊗ωe−e1,2⊗e1,1e−
1
2 σ

ee1,3⊗e1,0e−
1
2 σ

eH⊗σ. (3.26)

The twist function (3.26) describes the quantization of the classical r-matrix (2.9).
The twist (3.23) can also form the chain with FJ ′′ = eh⊗ω′′ . But the Abelian twist factors
FA and this new Jordanian factor are related by the formula FJ ′′FA = FJ ′ . This means
that for any “rotated” extended twist FAEJ we get the unique chain (3.26).

The explicit calculations of the twisted coproducts (formulae (3.3-b)) for the twists
(3.23) and (3.26) are given in [1]. One obtains very complicated coproduct formulae. In
order to simplify them we introduced nonlinear basis, with deformed classical Lie algebra
g2 relations. The general scheme how to introduce nonlinear basis for twisted simple Lie
algebras has been presented in [9]. The calculations were quite involved and, in order to
simplify them, there were introduced some new formulae for the similarity transformations
of tensor products (see Sect. III D in [1]).

4 Final Remarks

The aim of this note is to present the general quantization scheme and to announce the
calculations, provided in [1], of explicit formulae describing maximal twist quantization
of g2 Lie algebra. Due to the relation sl(3) ⊂ g2 these formulae extend the most general
ones for twisted sl(3) algebra (see [8]). The Lie algebra generators described by the roots
(2.3) belong to 14−dimensional adjoint representation {14} of g2 which decomposes under
sl(3) (or su(3)) as follows

{14} = {18}+ {3}+ {3} (4.1)

In particular, the coset space G2

SU(3)
describes the sphere S6 with torsion. As one of possible

applications of our paper could be the new quantum deformation of such six-dimensional
sphere.
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Abstract

We study a non-anticommutative chiral non-singlet deformation of the N=(1, 1)
abelian gauge multiplet in Euclidean harmonic superspace. We present a closed form
of the gauge transformations and the unbroken N=(1, 0) supersymmetry transfor-
mations preserving the Wess-Zumino gauge, as well as the bosonic sector of the
N=(1, 0) invariant action. This contribution is a summary of our main results in
hep-th/0510013.

Extensions of gauge theories to non-commutative and non-(anti)commutative super-
spaces are currently of remarkable interest within the high energy physics community,
mainly due to their relevance to subjects like string theory (see for example [2, 3] and
references therein). Here we focus in a subclass of non-(anti)commutative Euclidean su-
persymmetric field theories called Q-deformed, realized via a Weyl-Moyal product with a
bilinear nilpotent Poisson operator, which is constructed in terms of the supercharges,

P = −←−Q i

αCαβ
ik

−→
Q

k

β . (1)

The Moyal product of two superfields is then defined by

A ? B = AeP B . (2)

The deformation parameters Cαβ
ij form a constant tensor which is symmetric under the

simultaneous permutation of the Latin and Greek indices, Cαβ
ij = Cβα

ji . Generically, it
breaks the full automorphism symmetry Spin(4)× O(1,1)× SU(2) ≡ SU(2)L× SU(2)R×
O(1,1)× SU(2) of the N = (1, 1) superalgebra —O(1,1) and SU(2) being the R-symmetry
groups— down to SU(2)R. An important feature of Q-deformations is the nilpotent
nature of the Poisson operator (P 5 = 0) which makes the Moyal product polynomial,
ensuring local actions. In virtue of the commutation properties of P with respect to the
spinor covriant derivatives,

[
D±

α , P
]

= 0 ,
[
D̄±

α̇ , P
]

= 0 ,
[
D±±, P

]
= 0, (3)
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the product (2) breaks N = (1, 1) supersymmetry down to N = (1, 0) while preserving
both chirality and Grassmann harmonic analyticity of the involved superfields, as well as
the harmonic conditions1D±±A = 0. Operator (1) can be split as follows,

P = −I
←−
Q

i

αεαβεik
−→
Q

k

β −←−Q
i

αĈαβ
ik

−→
Q

k

β . (4)

The first term is Spin(4)×SU(2)-preserving while the second term involves a SU(2) L×
SU(2) constant tensor which is symmetric under the independent permutations of Latin
and Greek indices, Ĉαβ

ij = Ĉβα
ij = Ĉαβ

ji . For the generic choice, it fully breaks Euclidean
symmetry, SU(2)L and R-symmetry SU(2). Q-deformations induced only by the first
term are called singlet or QS-deformations, whereas those associated with the second
term, non-singlet or QNS-deformations. In this contribution we report important results
on dynamical aspects of QNS-deformations of the N = (1, 1) U(1) vector multiplet in
harmonic superspace. The talk is based on paper [1], where detailed calculations are
performed and a complete list of references is given.

Gauge transformations The residual gauge transformations of the component fields
of the Abelian N = (1, 1) vector multiplet in the WZ gauge can be found from the
Q-deformed superfield transformation [8]

δΛV ++

WZ = D++Λ + [V ++

WZ, Λ]? , (5)

with V ++

WZ being the analytic harmonic U(1) superfield gauge connection and Λ the ana-

lytic residual gauge parameter satisfying D+
α Λ = D̄+

α̇ Λ = 0 . In the left-chiral basis, where
xαα̇

A = xαα̇
L − 4iθ−αθ̄+α̇ [9], V ++

WZ has the following θ-expansion

V ++

WZ = (θ+)2φ̄ + θ̄+
α̇

[
2θ+αAα̇

α + 4(θ+)2Ψ̄−α̇ − 2i(θ+)2θ−α∂α̇
α φ̄

]

+(θ̄+)2
[
φ + 4θ+Ψ− + 3(θ+)2D−− − i(θ+θ−)∂αα̇Aαα̇ + θ−αθ+β Fαβ

−(θ+)2(θ−)2¤φ̄ + 4i (θ+)2θ−α∂αα̇Ψ̄−α̇
]
.

(6)

The superparameter Λ0 = ia+ 2θ−αθ̄+α̇∂αα̇a− i(θ−)2(θ̄+)2¤ a (being a an arbitrary func-
tion of xL) found for the undeformed and singlet cases, breaks the WZ gauge in the
non-singlet case, due to the appearance of an unwanted dependence on the harmonic
variables u±i in the expresions for the gauge variations. It is clear that is imperative
to choose a gauge parameter Λ that preserves the WZ gauge, that is, for non-singlet
deformations, some correction terms ∆Λ must be added to Λ0, where

∆Λ = θ+
α θ̄+

α̇ ∂α̇
β aB−−αβ

1 + (θ̄+)2∂ββ̇ aAβ̇
αG−−αβ + (θ+)2(θ̄+)2 ¤aP−4

+ (θ̄+)2θ+
α

[
Ψ̄−β̇∂ββ̇ aB−−αβ

2 + Ψ̄+β̇∂ββ̇ aG−4αβ
]

+ (θ+)2(θ̄+)2 ∂αα̇a ∂α̇
β φ̄ B−4αβ

3

+i θ+
α θ−β (θ̄+)2 ¤ a B−−αβ

1 + i θ+
α θ−γ (θ̄+)2 ∂βλ̇a ∂γλ̇φ̄

d

dφ̄
B−−αβ

1 . (7)

The coefficients in (7) are some undetermined functions of harmonics, the field φ̄ and
deformation parameters, calculated by requiring

∂++δAαα̇ = 0, ∂++δφ = 0, (∂++)2δΨ−
α = 0, (∂++)3δD−− = 0 . (8)

1Giving up chirality and analiticity, it is also possible to use spinor covariant derivatives to construct
a nilpotent Poisson operator. We recommend ref.[5] for a deeper treatment of the subject.
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The correction term to δ0V
++

WZ is,

δ̂V ++

WZ = D++∆Λ + [V ++

WZ, ∆Λ]? , (9)

and the full WZ preserving gauge transformations are given by δV ++

WZ = δ0V
++

WZ + δ̂V ++

WZ.
Unfortunately, it is very difficult to find closed solutions of these equations for general
deformation parameters, though their perturbative solutions always exist as series ex-
pansion. For the general choice of Ĉij

αβ, the gauge and susy transformations and the
corresponding action are known only to few first orders in the parameters of deformation
[6]. Nevertheless, exact solutions can be found for the product structure

Ĉij
αβ = bijcαβ ,

which correspons to the maximally symmetric non-singlet deformations. The full set of
non trivial QNS-deformed gauge transformations laws for the N = (1, 1) vector multiplet
in WZ gauge are then

δ Aαα̇ = X coth X∂αα̇a, δ φ = 2
√

c2 b2
(

1−X coth X
X

)
Aαα̇∂αα̇a,

δDij = 2ibijc
αβ∂αα̇φ̄ ∂α̇

β a , δΨi
α = 2

√
c2b2

[
2
(
coth X − 1

X

)−X
]
Ψ̄iα̇∂αα̇a ,

(10)

where

X = 2φ̄
√

bijbij cαβ
αβ. (11)

Detailed calculations of these transformations laws are carried out in [1]. Having the
explicit QNS-deformed gauge transformations, one can deduce a minimal Seiberg-Witten-
like map which puts these transformations into the standard undeformed form

Ψi
α = Ψ̃i

α + 2
√

c2b2

[
2

(
coth X − 1

X

)
−X

]
Ψ̄iα̇Ãαα̇ , Dij = D̃ij + 2ibijc

αβ∂αα̇φ̄ Ãα̇
β ,

Aαα̇ = Ãαα̇ X coth X, φ = φ̃ + Ã2
√

c2 b2 X coth X

(
1−X coth X

X

)
. (12)

For the fields with tilde we obtain the standard transformations

δÃαα̇ = ∂αα̇a , δφ̃ = 0 , δD̃ij = 0 , δΨ̃k
α = 0 .

The gauge field strength Fαβ = 2i∂(αα̇Aα̇
β) which is non-covariant with respect to the

deformed transformations is redefined under the transformation Aαα̇ → Ãαα̇ as

Fαβ = F̃αβX coth X +4i
√

b2 c2Ã(βα̇∂α̇
α)φ̄

(
coth X − X

sinh2 X

)
, where F̃αβ = 2i∂(αα̇Ãα̇

β).

Unbroken susy transformations Unbroken supersymmetry is realized on V ++

WZ as

δV ++

WZ =
(
ε+α∂+α + ε−α∂−α

)
V ++

WZ −D++Λc −
[
V ++

WZ , Λc

]
?

, (13)

where the star bracket, like in the previous consideration, is defined via the non-singlet
Poisson structure with the deformation matrix Ĉij

αβ = bijcαβ and Λc is the compensating
gauge parameter which is necessary for preserving WZ gauge. As in the QNS-deformed
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gauge transformations case, variations obtained using the original Λε for undeformed and
singlet cases (see[8]), violate the WZ gauge due to an unbalanced apperance of harmonic
and Grassmann variables [1], so one is led to properly modify Λε . Thus we define

Λc = Λε + Fε (14)

We denote by δ̌V ++

WZ the lowest-order non-singlet part of the transformations coming from

the star commutator in (13) using Λε, and rewrite (13) in the following way

δV ++

WZ = δ̌V ++

WZ −D++Fε −
[
V ++

WZ , Fε

]
?

(15)

with
Λε = 2(ε−θ+)φ̄ + θ̄−α̇

[
4i(ε−θ+)θ−α ∂αα̇φ̄− 2ε−αAαα̇ + 4(ε−θ+)Ψ̄−α̇

]
+

(θ̄+)2
[
2(ε−Ψ−) + 2iε−αθ−β∂α̇

β Aαα̇ − 2(ε−θ+)(θ−)2¤φ̄

+4i(ε−θ+)θ−α∂αα̇Ψ̄−α̇ + 2(ε−θ+)D−−
]
.

(16)

The additional compensating gauge parameter intended for restoring the WZ gauge with
the minimal set of terms needed to eliminate the improper harmonic and Grassmann
dependence amounts to the following form

Fε = θ+α f−α + θ̄+
α̇

[
ḡ−α̇ + 2iθ−α θ+β∂αα̇ f−β + θ+α b−−α̇

α + (θ+)2 ḡ(−3)α̇
]

+ (θ̄+)2
[
g−− − (θ−)2θ+α¤f−α + iθ−α∂αα̇ḡ−α̇ + iθ+αθ−β∂α̇

β b−−αα̇ + θ+αf
(−3)
α

+i(θ+)2θ−α∂αα̇ḡ(−3)α̇ + (θ+)2 X(−4)
]
.

(17)

Requiring the elimination of terms with unbalanced Grassmann variables and

∂++δφ̄ = 0 ,
(
∂++

)2
δΨ̄−

α̇ = 0 , ∂++δAαα̇ = 0 , (∂++)2δΨ−
α = 0 , (∂++)3δD−− = 0 , (18)

we can explicitly find components of Fε and restore the correct N = (1, 0) supersymmetry
transformations preserving WZ gauge. The full set of these transformations together with
the full supersymmetric action will be given2 in [10]. Here we show the simplest subalgebra

δφ̄ = 0 , δAαα̇ = 8φ̄εiβΨ̄j
α̇ bijcαβ + 2εk

αΨ̄kα̇ X coth X ,

δΨ̄i
α̇ =

[
2i√
b2c2

cosh X sinh X cαβbij − i cosh2 X εαβεij
]
εjβ∂αα̇φ̄ .

(19)

These variations form an algebra which is closed modulo a gauge transformation with the
composite parameter ac = −2i(ε · η)φ̄ :

[δε, δη] φ̄ = 0 , [δε, δη] Ψ̄
j
α̇ = 0 , [δε, δη] Aαα̇ = −2i(ε · η) (X coth X) ∂αα̇φ̄ .

Bosonic action Now we present the bosonic sector of the N = (1, 0) gauge invariant
action in components. The QNS-deformed action for the N = (1, 1) U(1) gauge theory
in harmonic superspace [9], in the form most appropriate for our purposes, is written in
the same way as in the QS-deformed case [8]

S =
1

4

∫
d4xL d4θ duW ?W =

1

4

∫
d4x d4θ duW2 . (20)

2In fact, it is of no actual necessity to explicitly know these transformations, since our procedure of
deriving the action is manifestly N = (1, 0) supersymmetric by construction [1].
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Here W is the covariant superfield strength

W = −1

4
(D̄+)2V −− ≡ A(xL, θ+, θ−) + θ̄+

α̇ τ−α̇(xL, θ+, θ−) + (θ̄+)2τ−−(xL, θ+, θ−) , (21)

and V −− is the non-analytic harmonic connection related to V ++

WZ by the harmonic flatness
condition

D++V −− −D−−V ++

WZ +
[
V ++

WZ , V −−
]

?
= 0 . (22)

The whole effect of the considered deformation in the above action comes from the struc-
ture of W due to the presence of the star commutator in the equation (22) defining V −−.
As a consequence of the latter, (21) satisfies the condition

D++W +
[
V ++

WZ , W
]

?
= 0 . (23)

It is not hard to prove that the only contribution to the entire action is the superfield A
in (21) (see [8]). Thus, the invariant action is reduced to

S =
1

4

∫
d4x d4θ duA2 . (24)

Once again we refer to [1] for details of the calculations leading to the relevant components
of A. Finally the bosonic limit of the action, after performing the minimal SW map (12),
is

Sbos =

∫
d4x

[
−1

2
φ̃¤φ̄− 1

2
(b2 c2)3/2 tanh X∂αα̇φ̄∂αα̇φ̄¤φ̄ + 1

4

eD2

cosh2 X
(25)

− 1
16

F̃ 2 cosh2 X + 1
4
b2(c · F̃ )2φ̄2 sinh2 X

X2 + 1
2
φ̄(b · D̃)(c · F̃ ) tanh X

X

]
.

This action is invariant under the standard abelian gauge transformations. Turning off
the deformation parameters we are left with the usual bosonic sector of the undeformed
action. Performing the further field redefinition

dij =
1

cosh2 X
D̃ij + φ̄(c · F̃ )bij tanh X

X
, ϕ =

1

cosh2 X

[
φ̃ + (b2c2)3/2(∂φ̄)2 tanh X

]
,

the bosonic action can be transformed into a simple form

Sbos =

∫
d4x cosh2 X

[
−1

2
ϕ¤φ̄ +

1

4
dijdij − 1

16
F̃αβF̃αβ

]
. (26)

From this expression it is obvious that we cannot disentangle the interaction between the
gauge field and φ̄ by any field redefinition. This is similar to the singlet case [8, 7], where
a scalar factor (1 + 4Iφ̄)2 appears instead of cosh2 X . Note that the bosonic action (26)
involves only squares c2 and b2, so it preserves space-time Spin(4)= SU(2)L×SU(2)R
symmetry and SU(2) R-symmetry as in the singlet case. This property is similar to
what happens in the deformed Euclidean N = (1/2, 1/2) Wess-Zumino model where the
deformation parameter Cαβ also appears squared [3]. However, we know that the fermionic
completion of (26) will explicitly include both cαβ and bik [10], so these two symmetries
are broken in the total action. This feature also compares with the breaking of Lorentz
symmetry in the deformed N = (1/2, 1/2) gauge theory action, due to fermionic terms [3].
Though the string interpretation of the QS-deformation is known [8], the possible stringy
origin of the non-singlet case —e.g. as some special N = 4 superstring background— is
still unclear.
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Abstract

A deformation of the algebra of diffeomorphisms is constructed for canonically
deformed spaces with constant θ. The algebra remains the same, while the comul-
tiplication rule (Leibniz rule) changes. Based on this deformed algebra a covariant
tensor calculus is derived and the concepts like metric, covariant derivatives, cur-
vature and torsion are introduced. This enables one to construct a deformation
of the commutative Einstein-Hilbert action which is invariant under the deformed
diffeomorphisms.

1 Introduction

The talk given by the author is based on the common work with Paolo Aschieri, Christian
Blohmann, Frank Meyer, Peter Schupp and Julius Wess [1].

The concept of symmetry is very important in physics. Classically, symmetries are
described by Lie groups or Lie algebras and the physical space is the representation
space of the symmetry algebra. Therefore, the question arises if one can introduce the
noncommutative (deformed)1 spaces as representation spaces of some symmetry algebras.
It turns out that this is possible in the framework of Hopf algebras and quantum groups
[2].

Here we analyse one special example of noncommutative spaces, the θ-deformed space.
It was generally believed until recently that this space has no quantum group symmetry
acting on it. However, in [3], [4] the quantum group symmetry (given in terms of the
θ-deformed Poincaré Hopf algebra) was constructed. Going one step further, one can
analyse the θ-deformed diffeomorphism symmetry [1], [5]. Then the θ-deformed Poincaré
Hopf algebra is a sub(Hopf)algebra of this larger symmetry algebra.

The θ-deformed space is defined by

[xµ ?, xν ] = iθµν , (1)

where θµν = −θνµ is real antisymmetric constant. The star product (?-product) is the
deformation of the of the usual pointwise multiplication and it encodes the information

1”Noncommutative” and “deformed” will be used as synonyms from now on, whereas “classical”,
“undeformed” and “usual” will be synonyms for “commutative”.
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about the noncommutativity (deformation). In the case of θ-deformed space, the ?-
product is given by the Moyal-Weyl ?-product [7]

f ? g (x) = e
i
2

∂
∂xρ θρσ ∂

∂yσ f(x)g(y)
∣∣∣
y→x

(2)

=
∞∑

n=1

( i

2

)n 1

n!
θρ1σ1 . . . θρnσn

(
∂ρ1 . . . ∂ρnf(x)

)(
∂σ1 . . . ∂σng(x)

)

= fg +
i

2
θρσ(∂ρf)(∂σg)− 1

8
θρ1σ1θρ2σ2(∂ρ1∂ρ2f)(∂σ1∂σ2g) + . . . . (3)

The derivatives consistent with the algebra (1) are given by the ?-derivatives ∂?
λ

∂?
λ = ∂λ, (4)

where ∂λ are the usual partial derivatives. In the following we will mainly write ∂λ, only
when we want to stress something we write explicitly ∂?

λ. Because of (4) this makes
no difference to our results. The Leibniz rule for the derivatives (4) is the classical
(undeformed) one

∂?
λ ? (f ? g) = (∂?

λ ? f) ? g + f ? (∂?
λ ? g). (5)

2 Deformed diffeomorphisms

In this section we introduce the deformed diffeomorphism symmetry.
We define the transformation law of a noncommutative scalar field φ(x)2 to be

δξφ(x) = φ′(x)− φ(x) = −ξµ∂µφ(x) = −(X?
ξ ? φ(x)), (6)

where ξµ(x) is an arbitrary function of coordinates. The higher order differential operator
X?

ξ is constructed perturbatively from the above requirement using the ?-product (3)

X?
ξ = X? 0

ξ + X? 1
ξ + . . .

(X?
ξ ? φ) = (X? 0

ξ ? φ) + (X? 1
ξ ? φ) + . . .

= (X? 0
ξ φ) +

i

2
θρσ(∂ρX

? 0
ξ )(∂σφ) + (X? 1

ξ φ) + . . .

def
= ξµ(∂µφ).

This leads to the solution up to first order in the deformation parameter θ

X?
ξ = ξµ∂µ − i

2
θρσ(∂ρξ

µ)∂σ∂µ. (7)

It is not difficult to generalise this to all orders

X?
ξ =

∑
n

(−i

2

)n 1

n
θρ1σ1 . . . θρnσn

(
∂ρ1 . . . ∂ρnξµ

)
∂σ1 . . . ∂σn∂µ. (8)

2In the following we will usually omit explicitly writing x dependence of the field.
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To see if this transformations close in the algebra, one calculates

δξδηφ = δξ(−X?
η ? φ) =

(
X?

η ? (X?
ξ ? φ)

)
.

Form here it follows
δξδη − δηδξ = δ[ξ,η], (9)

the deformed transformations (6) close in the undeformed algebra. However, this result
was expected since what has been done so far is just rewriting the classical transformation
law of a scalar field in a rather complicated way (so no reason to call it “deformed”). But
now we remember that under the classical diffeomorphisms the pointwise product of two
scalar fields transforms as a scalar field. This we generalise by demanding that the ?-
product of two scalar fields is a scalar field again

δξ(φ1 ? φ2) = −(Xξ ? (φ1 ? φ2)). (10)

The right-hand side of (10), written more explicitly using (6), reads

δξ(φ1 ? φ2) = −ξµ(∂µ(φ1 ? φ2)) = −ξµ
(
(∂µφ1) ? φ2 + φ1 ? (∂µφ2)

)

6= −(ξµ(∂µφ1)) ? φ2 − φ1 ? (ξµ(∂µφ2)),

since the ?-product is noncommutative. Commuting ξµ through the ?-product gives ad-
ditional terms

δξ(φ1 ? φ2) = (δξφ1) ? φ2 + φ1 ? (δξφ2)− i

2
θρσ

(
(δ(∂ρξ)φ1)∂σφ2 + (∂ρφ1)(δ(∂σξ)φ2)

)
, (11)

with δ(∂ρξ)φ1
def
= −(∂ρξ

µ)∂µφ1. We see that the transformations (6) have a deformed Leibniz
rule3 and this justifies calling them “deformed” transformations.

In order to construct the full Hopf algebra of deformed diffeomorphisms one has to
check if the Leibniz rule (11) leads to a good coproduct (coassociative, consistent with
the algebra (9),. . . ). All this can be done to all orders in θ [1]. For completeness we cite
here the full θ-deformed Hopf algebra of diffeomorphisms

δξδη − δηδξ = δ[ξ,η],

∆δξ = e−
i
2
θρσ∂ρ⊗∂σ

(
δξ ⊗ 1 + 1⊗ δξ

)
e

i
2
θρσ∂ρ⊗∂σ

= δξ ⊗ 1 + 1⊗ δξ − i

2
θρσ

(
δ(∂ρξ) ⊗ ∂σ + ∂ρ ⊗ δ(∂σξ)

)
+ . . . , (12)

ε(δξ) = 0, S(δξ) = −δξ.

Once again, we mention that the algebra sector of this Hopf algebra remains undeformed,
while the comultiplication changes.

3For the classical transformations we have

δcl
ξ

(
φ1(x)φ2(x)

)
=

(
δcl
ξ φ1(x)

)
φ2(x) + φ1(x)

(
δcl
ξ φ2(x)

)
.
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In analogy with (6), the transformation laws of a covariant vector field and a con-
travariant vector field are given by

δξVµ = −ξλ(∂λVµ)− (∂µξ
λ)Vλ = −(X?

ξ ? Vµ)− (X?
(∂µξλ) ? Vλ) (13)

= −ξλ ? (∂λVµ) +
i

2
θρσ(∂ρξ

λ) ? (∂σ∂λVµ)

−(∂µξ
λ) ? Vλ +

i

2
θρσ(∂ρ∂µξ

λ) ? (∂σVλ) + . . . ,

δξV
µ = −(X?

ξ ? V µ) + (X?
(∂λξµ) ? V λ), (14)

where in the second and the third line X?
ξ and X?

(∂µξλ)
are expanded. This can be gener-

alised to the transformation law of an arbitrary tensor.
Using the deformed coproduct (12) one can show that the ?-product of two arbitrary

tensors transforms like a tensor of the appropriate rank again. Also, having covariant and
contravariant vectors and tensors one can construct invariants. For example,

δξ(Vµ ? V µ) = (δξVµ) ? V µ + Vµ ? (δξV
µ)− i

2
θρσ

(
(δ(∂ρξ)Vµ)(∂σV

µ) + (∂ρVµ)(δ(∂σξ)V
µ)

)

= . . .

= −ξλ∂λ(Vµ ? V µ) = −(X?
ξ ? (Vµ ? V µ)). (15)

3 Curvature and torsion

Having constructed the deformed diffeomorphism symmetry, we proceed as in the com-
mutative case, by observing that the partial derivative of a vector field transforms as

δξ(∂µVν) = (∂µδξVν) (16)

= −(X?
ξ ? (∂µVν))− (X?

(∂µξλ) ? (∂λVν))− (X?
(∂νξλ) ? (∂µVλ))− (X?

(∂µ∂νξλ) ? Vλ).

Here we have used

(∂µX
?
ξ ) =

∑
n

(−i

2

)n 1

n!
θρ1σ1 . . . θρnσn

(
∂ρ1 . . . ∂ρn∂µξ

λ
)
∂σ1 . . . ∂σn∂λ = X(∂µξλ)∂λ (17)

and similarly ∂µX(∂νξλ) = X(∂µ∂νξλ). Because of the last term in (16) this is not the
transformation law of a tensor. To repair this we introduce the covariant derivative

DµVν = (∂µVν)− Γα
µν ? Vα, (18)

where Γα
µν is the noncommutative connection. From the demand that (18) transforms as

a tensor of rank two

δξ(DµVν) = −(X?
ξ ? (DµVν))− (X?

(∂µξλ) ? (DλVν))− (X?
(∂νξλ) ? (DµVλ)) (19)

one calculates the transformation law of the connection Γα
µν

δξΓ
α
µν = −(X?

ξ ? Γα
µν)− (X?

(∂µξλ) ? Γα
λν)− (X?

(∂νξλ) ? Γα
µλ) + (X?

(∂λξα) ? Γλ
µν)− ∂µ∂νξ

α. (20)

Note that, after expanding all the ?-products and X? operators, this transformation law
reduces to the classical one.

125



In analogy with (18) one defines the covariant derivative of a contravariant vector and
of an arbitrary tensor

DµV
ν = (∂µV

ν) + Γν
µα ? V α, (21)

DλT
ν1...νr
µ1...µp

= (∂λT
ν1...νr
µ1...µp

)− Γα
λµ1

? T ν1...νr
αµ2...µp

− . . .− Γα
λµp

? T ν1...νr
µ1...µp−1α

+Γν1
λα ? Tαν2...νr

µ1...µp
+ . . . + Γνr

λα ? T ν1...νr−1α
µ1...µp

. (22)

The ?-commutator of two covariant derivatives applied on a vector field gives the
curvature tensor and torsion

[Dµ
?, Dν ] ? Vρ = Rµνρ

σ ? Vσ + T α
µν ? DαVρ, (23)

with

Rµνρ
σ = (∂νΓ

σ
µρ)− (∂µΓσ

νρ) + Γβ
νρ ? Γσ

µβ − Γβ
µρ ? Γσ

νβ, (24)

T α
µν = Γα

νµ − Γα
µν . (25)

From (24) it follows
Rµνρ

σ = −Rνµρ
σ (26)

like in the commutative case, but

Rµνρσ
def
= Rµνρ

α ? Gασ 6= Rµνσρ, (27)

Rµνρσ 6= Rρσµν . (28)

This is a consequence of having the ?-product in (24).
In (27) we have introduced the noncommutative metric tensor Gµν . By definition, it

is a symmetric tensor of rank two

δ̂ξGµν = −(X?
ξ ? Gµν)− (X?

(∂µξρ) ? Gρν)− (X?
(∂νξρ) ? Gµρ), (29)

with the condition that it reduces to the classical metric tensor in the θ → 0 limit,

Gµν

∣∣∣
θ=0

= gµν . (30)

However, these conditions do not determine Gµν uniquely and in the following we present
a few different solutions.

Looking at the transformation law of Gµν we see that the choice Gµν = gµν , that is the
noncommutative metric equals the classical metric, is consistent with (29). The condition
(30) is automatically fulfilled and we obtain the θ-independent metric tensor. However,
this metric tensor becomes θ-dependent after solving the equations of motion coming from
the deformed Einstein-Hilbert action.

One can also choose to start from a θ-dependent metric tensor. Then one expands it
in orders of the deformation parameter θ

Gµν = gµν + G1
µν + . . . , (31)

where G1
µν is the first order correction which one calculates again by solving the equations

of motion.
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On the other hand, we remember that the classical metric tensor can be expressed in
terms of the vierbein e a

µ

gµν = ηabe
a

µ e b
ν , (32)

where ηab is the flat Minkowski metric and a and b are local Lorentz indices. This we
generalise to the noncommutative metric tensor

Gµν =
1

2

(
E a

µ ? E b
ν + E a

ν ? E b
µ

)
ηab, (33)

where E a
µ is the noncommutative vierbein. In order to fulfil (29), E a

µ has to transform
as a vector field (13) and the coproduct (12) has to be used. Because of (30) in the limit
θ → 0 it has to reduce to the classical vierbein

E a
µ = e a

µ + E a 1
µ + . . . . (34)

Note that one can also start with the classical vierbein (it is consistent with both (29)
and (30)) and after solving the equations of motion obtain that it becomes θ-dependent.

Starting with the noncommutative metric tensor Gµν , one can introduce two inverses.
The inverse with respect to the pointwise multiplication (classical inverse) we denote by
Gµν

Gµν ·Gνρ = δρ
µ, (35)

and the inverse with respect to the ?-multiplication with Gµν?

Gµν ? Gνρ? = δρ
µ. (36)

Expanding Gνρ? in the deformation parameter θ and inserting the expansion in (36) gives
the ?-inverse in terms of the classical inverse

Gµν? = Gµν +
i

2
θρσ(∂ρG

µα)(∂σGαβ)Gβν

= 2Gµν −Gµα ? Gαβ ? Gβν . (37)

This result is valid up to first order in θ. The exact result will of course depend on the
choice of Gµν . From (36), using the comultiplication (12), it follows that Gµν? transforms
like a tensor of rank two

δξG
µν? = −(X?

ξ ? Gµν?) + (X?
(∂ρξµ) ? Gρν?) + (X?

(∂ρξν) ? Gµρ?). (38)

Note that, although Gµν is a symmetric tensor, its ?-inverse is not symmetric

Gµν? 6= Gνµ?. (39)

The Ricci tensor is defined as
Rµν = Rµσν

σ. (40)

Contracting the first and the fourth index gives the same result because of (26). Unlike in
the classical case, here it is also possible to contract the third and the fourth index since
the curvature tensor is not antisymmetric with respect to these two indices. However, the
commutative limit of this result4 will not give the commutative Ricci tensor, so we do not

4In the deformed case from (27) we have Rµνσ
σ = O(θ) and in the limit θ → 0, Rµνσ

σ → 0.
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consider this possibility. From this analysis it follows that we can define the Ricci tensor
uniquely. One should also note that it is not symmetric

Rµν 6= Rνµ. (41)

However, there are more possible definitions of the scalar curvature. Some of them are

R = Gµν? ? Rνµ, (42)

R = Rνµ ? Gµν?, (43)

R =
1

2
(Gµν? ? Rνµ + Rνµ ? Gµν?). (44)

We choose (42) to be our working definition, but one should keep in mind that there are
other possibilities.

Finally, from (25) we see that if the connection is symmetric, the torsion vanishes. In
the following we analyse only the torsion-free case, that is

Γα
νµ = Γα

µν . (45)

In order to relate the connection with the metric tensor in the commutative case one
imposes the metricity condition. We generalise this construction to the θ-deformed case.
Namely, we demand that the covariant derivative of the metric tensor vanishes

DαGβγ = (∂αGβγ)− Γρ
αβ ? Gργ − Γρ

αγ ? Gβρ = 0. (46)

Then the unique result for the connection follows

Γσ
αβ =

1

2

(
(∂αGβγ) + (∂βGαγ)− (∂γGαβ)

)
? Gγσ?. (47)

To obtain this result we have used that the metric tensor and connection are symmetric.
In analogy with the commutative case, we call the connection (47) Christoffel symbol.
Using the transformation properties of Gµν and Gµν?, (29) and (38) respectively, and the
coproduct (12), from (47) the transformation law (20) of the Christoffel symbol follows.

Using the result (47) one expresses the curvature tensor, Ricci tensor and scalar cur-
vature in terms of the metric tensor and its ?-inverse.

4 Deformed Einstein-Hilbert action

Our aim is to construct an action invariant under the deformed diffeomorphisms which
in the zeroth order limit reduces to the classical Einstein-Hilbert action. To do this, we
first need an integral with the cyclic property,

∫
d4x (f1 ? f2 ? . . . ? fk) =

∫
d4x (fk ? f1 ? f2 ? . . . ? fk−1). (48)

Fortunately, the θ-deformed space is simple enough and the usual commutative integral
has this property.

We also need a ?-density E? that transforms like

δξE
? = −(X?

ξ ? E?)− (X?
(∂λξλ) ? E?), (49)
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such that
δξ(E

? ? R) = −∂µ

(
X?

ξµ ? (E? ? R)
)
. (50)

Then the action

S =

∫
d4x E? ? R (51)

is invariant under the deformed diffeomorphisms

δξ

( ∫
d4x E? ? R

)
= 0. (52)

The problem with this so far undetermined ?-density is that the transformation law
(49) does not give enough conditions to fix E? uniquely. Adding the requirement of the
proper commutative limit does not help, so we have to make a choice once again. We
remember that the classical Einstein-Hilbert action can be written as

S =

∫
d4x eR0, (53)

where e = det e a
µ is the determinant of the classical vierbein and R0 is the classical

scalar curvature. In the previous section we have already introduced the noncommutative
vierbein and we have to generalise the concept of a determinant. This is not too difficult,
we define the ?-determinant as

E? = det?E
a

µ =
1

4!
εµ1...µ4εa1...a4E

a1
µ1

? . . . ? E a4
µ4

, (54)

where εµ1...µ4 is the totally antisymmetric tensor of rank 4. By using the comultiplication
(12) one checks that (54) has the right transformation property (49) and (34) ensures the
good commutative limit.

Finally, the deformed Einstein-Hilbert action we define as

S =

∫
d4x (E? ? R + c.c. ),

=

∫
d4x (E? ? R + R̄ ? E?). (55)

In order to have a real action we added the complex conjugated part also. The action
(55) can be varied with respect to E a

µ to give the equations of motion. Of course, this
fixes our choice of the noncommutative metric tensor to (33) and all the quantities like
Rµν , R, . . . have to be expressed in terms of E a

µ .

5 Expansion in the deformation parameter

In this section we expand some of the results from the previous sections up to first order
in the deformation parameter θ and in terms of the classical fields, vierbein e a

µ , metric
gµν and the inverse metric gµν5 . We start with the basic object, the vierbein. It is given
by

E a
µ = e a

µ + E a 1
µ + . . . , (56)

5Since one can express gµν and gµν in terms of e a
µ , what we obtain might not be the final form for

the results.
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where E a 1
µ is linear in θρσ. Note that this differs from the approach that was taken in [1].

There the vierbein is taken to be the classical object, keeping in mind that after solving
the equations of motion it becomes θ-dependent. Here we start from the beginning with
the θ-dependent object. Using (56) and (54) one calculates E?

E? = e +
1

3!
εµ1µ2µ3µ4εa1a2a3a4E

a1 1
µ1

e a2
µ2

e a3
µ3

e a4
µ4

. (57)

From (33) and (36) it follows

Gµν = gµν + ηab(E
a 1

µ e b
ν + e a

µ E b 1
ν ), (58)

Gµν? = gµν − i

2
θρσgµα(∂ρgαβ)(∂σg

βν)

−ηabg
µα(E a 1

α e b
β + e a

α E b 1
β )gβν . (59)

For the Christoffel symbol from (47) we obtain

Γα
µν = Γ0 α

µν +
i

4
θρσ(∂ρ∂µgγν + ∂ρ∂νgγµ − ∂ρ∂γgµν)(∂σg

γα)

− i

4
Γ0 γ

µν

(
θρσ(∂ρgγω)(∂σg

ωα)− 2iηab(E
a 1

γ e b
ω + e a

γ E b 1
ω )gωα

)

+ηab

(
∂µ(E a 1

ν e b
γ + e a

ν E b 1
γ )

+∂ν(E
a 1

µ e b
γ + e a

µ E b 1
γ )− ∂γ(E

a 1
µ e b

ν + e a
µ E b 1

ν )
)
gγα

def
= Γ0 α

µν + Γ α 1
µν . (60)

We see that already this result is long and not very readable. Therefore, we just give the
implicit result for the curvature tensor

Rµνα
β = R0

µνα
β + (∂νΓ

β 1
µα)− (∂µΓβ 1

να) +
i

2
θρσ((∂ρΓ

0 λ
να)(∂σΓ0 β

λµ)− (∂ρΓ
0 λ
µα)(∂σΓ0 β

λν ))

+Γλ 1
ναΓ0 β

λµ + Γ0 λ
ναΓβ 1

λµ − Γλ 1
µαΓ0 β

λν − Γ0 λ
µαΓβ 1

λν . (61)

One can continue like this and calculate Rµν and R in terms of the classical fields and
corrections. This results can be inserted into the equation of motion obtained by varying
the action (55). Solving that equation one finds the corrections to the classical vierbein
and sees how the noncommutativity influences the classical solutions. However, we are
not going to do these calculations here, they will be the subject of future research.

6 Conclusions

We have seen how the deformed diffeomorphism symmetry can be constructed6. The
method used is a rather general one and can be applied to other deformed spaces as well.
As the final result we presented the deformed Einstein-Hilbert action. In the next step the
equations of motion should be calculated and solved to see how does the noncommutativity
effect the classical solutions.

6For another approach to this problem see [5].
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Abstract

We review some facts about the representation theory of the Hecke algebra.
We adapt for the Hecke algebra case the approach of [1] which was developed for
the representation theory of symmetric groups. We justify an explicit construction
of the idempotents in the Hecke algebra in terms of Jucys-Murphy elements. Oc-
neanu’s traces for these idempotents (which can be interpreted as q-dimensions of
corresponding irreducible representations of quantum linear groups) are presented.

1 Introduction

Main statements of the representation theory of Hecke algebras are known mostly due to
the works by V.Jones, I.V.Cherednik, G.Murphy, R.Dipper and G.James, H.Wenzl, a.o.
(see, e.g., [2] – [5]). In this report the approach of [1], developed for the representation
theory of symmetric groups, is generalized to the case of the A-type Hecke algebras.
Certain propositions below are given without proofs due to lack of space and, also, because
the corresponding statements for Hecke algebras are proved like those for symmetric
groups.

The importance of the theory of the A-type Hecke algebra HM is that HM is the
centralizer of the action of general linear quantum groups Uq(gl(N)) in the tensor powers
V ⊗M of the vector representation V of Uq(gl(N)). We have shown recently [6] that an
arbitrary representation of the Hecke algebra HM defines an integrable model on a chain
with M sites. This fact demonstrates the importance of the representation theory of the
Hecke algebra in the theory of integrable models also.

∗Supported by the grants INTAS 03-51-3350 and RFBR 05-01-01086-a
†Supported by the ANR project GIMP No. ANR-05-BLAN-0029-01
‡Unité Mixte de Recherche (UMR 6207) du CNRS et des Universités Aix–Marseille I, Aix–Marseille

II et du Sud Toulon – Var; laboratoire affilié à la FRUMAM (FR 2291)
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2 A-Type Hecke algebras and Jucys - Murphy ele-

ments

A braid group BM+1 is generated by Artin elements σi (i = 1, . . .M) subject to relations:

σi σi+1 σi = σi+1 σi σi+1 , σi σj = σj σi for |i− j| > 1 . (2.1)

An A-Type Hecke algebra HM+1(q) (see e.g. [2] and Refs. therein) is a quotient of the
group algebra of the braid group BM+1 by an additional relation

σ2
i − 1 = (q − q−1) σi , (i = 1, . . . ,M) . (2.2)

Here q ∈ C\{0} is a parameter. The group algebra of BM+1 (2.1) has an infinite dimension
while its quotient HM+1 is finite dimensional. It can be shown (see e.g. [5]) that HM+1 is
spanned linearly by (M + 1)! elements, e.g., those which appear in the expansion of the
special operator

Σ1→M+1 = f1→M+1 f1→M · · · f1→2 f1→1 ,

where f1→n are 1-shuffles defined inductively by f1→1 = 1, f1→n+1 = 1+f1→n σn. Below we
assume that q 6= exp(2πin/m), n,m ∈ Z (q is ”generic”); for these values of q, there exists
an isomorphism between the algebra HM+1(q) and the group algebra of the symmetric
group SM+1 (the case q = ±1 is exceptional, in this case HM+1 = group algebra of SM+1).

An essential information about a finite dimensional semisimple algebra A is contained
in the structure of its regular bimodule which decomposes into direct sums: A =

⊕s
α=1A·

eα , A =
⊕s

α=1 eα · A of left and right submodules (ideals), respectively (left- and right-
Peirce decompositions). Here the elements eα ∈ A (α = 1, . . . , s) are mutually orthogonal
idempotents: eα eβ = δαβ eα, resolving the identity operator: 1 =

∑s
α=1 eα. There are

two important decompositions of the identity operator and correspondingly two sets of
the idempotents in A:
(1) Primitive idempotents. An idempotent eα is primitive if it can not be further resolved
into a sum of nontrivial mutually orthogonal idempotents.
(2) Primitive central idempotents. An idempotent e′β is primitive central if it is primitive
in the class of central idempotents.

For the A-type Hecke algebra HM+1(q) a set of elements {yi} (i = 1, . . . , M + 1) is
defined inductively: y1 = 1, yi+1 = σiyiσi. These elements are called Jucys - Murphy
elements and can be written (using the Hecke condition (2.2) and the braid relation (2.1))
in the form

yi = σi−1 . . . σ2 σ2
1 σ2 . . . σi−1 = (q − q−1)

i−1∑

k=1

σk . . . σi−2 σi−1 σi−2 . . . σk + 1. (2.3)

Sometimes it is more convenient to use elements (yi−1)/(q−q−1) which, due to (2.3), have
a nontrivial classical limit (q → 1). The elements yi pairwise commute. The following
statement explains the importance of the set {yi}.
Proposition 1. The set of Jucys - Murphy elements {yi} (i = 1, . . . , M + 1) generates a
maximal commutative subalgebra YM+1 in HM+1.

We construct primitive orthogonal idempotents eα ∈ HM+1 as functions of the elements

yi ∈ YM+1; they are common eigenidempotents of yi: yieα = eαyi = a
(α)
i eα (i = 1, . . . , M +
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1). We denote (as in [1], for symmetric groups) by Spec(y1, . . . , yM+1) the set {Λ(eα)} (∀α)

of strings of eigenvalues: Λ(eα) = (a
(α)
1 , . . . , a

(α)
M+1). In view of the following inclusions of

the subalgebras Yi and Hi(q):
Hi(q) ⊂ Hi+1(q)∪ ∪

Yi ⊂ Yi+1

one can describe the idempotents ∈ Hi+1 by considering the branching of the idempotents
of Hi in Hi+1. It can be shown that the multiplicity of this branching is equal to one and
yi are semi-simple for generic q.

We need important intertwining operators [8] (presented in another form in [3])

Un+1 = σnyn − ynσn (1 ≤ n ≤ M) . (2.4)

Elements Ui satisfy relations1 Un Un+1 Un = Un+1 Un Un+1 and

Un+1yn = yn+1Un+1, Un+1yn+1 = ynUn+1, [Un+1, yk] = 0 (k 6= n, n + 1), (2.5)

U2
n+1 = (qyn − q−1 yn+1) (q yn+1 − q−1 yn) . (2.6)

The operators Un+1 ”permute” elements yn and yn+1 (see (2.5)) which supports a state-
ment that the center ZM+1 of the Hecke algebra HM+1 is generated by symmetric func-
tions in {yi} (i = 2, . . . , M + 1) (to prove this fact it is enough to check relations:
[σk, yn + yn+1] = 0 = [σk, ynyn+1] for all k < n + 1).
Proposition 2. One has

Spec(yj) ⊂ {q2Zj} ∀j = 1, 2, . . . , M + 1 , (2.7)

where Zj denotes the set of integers {1− j, . . . ,−2,−1, 0, 1, 2, . . . , j − 1}.
Proof. We prove (2.7) by induction. Obviously, Spec(y1) satisfies (2.7). Assume that
the spectrum of yj−1 satisfies (2.7) for some j ≥ 2. Consider a characteristic equation for
yj−1 (j ≥ 2):

f(yj−1) :=
∏
α

(yj−1 − a
(α)
j−1) = 0 (a

(α)
j−1 ∈ Spec(yj−1)) .

Using properties (2.5)-(2.6) of operators Uj, we deduce

0 = Ujf(yj−1)Uj = f(yj)U2j = f(yj)(q
2yj−1 − yj)(yj − q−2yj−1) . (2.8)

which means that Spec(yj) ⊂ (Spec(yj−1) ∪ q±2 · Spec(yj−1)). •

3 Generalization of the approach of [1] to the Hecke

algebra case

Consider a subalgebra Ĥ
(i)
2 in HM+1 with generators yi, yi+1 and σi (for fixed i ≤ M). We

investigate representations of Ĥ
(i)
2 with diagonalizable yi and yi+1. Let e be a common

1The definition (2.4) of intertwining elements is not unique. One can multiply Un+1 by a function
f(yn, yn+1): Un+1 → Un+1f(yn, yn+1). Then eqs. (2.5)-(2.6) are valid if f(yn, yn+1)f(yn+1, yn) = 1.

134



eigenidempotent of yi, yi+1: yie = aie, yi+1e = ai+1e. Then the left action of Ĥ
(i)
2 closes

on elements v1 = e and v2 = σie and is given by matrices:

σi =

(
0 1
1 q − q−1

)
, yi =

(
ai −(q − q−1)ai+1

0 ai+1

)
, yi+1 =

(
ai+1 (q − q−1)ai+1

0 ai

)
;

(3.1)
ai 6= ai+1 otherwise yi, yi+1 are not diagonalizable. The matrices yi, yi+1 (3.1) can be
simultaneously diagonalized by a similarity transformation y → V −1yV , where

V =

(
1 (q−q−1) ai+1

ai−ai+1

0 1

)
, V −1 =

(
1 − (q−q−1) ai+1

ai−ai+1

0 1

)
.

As a result we obtain

σi =


−

(q−q−1) ai+1

ai−ai+1
1− (q−q−1)2 aiai+1

(ai−ai+1)2

1 (q−q−1) ai

ai−ai+1


 , yi =

(
ai 0
0 ai+1

)
, yi+1 =

(
ai+1 0
0 ai

)
. (3.2)

When ai+1 = q±2ai, the 2-dimensional representation (3.2) reduces to a 1-dimensional
representation with σi · e = ±q±1 e, respectively. We summarize the above results as (cf.
Proposition 4.1 [1]):

Proposition 3. Let Λ = (a1, . . . , ai, ai+1, . . . , aM+1) ∈ Spec(y1, . . . , yM+1) be a possible
spectrum of the set (y1, . . . , yM+1) which corresponds to a primitive idempotent eΛ ∈ HM+1.
Then ai = q2mi, where mi ∈ Zi (see Prop. 2) and (a) ai 6= ai+1 for i ≤ M ; (b) if
ai+1 = q±2ai then σi · eΛ = ±q±1eΛ; (c) if ai+1 6= q±2ai then

Λ′ = (a1, . . . , ai+1, ai, . . . , aM+1) ∈ Spec(y1, . . . , yM+1) (3.3)

and the left action of the elements σi, yi, yi+1 in the linear span of vΛ = eΛ and vΛ′ =

σi eΛ + (q−q−1)ai+1

ai−ai+1
eΛ is given by (3.2).

Proposition 4. Consider the string Λ = (a1, . . . , an) of numbers ai = q2mi, where mi ∈ Zi

(see Prop. 2). Then Λ = (a1, a2, . . . , an) ∈ Spec(y1, y2, . . . , yn) iff Λ satisfies the following
conditions (z ∈ Z)

(1) a1 = 1 ;
(2) aj = q2z ⇒ {q2(z+1), q2(z−1)} ∩ {a1, . . . , aj−1} 6= Ø ∀j > 1 , z 6= 0;
(3) ai = aj = q2z (i < j) ⇒ {q2(z+1), q2(z−1)} ⊂ {ai+1, . . . , aj−1} .

(3.4)

Proof. The condition (1) is the identity y1 = 1. Conditions (2),(3) can be proven by

induction (see the proof of analogous Theorem 5.1 in [1]). To prove the condition (3) we
need the fact that the combinations (. . . , ai−1, ai, ai+1, . . .) = (. . . , a, q±2a, a, . . .) cannot
appear in Λ: the braid relation σiσi±1σi = σi±1σiσi±1 is incompatible with the values
σi = ±q±1, σi+1 = ∓q∓1 (see the condition (b) of Proposition 3). •

Consider a Young diagram with M + 1 nodes. We place the numbers 1, . . . , M + 1
into the nodes of the diagram in such a way that these numbers are arranged along rows
and columns in ascending order in right and down directions. Such diagram is called a
standard Young tableau [ν]M+1. The standard Young tableau [ν]M+1 defines an ascending
set of standard tableaux: [ν]1 ⊂ [ν]2 ⊂ . . . ⊂ [ν]M+1. In addition we associate a number
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q2(n−m) (the ”content”) to each node of the standard Young tableau, where (n,m) are
coordinates of the node. Example:

-

?

n

m

1
1

2
q2

4
q4

6
q6

3
q−2

5
1

8
q2

7
q−4 (3.5)

In general, for the tableau [ν]M+1, the i-th node [ν]i\[ν]i−1 with coordinates (n, m) looks

like:
i
q2(n−m) . Thus, to each standard Young tableau [ν]n one can associate a string

(a1, . . . , an) with ai = q2(n−m). E.g., a standard Young tableau (3.5) corresponds to a
string (1, q2, q−2, q4, 1, q6, q−4, q2). This string satisfies conditions of Prop. 3 and therefore
(1, q2, q−2, q4, 1, q6, q−4, q2) ∈ Spec(y1, . . . , y8). This relation between contents of [ν]n and
elements of Spec(y1, . . . , yn) can be formulated as (cf. Prop. 5.3 [1]):

Proposition 5. There is a bijection between the set T (n) of the standard Young tableaux
with n nodes and the set Spec(y1, . . . , yn).

4 Coloured Young graph and explicit construction of

idempotents eα

The above results can be visualized in a different form, in terms of a Young graph. By
definition, a Young graph is a graph whose vertices are Young diagrams and edges indicate
inclusions of diagrams. We put the eigenvalues ai (colours) of the Jucys-Murphy elements
yi on the edges in such a way that the string (a1, a2, . . . , an) along the path from the top ∅
of the Young graph to the diagram λ with n nodes gives the content string of the tableau
of shape λ. For example, the coloured Young graph for H4 is:

S
S

SSw?

­
­

­­À

B
B
B
BN

¢
¢

¢¢®

J
JĴ

¢
¢¢®

A
A
AU

­
­

­À

A
AAU

¶
¶¶/

?

r
rr

¤
¤
¤²

q−2
q4 q−4

q−4

q−6q6

q4

1

= y1

= y2

= y3

= y4
q2

q−2
q2

q−2q2

1

S
S
Swr

∅
r

rrrrrrrr

rrrr

r

r r
rr rrrrr rrrrrrr

The path {∅ 1→ • q2→ •• q−2→ •••
1→ ••• • } corresponds to the tableau [ν]4 :=

1
1

2
q2

3
q−2

4
1

with

content string (1, q2, q−2, 1): the shape of the tableau is given by the shape of the last
vertex of the path while the labels of nodes of the tableau shows in which sequence the
points • appear in the vertices along the path. The edge indices of the path are eigenvalues
of the Jucys-Murphy elements: (1, q2, q−2, 1) ∈ Spec(y1, y2, y3, y4) corresponding to the
values of yi on the primitive idempotent e ([ν]4). Thus, we associate a standard Young
tableau with n nodes (related to a string in Spec(y1, . . . , yn) and, correspondingly, to the
primitive orthogonal idempotent of Hn) with a path which starts from the vertex ∅ and
goes down to the vertex with Young diagram with n nodes (the path with n edges in the
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coloured Young graph). Denote by X(n) the set of all such paths and by Str(n) the set of
the strings Λ = (a1, . . . , an) of numbers ai = q2mi satisfying conditions (3.4). We collect
the above construction in the following statement.

Proposition 6. There is a bijection between the set T (n) of the standard Young tableaux
with n nodes, the set Spec(y1, . . . , yn),the set Str(n) and the set X(n) of the paths of length
n in the Young graph: T (n) ↔ Spec(y1, . . . , yn) ↔ Str(n) ↔ X(n).

The dimension of the irreducible representation of Hn(q) (corresponding to the Young
diagram λ with n nodes) is equal to the number of standard tableaux [ν]n of shape λ or,
as we saw, to the number of paths which lead to this Young diagram from the top vertex
∅. This number is given by a Frobenius formula dλ = n!(h1! . . . hk!)

−1
∏

i<j(hi−hj), where
k is the number of rows in λ and hi are hook lengths of the nodes in the first column of
λ (see, e.g., [7]).

Since the coloured Young graph for HM+1 contains the whole information about the
spectrum of yk, we can deduce the expressions (in terms of the elements yk) of all orthog-
onal primitive idempotents for the Hecke algebra using the inductive procedure proposed
in [7]. This special set of primitive orthogonal idempotents has also been described in [4].

Let λ be a Young diagram with n = nk rows: λ1 ≥ λ2 ≥ . . . ≥ λn and |λ| := ∑n
i=1 λi

be the number of its nodes. Consider the case when λ1 = . . . = λn1 = λ(1) > λn1+1 =
λn1+2 = . . . = λn2 = λ(2) > . . . > λnk−nk−1+1 = . . . = λ|λ| = λ(nk):

λ =

. . .

λ
(1)

n1

n2−n1

nk−nk−1

n1 ,λ
(1)

n2 ,λ
(2)

n3 ,λ
(3)

n
k
,λ

(k)
(4.1)

Here (ni, λ(i)) are coordinates of the nodes corresponding to the corners of the diagram
λ. Consider any standard Young tableau [ν]|λ| of shape (4.1). Let e([ν]|λ|) ∈ H|λ| be a
primitive idempotent corresponding to the tableau [ν]|λ|. Taking into account the branch-
ing rule implied by the coloured Young graph for H|λ|+1 we conclude that the following
identity holds

e([ν]|λ|)
k+1∏
r=1

(
y|λ|+1 − q2(λ(r)−nr−1)

)
= 0 ,

where λ(k+1) = n0 = 0. Thus, for a new tableau [νj]|λ|+1 which is obtained by adding to
the tableau [ν]|λ| of shape (4.1) a new node with coordinates (nj−1 +1, λ(j) +1) we obtain
the following primitive idempotent (after a normalization)

e([νj]|λ|+1
) := e([ν]|λ|)

k+1∏
r=1
r 6=j

(
y|λ|+1

− q2(λ(r)−nr−1)
)

(
q2(λ(j)−nj−1) − q2(λ(r)−nr−1)

) = e([ν]|λ|) Πj . (4.2)

Using this formula and ”initial data” e
(

1
)

= 1, one can deduce step by step explicit
expressions for all primitive orthogonal idempotents for Hecke algebras.
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5 q-dimensions for Young diagrams

Consider a linear map Trd(m+1): Hm+1(q) → Hm(q) from the Hecke algebra Hm+1(q) to
its subalgebra Hm(q) such that (∀X, Y ∈ Hm(q), Z ∈ Hm+1(q))

Trd(m+1)(X) = zd X , Trd(m+1)(X Z Y ) = X Trd(m+1)(Z) Y ,

Trd(m+1)(σ
±1
m Xσ∓1

m ) = Trd(m)(X) , T rd(m+1)(σm) = 1 ,

T rd(m)Trd(m+1)(σmZ) = Trd(m)Trd(m+1)(Zσm) ,

(5.1)

where zd is a constant which we fix as zd = 1−q−2d

q−q−1 for later convenience. Then one can

define an Ocneanu’s trace T r(m+1): Hm+1(q) → C as a sequence of maps T r(m+1) :=
Trd(1)Trd(2) · · ·Trd(m+1).

Proposition 7. Ocneanu’s traces of idempotents e([ν]|λ|), e([ν ′]|λ|) corresponding to
tableaux [ν]|λ|, [ν ′]|λ| of the same shape λ coincide. Thus,

qdim(λ) := T r(|λ|)e([ν]|λ|) = T r(|λ|)e([ν ′]|λ|)

depends on the diagram λ only.
Using (5.1) we deduce an identity (see Appendix)

1 + (q − q−1)Tr
d(|λ|+1)

(
y|λ|+1 τ

1− y|λ|+1 τ

)
=

(1− τ q−2d)

(1− τ)

|λ|∏

k=1

(1− τ yk)
2

(1− q2τyk)(1− q−2τyk)
, (5.2)

where τ is a parameter. To calculate ”qdim” for the diagram (4.1) we need to find the
value of the element (5.2) on the idempotent e([ν]|λ|), where [ν]|λ| is any Young tableau of
shape (4.1). We take the ”row-standard” tableau [ν]|λ| corresponding to the eigenvalues
of yk arranged along the rows from left to right and from top to bottom:

y1 = 1, y2 = q2, y3 = q4, . . . , yλ1−1 = q2(λ1−2), yλ1 = q2(λ1−1),
yλ1+1 = q−2, yλ1+1 = 1, . . . , yλ1+λ2 = q2(λ2−2),
. . . . . . . . . . . . . . . . . . ,
y|λ|−λn+1 = q−2(n−1), . . . , y|λ| = q2(λn−n) .

The result is (nk = n, n0 := 0)

Tr
d(|λ|+1)

(∑
j

Pj
(q − q−1) µj τ

1− µj τ

)
= e([ν]|λ|)

(
1− τ q−2d

1− τq−2n

k∏
j=1

1− τ q2(λ(j)−nj)

1− τ µj

− 1

)
, (5.3)

where we have inserted into the l.h.s. the spectral decomposition of the idempotent
e([ν]|λ|) (see (4.2)):

e([ν]|λ|) = e([ν]|λ|)
∑

j

Πj =
∑

j

Pj , Pj y|λ|+1
= Pj q2(λ(j)−nj−1) = Pj µj .

The operator Pj projects y|λ|+1 on its eigenvalue µj := q2(λ(j)−nj−1) which appeared in the
denominator of the r.h.s. of (5.3). Comparing both sides of eq. (5.3) we deduce

Tr
d(|λ|+1)

(Pj) = e([ν]|λ|) lim
τ→1/µj

(1− µj τ)

(q − q−1)

(
1− τ q−2d

1− τq−2n

k∏
r=1

1− τ q2(λ(r)−nr)

1− τ µr

)
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= e([ν]|λ|) · q−d [q(λ(j)−nj−1+d)]q

∏
n,m∈λ[hn,m]q∏

n,m∈λ(j) [hn,m]q
, (5.4)

where hn,m are hook lengths of nodes (n,m) of the diagrams λ or λ(j) (λ(j) is a diagram
obtained by adding to the diagram λ a new node with coordinates (nj−1 + 1, λ(j) + 1)).
Applying the Ocneanu’s trace T r(|λ|) to eq. (5.4) we find a recurrent relation:

qdim(λ(j)) = qdim(λ) q−d [λ(j) − nj−1 + d]q

∏
n,m∈λ[hn,m]q∏
n,m∈λj

[hn,m]q
,

which is solved by

qdim(λ) = q−d|λ| ∏

n,m∈λ

[d + m− n]q
[hn,m]q

.

Up to a normalization factor this formula has firstly been obtained in [5].
For R-matrix representations of HM+1(q) (about R-matrix representations of the Hecke

algebra see Refs. [9], [10]) which corresponds to the quantum supergroup GLq(N |M), the
parameter d equals N −M . This justifies our choice of the parametrization of zd in the
first eq. of (5.1).

Proposition 7 can be generalized. Let T be a quantum matrix satisfying

R̂12 T1 T2 = R̂12 T1 T2 (5.5)

in the notations of [10], where R̂12 = ρ(σ1) is the R-matrix representation of the Hecke
algebra.

Proposition 8. The quantum traces (for the definition of the quantum trace see e.g.
[10], [11], [12]) of the matrices [T1 · · ·T|λ| ρ(e([ν]|λ|))] and [T1 · · ·T|λ| ρ(e([ν ′]|λ|))]

χλ(T ) := TrR(1→|λ|)
(
T1 · · ·T|λ| ρ(e([ν]|λ|))

)
= TrR(1→|λ|)

(
T1 · · ·T|λ| ρ(e([ν ′]|λ|))

)
,

corresponding to tableaux [ν]|λ| and [ν ′]|λ| of the same shape λ, coincide. Thus, χλ(T )
depends only on the diagram λ.

Consider the GLq(N) quantum group (5.5) with a standard GLq(N) Drinfeld-Jimbo

R-matrix R̂12 [10]. It is known [9], [10] that the standard GLq(N) matrix R̂12 defines the
representation of the Hecke algebra. We note that the GLq(N) quantum matrix T can be
realized by arbitrary numerical diagonal (N ×N) matrix X. Then χλ(X) is a numerical
function of the deformation parameter q and the entries of X. In the classical limit q → 1
the operator ρ(e([ν]|λ|)) tends to the Young projector and the function χλ(X) coincides
with a character of the element X (X ∈ GL(N)) in the representation corresponding to
the diagram λ.

6 Appendix

Taking into account the definition of the generators ym we have equations

1

(t− ym+1)
σ−1

m = σ−1
m

1

(t− ym)
+

λym

(t− ym+1)

1

(t− ym)
(6.1)

1

(t− ym+1)
σm = σ−1

m

1

(t− ym)
+

λt

(t− ym)

1

(t− ym+1)
, (6.2)
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where λ := q − q−1. Eqs. (6.1), (6.2) and the definition of the map (5.1) give a recurrent
relation

(t− q2ym)(t− q−2ym)

(t− ym)2
Zm+1 = Zm +

λym

(t− ym)2
[1− λzd] , (6.3)

where the parameter zd is introduced in (5.1) and

Zm := Trd(m)

(
1

(t− ym)

)
.

Eq. (6.3) is simplified by the substitution Zm = Z̃m − [1− λzd] /(λt) and we have

(t− q2ym)(t− q−2ym)

(t− ym)2
Z̃m+1 = Z̃m .

This equation can be easily solved and finally we obtain the expression

Zm+1 =
1

λt

(
1 +

λ zd

(t− 1)

) m∏

k=1

(t− yk)
2

(t− q2yk)(t− q−2yk)
− 1

λt
[1− λzd] ,

which is equivalent to (5.2) for t = 1/τ .
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Abstract

We propose a computational method allowing us to find the entire set of toric
matrices associated to a modular invariant and to recover the corresponding Oc-
neanu graph, using as input data the modular splitting equation, the algebra of
characters and the modular invariant.

Introduction and general aspects

The original ADE classification of modular invariant partition functions of affine SU(2)
conformal field theories [2] has become the starting point of a rich development in the
field of mathematical physics. The original identification was mostly justified by the fact
that exponents of the corresponding ADE Lie algebra were in correspondence with the
diagonal entries of the modular invariant partition function, but the diagram itself was not
an ingredient of the model. Later the occurrence of ADE diagrams in the classification of
affine SU(2) models changes when V.B. Pasquier stated [12] that the diagrams actually
participate in the construction of the symmetry algebra of the field theory.

About ten years ago, the occurrence of ADE diagrams in the affine SU(2) classification
was understood in a rather different way. The observation (already present in [12]) was
that the vector space spanned by the vertices of the diagram An possesses an associative
and commutative algebra structure encoded by the diagram. this “graph algebra” is the
truncation at certain level of the Weyl alcoves of ĝk and is isomorphic to the fusion algebra
of irreps of ĝk.

The algebra of quantum symmetries: Associated to every ADE Dynkin diagram
G there exist a special kind of weak Hopf algebra (or quantum groupoid) BG which is
finite dimensional and semi-simple for its two associative structures [9]. Existence of
a coproduct on the underlying vector space (and on its dual) allows us to define two
-usually distinct- algebras of characters living on the same vector space. The first one,
called the fusion algebra, and denoted A(G), is identified with the graph algebra of An

in the sense of Pasquier [12]. The second algebra of characters is called the algebra
of quantum symmetries denoted by Oc(G); it is an associative – but not necessarily
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commutative – algebra with two generators. This algebra comes with a particular basis,
and the multiplication of its basis elements by the two generators is encoded by the so
called Ocneanu graph which is also denoted by Oc(G). The quantum groupoid BG has
several interesting properties, for instance, Oc(G) is a bimodule on the graph algebra
A(G), the double action of A(G) on BG λxµ =

∑
y(Wxy)λµ y is encoded by the set of “toric

matrices” Wxy. Toric matrices have positive and integer entries and establish the relation
with CFT: in effect the toric matrix corresponding to x = y = 0 is modular invariant, and
when contracted with the characters of an affine algebra, gives the partition function of
the corresponding CFT, Z =

∑
ij χi(W00)ijχ̄j. The others matrices have been interpreted

[13] as giving CFT with twisted boundary conditions and defect lines labelled by x, y.
A. Ocneanu showed ([10][11]) that this construction can be generalized for highther

Coxeter-Systems, in particular he showed the resulting graphs giving the classification
of affine SU(3) and SU(4) theories and suggested that the construction (the quantum
grupoid structure) was straightforward generalizable for higher levels. However the ex-
plicit construction of the quantum grupoid BG is a very complicate problem, and except
for SU(2) and to some extent SU(3), the Coxeter-Dynkin system itself is not a priory
known. Whereas the modular invariants are provided by the algorithms of T. Gannon [6],
this allows to explore up to rather high levels the toric structures associated to it.

The objective of our work (see [4] and [8]) is to propose a computational method
allowing to find the entire set of toric matrices associated to a modular invariant and
to recover the corresponding Ocneanu graph, using as input data the modular splitting
equation, the algebra of character or fusion algebra and the modular invariant itself. In
most of the cases this information is enough to explicitly construct the algebra of quantum
symmetries associated to the modular invariant.

Modular Splitting

Let λ, µ, ν, . . . and x, y, z, . . . denote the vertices of A(G) and Oc(G) respectively, asso-
ciativity in these two algebras imposes conditions which result in a constraint equation
called the double fusion equation, this equation can be written in terms of double annular
matrices [13] [3] or in terms of toric matrices Wxy [15]

∑

λ′′µ′′
(Nλ)λ′λ′′(Nµ)µ′µ′′(Wxy)λ′′µ′′ =

∑
z

(W0z)λµ(Wz0)λ′µ′ (1)

Take x and y equal to zero, the l.h.s. of (1) involves only known quantities, namely,
the modular matrix M = W0,0 and the fusion coefficients N ν

λ,µ of the A(G) algebra . For
each pair (λ, µ) ∈ {1, 2, . . . dA = dimA(G)} the l.h.s. of (1) is a known dA × dA matrix
Kλµ =

(
Nλ ·M ·NT

µ

)
containing only positive and integer entries, and the r.h.s. involves

the set of toric matrices Wz0 and W0z to be determined.

Kλµ =
∑

z∈Oc(G)

(W0z)λ,µWz0 (2)

This is the so called modular splitting (MS) equation, its solution gives the set of
toric matrices associated to M , and the method used to compute the matrices in the r.h.s
of (2) is called Modular Splitting (MS) algorithm.
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Non degenerate case

Consider the case in which all the matrices Wz0 are different, then the toric matrices
form a basis of the vectorial space K spanned by the matrices Kλµ, the dimension of K
is equal to the number of points in the Ocneanu graph dO = Tr(M · M †) [1]. In order
to solve equation (2) we use the following relation [14] giving the norm of a matrix Kλµ

(Kλµ)λ∗µ∗ =
∑

z | (W0z)λµ |2. Because coefficients (W0z)(λµ) are positive integers, the number
of terms in the expansion (2) can be deduced from its norm as follows:

• If (Nλ ·M ·Nµ)λ∗µ∗ = 1 = 12 =⇒ Kλµ = Wz(λµ)0. Then K(λµ) is a toric matrix.

• If (Nλ ·M ·Nµ)λ∗µ∗ = 2 = 12 + 12 =⇒ Kλµ = Wz(λµ)0 + Wz′
(λµ)

0.

• If (Nλ ·M ·Nµ)λ∗µ∗ = 3 = 12 + 12 + 12 =⇒ Kλµ = Wz(λµ)0 + Wz′
(λν)

0 + Wz”(λµ)0.

Consider the pairs (λ, µ) s.t.
(
Nλ ·W00 ·NT

µ

)
(λ∗u∗)

= 1, then Wzλµ
= Kλµ is a toric matrix

for each zλµ. We call N 3 zλµ the set of already known toric matrices.
Next consider the list of pairs (λ, µ) s.t.

(
Nλ ·W00 ·NT

µ

)
(λ∗µ∗)

= 2. In this case the cor-
responding matrix Kλµ is the sum of two toric matrices, and there are three possibilities:
Either Kλµ is the sum of two already known toric matrices, or it is the sum of an already
known toric matrix and a new one, or it is equal to twice a new toric matrix. In any case
it is enough to calculate the set of differences Kλµ−Wz,0 with z ∈ N , and impose that all
the components of such differences should be positive integers to recuperate a new toric
matrix. The resulting matrices are added to N .

The next step is to consider the list of pairs (λ, µ) s.t.
(
Nλ ·W00 ·NT

µ

)
(λ∗µ∗)

= 3, 4, 5, etc.
and to generalize the previous discussion.

The process stops, ultimately, since the dimension of K is finite.

* * *

Once the set of toric matrices has been computed, they are introduced in the double
fusion equation in order to obtain the generalized MS equation:

Nλ ·Wx0 ·NT
µ =

∑
z

(Wx,z)λµ Wz,0 (3)

This new equation involves toric matrices on the l.h.s. and twisted toric matrices Wxy

on the r.h.s., for each x ∈ Oc(G) equation (3) is the expansion of the set of matrices
Kx

λ,µ = Nλ · Wx0 · NT
µ in the basis of K. In the present case the vectors giving the

expansion of a matrix Kx
λ,µ are know, and only the coefficients remain to be determined.

The solution is then straightforward, but depending on the size and the number of the
matrices it can be a heavy computational task, more details about this computation can
be found in [4] and [8]. Fixing (λ, µ) = {(1, 0), (0, 1)} the solution of equation (3) gives
the pair of matrices (V10)xy = (Wxy)10 and (V01)xy = (Wxy)o1

The Ocneanu graph and the algebra of quantum symmetries. Denoting by 0
and 1 the identity and the fundamental vertices of of the graph A(G), the matrices V1,0

and V0,1 are respectively the left and right chiral adjacency matrices of the left and right
chiral parts of the Ocneanu graph [9],[14],[3].
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The Ocneanu graph is the Cayley graph of the algebra of quantum symmetries, this
algebra comes with two algebraic generators called chiral generators and denoted by 1L

and 1R. The two adjacency matices V10 and V01 are associated to these generators, and
encodes the multiplication of the vertices of Oc(G) by 1L and 1R respectively. We denote
this two matrices as O1L

= V(1,0) and O1R
= V(0,1), and multiplication of a vertex by the

chiral generators is given by:

x 1 =
∑

y(O1)x,y y x 1′ =
∑

y(O1′)x,y y (4)

In all known Ocneanu graphs, this contains all the graphs associated to the SU(2),
SU(3) and SU(4) systems, each chiral part of Oc(G) is composed of a direct sum of a
chiral graph sub algebra and one or several modules over this sub algebra. The two chiral
sub algebras, denoted by GR and GL, are generated by the chiral generators 1R and 1L

and have the same Coxeter number as A(G).
The multiplication between vertices of Oc(G) reads x ·y =

∑
z(Ox)y,z z and is encoded

by a set of matrices, called Ocneanu matrices, containing positive and integer coefficients.
The compatibility of this product with the associativity forces the matrices Ox to form a
representation of the quantum symmetries algebra

Ox ·Oy =
∑

z

(Ox)y,zOz (5)

For some cases (for example: An, E6, E8 and D2n of the SU(2) family, or An,A∗
n,D3, E5

) a dO×dO representation of Oc(G) can be constructed from equations (4) by substituting
the vertices x by their corresponding matrix Ox. In these cases the matrices have the
form of polynomials Ox = Polx(IdO×dO

, O1, O1′) of the identity matrix and the two chiral
generators. In other more complicated examples (D2n−1, E9 and E9 of SU(3) ) a direct,
and more complex, solution of equation (5) has to be implemented in order to recover the
structure of the algebra of quantum symmetries.

Degenerate case:

In general, the dimension of K can be strictly smaller that the number dO of vertices
of the Ocneanu graph, this happens when the same toric matrix is associated to more
than one vertex of Oc(G). This is for example the case for the graph D4 which has
rank equal to 5 but where dO = 8. In this case toric matrices do not form a basis
of K, and the dimension of the vector space is given by the rank of the matrix with
entries K(λµ);(λ′µ′) = (Nλ ·M ·Nµ)λ′µ′ . This dimension gives the number of different toric
matrices to be recuperated from the MS equation , the dimension of Oc(G) dO provides
information about the multiplicity of the toric matrices.

In this degenerate case the analysis of the decomposition of each vector Kλµ is slightly
more complicate. Actually for matrices Kλµ s.t. K(λµ)(λ∗µ∗) ≥ 2 the decomposition of the
Kλµ can contain one or more repeated matrices and the corresponding toric matrices with
multiplicities have to be separated by hand.

Once the set of toric matrices has been determined, the set of twisted toric matrices
can be recovered using the same method described for the non degenerate case. The only
remark concerns the solution of equation (3) which comes with undetermined coefficients
corresponding to the different possibilities for identifying the repeated toric matrices with
the vertices of Oc(G). The solution to this problem is provided by the structure of the
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Oc(G) itself: from all the possible choices obtained after solving equation (3), in general
only one defines well defined graph-modules on the two chiral sub algebras GR and GL.

Some explicit cases

First of all, the SU(2) cases have all been recovered using the modular splitting method,
even if this examples do not add any new information about the ADE classification, they
help to develop the method and gives useful information about the bialgebra BG. The
results for these cases can be found in [15] and references therein, and the detailed solution
of the case E6 in [4].

For SU(3) the results for the (already known) cases An and the exceptional E5 have
also been recovered. The solution of the case E9 of the SU(3) system is a new result,
although the graph Oc(E9) was presented by A. Ocneanu in [11] the set of toric matrices
has never been presented, as well as the structure of the algebra of Quatum Symmetries.
There are 48 different toric matrices with multiplicities s.t. Oc(E9) has dimension 72.
The algebra of quantum symmetries is composed of three copies of the graph E9 and
three copies of the orbifold E9/3 denoted by M9. The structure is as follows Oc(E9) =
E9 ⊕ e9 ⊕ e9 ⊕M9 ⊕M9 ⊕M9. The first one is a graph sub algebra corresponding to the
graph E9, the others are graph module on both Oc(E9) and the sub graph E9. The details
of this problem as well as the solution of the orbifold case appears in [8].

Another development which this approach allows is the exploration of the structure for
non ADE cases. For instance the analysis of the quantum symmetries of the F4 case has
been realized in [4], using as starting point a partition function ZF4 obtained as restriction
of the E6 modular invariant, which has the interesting characteristic of being invariant not
under the action of the modular invariant group, but of the congruence sub group Γ

(2)
0 .

With this problem one actually recover a graph of type F4 as sub graph of the candidate
for the graph of quantum symmetries associated to the partition function. Nevertheles
incongruence with the structure of BG has been founded, suggesting that a new kind of
structure should be explored.

Conclusions

We propose a method allowing to compute candidates for the quantum symmetry algebra
associated to modular invariants of affine SU(N) models. The objectives are two: first,
to complete the already known researche, which often uses the list of graphs presented
by A. Ocneanu, by proposing a method for generating these graphs and to establish the
identification with the corresponding partition function. Second, to obtain, by means
of the study of examples, information which will be useful for the formal study of the
quantum grupoid structure associated to a given modular invariant. This last is an
algebraic formalism which is far from being completely understood, and that participates
as the basis of many physical models and theories. The immediate next step consist of
solving some higher level examples (SU(4) for instance), and to construct the quantum
groupoids of some examples like E6 or another non An SU(2) example. Another more
ambitious objective consist in learning to explicitly compute the bialgebra BG for higher
level problems, and to develop useful applications to physical theories like String Theories
and Brane Theories.
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Abstract

We study deformed supersymmetry in N = 2 supersymmetric U(N) gauge the-
ory in non(anti)commutative N = 1 superspace. Using the component formalism,
we construct deformed N = (1, 1/2) supersymmetry explicitly. We also discuss
central extension of the deformed supersymmetry.

1 Introduction

Supersymmetric field theories in non(anti)commutative superspace [1, 2] has been at-
tracted much interests from the viewpoint of effective field theories on D-branes in the
graviphoton background [3, 4, 5]. Superstrings in this background provide some inter-
esting low-energy physics in N = 2 supersymmetric field theories [6] and their N = 1
deformations [7]. It would be important to study N = 2 supersymmetric gauge theories
in non(anti)commutative superspace in order to understand graviphoton effects in the
low-energy effective theories from the microscopic point of view.

It is convenient to use N = 2 extended non(anti)commutative superspace for study-
ing non(anti)commutative gauge theories where supersymmetry is manifestly realized
[8, 9, 10, 11, 12, 13, 14]. In particular, N = 2 supersymmetric U(1) gauge theory in
non(anti)commutative N = 2 harmonic superspace has been studied [11, 15, 16]. The
authors discussed the deformed Lagrangian up to the first order in the deformation pa-
rameter C of the superspace and examined their deformed symmetries. It is, however,
difficult to calculate higher order C-corrections and extend the U(1) gauge group to U(N).

There exist two cases such that the deformed Lagrangian of N = 2 supersymmetric
U(N) gauge theory becomes simple. One is the case of the singlet deformation where the
deformation parameter belongs to the singlet representation of the R-symmetry group
SU(2) [9, 10, 17, 13, 14]. The other is the case that one introduces only deformation into
N = 1 subsuperspace of N = 2 superspace. In a recent paper [16], it is shown that the
O(C) Lagrangian of the U(1) theory defined in non(anti)commutative N = 2 harmonic
superspace leads to the theory in the non(anti)commutative N = 1 superspace [2] by
the reduction of deformation parameters and some field redefinitions. It is also shown
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that the theory has N = (1, 1/2) supersymmetry consistent with the Poisson structure
of the theory. Here N = (1, 1/2) means that there are two chiral and one antichiral
supercharges, as in [10].

In this article we study deformed supersymmetry in N = 2 supersymmetric U(N)
gauge theory in no(anti)commutative N = 1 superspace. Using component formalism,
we construct deformed N = (1, 1/2) supersymmetry explicitly. We also discuss central
extension of the deformed supersymmetry. This article is based on the papers[24].

2 Non(anti)commutative N = 2 supersymmetric

U(N) gauge theory

We begin with reviewing the N = 2 supersymmetric U(N) gauge theory in the deformed
N = 1 superspace [18]. Let (xm, θα, θ̄α̇) (m = 0, . . . , 3, α, α̇ = 1, 2) be supercoordinates
of N = 1 superspace and σm

αα̇ and σ̄mα̇α Dirac matrices. We will study Euclidean space-
time so that chiral and antichiral fermions transform independently under the Lorentz
transformations. Qα = ∂

∂θα − iσm
αα̇θ̄α̇∂m and Q̄α̇ = − ∂

∂θ̄α̇
+ iθασ̄mα̇α∂m are supercharges.

Dα = ∂
∂θα + iσm

αα̇θ̄α̇∂m and D̄α̇ = − ∂
∂θ̄α̇

− iθασ̄mα̇α∂m are the supercovariant derivatives.

σmn = 1
4
(σmσ̄n − σnσ̄m), and σ̄mn = 1

4
(σ̄mσn − σ̄nσm) are the Lorentz generators. Here

we will follow the conventions of Wess and Bagger [19].
The non(anti)commutativity in N = 1 superspace is introduced by the ∗-product:

f ∗ g(x, θ, θ̄) = f(x, θ, θ̄) exp

(
−1

2

←−
QαCαβ−→Qβ

)
g(x, θ, θ̄). (1)

Using this ∗-product, the anticommutation relations for θ become

{
θα, θβ

}
∗ = Cαβ (2)

while the chiral coordinates ym = xm + iθσmθ̄ and θ̄ are still commuting and anticom-
muting coordinates, respectively.

N = 2 supersymmetric U(N) gauge theory in this deformed supespace can be con-
structed by vector superfields V , chiral superfields Φ and an anti-chiral superfields Φ̄,
where Φ and Φ̄ belong to the adjoint representation of U(N). We introduce the basis ta

(a = 1, · · · , N2) of Lie algebra of U(N), normalized as tr(tatb) = kδab. The Lagrangian is

L =
1

k

∫
d2θd2θ̄ tr(Φ̄ ∗ eV ∗ Φ ∗ e−V ) +

1

16kg2
tr

(∫
d2θW α ∗Wα +

∫
d2θ̄W̄α̇ ∗ W̄ α̇

)
(3)

where g denotes the coupling constant. Wα = −1
4
D̄2e−V DαeV and W̄α̇ = 1

4
D2e−V D̄α̇eV

are the chiral and antichiral field strengths. Note that multiplication of superfields are
defined by the ∗-product.

This Lagrangian is invariant under the gauge transformations Φ → e−iΛ ∗Φ∗eiΛ, Φ̄ →
e−iΛ̄∗Φ̄∗eiΛ̄ and eV → e−iΛ̄∗eV ∗eiΛ. To write down the Lagrangian in terms of component
fields, it is convenient to take the Wess-Zumino(WZ) gauge as in the commutative case.
Since the ∗-product deforms the gauge transformation, it is necessary to redefine the
component fields such that these transform canonically under the gauge transformation[2,
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18]. For N = 2 U(N) theory, these superfields in the WZ gauge are

Φ(y, θ) = A(y) +
√

2θψ(y) + θθF (y),

Φ̄(ȳ, θ̄) = Ā(ȳ) +
√

2θ̄ψ̄(ȳ) + θ̄θ̄

(
F̄ + iCmn∂m

{
vn, Ā

}− 1

4
Cmn

[
vm,

{
vn, Ā

}])
(ȳ),

V (y, θ, θ̄) = −θσµθ̄vµ(y) + iθθθ̄λ̄(y)− iθ̄θ̄θα

(
λα +

1

4
εαβCβγ

{
(σµλ̄)γ, vµ

})
(y)

+
1

2
θθθ̄θ̄(D − i∂µvµ)(y). (4)

Here ȳm = xm − iθσmθ̄ are the antichiral coordinates and Cmn = Cαβεβγ(σ
mn)α

γ. Since
σmn is self-dual, Cmn is also self-dual. Substituting (4) into the Lagrangian (3), we
obtain the deformed Lagrangian written in terms of component fields. In this expression,
however, normalizations of two fermions ψ and λ are different. In order to see symmetries
between two fermions manifestly, it is useful to rescale V to 2gV and Cαβ to 1

2g
Cαβ. Then

the Lagrangian takes the form L = L0 +L1. Here L0 is the undeformed Lagrangian with
the topological term:

L0 =
1

k
tr

(
−1

4
FmnFmn − 1

4
FmnF̃mn − iλ̄σ̄mDmλ +

1

2
D̃2

−(DmĀ)DmA− iψ̄σ̄mDmψ + F̄F − i
√

2g[Ā, ψ]λ− i
√

2g[A, ψ̄]λ̄− g2

2
[A, Ā]2

)
, (5)

where Fmn = ∂mvn− ∂nvm + ig[vm, vn], F̃mn = 1
2
εmnpqF

pq and Dmλ = ∂mλ + ig[vm, λ] etc.

We have also introduced an auxiliary field D̃ defined by D̃ = D + g[A, Ā] in order to see
undeformed N = 2 supersymmetry in a symmetric way. L1 is the C-dependent part of
the Lagrangian:

L1 =
1

k
tr

(
− i

2
CmnFmnλ̄λ̄ +

1

8
|C|2(λ̄λ̄)2

+
i

2
CmnFmn{Ā, F} −

√
2

2
Cαβ{DmĀ, (σmλ̄)α}ψβ − 1

16
|C|2[Ā, λ̄][λ̄, F ]

)
. (6)

Here |C|2 = CmnCmn.

3 Deformed N = (1, 1/2) supersymmetry

For C = 0, the action is invariant under N = 2 supersymmetry transformations, where
only N = 1 supersymmetry generated by Qα and Q̄α̇ are manifestly realized in N = 1
superspace. Other N = 1 supersymmetry would be realized manifestly when we use
N = 2 extended superspace. In particular N = 2 harmonic superspace [20] provides very
efficient tools to study off-shell N = 2 supersymmetric field theories. The most general
non(anti)commutative deformations are studied by using extended superspace.

In [11, 15, 16], the component formalism of N = 2 supersymmetric U(1) gauge theory
has been studied. In particular, for generic deformation, N = (1, 0) deformed super-
symmetry has been constructed up to the first order of the deformation parameters.
When the deformation parameters are reduced such that only N = 1 subspace becomes
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non(anti)commutative, the deformed supersymmetry is enhanced to N = (1, 1/2) super-
symmetry. This is because supersymmetries other than Q̄α̇ is consistent with the Poisson
structure of the deformed superspace [10]. In this reduced case, it is shown that the O(C)
Lagrangian defined in the N = 2 harmonic superspace is equal to that of the deformed
N = 1 superspace by the field redefinitions.

We now study deformed supersymmetry in the U(N) gauge theory. The undeformed
superfield action is invariant under N = 1 supersymmetry generated by ξQ + ξ̄Q̄. Since
this transformation does not preserve the WZ gauge, we need to do gauge transformation
to retain the WZ gauge. Then the (undeformed) supersymmetry transformations δ0

ξ and
δ0
ξ̄

of the component fields in the WZ gauge are

δ0
ξvm = iξσmλ̄,

δ0
ξλ = iξD̃ − igξ[A, Ā] + σmnξFmn, δ0

ξ λ̄ = 0,

δ0
ξ D̃ = −ξσmDmλ̄ +

√
2g[ξψ, Ā],

δ0
ξA =

√
2ξψ, δ0

ξψ =
√

2ξF, δ0
ξF = 0,

δ0
ξ Ā = 0, δ0

ξ ψ̄ =
√

2iσ̄mξDmĀ, δ0
ξ F̄ = i

√
2ξσmDmψ̄ − 2giξ[Ā, λ], (7)

δ0
ξ̄vm = iξ̄σ̄mλ,

δ0
ξ̄λ = 0, δ0

ξ̄ λ̄ = −iξ̄D̃ + igξ̄[A, Ā] + σ̄mnξ̄Fmn,

δ0
ξ̄D̃ = ξ̄σ̄nDnλ +

√
2g[A, ξ̄ψ̄],

δ0
ξ̄A = 0, δ0

ξ̄ψ =
√

2iσmξ̄DmA, δ0
ξ̄F =

√
2iξ̄σ̄mDmψ + 2giξ̄[λ̄, A],

δ0
ξ̄ Ā =

√
2ξ̄ψ̄, δ0

ξ̄ ψ̄ =
√

2ξ̄F̄ , δ0
ξ̄ F̄ = 0. (8)

The remaining N = 1 supersymmetry denoted by δ0
η and δ0

η̄ can be obtained from (7) by

using the R-symmetry: ξ → η, λ → −ψ, ψ → λ, D̃ → −D̃, F → F̄ .
Now we will construct the deformed N = (1, 1/2) supersymmetry which keeps the

U(N) Lagrangian L invariant up to the total derivatives. The term L1 is not invariant
under the undeformed supersymmetry transformations δ0

ξ , δ0
η and δ0

η̄. Since the deformed

term L1 is a polynomial in C, we denote L(n)
1 (n ≥ 1) by its n-th order term in C. The

deformed supersymmetry transformations can be expanded in the form δ = δ0 + δ1 + · · ·.
Here δn is the n-th order term in C. δn is determined recursively by solving the conditions
δ1L0 + δ0L(1)

1 = 0 and δ2L0 + δ1L(1)
1 + δ0L(1)

2 = 0 and so on.
The deformed transformation δξ, which was calculated in [18], takes the form δξ =

δ0
ξ + δ1

ξ and is given by

δξvm = iξσmλ̄,

δξλα = iξαD̃ − igξα[A, Ā] + (σmnξ)α

(
Fmn +

i

2
Cmnλ̄λ̄

)
, δξλ̄ = 0,

δξD̃ = −ξσmDmλ̄ +
√

2g[ξψ, Ā],

δξA =
√

2ξψ, δξψ =
√

2ξF, δξF = 0,

δξĀ = 0,

δξψ̄ =
√

2iσ̄mξDmĀ,

δξF̄ = i
√

2ξσmDmψ̄ − 2gi[Ā, ξλ] + CmnDm

{
Ā, ξσnλ̄

}
. (9)
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Note that the transformation of Φ is undeformed. The deformed transformation δη, which
relate the gauge field vm to chiral fermion ψ, can be calculated in a similar way. But as in
the analysis of U(1) case, it is necessary to calculate up to the order O(C2). The result is

δηvm = −iησmψ̄ −
√

2

2
Cαβηα

{
Ā, (σmλ̄)β

}
,

δηλ
α =

√
2ηαF̄

−
√

2

2
Cαβηβ

{
D̃, Ā

}
−
√

2i

2
Cαβ(σmnη)β

{
Fmn, Ā

}−
√

2g

2
Cαβηβ

{
Ā, [Ā, A]

}

+

√
2

4
det C

({λ̄λ̄, Ā}+ 2λ̄α̇Āλ̄α̇
)
ηα,

δηλ̄ =
√

2iσ̄mηDmĀ,

δηD̃ = −ησmDmψ̄ −
√

2g[ηλ, Ā]−
√

2

2
iCαβηβDm

{
Ā, (σmλ̄)α

}
,

−igCαβηβ

{
Ā, [Ā, ψα]

}
,

δηA =
√

2ηλ + iCαβηβ

{
ψα, Ā

}
,

δηψ
α = iηαD̃ + igηα[A, Ā]− εαβ(σmnη)βFmn − iCαβηβ

{
(λ̄λ̄)− {

Ā, F
}}

,

δηF = i
√

2ησmDmλ̄ + 2gi[Ā, ηψ],

δηĀ = 0,

δηψ̄α̇ = Cαβηβσm
αα̇

{
Ā,DmĀ

}
,

δηF̄ =
√

2gCαβηβ

{
Ā, [Ā, λα]

}
+

√
2i

4
det C

[
3
{
Ā,

{
ησmλ̄, DmĀ

}}

+2DmĀĀησmλ̄ + 2ησmλ̄ĀDmĀ + 2
{
Ā,

{
ησmDmλ̄, Ā

}}]
(10)

Here we have used the formula det C = |C|2/4. Note that there is an ambiguity to
determine the δη transformation as noticed in the U(1) case [16]. In fact, for arbitrary
functions f1(Ā) and f2(Ā) of Ā, the transformation

δ̃ηλ
α = ηαf1F + Ff2η

α,

δ̃ηF̄ = i(ησnDnλ̄)f1 + if2(ησnDnλ̄) + i
√

2g[Ā, ηψ]f1 +
√

2if2[Ā, ηψ] (11)

leaves the action invariant. In formulas (10), we have chosen f1 and f2 such that we
recover the U(1) result. This ambiguity would be fixed if we use non(anti)commutative
N = 2 harmonic superspace.

The deformed transformation δη̄ is found to be

δη̄vm = −iη̄σ̄mψ

δη̄λ
α =

√
2iεαβ(σmη̄)βDmA + iCαβ

{
η̄λ̄, ψβ

}
, δη̄λ̄ =

√
2η̄F,

δη̄D̃ = η̄σ̄mDmψ −
√

2g[A, η̄λ̄],

δη̄A = 0, δη̄ψ = 0, δη̄F = 0,

δη̄Ā =
√

2η̄λ̄,

δη̄ψ̄ = −iη̄D̃ − igη̄[A, Ā]− σ̄mnη̄Fmn,

δη̄F̄ =
√

2iη̄σ̄mDmλ− 2gi[η̄ψ̄, A] + Cαβ(σmη̄)αDm

{
ψβ, Ā

}

−
√

2

4
det C

{
3{η̄λ̄, λ̄λ̄}+ η̄λ̄ĀF + Āη̄λ̄F − 2η̄λ̄F Ā + 2λ̄α̇(η̄λ̄)λ̄α̇

}
. (12)
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Note that if we set N = 1, the cubic terms in λ̄ and the commutators vanish. We then
recover the U(1) results obtained in [16].

4 Deformed Central Charge

We now compute the Noether currents associated with deformed N = (1, 0) supersym-
metry transformations δξ and δη. Let Xm

ξ be the total derivative term obtained from the
variation of the Lagrangian associated with the transformation δξ:

δξL = ∂mXm
ξ .

Then the supercurrent Nm
1α is defined by

ξαNm
1α =

∂L
∂(∂mϕA)

δξϕA −Xm
ξ (13)

where ϕA are component fields in the WZ gauge. The other supercurrent Nm
2α associated

with the transformation δη is defined in a similar way. From the transformations (9), we
get

ξNm
1 =

1

k
tr

{
−i(Fmn + F̃mn)ξσnλ̄ +

√
2DnĀξσnσ̄mψ + gξσmλ̄[A, Ā]

+(ξσnλ̄)Cmnλ̄λ̄− (ξσnλ̄)Cmn
{
Ā, F

}}
. (14)

The supercurrent Nm
2 is given by

ηNm
2 =

1

k
tr

{
i(Fmn + F̃mn)ησnψ̄ +

√
2DnĀησnσ̄mλ− gησmψ̄[A, Ā]

−
√

2

2
Cαβ

{
Fmn + F̃mn, Ā

}
ηα(σnλ̄)β − Cmnησnλ̄

(
λ̄λ̄− {

Ā, F
})

+iCαβ
{
Ā,DnĀ

}
ηα(σnσ̄mψ)β + ig

√
2

2
Cmnησnλ̄

{
Ā, [Ā, A]

}

−i

√
2

2
det Cησmλ̄

({
Ā, λ̄λ̄

}− {
Ā,

{
Ā, F

}})}
, (15)

which contains O(C2) corrections. For C = 0, we recover the undeformed supercurrents
[21, 22]. The supercharge Qiα is defined by

Qiα =

∫
d3xNiα(x).

We now examine the anticommutation relations for supercharges Qiα. We will use the
equal-time anticommutation relations for fermions

{
ψα(x), ψ̄α̇(y)

}
= δαα̇δ3(x− y),

{
λα(x), λ̄α̇(y)

}
= δαα̇δ3(x− y). (16)

From (14), (15) and (16), we find that {Q1α, Q1β} and {Q1α, Q2β} are undeformed:

{Q1α, Q1β} = 0, (17)

{Q1α, Q2β} = 2
√

2iεαβ

∫
d3x

1

k
tr

[
(F0` + F̃0`)D

`Ā
]
. (18)
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The r.h.s. of (18) comes from the 1st and 2nd terms in (14) and (15) and we have
eliminated auxiliary fields by using the equations of motion. Eq. (18) is nothing but the
central charge obtained by Witten and Olive [21].

The C-deformation arises in the anticommutation relation {Q2α, Q2β}, which is given
by

{Q2α, Q2β} = 4Cαβ

∫
d3x

1

k
tr

[
(F0` + F̃0`)D

`Ā2
]
. (19)

The r.h.s. of (19) is obtained from the anticommutation relation among the 1st, 2nd,
4th and 7th terms in the current (15). Eq. (19) gives still the topological charge but
its dependence on the vacuum expectation value of the Higgs fields is different from the
undeformed topological charge (18).

5 Conclusions and Discussion

In this paper we have discussed the deformed N = (1, 1/2) supersymmetry in N = 2
supersymmetric U(N) gauge theory in the non(anti)commutative N = 1 superspace. We
have found the N = (1, 0) supersymmetry algebra admits non-trivial central extension
which depend on the deformation parameter C.

It is an interesting problem to find monopole and dyon solutions and study how the
BPS structure is modified by the non(anti)commutativity. It is also interesting to study
nonperturbative effects of this non(anti)commutativity in the strong coupling region of
the theory[23, 24].

Acknowledgments: K.I. would like to thank the organizers of the workshop for the
kind hospitality during the workshop.

References

[1] J. H. Schwarz and P. Van Nieuwenhuizen, Lett. Nuovo Cim. 34, 21 (1982).

[2] N. Seiberg, JHEP 0306, 010 (2003), hep-th/0305248.

[3] H. Ooguri and C. Vafa, Adv. Theor. Math. Phys. 7 (2003) 53, hep-th/0302109; Adv.
Theor. Math. Phys. 7 (2004) 405, hep-th/0303063.

[4] N. Berkovits and N. Seiberg, JHEP 0307 (2003) 010, hep-th/0306226.

[5] J. de Boer, P. A. Grassi and P. van Nieuwenhuizen, Phys. Lett. B574 (2003) 98,
hep-th/0302078.

[6] N.A. Nekrasov, Adv. Theor. Math. Phys. 7 (2004) 831, hep-th/0206161.

[7] R. Dijkgraaf and C. Vafa, Nucl. Phys. B644 (2002) 3, hep-th/0206255.

[8] D. Klemm, S. Penati and L. Tamassia, Class. Quant. Grav. 20 (2003) 2905, hep-
th/0104190;
S. Ferrara and M. A. Lledo, JHEP 0005 (2000) 008, hep-th/0002084;
S. Ferrara, M. A. Lledo and O. Macia, JHEP 0309 (2003) 068, hep-th/0307039.

[9] S. Ferrara and E. Sokatchev, Phys. Lett. B579 (2004) 226, hep-th/0308021.

154



[10] E. Ivanov, O. Lechtenfeld and B. Zupnik, JHEP 0402 (2004) 012, hep-th/0308012;
Nucl. Phys. B 707 (2005) 69, hep-th/0408146.

[11] T. Araki, K. Ito and A. Ohtsuka, JHEP 0401 (2004) 046, hep-th/0401012.

[12] S.V. Ketov and S. Sasaki, Phys. Lett. B 595 (2004) 530, hep-th/0404119; Phys.
Lett. B 597 (2004) 105, hep-th/0405278; Int. J. Mod. Phys. A 20 (2005) 4021, hep-
th/0407211.

[13] E. A. Ivanov and B. M. Zupnik, Theor. Math. Phys. 142 (2005) 197, hep-th/0405185.

[14] S. Ferrara, E. Ivanov, O. Lechtenfeld, E. Sokatchev and B. Zupnik, Nucl. Phys. B
704 (2005) 154, hep-th/0405049.

[15] T. Araki, K. Ito and A. Ohtsuka, Phys. Lett. B606 (2005) 202, hep-th/0410203.

[16] T. Araki, K. Ito and A. Ohtsuka, JHEP 0505 (2005) 074, hep-th/0503224.

[17] T. Araki and K. Ito, Phys. Lett. B595 (2004) 513, hep-th/0404250.

[18] T. Araki, K. Ito and A. Ohtsuka, Phys. Lett. B573 (2003) 209, hep-th/0307076.

[19] J. Wess and J. Bagger, “Supersymmetry and Supergravity,” Princeton University
Press, 1992.

[20] A. Galperin, E. Ivanov, V. Ogievetsky and E. Sokatchev, “Harmonic Superspace”,
Cambridge University Press , 2001.

[21] E. Witten and D. I. Olive, Phys. Lett. 78B (1978) 97.
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Abstract

We investigate the non(anti)commutative superspace in terms of Drinfel’d twisted
Hopf algebra. We find that a twisted super Poincaré algebra causes some valuable
non(anti)commutativity in superspace. It is realized in twisted Lorentz and twisted
supersymmetric way clearly by construction.

1 Introduction

Field theory in noncommutative space-time is old subject and becomes common in theo-
retical physics. In particular, noncommutative field theory draws recently our attention
in relation to superstring theory. In superstring theory with some configuration of back-
ground fields, coordinates xµ on D3-brane become noncommutative[1];

[xµ, xν ] = iΘµν . (1)

It was pointed out that non-anticommutativity of fermionic coordinate θα in N = 1
four-dimensional superspace can also arise[2, 3],

{θα, θβ} = Cαβ, (2)

though that is formulated only in Euclidean space. Here Θµν and Cαβ are constant pa-
rameters with antisymmetric and symmetric indices respectively. These from superstring
theory indicate that the true description of our world may be non(anti)commutative field
theory in four-dimensional (super)space, in some energy region.

Apart from higher theory, noncommutative theory is defined and investigated practi-
cally in the language of effective quantum field theory. However if we treat a noncommu-
tative theory within quantum field theory, inevitably noncommutative parameters, often
dimensionful, are introduced into the theory. To make matters worse, it commonly causes
symmetry breaking. For example, it is well known that a noncommutative relation (1)
breaks Lorentz symmetry.
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Recently an idea to improve the situation is suggested [4, 5]. Chaichian et. al claimed
that a original symmetry of a theory is broken by introducing noncommutativity indeed,
but the deformed symmetry can remain. Our work [6] is essentially an extension to a
supersymmetric case of their work.

2 Twisted Super Poincaré Algebra

The strategy of [4, 5] is to realize the noncommutative space (1) as the representation of
a deformed Poincaré algebra.

Instead of Poincaré algebra we start with super Poincaré algebra, then deform it after
the fashion of [4] to obtain the non(anti)commutative superspace.

Universal enveloping super Poincaré algebra U(SP) can become a Hopf algebra over
K, where K is the base field or ring of the Hopf algebra, by defining certain maps. The
definitions of the maps for X ∈ SP and a unit element 1 of Hopf algebra are as follows:

product : m(X ⊗ Y ) = XY,

unit : i(k) = k1,

coproduct : ∆(X) = X ⊗ 1 + 1⊗X, ∆(1) = 1⊗ 1,

counit : ε(X) = 0, ε(1) = 1, (3)

antipode : γ(X) = −X, γ(1) = 1, forX, Y ∈ SP k ∈ K

These definitions are extended to whole U(SP) recursively.
Because of fermionic generators in super Poincaré algebra, we should slightly change

the multiplication rule of the Hopf algebra into Z2 graded one, such that:

(A⊗B)(C ⊗D) = (−1)|B||C|(AC ⊗BD). (4)

Here |A| stands for the fermion number of A.
A Hopf algebra is deformed to another Hopf algebra by the twist operation systemat-

ically. We choose a twist element F which is a invertible biproduct element in the Hopf
algebra. A Hopf algebra is deformed by the twist element and such twisted Hopf algebra
is redefined only by changing the coproduct and antipode in such a way that:

∆t(H) = F∆(H)F−1,

γt(H) = Uγ(H)U−1 U = F(1)γ(F(2)). (5)

We use Sweedler’s notation:

F =
∑

i

F (i)
1 ⊗F (i)

2 ≡ F(1) ⊗F(2). (6)

Twist element F must satisfy two conditions. First is the twist equation,

F12(∆0 ⊗ id)F = F23(id⊗∆0)F , (7)

which provides coassociativity of the twisted Hopf. Second is the counit condition

(ε⊗ id)F = 1 = (id⊗ ε)F . (8)
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Note that the twist operation do not deform the algebra structure and other maps.
In concert with the twisting, product of the representation on which the Hopf algebra

acts is modified for compatibility:

m(a⊗ b) = ab → m(F−1a⊗ b) = a ? b. (9)

The twist equation (7) guarantees the associativity of this star product.
A proper twist element is easily constructed from the elements of the Abelian subalge-

bra. In super Poincaré algebra, an Abelian subalgebra is made up of translation generator
P µ and supercharge Qα or P µ and anti-supercharge Q̄α̇. You cannot choose both Qα and
Q̄α̇ because they do not (anti)commute.

P -P twist element

FPP = exp

(
i

2
ΘµνPµ ⊗ Pν

)
, (10)

which is the same as [4] provides the noncommutative relation (1) in the coordinate
representation;

[xµ, xν ]? = xµ ? xν − xν ? xµ = m(F−1(xµ ⊗ xν − xν ⊗ xµ))

= iΘµν

Next we consider Q-Q twist for the non-anticommutativity of superspace.

FQQ = exp

(
−1

2
CαβQα ⊗Qβ

)
(11)

This element satisfy the condition (7),(8) and gives following commutators.

{θα, θβ}? = Cαβ,

[xµ, xν ]? = Cαβσµ
αγ̇σ

ν
βδ̇

θ̄γ̇ θ̄δ̇,

[xµ, θα]? = iCαβσµ
βγ̇ θ̄

γ̇.

This results are in accord with N = 1/2 SUSY noncommutative deformation by Seiberg
[3].

A noncommutativity between xµ and θα is considered too. P -Q twist

FPQ = exp

[
i

2
λµα(Pµ ⊗Qα −Qα ⊗ Pµ)

]
(12)

gives

[xµ, xν ]? = λµασν
αβ̇

θ̄β̇ − λνασµ

αβ̇
θ̄β̇,

[xµ, θα]? = iλµα,

{θα, θβ}? = 0. (13)

Where λµα is a Grassmann constant1.
We can use more general twist element;

F = exp

[
i

2
ΘµνPµ ⊗ Pν +

i

2
λµα(Pµ ⊗Qα −Qα ⊗ Pµ)− 1

2
CαβQα ⊗Qβ

]
. (14)

1In this case, we have to regard K as not the complex field but the Grassmann ring
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The results are:

[xµ, xν ]? = iΘµν + Cαβσµ
αγ̇σ

ν
βδ̇

θ̄γ̇ θ̄δ̇ + λµασν
αβ̇

θ̄β̇ − λνασmu
αβ̇

θ̄β̇,

[xµ, θα]? = iλµα + iCαβσµ
βγ̇ θ̄

γ̇,

{θα, θβ}? = Cαβ.

It is not straightforward to apply the method to extended SUSY, because in general
anti-commutator {QI

α, QJ
β} is non-zero central charge. Insteadly we try to do that in some

peculiar way. We introduce central charge coordinate zI and consider the noncommuta-
tivity in it. The twist element is

FZZ = exp

(
i

2
ΞIJZI ⊗ ZJ

)
, ZI =

∂

∂zI

(15)

and gives
[zI , zJ ]? = iΞIJ . (16)

This is meaningful only in the region N ≥ 3. Some other works in extended SUSY case
are [7].

Although we omit the explanation here, we would emphasize that all realizations of
non(anti)commutative superspace above are consistent with twisted algebra, and so as to
preserve twisted super Poincaré symmetry. For more details, please see [6].

3 Summary and Discussion

We have constructed the twisted super Poincaré algebra with proper twist elements and
obtain corresponding commutator relations between coordinates in super space. These
non(anti)commutativity is realized to maintain the twisted super Poincaré symmetry. It
is interesting to know what type of noncommutativity we can get from twisted Hopf. At
this moment we have investigated twisted superconformal algebra and found out the twist
element constructed from conformal supercharge and superconformal generators gives a
exotic noncommutative superspace[8].

References

[1] N. Seiberg and E. Witten, JHEP 9909(1999)032 [hep-th/9908142].

[2] H. Ooguri and C. Vafa, Adv.Theor.Math.Phys.7(2003)53 [hep-th/0302109];
Adv.Theor.Math.Phys.7(2004)405 [hep-th/0303063].

[3] N. Seiberg, JHEP 0306(2003)010 [hep-th/0305248]; N. Berkovits and N. Seiberg,
JHEP 0307(2003)010 [hep-th/0306226].

[4] M. Chaichian, P. P. Kulish, K. Nishijima and A. Tureanu, Phys. Lett. B604
98(2004)[hep-th/0408069].

[5] R. Oeckl, Nucl. Phys. B571 559(2000)[hep-th/0003018].

[6] Y. Kobayashi and S. Sasaki, To appear in Int.J.Mod.Phys.A(2005)[hep-th/0410164]

159



[7] B.M. Zupnik, Phys.Lett. B627(2005)208-216[hep-th/0506043]; M. Ihl and C. Sae-
mann, hep-th/0506057.

[8] M. Irisawa, Y. Kobayashi and S. Sasaki, in preparation.

160



Twist of quantum group and
noncommutative field theory

P. P. Kulish∗
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Abstract

The role of quantum universal enveloping algebras of symmetries in construct-
ing a noncommutative geometry of space-time and corresponding field theory is
discussed. It is shown that in the framework of the twist theory of quantum groups,
the noncommutative space-time defined by coordinates with Heisenberg commu-
tation relations is Poincaré invariant, as well as the corresponding field theory.
Noncommutative parameters of global transformations are introduced.

One of attempts to study the structure of spacetime at Planck scale is related with a
possible noncommutative nature of spacetime, hence, with a noncommutative geometry
(see [1] and references therein). In this paper we would like to draw attention to interrela-
tions between noncommutative quantum field theories and quantum groups [2]. Recently,
an active research takes place in noncommutative field theory related to noncommuta-
tive geometry (see the reviews [3, 4] and references therein). One source of examples of
noncommutative geometry is the theory of quantum groups [5, 6]. The reason for this is
that the latter are, loosely speaking, deformations of Lie groups, which provide numerous
geometric structures. There are corresponding structures in quantum groups (QG), where
the commutative algebra of functions F (G) on a Lie group G is deformed into an appro-
priate noncommutative algebra Fq(G), which is defined e.g. by generators and relations
[7]. Homogeneous spaces are also subject to deformation, for example SL(2) → SLq(2) or
SU(2) → SUq(2) and two-dimensional plane (x, y) → “quantum plane” (x, y)q, or Podlez
q-sphere (x, y, z) → (x, y, z)q. It has been observed by several authors (see e.g. [8, 9, 10, 2])
that the twist theory of quantum groups provides a very useful tool for constructing non-
commutative geometry of space-time, including vector bundles, measure, and equations
of motion and their solutions.

The most important space of relativistic theory is four-dimensional Minkowski space-
time M, with coordinates xµ, and with the Poincaré algebra acting on xµ. To construct
NC field theory, the commutative algebra of functions C(M) on M is deformed to a
noncommutative (NC) algebra Cθ(M). This algebra is generated by NC coordinates xµ,
and probably the simplest relations among the xµ are

[x̂µ, x̂ν ] = x̂µx̂ν − x̂ν x̂µ = iθµν , (1)

with a constant antisymmetric matrix θ (see [3, 4]).

∗This research was supported in part by the RFBR grant 05-01-00922
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There are many possible commutation relations (CR) for xµ, xν with the right hand
side linear or quadratic in xµ (see [11, 12]). However, those written above follow from a
special limit of string theory [13] and have attracted substantial interest.

To construct a field theory on noncommutative space-time with CR (1) for the coor-
dinates, one has to substitute the commutative algebra of fields (functions on M) by the
noncommutative algebra Cθ. In the case of the CR (1) there is a Weyl-Moyal correspon-
dence between these algebras through the Fourier transform. It maps a smooth function
ϕ(x) ∈ C(M) to an element of the algebra Cθ,

ϕ(x̂) =
1

(2π)4

∫
d4kϕ̃(k) exp(ikx̂), (2)

with ϕ̃(k) being the Fourier transform of the function ϕ(x),

ϕ̃(k) =

∫
d4xϕ(x)e−ikx.

Then the noncommutative product in the algebra Cθ is

ϕ(x̂)g(x̂) =

∫
dk1

(2π)4

dk2

(2π)4
ϕ̃(k1)g̃(k2)e

ik1x̂eik2x̂

=

∫
dk1

(2π)4

dk′2
(2π)4

ϕ̃(k1)g̃(k′2 − k1)e
−iθ(k1,k′2)eik′2x̂,

(3)

where the notation θ(k, p) := 1
2
θµνkµpν is introduced for the antisymmetric quadratic

form.
Interpreting the convolution of ϕ̃(k1) and g̃(k2) with the weight function

exp(−iθ(k1, k2)) as the Fourier transform of a new product (∗-product) of the elements
ϕ(x), g(x) ∈ C(M) one gets

ϕ(x) ∗ g(x) =

∫
dk1

(2π)4

dk′2
(2π)4

ϕ̃(k1)g̃(k′2 − k1)
∑

n

1

n!
(−iθ(k1, k

′
2))

neik′2x. (4)

It is not difficult to check that this ∗-product on C(M) is still associative, albeit non-
commutative. The exponential function exp(ikx̂) generates symmetrized ∗-products of
x̂ν , which coincide with the usual products of commutative xν . Let us point out that the
“∗-product” is a general notion of deformation quantization (see the review [14]).

It follows that a field theory on the NC space-time can be constructed using fields
ϕ(x) ∈ C(M), but with multiplication given by the ∗-product. To fix an action one needs
a linear functional on Cθ, and it is represented as an integral on C(M) of the usual form,
e.g.

S[ϕ] =

∫
dx{1

2
(∂µϕ(x))2 +

m2

2
(ϕ(x))2 +

g2

4!
(ϕ(x))4

∗}. (5)

The integral of the ∗-product of several functions is invariant only under the cyclic per-
mutations, similarly to the trace of operators:

∫
dxf1(x) ∗ f2(x) ∗ . . . ∗ fn(x) =

∫
dx f2(x) ∗ . . . ∗ fn(x) ∗ f1(x).

For this reason
∫

dxf1(x)∗f2(x) =
∫

dxf1(x)·f2(x), and NC field theory and ordinary field
theory conincide on the free field level (the action with quadratic terms only). However,
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the interaction term being written as the ∗-product of the fields, describes a nonlocal
interaction, e.g. for the ϕ3

∗-theory

∫
dx (ϕ(x))3

∗ =

∫ ∏
a

(
dka

(2π)4
ϕ̃(ka)

)
exp(−i

∑

b<c

θ(kb, kc))δ(
∑

j

kj)

=

∫ ∏
a

dxa ϕ(x1)ϕ(x2)ϕ(x3) exp(2i(x1 − x3)θ
−1(x2 − x3)),

provided that the matrix θ is invertible (or one has to restrict the arguments to those xj

for which θij has an inverse).
Quantization of the scalar field theory with the action S[ϕ] by path integral methods

yields the standard perturbation theory, but the interaction vertices include an extra
oscillating factor,

V (k1, . . . , k4) =
g2

4!
δ(

∑
a

ka)
∏

b<c

e−
i
2
θµνkµ

b kν
c .

This factor has only cyclic symmetry (due to the delta-function) and results in different
contributions as compared to local QFT, and even in a different structure of the Feynman
diagrams (planar versus non-planar graphs). The diagrammatic analysis of unitarity
yields a condition on θµν : θ0j = 0. Thus the time coordinate commutes with the space
coordinates, and one can apply the Hamiltonian formalism for the action (5).

Reformulating NC space-time field theory as a usual one (5) with a nonlocal interac-
tion, it is possible to apply standard techniques to quantize it. An obvious drawback is
the appearence of the set of constants θµν breaking the Lorentz invariance: xµ → Λµ

νx
ν ,

θµν → Λµ
αΛν

β θαβ = θ̃µν 6= θµν . To cure this problem we propose to use a quantum group
technique.

In this discussion we need such objects from the theory of quantum groups as a Hopf
algebra H, its H-module algebra A, H-modules and A-modules V,W (linear spaces for
H- and A-representations). At the same time these objects have a physical interpreta-
tion: H is the symmetry algebra of the system under consideration, A is the algebra of
observables, and their representation space is the space of states of the system. There are
also additional structures, such as a ∗-operation (real form), a scalar product etc., which
will be introduced later.

The symmetry of the relativistic field theory is described by the universal enveloping
algebra U(P) of the Poincaré Lie algebra P with generators Pµ of translations and Mµν

of rotations:

[Pµ, Pν ] = 0,

[Mµν ,Mαβ] = −i(ηµαMνβ − ηµβMνα − ηναMµβ + ηνβMµα),

[Mµν , Pα] = −i(ηµαPν − ηναPµ).

(6)

The essential part of the Hopf algebra structures H(m, ∆, γ, ε) (see [5, 6] for details) is
given by the associative product (with the commutation relations (6) for U(P) in our case)
and by a coproduct map ∆ : H → H⊗H defining an action of the Hopf algebra H in the
tensor product of two (or more) of its representations. The action of the generators Y ∈ P
in a tensor product V⊗W is given by the symmetric map (coproduct) ∆(Y ) = Y⊗1+1⊗Y ,
or

∆(Y )(v ⊗ w) = (Ŷ v)⊗ w + v ⊗ (Ŷ w), (7)
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where the hat means the action of a Hopf algebra element in the corresponding represen-
tation space. There are two other maps in the definition of the Hopf algebra: the counit
ε : H → C (a one-dimensional representation of H) and the antipode γ : H → H, which is
an algebra antihomomorphism. These maps are subject to quite a few axioms, of course
[5, 6]. On the generators of U(P) the antipode and counit are: γ(Y ) = −Y, ε(Y ) =
0, ε(1) = 1.

There is a useful transformation (twist) of the structure maps of a Hopf algebra,
which is an equivalence relation among Hopf algebras, preserving their category of rep-
resentations. This transformation H → Ht is realized by an invertible twist element
F =

∑
i f

i
1⊗ f i

2 ∈ H⊗H [15]. It does not change the multiplication in H, but transforms
the coproduct according to

∆(h) → ∆t(h) = F∆(h)F−1, h ∈ H.

This similarity transformation preserves the coassociativity of the twisted coproduct if F
satisfies the following twist equation (two-cocycle condition) in H⊗H⊗H [15]

F12(∆⊗ id)F = F23(id⊗∆)F , (ε⊗ id)F = 1⊗ 1, (8)

where F23 means
∑

i 1 ⊗ f i
1 ⊗ f i

2 ∈ H⊗3, and (∆ ⊗ id)F :=
∑

i ∆(f i
1) ⊗ f i

2 ∈ H⊗3. The
twist does not change the counit homomorphism, but similarity-transforms the antipode:

γ(Y ) → γt(Y ) = uγ(Y )u−1, where u =
∑

i

f i
1 · γ(f i

2) ∈ H. (9)

Usually the twist element is not symmetric under the permuation of tensor factors: F 6=
F21 =

∑
i f

i
2 ⊗ f i

1. Hence, the twisted coproduct ∆t(h) :=
∑

h(1) ⊗ h(2) is also non-
symmetric

∆t(h) 6= ∆op
t (h) =

∑
h(2) ⊗ h(1).

However, for the quantum group case these coproducts are related by a similarity trans-
formation with the R-matrix:

R∆t = ∆op
t R, R =

∑
R1 ⊗R2 ∈ H ⊗H.

In our case, starting with the symmetric coproduct (7) the R-matrix is given by R =
F21F−1.

There are well-known statements from the theory of quantum groups which will be
used in our discussion of a particular case of noncommutative space-time. Having an
action of H on an associative algebra A with consistency of the coproduct of H and
multiplication of A (a Leibniz rule),

ĥ(a · b) =
∑

(ĥ(1)a) · (ĥ(2)b),

the multiplication in A has to be changed after twisting H → Ht. The new product in
At is

a ∗ b =
∑

(ˆ̄f
i

1a) · (ˆ̄f i

2b), a, b ∈ At, (10)

where a notation was introduced for F−1 :=
∑

f̄ i
1 ⊗ f̄ i

2, and the action (representation)
of elements from H on elements from At is the same as before twisting.

164



The product ϕ(xµ
1) ∗ ϕ(xν

2) of quantum fields with independent arguments belongs to
the tensor product of two copies of the algebra Cθ(M). After twisting of H the elements
of different copies of A⊗A will not commute:

(a1 ⊗ 1)(1⊗ a2) = (a1 ⊗ a2), but

(1⊗ a2)(a1 ⊗ 1) = (R̂2a1)⊗ (R̂1a2) 6= (a1 ⊗ a2), ∀a1, a2 ∈ A. (11)

(Recall that the hat indicates the action of Hopf algebra elements on the relevant repre-
sentation spaces.)

It is important that real forms survive a twist. Recall that a ∗-operation (real form) on
a Hopf algebraH means an antilinear involutive algebra anti-automorphism and coalgebra
automorphism. Due to the uniqueness of the antipode, the identity γ∗ = ∗γ−1 is always
valid, and one can re-define the real form as γ2n∗ for any integer number n. We can
also consider homomorphic and anti-cohomomorphic antilinear operations of the kind
ξ = γ2n+1∗.

To ensure consistency between real forms and the action of H on some H-module
algebra A with anti-involution a → ā, one has to require (ha) = γ(h∗)ā, for h ∈ H and
a ∈ A. So by the real form of a quantum algebra we will mean a homomorphic and
anti-cohomomorphic antilinear involution ξ = γ ◦ ∗.

Twisting a Hopf algebra H → Ht the same ∗-operation is defined on Ht if the twist
F satisfies the condition

F∗ =
∑

f ∗1 ⊗ f ∗2 = F−1 =
∑

f̄1 ⊗ f̄2. (12)

For the involution ξ the analogous natural requirement is [8]

(ξ ⊗ ξ)F = τ(F) := F21 =
∑

f2 ⊗ f1, (13)

where τ is the permutation of the factors in H⊗H.
Suppose now that A possesses a measure µ, i.e. a linear functional positive on elements

of the form a · ā (like the function algebra on a locally compact topological space does).
The same measure is valid for At, for these H-module algebras A and At coincide as

linear spaces [8]. Indeed, we find a ∗ ā = f̄1a · f̄2ā = f̄1a · (ξ(f̄2)a). If identity (13) is
fulfilled, the relation f̄1⊗ξ(f̄2) = ξ(f̄2)⊗ f̄1 holds as well and, consequently, f̄1⊗ξ(f̄2) can
be represented by a sum

∑
ϕi ⊗ ϕi. Further, we have a ∗ ā =

∑
ϕia · ϕia, and therefore

µ(a ∗ ā) ≥ 0. In case that (12) is true, one can extend the Hopf algebra by adding the
square root of the element u that was introduced in (9). It is straightforward that the

composition of the coboundary twist with the element ∆(u−
1
2 )(u

1
2 ⊗ u

1
2 ) and successive

twist with the element (u−
1
2 ⊗u−

1
2 )F−1(u

1
2 ⊗u

1
2 ) obeys (13). This double transformation

is carried out by means of the 2-cocycle ∆(u−
1
2 )F−1(u

1
2 ⊗ u

1
2 ), and the required property

(13) readily follows from (12) and the identity (u ⊗ u)τ(γ ⊗ γ)(F−1) = F∆(u) fulfilled
for any solution to the twist equation [15] (the element u is exactly the same as the
one taking part in the definition of the twisted antipode (9)). So we can apply all the
previous considerations to this composite twist, which differs from initial one by an inner
automorphism only.

Let’s deform the Poincaré algebra U(P) as a Hopf algebra by a simple twist element
depending only on the generators of translations Pµ (an abelian subalgebra of P) [2]:

F = exp

(
i

2
θµνPµ ⊗ Pν

)
(14)
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with a constant matrix θµν (we take it to be real and antisymmetric). As an associative
algebra Ut(P) is not changed (we have the same commutation relations of generators
Mµν , Pα) nor is the coproduct of Pα : ∆t(Pα) = ∆(Pα). However, the coproduct of Mµν

is changed:

∆t(Mµν) = Ad

(
exp

(
i

2
θαβPα ⊗ Pβ

))
∆(Mµν)

= ∆(Mµν)− 1

2
θαβ ((ηαµPν − ηανPµ)⊗ Pβ + Pα ⊗ (ηβµPν − ηβνPµ)) .

(15)

It was already mentioned that the coproduct defines an action of the Hopf algebra on
the product of elements from A, and the product of A is also changed accordingly, to
be consistent with ∆t. The algebra C(M) is generated by the xµ, and after twisting
C(M) → Ct(M) the new product is

xµ ∗ xν =
∑

(ˆ̄f 1x
µ)(ˆ̄f 2x

ν)

=
∑∞

k=0
(i/2)k

k!

∏k
j=1 θµj ,νj (∂µ1 . . . ∂µk

xµ) (∂ν1 . . . ∂νk
xν)

= xµxν +
i

2
θµν .

(16)

Hence,
[xµ, xν ]∗ := xµ ∗ xν − xν ∗ xµ = iθµν , (17)

and this yields Ct(M) = Cθ. One can check that with the deformed coproduct (15) these
CR are invariant under the action of Mµν [2].

The action of momentum generators Pµ on clanical and quantum fields ϕ(x) is sup-
posed to be the same

Pµϕ(x) = i
∂

∂xµ
ϕ(x).

However, in classical theory fields are given by different smooth functions as elements of
C(M) with Fourier expension (2) and the generators are realized as partial derivatives
Pµ = i∂/∂xµ. In quantum theory ϕ(x) and Pµ are fixed operators as elements of the
algebra of observables A. The action of Pµ on ϕ(x) is defined by the commutator

Pµ · ϕ(x) = [Pµ, ϕ(x)],

and having in mind the expension of ϕ(x) in terms of the creation and annihilation
operators a(k), a†(p), one gets

[Pµ, a(k)] = −kµa(k).

Using the twist element F = exp( i
2
θPµ ⊗ Pν), we have to change product of observables

according to the general rule

a ∗ b = m ◦ (e−
i
2
θµνPµ⊗Pν )(a⊗ b)

= m ◦
( ∞∑

n=0

1

n!

(−i

2

)n n∏
j=1

θµjνjadPµj
⊗ adPνj

)
(a⊗ b). (18)

Hence, the twisted products of the creation and annihilation operators are

a(k) ∗ a(p) = a(k)a(p)e−iθ(k,p) (19)

a(k) ∗ a†(p) = a(k)a†(p)eiθ(k,p). (20)
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Being expressed in terms of the deformed ∗-product, the commutation relations are

a(k) ∗ a(p) = a(p) ∗ a(k)e−2iθ(k,p)

a(k) ∗ a†(p)− e2iθ(k,p)a†(p) ∗ a(k) = δ(k − p), (21)

where θ(k, p) = −θ(p, k) = 1
2
θµνkµpν . The relations (21) reproduce a scalar Zamolod-

chikov–Faddeev algebra (cf [16]).
The parameters Λµ

ν(ω), aµ of the global Poincaré transformations generate the algebra
of functions F (G) on the Poincaré group G. This commutative algebra F (G) ' (U(P))∗

is dual to U(P), and after twisting U(P) the product of the dual Hopf algebra (U(P))∗ is
changed.

An important object connecting a pair of dual Hopf algebras is the canonical element
(a bicharacter) [6]

T =
∑

ek ⊗ ek, ek ∈ H∗, ek ∈ H,

where ek and em are dual linear bases of H∗ and H. Here we have

T = exp(iaµPµ) exp(iωµνMµν).

In the case of the twist (14) the generators ωµν or Λµ
ν(ω) are the same (commutative),

but the aµ become noncommutative (see [9, 17]),

[aµ, aν ] = iθµν − iΛµ
αΛν

βθαβ. (22)

This can be obtained from the RTT-relations [7] using the matrix representation of U(P)
and the R-matrix, or from the general recipe (10) using the U(P)-bimodule structure of
(U(P))∗. Due to the commutativity of Λ(ω), if there are representations V with Λµ

α = δµ
α,

then the aµ are commutative in such V.
The transformation of the coordinates xµ is given by the coaction δ : Cθ → Fθ(G)⊗Cθ,

x̃µ := δ(xµ) = Λµ
α ⊗ xα + aµ ⊗ 1 . (23)

The transformed generators satisfy the same relations, [x̃µ, x̃ν ] = iθµν . Hence one can
conclude that the noncommutative space-time (1) is invariant under the twisted Poincaré
algebra Ut(P).

Tensoring two copies of the NC space-time algebra, Cθ ⊗ Cθ with generators xµ
1 =

xµ ⊗ 1 and xν
2 = 1 ⊗ xν , one gets their commutation relations according to (11) with

R-matrix R = exp (−iθµνPµ ⊗ Pν) [18]:

xµ
1x

ν
2 − xν

2x
µ
1 := xµ ⊗ xν − (1⊗ xν)(xµ ⊗ 1)

= xµ ⊗ xν −
∞∑

k=0

(i)k

k!

k∏
j=1

θµj ,νj (∂ν1 . . . ∂νk
xµ)⊗ (∂µ1 . . . ∂µk

xν)

= xµ ⊗ xν − xµ ⊗ xν − iθνµ = iθµν .

(24)

This property results in an extra factor in the Fourier transform of the vacuum expectation
value 〈ϕ(x1) ∗ ϕ(x2) ∗ · · · ∗ ϕ(xn)〉 of quantum fields [9].

Similar arguments can be applied in the case of (extended) supersymmetry and of the
Poincaré superalgebra sP with additional supercharges (odd generators) Qα, Q̄β̇ to get
a noncommutative superspace as in [19]. The Poincaré Lie superalgebra commutation

167



relations (the commutators below are Z2-graded, i.e. if both elements are odd it is the
anticommutator) are

[Pµ, Qα] = 0, [Mµν , Qα] = i(σµν)
β

α Qβ,

[Qα, Qβ] = 0, [Mµν , Q̄β̇] = i(σ̄µν)
α̇

β̇
Q̄α̇,

[Q̄α̇, Q̄β̇] = 0, [Qα, Q̄β̇] = 2σµ

αβ̇
Pµ.

The generators Pµ, Qα define an abelian (supercommutative) subalgebra, and abelian
twists depending on odd generatorscan be constructed as in the non-graded case, e.g.
F = exp(CαβQα ⊗ Qβ) with symmetric matrix Cαβ = Cβα. The exponent reproduces
a Poisson tensor defining superbrackets (see e.g. [20]), and can be used to construct
noncommutative superspace preserving super-Poincaré covariance [21, 22].

The algebraic sector of the twisted Hopf superalgebra Ut(sP) is not changed, as well as
the coproduct of the abelian subalgebra of (super)translations with the generators Pµ, Qα.
However, the coproducts of Mµν and Q̄β̇ are changed:

∆t(Mµν) = F∆(Mµν)F−1

= ∆(Mµν)− i{Cαβ(σµν)
γ
α + Cαγ(σµν)

β
α}Qγ ⊗Qβ,

∆t(Q̄γ̇) = ∆(Q̄γ̇) + 2Cαβσµ
αγ̇ (Qβ ⊗ Pµ − Pµ ⊗Qβ) .

The standard realization of the supercharges Qα = ∂/∂θα − iσµ
αα̇θ̄α̇∂/∂xµ and Q̄β̇, yields

noncommutative generators of Minkowski superspace sMt,

[θα, θβ] = −2Cαβ, [xµ, θα] = 2iCαβσµ
βγ̇ θ̄

γ̇, [xµ, xν ] = −2Cαβσµ
αγ̇σ

ν
βδ̇

θ̄γ̇ θ̄δ̇.

It is important to point out that generators (parameters) of the deformed Poincaré super-
group dual to Mµν , Pµ, Qα will not be supercommutative. However, their commutation
relations will be different from those of sMt.

Representing the canonical element T of the twisted Poincaré superalgebra Ut(sP )
and its dual quantum Poincaré supergroup in the form

T = exp(λαQα + λ̄α̇Q̄α̇) exp(iaµPµ) exp(iωµνMµν),

one gets e.g. from the RTT-relation that

[λα, λβ] = −2Cαβ + 2(S(ω))α
γ(S(ω))β

δC
γδ,

where (S(ω))β
δ are the Lorentz transformation matrices acting on the chiral spinor indices.

The commutation relations of the NC superspace sMt are invariant with respect to the
twisted Poincaré superalgebra Ut(sP ).
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Abstract

The Landau problem in the noncommutative plane is discussed in the context of
realizations of the two-fold centrally extended planar Galilei group and the anyon
theory.

In 2+1 dimensions, Galilei group admits a two-fold central extension [1, 2] character-
ized by the algebra with the nonzero Poisson bracket relations

{Ki,Pj} = mδij, {Ki,Kj} = −κεij, (1)

{Ki,H} = Pi, {J ,Pi} = εijPj, {J ,Ki} = εijKj, (2)

where m and κ are the central charges. The algebra has the two Casimir elements

C1 = mJ + κH− εijKiPj, C2 = mH− 1

2
P2

i , (3)

which correspond to the (multiplied by the mass m) internal angular momentum (spin)
and energy.

There are two possibilities to realize this algebra as a symmetry of a free particle on a
plane: the minimal realization and the extended one [cf. the two formulations for a free
relativistic anyon [3]]. Requiring that the particle coordinate Xi forms a Galilei covariant
object with respect to the action of the generators J , Pi and Ki, treating the Galilei
generators as integrals of motion and identifying the Pi as the canonical momentum pi,
and, finally, putting the spin and internal energy to be equal to zero (C1 = C2 = 0), we
arrive at the following realization of the generators:

Pi = pi, Ki = mXi − tpi + mθεijpj, J = εijXipj +
1

2
θ~p 2, H =

1

2m
~p 2, (4)

θ = κ/m2. As a result, the Xi has a usual free particle evolution, Ẋi = 1
m

pi. The price we
pay for such a minimal realization of the exotic Galilei algebra is the non-commutativity
of the coordinate components

{Xi, Xj} = θεij, (5)
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and the non-canonical form of the associated symplectic structure

σ0 = dpi ∧ dXi +
1

2
θεijdpi ∧ dpj. (6)

One can define another sort of the coordinate [4, 5],

Yi = Xi + θεijpj. (7)

It has the same bracket with pj,
{Yi, pj} = δij, (8)

and, hence, the same evolution law as the coordinate Xi. In terms of the Yi and Xi, the
symplectic structure and angular momentum are diagonal,

σ0 =
1

2θ
εij (dYi ∧ dYj − dXi ∧ dXj) , J =

1

2θ

(
Y 2

i −X2
i

)
.

On the other hand, in terms of the Yi and pi the boost generator is represented in the
usual form Ki = mYi − tpi. However, the Yi, unlike the Xi, is not covariant with respect
to the Galilei boosts, {Ki, Yj} = tδij −mθεij. As we shall see below, the importance of
the coordinate (7) reveals under coupling the system to the external electric and magnetic
fields.

Due to the noncommutative nature of the both Xi and Yi, there is no coordinate
representation associated with them. But since

{Yi, Yj} = −θεij, {Xi, Yj} = 0, (9)

one can define the third sort of the coordinate,

Xi =
1

2
(Xi + Yi). (10)

It has commuting components and reduces the symplectic structure and angular momen-
tum to a canonical form,

σ0 = dpi ∧ dXi, J = εijXipj.

Like the Yi, the coordinate Xi is not covariant with respect to the Galilean boosts,
{Ki,Xj} = tδij − 1

2
mθεij. The importance of this third coordinate is that at the quan-

tum level it provides us with the Schrödinger representation, X̂iΨ(X ) = XiΨ(X ), p̂i =
−i∂iΨ(X ). In this representation in accordance with Eqs. (10), (7) the action of the
covariant coordinate operator is reduced to the star multiplication [6]:

X̂iΨ(X ) =

(
Xi − i

2
θεij∂j

)
Ψ(X ) ≡ Xi ? Ψ(X ).

We conclude that in the minimal realization of the exotic Galilei group the coordinate
of the free particle cannot be commutative and covariant simultaneously, cf. the case
of the anyons [3]. There exist at least three sorts of the coordinate, each of which has
definite advantages and disadvantages.
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Duval and Horvathy showed [2] that within the minimal realization, the coupling of
the particle to the arbitrary external electric and magnetic fields can be achieved via a
simple generalization of the free symplectic structure and Hamiltonian for

σem = dpi∧dXi+
1

2
θεijdpi∧dpj +

1

2
eB(X)εijdXi∧dXj, Hem =

1

2m
~p 2+eV (X), (11)

where V (X) is a scalar potential associated with the electric field Ei = −∂iV (X). The
Poisson brackets corresponding to the σem are

{Xi, Xj} =
θ

1− eθB
εij, {Xi, pj} =

1

1− eθB
δij, {pi, pj} =

eB

1− eθB
εij, (12)

and the equations of motion for Xi and pi take the form similar to the θ = 0 case but
with the mass m changed for the effective mass m∗ = m(1− eθB). The essential property
of the coordinate Yi defined by Eq. (7) is that it has the same brackets (8), (9) in the
presence of any magnetic field B(X) [4].

It is obvious that in the case of the critical value of the magnetic field B = Bc ≡ (eθ)−1,
for which symplectic form (11) degenerates while brackets (12) blow up and the effective
mass m∗ disappears, has to be treated separately [2, 4]. In [4] it was shown that in this
case the system realizes a Hall-like motion, which is described by the coordinate Yi. On
the other hand, it is clear that in a generic case of the inhomogeneous magnetic field
there is a problem with realization of the operators satisfying the quantum analogs of the
Poisson bracket relations (12).

The simultaneous commutativity and covariance of the coordinate can be incorporated
into the theory via the extended realization of the exotic Galilei group [7, 4]. This is
achieved by supplying the phase space with the two additional canonically conjugate
translation-invariant variables vi associated with an infinite-component Majorana-type
representation of the exotic planar Galilei group, being analogous to the Dirac α matrices.
The symplectic structure is given here by

σ = dpi ∧ dxi +
1

2
κεijdvi ∧ dvj, (13)

and the rotation and the boost generators are realized in the form

J = εijxipj +
1

2
κv2

i , Ki = mxi − tpi + κεijvj, (14)

while as before, the translation generator is identified with pi. Require that the first
Casimir element from (3) takes zero value. Then, with taking into account (14), we fix
the form of the Hamiltonian,

H = ~p~v − 1

2
m~v 2, (15)

and find the equations of motion generated by it,

ẋi = vi, ṗi = 0, v̇i = ωεij(vj −m−1pj), (16)

where ω = m/κ. Like in the case of the Dirac equation, Hamiltonian (15) is linear in
momenta, the velocities are noncommuting, {vi, vj} = −κ−1εij, and in the evolution of
the covariant coordinate xi, {xi, xj} = 0, there appears a Zitterbewegung-like term:

xi(t) = Xi(0) +
1

m
pit− ω−1εijVj(t),
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where
Xi = xi +

κ

m
εijVj, (17)

Vi = vi −m−1pi, (18)

and Vi(t) = (cos ωt ·δij +sin ωt ·εij)Vj(0). The quantities Vi form a planar vector invariant
with respect to the space translations and boosts, {Ki, Vj} = 0, {pi, Vj} = 0, and can be
associated with the internal rotation.

The quantity (17) has the same transformation properties under the action of Pi, Ki

and J as the coordinate xi. Unlike the xi, it is Zitterbewegung-free, Ẋi = m−1pi, and has
the non-commuting components, {Xi, Xj} = θεij [cf. the properties of the covariant coor-
dinate Xi within the minimal realization]. The Xi is analogous to the Foldy-Wouthuysen
coordinate for the Dirac particle. The combination Xi = Xi − 1

2
θεijpj (with Xi given

by (17)) is also Zitterbewegung-free, it has commuting components, but is not covariant
under the action of the Galilei boosts [cf. the properties of the coordinate (10)]. It is
analogous to the Newton-Wigner coordinate for the Dirac particle [8].

It is interesting to note that the dynamical picture of the extended formulation turns
out to be exactly the same as that for the usual planar particle (θ = 0) subjected to the
external homogeneous magnetic and electric fields [5].

The Hamiltonian and the rotation generator are represented equivalently in the form

H =
1

2m
~p 2 − 1

2
m~V 2, (19)

J = εijXipj +
1

2
θ~p 2 +

1

2
κ~V 2,

while the boost generator takes the same form as in (4) with Xi given by Eq. (17). We have
not fixed yet the second Casimir element, which is reduced here to the integral of motion
associated with the Zitterbewegung (circular motion), C2 = m2~V 2. Such a Hamiltonian
system corresponds to a special non-relativistic limit applied to the model of relativistic
particle with torsion [9] associated with the (2+1)-dimensional analog of the Majorana
equation and underlying the theory of relativistic anyons [8]. Like the relativistic analog,
the present system is described by the higher-derivative Lagrangian

L =
1

2
mẋ2

i + θεijẋiẍj, (20)

which was analysed by Lukierski, Stichel and Zakrzewski [10] (ignoring its relation to
the relativistic higher-derivative model [9]). In accordance with the Ostrogradski theory
of higher-derivative systems, at the Hamiltonian level the velocity components ẋi are
identified as independent phase space variables vi.

From the structure of the Hamiltonian (19) and equivalent form of the symplectic
structure (13),

σ = dpi ∧ dXi +
1

2
θεijdpi ∧ dpj +

κ

2
εijdVi ∧ dVj, (21)

it is clear that the system (20) describes not a free particle in the noncommutative plane
but a sort of rotator with degrees of freedom of the ghost nature since they contribute
a negative kinetic term into the Hamiltonian. In order to reduce this system to a free
exotic particle of Duval and Horvathy [2] (which corresponds to a minimal realization of
the two-fold centrally extended Galilei group), it is sufficient to fix the second Casimir
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element by introducing the second class constraints Vi = 0, i = 1, 2 [4]. From the point
of view of such a reduction, the coordinate (17) is the extension of the initial coordinate
xi commuting with the second class constraints [5].

There is also another possibility to reduce the system (20), preserving the linear in the
momentum Hamiltonian structure (15) similar to that of the Dirac equation. Instead of
the two second class constraints, the physical subspace of the system can be singled out
by imposing a complex polarization condition given by one first class complex constraint

V− = 0, (22)

V− = V1 − iV2. Then at the quantum level a state of the system can be decomposed into
the series in the Fock space states associated with the velocity variables v̂± = v̂1 ± iv̂2,
|Ψ〉 =

∑∞
k=0 ψk|k〉v, where v̂−|0〉v = 0. As a result, the quantum system will be described

by the pair of the infinite-component wave equations [7]

i∂tψk +

√
k + 1

2θ

p̂+

m
ψk+1 = 0, (23)

p̂−ψk +

√
2(k + 1)

θ
ψk+1 = 0, (24)

where k = 0, 1, . . . , and p̂± = p̂1±ip̂2. Eq. (23) is the Schrödinger equation corresponding
to the classical Hamiltonian (15), while Eq. (24) is the quantum analog of the classical
constraint (22), whose role is to separate effectively only one independent physical field
degree of freedom. The set (23), (24) has the sense of the infinite-component wave equa-
tions of the Dirac-Majorana-Levy-Leblond type for the exotic particle, associated with the
two-fold central extension of the planar Galilei group. It was obtained in [7] by applying a
special Jackiw-Nair non-relativistic limit [11] to the spinor set of the equations proposed
earlier in [12] for the description of relativistic anyons.

Having in mind the discussed nature of the coordinates which appear in the minimal
realization of the exotic Galilei group, it is clear that the coupling prescription (11) in
the case of the Dirac theory would correspond to the minimal coupling in terms of the
Foldy-Wouhtuysen coordinates. Since the extended formulation of a free exotic particle
results in the free wave equations (23), (24) realized in terms of the commuting covariant
coordinates xi, it is natural to expect that the coupling of the system to external electric
and magnetic fields proceeding from the extended formulation would be more close in
nature to the usual minimal coupling prescription of the Dirac theory.

The coupling of the exotic particle to external electric and magnetic fields in the
extended formulation can be realized as follows [4]. Modify the complex polarization
condition (22) via the minimal coupling prescription, pi → Pi = pi− eAi(x), εij∂iAj = B.
Then the generalization of the Hamiltonian (15) can be fixed from the requirement of its
(weak) commutativity with the changed polarization condition. The essential feature of
such a coupling scheme is that the two real constraints

Λi = vi − 1

m
Pi = 0, {Λi, Λj} = −κ−1(1− β)εij, (25)

β = β(x) = eθB(x), corresponding to one complex polarization condition, change their
nature from the second class into the first class constraints at the critical value of the
magnetic field, B = Bc. As a result, at B = Bc, the constraints (25) eliminate not
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one but two degrees of freedom, leaving only one degree described effectively by the
noncommutative coordinate Yi [4]. In a generic case, the classical Hamiltonian weakly
commuting with constraints (25) and reducing to the Hamiltonian (15) in the free case,
has the form H̃ = HB + U , with

HB =
1

1− β
(Pi − βvi)vi − 1

2
mv2

i , (26)

and U being an arbitrary function of Xi, or Yi.
In the case of homogeneous magnetic field different from the critical one and for zero

electric field (U = 0), the obtained system describes the Landau problem in the non-
commutative plane. It is necessary to distinguish the cases of subcritical and overcritical
magnetic fields. Assume that eθ > 0. Then the physical states for B < Bc are separated
by the quantum polarization condition

Λ̂−|Ψ〉 = 0. (27)

The solutions of Eq. (27) describe the physical states of the form

|Ψ〉phys = exp

(
1

2
θmP̂−v̂+

)
(|0〉v|ψ〉) , (28)

where |0〉v, v̂−|0〉v = 0, is the vacuum state of the Fock space generated by the velocity
operators, and |ψ〉 is a velocity-independent state associated with other degrees of freedom.
The action of the Hamiltonian operator corresponding to (26) is reduced on the states
(28) to

ĤB|Ψ〉phys = exp

(
1

2
θmP̂−v̂+

) (
|0〉vĤ∗|ψ〉

)
, Ĥ∗ =

1

2m∗ P̂+P̂−. (29)

For B < 0, the spectrum of the system is characterized by the energy values EN =
e|B|N/m∗, N = 0, 1, . . ., and by the angular momentum values j = N,N − 1, . . .. For
0 < B < Bc, EN = e|B|(N + 1)/m∗, N = 0, 1, . . ., and j = −N,−N + 1, . . . [4]. The
structure of the physical states is essentially different for B < 0 and 0 < B < Bc: in
the former case, the finite number of the velocity Fock space states |n〉v, n = 0, . . . , N ,
contribute to a physical state, while in the latter case all the infinite tower of the velocity
Fock states (n = 0, 1, . . .) contributes to it. It is essential, however, that in the both
cases the common eigenstates of the energy and angular momentum are normalisable. In
the critical case, due to the first class nature of the constraints (25), equation(27) should
be supplemented with the quantum condition Λ̂+|Ψ〉 = 0. The solutions of these two
equations are given by the wave functions proposed by Laughlin to describe the ground
states in the fractional quantum Hall effect [13], and coincide with the solutions of the
equation (27) taken in the limit B → Bc, for the details see ref. [4].

In the case of overcritical magnetic field B > Bc the solutions of the quantum equation
(27) are not normalisable [4]. The reason of this is rooted in a simple observation. In
accordance with Eq. (25), the brackets between constraints Λi, i = 1, 2, for B > Bc

have an opposite sign in comparison with the subcritical case B < Bc. It means that the
operator Λ̂− being an annihilation-like operator for B < Bc, transforms into the creation-
like operator having no nontrivial kernel for B > Bc. Therefore, in the overcritical case,
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the physical states have to be separated by the quantum condition Λ̂+|Ψ〉 = 0 instead of
the condition (27). This change has to be accompanied by the change of the direction of
time, t → −t [4, 14].

It was observed in [4] that in a generic case of inhomogeneous magnetic field the
quantum analog of the classical Hamiltonian (26) commuting with the quantum condition
(27) has a nonlocal nature. On the other hand, one notes that there exists a class of the
quantum systems with coordinate-dependent mass related to some quasi-exactly solvable
systems [15]. This, probably, indicates that for inhomogeneous magnetic field of a special
form the problem of non-locality of the quantum Hamiltonian can be solved using some
ideas related to quasi-exact solvability and supersymmetry [16].

Since the exotic particle system in the noncommutative plane is related via a special
non-relativistic limit to the relativistic anyon, this means that the phenomenon similar to
the existence of the critical magnetic field should also exist if one couples the latter system
to the external electromagnetic field. The problem of non-locality should also reveal itself
there for electromagnetic field of a generic form.
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N = 1/2 Supersymmetric Non-Linear
Sigma-Models from Non-anticommutative

Superspace

Shin Sasaki

1 Construction of component Lagrangians

In this talk, we showed that the component structure of four-dimensional N = 1/2 non-
anticommutative (NAC) deformed supersymmetric non-linear sigma models (NLSMs) and
their applications. The non-anticommutativity of the four-dimensional N = (1

2
, 1

2
) su-

perspace, {θα, θβ} = Cαβ, originates from the non-trivial background supergravity field
(anti self-dual graviphoton) Fαβ [1]. The non-anticommutative deformed gauge model
(N = 1/2 super Yang-Mills) and Wess-Zumino model have been intensively investigated
in the literature.

Recently, we found the compact form of the superpotential deformation caused by
the non-anticommutativity [2]. In [2], for four-dimensional single chiral model, the non-
anticommutativity can be re-interpreted as the splitting effect on the target space of the
superpotential;

∫
d2θ W?(Φ) =

1

2c
[W (A + cF )−W (A− cF )]−

ψ2

4cF

[
∂W (A + cF )

∂A
− ∂W (A− cF )

∂A

]
. (1)

Where, Φ(y) = A(y) + i
√

2θψ(y) + θ2F (y) is a chiral superfield and c ≡ √− det C is
the deformation parameter. This result was extended to the multi-chiral case and to the
Kähler potential K(Φ, Φ) in the context of two-dimensional non-linear sigma model [3].

On the other hand, the structure of component Lagrangian for N = 1/2 NAC de-
formed four-dimensional sigma-models were evaluated as the infinite power series of the
deformation parameter c [7, 8]. Soon after the work [2], the compact form of the deformed
Lagrangian for full-symmetric and other symmetric ordered case were found [7, 8]. For
example, full-symmetrization of chiral and anti-chiral superfield ordering result is

L =

∫
d4θ K(Ai, F i, Φ

j̄
) +

∫
d2θ W(Ai, F i) +

∫
d2θ̄ W(Φ

j̄
)

−¤Āj̄K,j̄ −
c

2
¤Āk̄ψiψjK′,ijk̄ +¤Āj̄K′′,j̄ , (2)

where, i, j, · · · = 1, 2, · · · , N and

W(Ai, F i) ≡ 1

2

∫ 1

−1

dτ W (Ai + τcF i),
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K(Ai, F i, Āj̄) ≡ 1

2

∫ 1

−1

dτ K(Ai + τcF i, Āj̄),

K′(Ai, F i, Āj̄) ≡ 1

2

∫ 1

−1

dτ τK(Ai + τcF i, Āj̄),

K′′(Ai, F i, Āj̄) ≡ 1

2

∫ 1

−1

dτ
∂

∂τ

(
τK(Ai + τcF i, Āj̄)

)
. (3)

The subscript , ij̄ · · · means the differentiation with respect to Ai, Āj̄. For the multi-chiral
superfields case, the non-anticommutativity of the fermionic coordinates is re-interpreted
as the “fuzziness” of the non-linear sigma model target space. The fuzziness is controlled
by the auxiliary fields F i.

Another possible way of the non-anticommutative deformation of the Kähler potential
is to interpret it as some kind of the effective chiral superpotential - which we call chiral
reduced model [4]. In [4], we first performed the anti-chiral integration

∫
d2θ̄ in the kinetic

part,

SK =

∫
d4xd2θd2θ̄ K(Φi, Φ

j
) =

∫
d4yd2θd2θ̄ K(Φi, Φ

j
)

︸ ︷︷ ︸
chiral base

= −1

4

∫
d4yd2θ Dα̇D

α̇
K(Φi, Φ

j
)

∣∣∣∣
θ̄=0

= −1

4

∫
d4yd2θ

(
∂2K

∂Φ
ī
∂Φ

j̄
Dα̇Φ

j̄
D

α̇
Φ

ī
+

∂K

∂Φ
ī
Dα̇D

α̇
Φ

ī
)∣∣∣∣

= −1

4

∫
d4yd2θ

[
∂2K

∂Āī∂Āj̄
Dα̇Φ

j̄
∣∣∣ D

α̇
Φ

ī
∣∣∣ +

∂K

∂Φ
ī

(
Dα̇D

α̇
Φ

ī
)∣∣∣

]
. (4)

Be careful that all superfields appearing in this form, i.e.

∂2K(Φ, Φ)

∂Φ
ī
∂Φ

j̄

∣∣∣∣
θ̄=0

=
∂2K(Φ, Ā)

∂Āī∂Āj̄
,

∂K(Φ, Φ̄)

∂Φ
ī

∣∣∣∣
θ̄=0

=
∂K(Φ, Ā)

∂Āī
,

Dα̇Φ
ī
∣∣∣
θ̄=0

=
√

2ψ̄ ī
α̇ − 2iθα(σm)αα̇∂mĀī,

Dα̇Φ
ī
∣∣∣
θ̄=0

D
α̇
Φ

j̄
∣∣∣
θ̄=0

= 2ψ̄ īψ̄j̄ − 4
√

2i
(
θσmψ̄(̄i

)
∂mĀj̄) − 4θ2∂mĀī∂mĀj̄, (5)

are all chiral. This is identity (up to total derivative) in this stage. Next, let us introduce
the non-anticommutativity, that is, replace all the products with star and symmetrize
the ordering. We would like to note that because we adapted non-supersymmetric Q-
deformation in this model, i.e. the star product contains only supercharge Q, superco-
variant derivative is intact under the non-anticommutativity and can pass through the
star product.

After treating the integrated Kähler potential as some kind of the effective chiral
superpotential and calculating the Grassmann integration explicitly, we see the result is

Lchiral reduced = F iY,i +∂mĀp̄∂mĀq̄K,p̄q̄ +¤Āp̄K,p̄−1

2
(ψiψj)Y,ij

−i(ψiσmψ̄p̄)∂mĀq̄K,ip̄q̄ −i(ψiσm∂mψ̄p̄)K,ip̄ , (6)
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where

Y (A, Ā, F, F̄ ) = F̄ p̄K,p̄−1

2
(ψ̄p̄ψ̄q̄)K,p̄q̄ +c∂mĀp̄∂mĀq̄K′,p̄q̄ +c¤Āp̄K′,p̄ . (7)

The symmetrization play a role of neglecting the bare contributions of non-anticommuta-
tive parameter Cαβ. Because the Grassmann even superfield contribution Cαβ ∂Φ1

∂θα
∂Φ2

∂θβ

∣∣
sym

always cancel out. So, this deformation doesn’t introduce Lorentz symmetry violating
terms1.

We would like to stress that the chiral-reduced result [4], full-symmetric ordering
[8], chiral-antichiral ordering [7] and also the quotient construction [6] all give different
component structures. Which implies that there exists some ambiguity to construct the
component Lagrangian of the deformed non-linear sigma models. The relations among
various non-anticommutative deformation of 4D non-linear sigma models are summarized
in fig.[1].

Figure 1: Various possibility of the non-anticommutative deformed 4D NLSMs

Note that in any case, it is highly non-trivial to solve the equation of motion for the
auxiliary fields because in general, it becomes non-linear equation.

2 Kähler invariance

The commutative supersymmetric non-linear sigma model has Kähler invariance, i.e. the
action (and also the metric gij̄ = ∂Ai∂Āj̄K) is invariant under the transformation

K(A, Ā) −→ K(A, Ā) + f(A) + f̄(Ā). (8)

What is the corresponding invariance in the case of non-anticommutative theory? The
naive counterpart is the star deformed version of the equation (8)

K?(Φ, Φ̄) −→ K?(Φ, Φ̄) + f?(Φ) + f̄?(Φ̄). (9)

1Relating this fact, we would like to note about the previous work [6] in which they constructed non-
anticommutative deformed CPn sigma model by the quotient construction. The component result of [6]
contains a Lorentz violating term LC = 2gab̄gcd̄C

αβ(σmn) γ
β ψa

αψc
γ(∂mĀb̄)(∂nĀd̄).
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The invariance under the transformation (9) can be checked easily at the stage of superfield
Lagrangian

δL =

∫
d2θd2θ̄ f?(Φ

i) +

∫
d2θd2θ̄ f̄?(Φ

j
). (10)

The first term is exactly zero because the star product (in the Q-deformation) doesn’t
break the chirality, so f?(Φ) is always chiral superfield and gives zero after θ̄ integration.
The second term is essentially undeformed anti-chiral superpotential, therefore it is anti-
chiral superfield and gives zero contribution after θ integration. So, the NAC deformed
action is star Kähler invariant obviously.

On the other hand, we can interpret the non-anticommutative theory as the deformed
(anti)commutative theory after evaluating the nilpotent star product. It is important to
study the original Kähler invariance, namely, under the transformation (8). In [5], we
showed the Kähler invariance is preserved in the chiral reduced model. Here, let us check
the invariance of the single chiral (N = 1) full symmetric ordering result. First, Kähler
potential with mixed derivatives with respect to A, Ā is always Kähler invariant2. It is
easily found that the terms that have the structure K,ĀĀ··· (A+cF, Ā)−K,ĀĀ··· (A−cF, Ā)
is always invariant. The only nontrivial part is the scalar kinetic term which gives

δ

[
¤Ā

2

(
K,Ā (A + cF, Ā) + K,Ā (A− cF, Ā)

)
+

1

2
∂mĀ∂mĀ

∫ 1

−1

dτ K,ĀĀ (A + τcF, Ā)

]

= ¤Ā · f̄ ′(Ā) +
1

2
∂mĀ∂mĀ

∫ 1

−1

dτ f̄ ′′(Ā)

= ¤Ā · f̄ ′(Ā) + ∂mĀ∂mĀ · f̄ ′′(Ā) = (total derivative). (11)

Then, full-symmetric ordering result also preserves Kähler invariance. It is easy task to
check the Kähler invariance of the chiral-antichiral ordering Lagrangian and multi-chiral
case.

3 Application

Next, we focus on the specific model, especially, the N = 1/2 non-anticommutative
deformed CP 1 model. First, we are going to study the on-shell structure of this model.
For the chiral-reduced, full-symmetric, chiral-antichiral symmetric models, the deformed
equation of motion for the auxiliary field becomes the same structure;

1

2c

[
K,Ā (A + cF, Ā)−K,Ā (A− cF, Ā)

]

− 1

4cF
ψ2

[
K,AĀ (A + cF, Ā)−K,A,Ā (A− cF, Ā)

]
+ W,Ā = 0. (12)

For simplicity, we here drop the superpotential part. In the CP 1 case K(A, Ā) = α ln(1+
κ−2AĀ), - α and κ are some constants - we see the equation (12) reduces to the form

F 3 − (Āc)−2(κ2 + AĀ)2F − (Āc)−2ψ2(κ2 + AĀ) = 0. (13)

2Be careful that we have to consider Kaḧler transformation before solving the equation of motion for
the auxiliary field.
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Thanks to the nilpotent property of ψ2, we can simplify the solutions to the equation
(13). The result is

F0 = − Āψ2

κ2 + AĀ
(undeformed phase),

F± =
1

2

Āψ2

κ2 + AĀ
− κ2 + AĀ

(Āc)2
(deformed phase). (14)

Consistency with the commutative limit c → 0 requires only the undeformed solution
F0 (Deformed phase solution becomes singular). In this case, after putting the solution
F = F0(A, Ā, ψ, ψ̄) back into the deformed Lagrangian, we can say that this undeformed
solution gives undeformed (c = 0) Lagrangian on-shell 3, i.e.

LCP 1

deformed

∣∣∣
F=F0

= LCP 1

c=0 . (15)

In this case, the half of supersymmetry that was broken by the non-anticommutativity is
recovered. This is the special situation for the CP 1 model.

Next task is to find the deformed structure of this target space geometry. To find
the deformed structure, we first want to calculate the deformed metric on this target
space. The structure of the metric is different corresponding to which ordering or chiral
reduced model we choose. The explicit calculation shows the metric is controlled by
the given superpotential W (Φ) in each case. To see this fact, let us concentrate on the
superpotential contribution to the auxiliary field. For simplicity, put the fermion to be
zero. Then the equation of motion for the auxiliary field in the case of the CP 1 is

A + cF

1 + κ−2(A + cF )Ā
− A− cF

1 + κ−2(A− cF )Ā
+

2κ2c

α
W,Ā = 0. (16)

Solution to this equation is

F =
ακ2 ±

√
(ακ)2 − [

2cĀW,Ā (κ2 + AĀ)
]2

2c2Ā2W,Ā
. (17)

This apparently depends on the given superpotential W (Φ) through the NAC parameter
c. The explicit calculation allows us to see that this dependence is succeeded to the
metric. This fact is the special property for the non-anticommutative deformed theory
and it is interesting to investigate the deformed geometry of the target space of N = 1/2
non-linear sigma models.
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Abstract

Lorentz invariant supersymmetric deformations of superspaces based on the
Moyal star product parametrized by a Majorana spinor λa are proposed. The con-
structed invariant Moyal brackets are found to be in a one to one correspondence
with the well known field dependent Lorentz noninvariant (anti)commutators of su-
percoordinates. The correspondence is fixed by the map: B−1

mn ↔ iψmψn, Cab ↔
λaλb, Ψa

m ↔ ψmλa which is valid up to the second order corrections in the defor-
mation parameter h, where ψm = −1

2(θ̄γmλ) is a composite Grassmannian vector.

1 Introduction

Studying noncommutative geometry attracts a great interest [1, 2, 3, 4, 5, 6, 7, 8, 9, 10,
11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. Much attention has been paid to the role of the
constant background fields of supergravity - Bmn, the graviphoton Cab and the gravitino
Ψa

m - as the souce of the superspace deformations [11], [16], [17], [18], [19], [20]. The
presence of the background in the (anti)commutators of the (super)coordinate operators
has raised the problem of the Lorentz symmetry breaking introduced by the deformations.
The proposal to overcome this problem by the transition to a twisted Hopf algebra inter-
pretation was recently advanced [21] and its supersymmetric generalization was developed
in [22],[23], [24]. Another way was observed in [25], where the Hamiltonian structure of
a twistor-like model [26] of super p-brane embedded in N = 1 superspace extended by
tensor central charge coordinates was studied. The Lorentz covariant and supersymmetric
non(anti)commutative Dirac bracket relations among the brane (super)coordinates with
the r.h.s. parametrized by auxiliary spinor variables were derived there. It attracts to
think on a hidden spinor structure possibly associated with the Penrose twistor picture
[27, 28, 29, 30, 31] behind the non(anti)commutativity . With this purpose we start
here with a spinor extension of the N = 1 D = 4 superspace (xm, θa) by one commuting
Majorana spinor λa and construct Lorentz invariant supersymmetric Poisson and Moyal
brackets generating non(anti)commutative relations of the (super)coordinates. The r.h.s
of the brackets of xm among themselves and with θa contain the real (or complex) Grass-
mannian vector ψm known from the theory of spinning strings and particles [32]. The
odd vector ψm appears here as an effective variable ψm = −1

2
(θ̄γmλ) [33] composed of the
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two Majorana spinors λa, θa and encoding the initial degrees of freedom described by θa.
We found a correspondence between the presented here Lorentz invariant Moyal brackets
and the above mentioned (anti)commutators depending of the supergravity background
and the string tension parameter α′. This correspondence is schematically illustrated by
the map: B−1

mn ↔ iψmψn, Cab ↔ λaλb, Ψa
m ↔ ψmλa transforming the field dependent

(anti)commutators into the Moyal brackets. We found that the map is valid up to the
second order corrections in the deformation parameter h and it works in more sophisti-
cated cases considered below. We studied the null twistor realization of the brackets and
found correlation between supersymmetry and non(anti)commutative deformations. The
Lorentz invariant supersymmetric brackets where θ-nonanticommutativity occurs only for
the components of θa with opposite chirality were constructed. The possibilities for the
generalizations to higher D = 2, 3, 4(mod8), extended supersymmetry with N > 1 and
for the presence of additional auxiliary spinors are proposed.

2 Lorentz invariant splitting of SUSY algebra

The D = 4 N = 1 supersymmetry transformations in the presence of the twistor-like
Majorana spinor (να, ν̄α̇) are given by the relations [25]

δθα = εα, δxαα̇ = 2i(εαθ̄α̇ − θαε̄α̇), δνα = 0, (1)

and the correspondent supersymmetric derivatives ∂αα̇ ≡ ∂
∂xαα̇

and Dα, D̄α̇ are

Dα = ∂
∂θα

− 2iθ̄α̇∂αα̇, D̄α̇ ≡ −(Dα)∗ = ∂
∂θ̄α̇

− 2iθα∂αα̇, [Dα, D̄β̇] = −4i∂αα̇. (2)

The spinor coordinates (να, ν̄α̇) and the light-like vector ϕαα̇ = ναν̄α̇ composed from
them may be used to construct the Lorentz invariant differential operators D, D̄, ∂

D = ναDα, D̄ = ν̄α̇D̄α̇, ∂ = ϕαα̇∂αα̇ (3)

which form a supersymmetric subalgebra of the algebra of the invariant derivatives

[D, D̄]+ = −4i∂, [D, D]+ = [D̄, D̄]+ = 0, [D, ∂] = [D̄, ∂] = [∂, ∂] = 0. (4)

The superalgebra (4) may be splitted into two invariant and (anti)commuting subalgebras
(D−, ∂) and (D+, ∂)

[D±, D±]+ = ∓8i∂, [D+, D−]+ = 0, [D±, ∂] = [∂, ∂] = 0 (5)

formed by the supersymmetric derivatives ∂ and D±

D± ≡ D ± D̄. (6)

The addition of the dilatation operator ∆

∆ = να
∂

∂να
+ ν̄α̇

∂
∂ν̄α̇

(7)

changing the scale of the spinor (να, ν̄α̇) extends the supersubalgebras (5) to the superal-
gebras formed by the invarint derivatives (D−, ∂, ∆) and (D+, ∂, ∆)

[D±, D±]+ = ∓8i∂, [∆, D±] = D±, [∆, ∂] = 2∂,

[D+, D−]+ = [D±, ∂] = [∂, ∂] = [∆, ∆] = 0.
(8)
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Our proposal is to use the Lorentz invariant supersymmetric differential operators (8)
as building blocks for the construction of Lorentz invariant supersymmetric Poisson and
Moyal brackets among the (super)coordinates associated with the (anti)commutators of
the supercoordinate operators in quantum theory.

3 Supersymmetric Lorentz invariant Poisson bracket

At first let us to study a simple example of the Lorentz invariant and supersymmetric
Poisson bracket producing non(anti)commutative relations among the superspace coordi-
nates xαα̇, θα, θ̄α̇. Such a Poisson bracket may be constructed from the three differential
operators (D−, ∂, ∆) generating the (-)- superalgebra (8)

{F,G} = F [− i
4

←
D−

→
D− + (

←
∂
→
∆ − ←

∆
→
∂ ) ] G, (9)

where {, }P.B. ≡ {, } and F (x, θ, θ̄, ν, ν̄), G(x, θ, θ̄, ν, ν̄) are generalized superfields depend-
ing on the superspace coordinates (x, θ, θ̄) and the commuting spinors ν, ν̄.

As a result of (9), the twistor-like coordinates get zero P.B’s. among themselves

{να, νβ} = {να, ν̄β̇} = {ν̄α, ν̄β̇} = 0 (10)

and with the Grassmannian spinors θα, θ̄α̇

{να, θβ} = {να, θ̄β̇} = {ν̄α̇, θβ} = {ν̄α̇, θ̄β̇} = 0. (11)

However, they have non zero P.B’s. with the space-time coordinates xαα̇

{xαα̇, νβ} = ϕαα̇νβ, {xαα̇, ν̄β̇} = ϕαα̇ν̄β̇, (12)

The P.B’s. among the super coordinates xαα̇ and (θα, θ̄α̇) are as follows

{xαα̇, xββ̇} = −iψαα̇ψββ̇,

{xαα̇, θβ} = i
2
ψαα̇νβ, {xαα̇, θ̄β̇} = − i

2
ψαα̇ν̄β̇,

{θα, θβ} = i
4
ϕαβ, {θα, θ̄β̇} = − i

4
ϕαβ̇, {θ̄α̇, θ̄β̇} = i

4
ϕ̄α̇β̇,

(13)

where ψαα̇ is a Grassmannian vector and ϕαβ, ϕ̄α̇β̇ are composed symmetric spin-tensors

ψαα̇ ≡ i(ναθ̄α̇ − θαν̄α̇), ψαα̇ϕαα̇ = 0, ϕαβ ≡ νανβ, ϕ̄α̇β̇ ≡ ν̄α̇ν̄β̇, (14)

with the following transformation rules under the supersymmetry (1)

δϕαβ = δϕ̄α̇β̇ = 0, δψαα̇ = −i(εαν̄α̇ − ε̄α̇να). (15)

The appearance in (13) of the odd vector ψαα̇ (14) associated with the spin degrees of
freedom hints on a spin structure behind the coordinate’s non(anti)commutativity. The
bilinear spinor representation (14) for ψαα̇ was revealed in [33] as the general solution of
the Dirac constraints pαα̇ψαα̇ = 0 = pαα̇pαα̇ for massless spinning particle [34],[35]. This
spinor representation has established equivalence between spinning and Brink-Schwarz
superparticles. Thus, we constructed the desired Poisson brackets (10-13) which are
covariant by construction under the Lorentz and supersymmetry transformations.
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These P.B’s. satisfy the graded Jacobi identities having the standard form

{{A,B}, C}+ (−1)(b+c)a{{B, C}, A}+ (−1)c(a+b){{C, A}, B} = 0, (16)

where a, b, c = 0, 1 denote the Grassmannian gradings of A,B and C respectively.
The P.B’s. among the supercoordinates and the composite objects ψ and ϕ are

{ψαα̇, ψββ̇} = −iϕαα̇ϕββ̇,

{xαα̇, ψββ̇} = ϕαα̇ψββ̇ + ϕββ̇ψαα̇,

{ψαα̇, θβ} = 1
2
ϕαα̇νβ, {ψαα̇, θ̄β̇} = −1

2
ϕαα̇ν̄β̇,

{xαα̇, ϕβγ̇} = 2ϕαα̇ϕβγ̇, {xαα̇, ϕβγ̇} = 2ϕαα̇ϕβγ̇, {xαα̇, ϕ̄β̇γ̇} = 2ϕαα̇ϕ̄β̇γ̇.

(17)

Using these Poisson brackets together with the P.B’s. (10-13) we obtain

{{ψαα̇, ψββ̇}, ψγγ̇} = 0,

{{θα, θβ}, θγ} = ... = {{θ̄α̇, θ̄β̇}, θ̄γ̇} = 0
(18)

proving the graded Jacobi identity for the 3ψ and 3θ Jacobi cycles:

Cycle{{ψαα̇, ψββ̇}, ψγγ̇} = Cycle{{θα, θβ}, θγ} = ... = Cycle{{θ̄α̇, θ̄β̇}, θ̄γ̇} = 0.

The vanishing of the 3x Jacobi cycle: Cycle{{xαα̇, xββ̇}, xγγ̇} = 0 follows from the relation

{{xαα̇, xββ̇}, xγγ̇} = 2i(ψαα̇ψββ̇)ϕγγ̇ + i(ψαα̇ϕββ̇ − ψββ̇ϕαα̇)ψγγ̇. (19)

The same result are preserved for other Jacobi cycles proving selfconsistency of the intro-
duced P.B. (9) that opens a way for the corresponding invariant Moyal bracket.

4 Lorentz invariant supersymmetric Moyal bracket

A transition to quantum picture based on the P.B. (9) may be done using the Weyl-Moyal
correspondence establishing one to one correspondence among quantum field operators
and their symbols acting on the commutative space-time. Then the quantum dynamics
encodes itself in the change of usual product of Weyl symbols to their star product

F?G = F e{
−ih
8

[
←
D−

→
D−+(

←
∇
→
∆−

←
∆
→
∇) ]} G, (20)

where ∇ ≡ 4i∂ and h is a quantum deformation parameter associated with the expansion

F?G = FG + (−ih
8

) F [
←
D−

→
D− + (

←
∇
→
∆ − ←

∆
→
∇) ] G

+ 1
2!
(−ih

8
)2 F [

←
D−

→
D− + (

←
∇
→
∆− −

←
∆
→
∇)]2 G + .....

(21)

The power series expansion in h (21) is presented in the orderd form as

F?G = FG + (−ih
8

) F [
←
D−

→
D− + (

←
∇
→
∆ − ←

∆
→
∇) ] G

+ 1
2!
(−ih

8
)2 F [−11

←
∇
→
∇ +3

←
D−

←→
∇

→
D− + 2(

←
∇

←
D−

→
D−

→
∆ − ←

∆
←
D−

→
D−

→
∇)

−3(
←
∆
←
∇
→
∇ +

←
∇
→
∇
→
∆)+

←
∇

2

(
→
∆

2

+ 2
→
∆) + (

←
∆

2

+ 2
←
∆)

→
∇

2

− 2
←
∆
←
∇
→
∇
→
∆ ] G + .....,

(22)
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where we omit the higher order terms in h. Using the expansion (22) we find the second
order corrections to be vanishing for the following ?-products of the supercoordinates:

xαα̇ ? νβ = xαα̇νβ + h
2
ϕαα̇νβ +O(h3), xαα̇ ? ν̄β̇ = xαα̇ν̄β̇ + h

2
ϕαα̇ν̄β̇ +O(h3),

xαα̇ ? θβ = xαα̇θβ + ih
4
ψαα̇νβ +O(h3), xαα̇ ? θ̄β̇ = xαα̇θ̄β̇ − ih

4
ψαα̇ν̄β̇ +O(h3),

θα ? θβ = θαθβ + ih
8
ϕαβ +O(h3), θα ? θ̄β̇ = θαθ̄β̇ − ih

8
ϕαβ̇ +O(h3),

θ̄α̇ ? θ̄β̇ = θ̄α̇θ̄β̇ + ih
8
ϕ̄α̇β̇ +O(h3).

(23)

Moreover, the star products of the Majorana spinor (να, ν̄α̇) components coincide with
their usual products in all orders in h. We assume that the higher order corrections in the
star products (23) can be also equal zero. On the contrary, the second order corrections
in the star products of the xαα̇ components are nonzero

xαα̇ ? xββ̇ = xαα̇xββ̇ −
ih

2
ψαα̇ψββ̇ −

11

2!

h2

4
ϕαα̇ϕββ̇ +O(h3), (24)

but their contributions in the corresponding Moyal brackets are zero, because of the com-
mutativity ϕαα̇ϕββ̇ = ϕββ̇ϕαα̇. Consequently, the second order corections in the Lorentz
invariant and supersymmetric Moyal brackets (23-24) are equal to zero

[xαα̇, xββ̇]? ≡ xαα̇ ? xββ̇ − xββ̇ ? xαα̇ = −ihψαα̇ψββ̇ +O(h3),

[xαα̇, νβ]? = hϕαα̇νβ +O(h3), [xαα̇, ν̄β̇]? = hϕαα̇ν̄β̇ +O(h3),

[xαα̇, θβ]? = ih
2
ψαα̇νβ +O(h3), [xαα̇, θ̄β̇]? = − ih

2
ψαα̇ν̄β̇ +O(h3),

[θα, θβ]?+ = ih
4
ϕαβ +O(h3), [θα, θ̄β̇]?+ = − ih

4
ϕαβ̇ +O(h3),

[θ̄α̇, θ̄β̇]?+ = ih
4
ϕ̄α̇β̇ +O(h3).

(25)

These Moyal brackets generated by the P.B’s. (10-13) replace the (anti)commutators
of the coordinate operators used in the standard quantum picture for field models in
non(anti)commutative superspaces.

5 Brackets and twistors

The unification of the Weyl spinors να, ν̄α̇ with the spinors ωα, ω̄α̇ defined as

ωα = xαα̇ν̄α̇, ω̄α̇ = xαα̇να (26)

yields the null twistor ZA = (iωα, ν̄α̇) and its complex conjugate Z̄A = (να,−iω̄α̇) con-
nected by the condition ZAZ̄A = 0 [27]. The Eqs. (10) and (12) result in the P.B.
commutativity among the twistor components ωα and να, ν̄α̇

{ωα, νβ} = {ωα, ν̄β̇} = {ω̄α̇, νβ} = {ω̄α̇, ν̄β̇} = 0, (27)

because of the orthogonality conditions

ϕαα̇να = ϕαα̇ν̄α̇ = 0. (28)
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The P.B’s. between ωα and ωβ having the same chirality, as well as between their complex
conjugate, are vanishing

{ωα, ωβ} = iη̄2ϕαβ ≡ 0, {ω̄α̇, ω̄β̇} = iη2ϕ̄α̇β̇ ≡ 0 (29)

because η2 = η̄2 = 0, where η and η̄ are Grassmannian scalars defined by

η ≡ θανα, η̄ ≡ θ̄α̇ν̄α̇. (30)

These anticommuting scalars have zero P.B’s. between themselves, with ν, ω, θ

{η, να} = {η, ωα} = {η, θα} = 0 (31)

and with ν̄, ω̄, θ̄. The only nonzero Poisson bracket among the components of the null
twistors ZA = (iωα, ν̄α̇), Z̄A = (να,−iω̄α̇) is the following P.B.

{ωα, ω̄β̇} = iηη̄ϕαβ̇. (32)

which may be written down in the equivalent form {ωα, ω̄β̇} = 8ηη̄{θα, θ̄β̇} showing the

coupling of the (ω, ω̄) noncommutativity with the (θ, θ̄) nonanticommutativity. It es-
tablishes correlation of the twistor structure deformation with supersymmetry encoded
in the Lorentz invariant P.B. (9). This correlation becomes apparent under the reduc-

tion of the original superspace to the null supertwistor subspace formed by ZÃ, Z̄Ã con-

nected by the relation: ZÃZ̄Ã = 0 [28]. The null supertwistors are formed by the triads

ZÃ = (iqα, ν̄α̇, 2η̄), Z̄Ã = (να,−iq̄α̇, 2η), where qα = ωα − 2iη̄θα, whose supersubspace is
closed under the supersymmetry transformations. Because of this reduction we find the
counterpart of the P.B. (32) to be vanishing

{qα, q̄β̇} = 0 (33)

together with any other P.B’s. among the components of ZÃ, Z̄Ã. It means that the su-

persubspace of null supertwistors ZÃ, Z̄Ã is inert under the deformation associated with
the P.B. (9). So, we meet interesting coupling of twistor structure with supersymme-
try, Lorentz invariance and Poisson structure which sheds light on general structure of
non(anti)commutative superspaces.

6 The Lorentz invariant bracket in higher dimensions

The passage to the Majorana representation in the Poisson brackets (10-13)

νa =

(
να

ν̄α̇

)
, θa =

(
θα

θ̄α̇

)
, Cab =

(
εαβ 0
0 ε̄α̇β̇

)
, χa = Cabχb, (34)

where Cab is the charge conjugation matrix, presents them in the form suitable for the
generalization to higher dimensions

{νa, νb} = 0, {θa, νb} = 0, {xm, νa} = ϕmνa. (35)
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The real vectors xm and ϕm in (35) are defined by the relations [36]

xm = −1
2
(σ̃m)α̇βxβα̇, xαβ̇ = (σm)αβ̇xm,

ϕm = −1
2
(σ̃m)α̇βϕβα̇ ≡ 1

4
(ν̄γmν),

(36)

where γm are the Dirac matrices in the Majorana representation.
To rewrite the rest of the P.B’s. in the Majorana representation it is convenient to

change the Majorana spinor νa by other Majorana spinor λa

λa =

(
λα

λ̄α̇

)
≡ (γ5ν)a, (γ5)a

b =

( −iδβ
α 0

0 iδα̇
β̇

)
(37)

preserving the form of the P.B’s. (35). In terms of the real Majorana spinor λa and the
composed vectors ϕm and ψm

ϕm =
1

4
(λ̄γmλ), ψm = −1

2
(σ̃m)α̇αψαα̇ ≡ −1

2
(θ̄γmλ) (38)

the P.B’s. (10-13) of the primordial coordinates xm, θa, λa are presented as follow

{λa, λb} = 0, {θa, λb} = 0, {xm, λa} = ϕmλa,

{xm, xn} = −iψnψm, {xm, θa} = −1
2
ψmλa, {θa, θb} = − i

4
λaλb.

(39)

The P.B’s. of the composite vectors ψm and ϕm (38) among themselves and with the
primordial coordinates take the form

{xm, ψn} = ϕmψn + ϕnψm, {ψm, θb} = i
2
ϕmλb, {ψm, λa} = 0,

{ψm, ψn} = −iϕmϕn, {ψm, ϕn} = 0
(40)

and respectively

{xm, ϕn} = 2ϕmϕn, {θa, ϕm} = {λa, ϕm} = {ϕm, ϕn} = 0. (41)

The P.B’s. (39-41) originally derived for D = 4 are valid in D-dimensional space with
D = 2, 3, 4(mod8), where the Majorana spinors exist. This procedure restores the vector
form of the Moyal brackets (25) in the higher dimensions.

7 Other supersymmetric Lorentz invariant brackets

Using the Majorana spinor νa one can constuct one more supersymmetric and Lorentz
invariant Poisson bracket in the addition to the P.B. (9) which is given by

{F,G} = F [ i
4
(
←
D
→
D̄ +

←
D̄
→
D) + 1

2
(
←
∂
→
∆ − ←

∆
→
∂ ) ] G (42)

and yields different invariant Poisson brackets for the supercoordinates x and θ

{xαα̇, xββ̇} = −i(ϕαβ̇ θ̄α̇θβ − ϕβα̇θ̄β̇θα),

{xαα̇, θβ} = 1
2
ϕβα̇θα, {xαα̇, θ̄β̇} = 1

2
ϕαβ̇ θ̄α̇,

{θα, θβ} = {θ̄α̇, θ̄β̇} = 0, {θα, θ̄β̇} = − i
4
ϕαβ̇

(43)
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We see that the new deformation (42) generates the zero P.B’s. for the θa components
with the same chirality in contrast to the deformation (9). The P.B’s. (43) are added by

{να, νβ} = {να, ν̄β̇} = {ν̄α, ν̄β̇} = 0,

{να, θβ} = {να, θ̄β̇} = {ν̄α̇, θβ} = {ν̄α̇, θ̄β̇} = 0,

{xαα̇, νβ} = 1
2
ϕαα̇νβ, {xαα̇, ν̄β̇} = 1

2
ϕαα̇ν̄β̇,

(44)

The P.B. (42) satisfies the Jacobi identities and produces the corresponding Moyal bracket

F?G = F e{
ih
8

[
←
D
→
D̄+

←
D̄
→
D)− 1

2
(
←
∇
→
∆−

←
∆
→
∇) ]} G, (45)

where ∇ ≡ 4i∂ and h is a quantum deformation parameter.
Using the conversion formulae from Sect. 6 gives the vector form for the P.B’s. (43)

{xm, xn} = − i
4
(χmχ̄n − χnχ̄m),

{xm, θβ} = −1
4
χ̄mνβ, {xm, θ̄β̇} = −1

4
χmν̄β̇,

{θa, θb} = − i
8
(ν

(+)
a ν

(−)
b + ν

(+)
b ν

(−)
a ),

(46)

where we introduced the complex Grasssmannian vector χm with the real and imaginary
parts presented by ψ1m, ψ2m and the chiral components θ(±) and ν(±)

χm ≡ (νσmθ̄) ≡ −ν̄γm
1+iγ5

2
θ ≡ ψ1m + iψ2m,

χ̄m ≡ (χm)∗ = −ν̄γm
1−iγ5

2
θ, ψ1m ≡ −1

2
(θ̄γmν), ψ2m ≡ −1

2
(θ̄γmγ5ν),

θ(±) ≡ 1
2
(1± iγ5)θ, ν(±) ≡ 1

2
(1± iγ5)ν.

(47)

Then the P.B’s. (46) are presented in the form directly generalizing the P.B’s. (39)

{xm, xn} = − i
2
(ψ1mψ1n + ψ2mψ2n),

{xm, θa} = −1
4
(ψ1mνa + ψ2mλa),

{θa, θb} = − i
8
(νaνb + λaλb),

(48)

where λa ≡ (γ5ν)a as in (37). Comparing (48) with (39) we observe that the change of the
P.B. (9) by (42) is equivalent to the complexification of the real Grassmannian vector ψm

(38) accompanied by the appearance of the spinors νa and (γ5ν)a) in the r.h.s. of (48).
The P.B. (42) and respectively the Moyal bracket (45) may be generalized to the case

of extended supersymmetries with N > 1. The corresponding P.B. may be chosen as

{F,G} = F [ i
4
(
←
Di

→
D̄i +

←
D̄i

→
Di) + 1

2
(
←
∂
→
∆ − ←

∆
→
∂ ) ] G, (49)

where Di ≡ ναDα
i and D̄i ≡ ν̄α̇D̄α̇i with i=1,2,..,N . The P.B’s. (49) generate the

following brackets for the primordial (super)coordinates

{xαα̇, xββ̇} = −i(ϕαβ̇ θ̄α̇iθ
i
β − ϕα̇β θ̄β̇iθ

i
α),

{xαα̇, θi
β} = 1

2
ϕα̇βθi

α, {xαα̇, θ̄β̇i} = 1
2
ϕαβ̇ θ̄α̇i,

{θi
α, θk

β} = {θ̄α̇i, θ̄β̇k} = 0, {θi
α, θ̄β̇k} = i

4
ϕαβ̇δi

k.

(50)
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The rest of the P.B’s. for the supercoordinates xαα̇, νa, θ
i
α coincides with the P.B’s. (44).

Other Lorentz invariant supersymmetric brackets may include more spinor coordi-
nates. For D = 4 it is enough to add only one new spinor coordinate µα, because µα and
να form the complete spinorial basis identified with the Newman-Penrose dyad [27]

µανα ≡ µαεαβνβ = 1, µανβ − µβνα = εαβ. (51)

Then one can seek Lorentz invariant supersymmetric generalization of the P.B. (9) as

{F, G} = F [− i
4
(
←
D

(ν)

−
→
D

(ν)

− +
←
D

(µ)

−
→
D

(µ)

− ) + c(
←

∂(ν) +
←

∂(µ))
→
∆′ −

←
∆′ (

→
∂(ν) +

→
∂(µ)) ] G, (52)

where the independent Lorentz invariant supersymmetric derivatives are defined as

D
(ν)
± ≡ D(ν) ± D̄(ν), D

(µ)
± ≡ D(µ) ± D̄(µ), ∂(ν) ≡ (ναν̄α̇∂αα̇), ∂(µ) ≡ (µαµ̄α̇∂αα̇),

D(ν) = ναDα, D̄(ν) = ν̄α̇D̄α̇, D(µ) = µαDα, D̄(µ) = µ̄α̇D̄α̇,

∆′ = (να
∂

∂να
+ ν̄α̇

∂
∂ν̄α̇

)− (µα
∂

∂µα
+ µ̄α̇

∂
∂µ̄α̇

).

(53)
Studying these generalizations is under investigation.

8 Discussion

It was shown that an extension of the N = 1 superspace (xm, θa) by one commuting
Majorana spinor νa, or equivalently λ ≡ γ5ν, yields the Poisson and Moyal brackets
desribing Lorentz invariant supersymmetric deformations of the N = 1 superspace. Some
examples of new brackets were constructed and their selfconsistency was proved.

We found that the noncommutativity of xm with xn and Grassmannian spinor θa is
parametrized by the real or complex Grassmannian vectors ψm. These vectors are com-
posed from θa and νa and describe the spin degrees of freedom in the models of spinning
particle and string. At the same time, the nonanticommutativity of the θa componets de-
pends only on the spin tensors constructed from νa which may be associated with a twistor
component. It points out that a hidden spinorial structure of the space-time associated
with the Penrose twistor picture could be an alternative source of the (super)coordinate
non(anti)commutativity. We found a one to one correspondence between the Lorentz
invariant Moyal brackets (25) and the well known (anti)commutators dependent on the
constant supergravity background including the antisymmetric field Bmn, the graviphoton
Cab and the gravitino Ψa

m which may be schematically presented as

B−1
mn ↔ iψmψn, Cab ↔ λaλb, Ψa

m ↔ ψmλa (54)

up to the second order corrections in the deformation parameter h which were proved to be
zero. The map (54) transforms the field dependent Lorentz noninvariant (anti)commuta-
tors into the invariant Moyal brackets (25) and restores the required Lorentz invariance
of the deformation. The map gets a natural explanation in the frame of the Feynman–
Wheeler action at-a-distance theory and its superymmeric generalization [37], where the
(super)fields were constructed from the primary (super)space coordinates. We outlined
further generalizations of the studied invariant brackets to the cases of N extended super-
symmetry and additional spinor coordinates based on the possibility to construct addi-
tional Lorentz invariant supersymmetric derivatives. Studying these generalizations and
the corresponding deformations of superspaces are in progress.
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On Reality in Noncommutative Gravity
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Abstract

We study the problem of reality in the geometric formalism of the 4D noncom-
mutative gravity using the known deformation of the diffeomorphism group induced
by the twist operator with the constant deformation parameters ϑmn. It is shown
that the real covariant derivatives can be constructed via ?-anticommutators of the
real connection with the corresponding fields. The minimal noncommutative gen-
eralization of the real Riemann tensor contains only ϑmn-corrections of the even
degrees in comparison with the undeformed tensor. The gauge field hmn describes a
gravitational field on the flat background. All geometric objects are constructed as
the perturbation series using ?-degrees of hmn. We consider the nonminimal tensor
and scalar functions of hmn of the odd degrees in ϑmn and remark that these pure
noncommutative objects can change the geometry of the noncommutative gravity.

1 Introduction

The simplest noncommutativity in the 4-dimensional space is based on the following
relation for operators of coordinates x̂m:

x̂m ? x̂n − x̂n ? x̂m = iϑmn, (1.1)

where ϑmn are some constants and m,n = 0, 1, 2, 3. We shall consider the Weyl ordering
in the algebra of noncommutative (NC) fields A? using operator polynomials symmetrized
in all indices

φ̂(x̂m) = f 0 + f 1
mx̂m +

∞∑

k=2

fk
(m1...mk)x̂

(m1 ? . . . ? x̂mk), (1.2)

where fk
(m1...mk) are some numerical coefficients. One can analyze the commutative image

of this operator function

φ̂(x̂m) → φ(xm) = f 0 + f 1
mxm +

∞∑

k=2

fk
(m1...mk)x

m1 . . . xmk , (1.3)

We treat φ(x) as an element of the commutative algebra A of smooth functions in the
space R4 with coordinates xm.

As it has been shown recently [1, 2] the basic properties and symmetries of the NC
field theories in A? are connected with the quantum-group structures induced by the twist
operator

F = exp (P), P = i
2
ϑmn∂m ⊗ ∂n (1.4)
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which acts on the tensor products of functions φ ⊗ χ. In particular, the Moyal-Weyl
representation of the noncommutative product has the following form:

φ ? χ = µ ◦ F(φ⊗ χ) = φ(x)χ(x) + i
2
ϑmn(∂mφ)(x)(∂nχ)(x)

−1
8
ϑmnϑrs(∂m∂rφ)(x)(∂n∂sχ)(x) + O(ϑ3), (1.5)

where µ(φ ⊗ χ) = φχ is the bilinear multiplication map in the commutative algebra A.
The corresponding bilinear map in the NC algebra A? is defined as µ? = µ ◦ F .

The complex conjugation of this ?-product satisfies the relation

φ ? χ = χ̄ ? φ̄, (1.6)

where φ̄ and χ̄ are complex conjugated functions. The noncommutative product of the
real functions φ and χ is not a real element of A?

φ ? χ = 1
2
(φ ? χ + χ ? φ) + 1

2
(φ ? χ− χ ? φ) ≡ 1

2
{φ ?, χ}+ 1

2
[φ ?, χ],

{φ ?, χ} = {φ ?, χ}, [φ ?, χ] = −[φ ?, χ]. (1.7)

Using Eq.(1.5) one can check that deformation corrections in the ?-anticommutator con-
tain only even degrees in ϑ starting from ϑ2: {φ ?, χ} = 2φχ + O+(ϑ2), while the ?-
commutator has the odd-degree ϑ-decomposition [φ ?, χ] = O−(ϑ).

The authors of refs. [1, 2] considered the quantum-group deformation of the Poincaré
group using the twist operator F (1.4) and proved that the NC algebra A? is covariant
with respect to this quantum group. We will consider this twist deformation in Section
2.

The new approach to noncommutative gravity theory was proposed in [3] (see, also,
a more deep discussion of the noncommutative mathematical formalism in [4]). This
approach is based on the twist deformation of the diffeomorphism group in the real 4-
dimensional space. In Section 3, we review the basic principles of this approach: 1) The
diffeomorphism transformations of the primary matter fields and the metric tensor are
not deformed; 2) The twisted diffeomorphism group acts covariantly on the ?-products of
fields in the noncommutative algebra.

In Section 4 we construct the real NC generalizations of the Christoffel symbols and
the corresponding Riemann tensor which have the standard transformation properties in
the twisted diffeomorphism group. The condition of reality is used at all stages of our ge-
ometric formalism, for instance, the real covariant derivative of the metric tensor vanishes
by definition. We derive the deformed Bianchi identity for the covariant derivatives of the
NC Riemann tensor. By analogy with the ordinary gravity, it is convenient to analyze
all nonlinearities of the NC formalism using the gravitational gauge field hmn on the flat-
space background. Note that the NC geometric quantities of ref.[3] are complex; however,
they can be reduced to real quantities plus some complex tensors or scalars constructed
from the gravitational field.

Our minimal version of the real gauge invariant NC-gravity action is constructed in
Section 5. This action contains the perturbation series in the field hmn starting from
the standard free spin 2 term. Each interaction term of the action is also invariant with
respect to the background twisted Poincaré group. Varying this action in the field hmn one
obtains the real NC gravity equations transforming as the contravariant tensor density.
In our geometric formalism, the reality of the NC deformation of the classic equations
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of gravity seems natural, and the real NC field hmn describes a standard number of the
physical degrees of freedom. It is shown that the minimal NC-gravity equations has no
odd ϑmn-corrections in comparison with the Einstein equations.

In Section 6, we prove that the noncommutative geometry is much more flexible than
the geometry of ordinary gravity, in particular, one can construct nonminimal tensor or
scalar functions of the gravitational field which have no classical analogues and vanish
in the commutative limit ϑmn → 0. The nonminimal scalars could be added to the NC-
gravity action with additional arbitrary constants. Note that the original NC-gravity
action in the complex geometric formalism is real by definition [3]. In comparison with
our action of Section 5, this action gives some nonminimal corrections.

2 Twisted Poincaré symmetry

Let us consider the infinitesimal transformations of the scalar field φ(x) in the Poincaré
group

δφ(x) = −(Pc + Mω)φ(x) = −(cmPm + 1
2
ωmnMmn)φ(x),

Pm = ∂m, Mmn = xn∂m − xm∂n, (2.1)

where cm, Pm and ωmn,Mmn are the parameters and generators of translations and Lorentz
rotations, respectively.

The coproduct in the Poincaré group is trivial on the group generators

∆(Pc) = Pc ⊗ 1 + 1⊗ Pc, ∆(Mω) = Mω ⊗ 1 + 1⊗Mω. (2.2)

This coproduct determines the action of generators on the tensor and local products of
fields.

The twist-deformed Poincaré group has the same transformations of the primary lo-
cal fields (2.1). Twist deformations appear in the coproduct of the deformed Lorentz
transformations

∆t(∂m) = exp(−P)∆(∂m) exp(P) = ∆(∂m), (2.3)

∆t(Mω) = exp(−P)∆(Mω) exp(P) = ∆(Mω)

+ i
2
ωmnϑmsPn ⊗ P s − i

2
ωmnϑrnP

r ⊗ Pm. (2.4)

This coproduct acts on the tensor product of functions

−∆t(Mω) ◦ φ⊗ χ = (δωφ)⊗ χ + φ⊗ (δωχ)

+ i
2
(ωmnϑns − ϑmnωns)∂mφ⊗ ∂sχ. (2.5)

Applying the map µ? = µ ◦F to this relation one can obtain the covariant formula of the
deformed Lorentz transformations on the ?-product of the primary scalar fields

δ̂ω(φ ? χ) = −µ? ◦∆t(Mω) ◦ φ⊗ χ = (δωφ) ? χ + φ ? (δωχ)

+ i
2
(ωmnϑns − ϑmnωns)∂mφ ? ∂sφ = −Mω(φ ? χ). (2.6)

The covariant deformed Lorentz transformations of ?-products of tensor fields will be used
in Section 5.
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3 Twisted diffeomorphism group

We shall consider the active form of the infinitesimal diffeomorphism transformations of
the real scalar field

δξφ(x) = −[ξ, φ](x) ≡ −Lξφ(x) = −(ξm∂mφ)(x), (3.1)

where ξm(x) are arbitrary smooth functions and Lξ is a Lie derivative corresponding to a
differential operator ξ = ξm∂m. The infinite-dimensional Lie algebra of diffeomorphisms
is isomorphic to the set of the first-order differential operators Ξ = V ect(R4). The com-
mutator of two operators ξ1 and ξ2 gives the Lie bracket formula for Ξ

[ξ1, ξ2] = ξm
br∂m, ξm

br = ξn
1 ∂nξ

m
2 − ξn

2 ∂nξ
m
1 . (3.2)

The finite diffeomorphisms belong to the universal enveloping algebra UΞ, for instance,
the active diffeomorphism of the scalar field has the following form:

φ′(x) = (e−Lξφ)(x) = e−ξφeξ. (3.3)

The gradient of the scalar field ∂mφ transforms as the covariant vector field

δξ(∂mφ) = −(ξ∂mφ)− (∂mξp)∂pφ = −Lξ∂mφ. (3.4)

The contravariant vector field transforms as follows

δξV
m = (−ξ + ∂pξ

m)V p = −LξV
m. (3.5)

It is convenient to introduce the generators Lp
q of the group GL(n,R)

Lp
qT

mr
ns = δm

q T pr
ns + δr

qT
mp
ns − δp

nT
mr
qs − δp

sT
mr
nq , (3.6)

then the compact form of the standard tensor transformation can be defined via these
generators and the multiplication of local parameters ξq

p(x) = ∂pξ
q

δξT
mr
ns = −LξT

mr
ns = (−ξ + ξq

pL
p
q)T

mr
ns . (3.7)

Let us consider the active transformation of the metric tensor

δξgmn = −Lξgmn = (−ξ + ξq
pL

p
q)gmn. (3.8)

In the perturbation theory on the flat background metric ηmn, one can analyze all non-
linearities in terms of the gauge gravitational field hmn

gmn = ηmn + κhmn,

δξhmn = −2κ−1ξ(mn) + (−ξ + ξq
pL

p
q)hmn, (3.9)

where κ is a gravitational constant and

ξ(mn) ≡ 1
2
(ξmn + ξnm), ξmn = ηnp∂mξp. (3.10)

We use also the equivalent representations of the gauge field hm
n = ηmphpn, hmn =

ηmpηnqhpq.
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In the twisted diffeomorphism group UΞ? [3, 4], one considers the undeformed trans-
formations of the primary fields (3.1),(3.8)

δ̂ξφ = δξφ, δ̂ξgmn = δξgmn (3.11)

and the same Lie brackets (3.2). However, the coproduct in UΞ? is deformed by the twist
operator F (1.4)

∆t(ξ) = exp(−P)(ξ ⊗ 1 + 1⊗ ξ) exp(P) = ξ ⊗ 1 + 1⊗ ξ

− i
2
ϑmn([∂m, ξ]⊗ ∂n + ∂m ⊗ [∂n, ξ])

−1
8
ϑmnϑrs([∂m, [∂r, ξ]]⊗ ∂n∂s + ∂m∂r ⊗ [∂n, [∂s, ξ]]) + O(ϑ3) (3.12)

The corresponding twisted transformations of the noncommutative products are defined
via this coproduct, for instance,

δ̂ξ(φ ? χ) = −µ? ◦∆t(ξ)(φ⊗ χ) = −Lξ(φ ? χ) = −(ξ(φ ? χ)). (3.13)

The twist deformation guarantees the covariance of ?-products of any primary tensors
with respect to the transformations of UΞ?

δ̂ξ(∂mφ ? V m) = −(ξ(∂mφ ? V m)), δ̂ξ(gmn ? φ) = (−ξ + ξq
pL

p
q)(gmn ? φ),

δ̂ξ(gmn ? . . . ? grs) = (−ξ + ξq
pL

p
q)(gmn ? . . . ? grs) (3.14)

where the last formula contains an arbitrary number of fields. Note that the operators ∂m

and Lp
q satisfy the undeformed Leibniz rules, while the functions ξm(x) and ξp

q (x) do not
commute with partial derivatives in the formula of the ?-product. The deformed Leibniz
rules for δ̂ξ can be derived directly from these relations.

The twisted diffeomorphism group acts noncovariantly on the commutative products
of fields, for instance,

δ̂ξ(gmngrs) = −1
2
µ ◦∆t(ξ)(gmn ⊗ grs + grs ⊗ gmn) = δξ(gmngrs)

−1
8
ϑpqϑut[(∂p∂uξ

v)(∂vgmn)(∂q∂tgrs) + (∂q∂tgmn)(∂p∂uξ
v)(∂vgrs)] + O+(ϑ4) (3.15)

where δξ(gmngrs) is the undeformed transformation, and all odd degrees of ϑ are canceled
due to the symmetry of indices m,n ↔ r, s. It should be remarked that this formula is
completely compatible with (3.14).

4 Real geometry in the noncommutative space

Noncommutative products of real tensors or scalars are not real, in general, but it is not
difficult to construct the real combinations in algebra A?, for instance, {gmn

?, grs}. We
shall use the reality condition in all constructions of the noncommutative geometry.

The noncommutative relation for the ?-inverse tensor gmn ? Gnp = δp
m was analyzed in

ref.[3]. It is evident that this complex tensor satisfies the conditions Gmn = Gnm 6= Gmn.
We prefer to use the real symmetric contravariant tensor satisfying the following relation:

1
2
{gmn

?, gnp
? } = ηmng

np
? + 1

2
κ{hmn

?, gnp
? } = δp

m. (4.1)
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It is not difficult to construct the κ-decomposition of gmn
? in terms of ?-products of the

gauge gravitational fields

gmn
? = ηmn − κhmn + 1

2
κ2{hm

p
?, hpn} − 1

4
κ3{hm

p
?, {hp

s
?, hsn}}+ O(h4)

= gmn(κ) + O+(ϑ2) (4.2)

where gmn(κ) is the inverse metric of the ordinary gravity gmngnp(κ) = δp
m. To check prop-

erties of the ?-perturbative expressions one should use the inhomogeneous transformations
(3.9) which connect ?-degrees of the fields hmn

δ̂ξ(hmn ? hrs) = −2κ−1ξ(mn)hrs − 2κ−1ξ(rs)hmn − Lξ(hmn ? hrs),

δ̂ξ(hmn ? hrs ? hpq) = −2κ−1ξ(mn)(hrs ? hpq)− 2κ−1ξ(rs)(hmn ? hpq)

−2κ−1ξ(pq)(hmn ? hrs)− Lξ(hmn ? hrs ? hpq). (4.3)

These transformations are equivalent to the homogeneous transformations of the tensor
?-degrees (3.14).

Note that noncommutative generalizations of raising and lowering of vector indices
are not uniquely defined. One can consider, for instance, the reality preserving relation
between the contravariant and covariant vectors

L1 : V m → Vm = 1
2
{gmn

?, V n} = ηmnV
n + 1

2
κ{hmn

?, V n}. (4.4)

The inverse map Vm → V m is defined via the hmn decomposition, however, the alternative
raising procedure can use the anticommutator 1

2
{gmn

?
?, Vn}. It is not difficult to construct

reality-preserving raising or lowering maps for tensors.
The real NC determinant of the metric is defined via the 4th rank antisymmetric

symbols

g? ≡ D?
4(gmn) =

1

24
εm1m2m3m4εn1n2n3n4gm1n1 ? gm2n2 ? gm3n3 ? gm4n4 . (4.5)

It transforms as a density of the weight -2 in UΞ?

δ̂ξg
? = −(ξg?)− 2∂pξ

pg?. (4.6)

The ?-polynomial κ-decomposition of this NC determinant is

g? ≡ −1− κhm
m − 1

2
κ2hm

m ? hn
n + 1

2
κ2hm

n ? hn
m + O(h3) = g(κ) + O+(ϑ2), (4.7)

where higher terms are omitted for brevity, and g(k) is a determinant of the classical
metric. The absence of the odd-degree ϑ-corrections can be easily proved in ?-monomials
of this decomposition.

The real NC generalization of the 4D volume density e? can be also calculated as the
perturbative ?-series

δ̂ξe
? = −(ξe?)− ∂pξ

pe?,

e?(κ, ϑ) ≡ √−g? = 1 + 1
2
κhm

m + 1
8
κ2hm

m ? hn
n − 1

4
κ2hm

n ? hn
m + O(h3)

=
√
−g(κ) + O+(ϑ2). (4.8)
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We shall use a subsidiary condition of reality of the NC connection Γ?r
mn = Γ?r

mn which
is compatible with a standard definition of the gauge transformation of the connection

δ̂ξΓ
?r
mn = −∂mξr

n + (−ξ + ξq
pL

p
q)Γ

?r
mn. (4.9)

Left and right products of the NC-connections and vectors obey the similar inhomogeneous
transformation laws

δ̂ξ(Γ
?r
mn ? Vt) = −(∂mξr

n)Vt − Lξ(Γ
?r
mn ? Vt),

δ̂ξ(Vt ? Γ?r
mn) = −(∂mξr

n)Vt − Lξ(Vt ? Γ?r
mn). (4.10)

The symmetrized definition of the covariant S-derivatives is based on anticommutators

∇S
m ? Vn = ∂mVn − 1

2
{Γ?r

mn
?, Vr},

∇S
m ? V r = ∂mV r + 1

2
{Γ?r

pm
?, V p}, (4.11)

it allows us to ensure reality and the correct tensor transformation properties of these
quantities. Note that the commutator term [Γ?r

mn
?, Vr] is an independent UΞ? tensor.

The covariant S-derivatives of tensors contain analogous anticommutator terms with con-
nections for any index. The complex covariant derivative of ref. [3] is defined via a left
multiplication of the corresponding connection.

To obtain a real NC generalization of the Christoffel symbols, we use a symmetrized
version of the covariant constancy condition

∂mgnr = 1
2
{Γ?p

mn
?, gpr}+ 1

2
{Γ?p

mr
?, gnp}. (4.12)

For the symmetric connection Γ?p
mn = Γ?p

nm, this condition yields the simple relation

κγmnr = 1
2
κ(∂mhrn + ∂nhrm − ∂rhmn) = ηrpΓ

?p
mn + 1

2
κ{hrp

?, Γ?p
mn} (4.13)

which can be solved by iterations. The ?-perturbative solution for the real Christoffel
symbols is

Γ?r
mn = κηrpγmnp − 1

2
κ2{hrp ?, γmnr}+ 1

4
κ3{hr

s
?, {hsp ?, γmnp}}

−1
8
κ4{hr

t
?, {ht

s
?, {hsp ?, γmnp}}}+ O(h5). (4.14)

In Section 6 we analyze nonminimal constructions of the NC connection which can be
represented as the sum of our real connection plus some tensor functions of the metric. In
comparison with the classical Christoffel symbols Γr

mn(κ) our minimal NC generalization
has only even-degree terms in the ϑ-decomposition

Γ?r
mn(κ, ϑ) = Γr

mn(κ) + O+(ϑ2) (4.15)

The complex NC generalization of the Christoffel symbols [3] contains terms odd in ϑmn

including the linear term.
The trace of our connection

Γ?p
mp = 1

2
κ∂mhr

r − 1
4
κ2∂m(hpr ? hpr) + 1

4
κ3A3

m(h) + . . .

cannot be represented as a total derivative of some density starting from the 3rd order
term A3

m(h).
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The real NC generalization of the Riemann tensor has the following form:

R?s
mnr = ∂mΓ?s

nr − ∂nΓ?s
mr + 1

2
{Γ?p

nr
?, Γ?s

mp} − 1
2
{Γ?p

mr
?, Γ?s

np}. (4.16)

Note that the trace tensor R?r
mnr = ∂mΓ?r

nr − ∂nΓ?r
mr does not vanish in this representation.

The tensor transformation properties

δ̂ξR
?s
mnr = (−ξ + ξp

qL
q
p)R

?s
mnr (4.17)

follow from the basic inhomogeneous transformations

δ̂ξ(Γ
?p
nr ? Γ?s

mt) = −(∂nξ
p
r )Γ

?s
mt − (∂mξs

t )Γ
?p
nr − Lξ(Γ

?p
nr ? Γ?s

mt). (4.18)

The deformed Bianchi identity for this NC Riemann tensor

εupmn∇S
p R?s

mnr = 1
2
εupmn({Γ?s

mz
?, {Γ?t

pr
?, Γ?z

nt}} − {Γ?t
pr

?, {Γ?z
nt

?, Γ?s
mz}})

= 1
2
εupmn[Γ?z

nt
?, [Γ?t

pr
?, Γ?s

mz]] (4.19)

contains the unusual tensor function of connections vanishing in the commutative limit.
The real NC Ricci tensor is symmetric by definition

R?
(mr) = 1

2
(∂mΓ?n

rn + ∂rΓ
?n
mn)− ∂nΓ?n

mr + 1
2
{Γ?p

nr
?, Γ?n

mp} − 1
2
{Γ?p

mr
?, Γ?n

pn}. (4.20)

The contraction with gmn
? (4.1) yields the corresponding real scalar curvature

R? = 1
2
{gmr

?
?, R?

(mr)} = 1
2
{gmr

?
?, R?n

mnr}. (4.21)

Thus, we have formulated the minimal NC generalization of the Riemann geometry which
preserves reality and gives only even-degree deformation corrections to the classical geo-
metric objects.

5 Minimal noncommutative gravity action and

equations

The minimal real NC gravitational action can be constructed as a direct analogue of the
gravity action ignoring possible ambiguities of the NC geometry

S? =
1

2κ2

∫
d4x{e? ?, R?} =

1

κ2

∫
d4xe? ? R?, (5.1)

where e? is the NC density (4.8). The NC-gravity-matter action A? =
∫

d4xe? ? L?

contains the real scalar Lagrangian of additional matter fields L?. We treat S? +A? as the
perturbation ?-series in κhmn. In the next Section we analyze the possible nonminimal
versions of the NC-gravity action using the pure noncommutative tensors and scalars
vanishing in the commutative limit.

To derive equations of motion in the noncommutative field theory one should use the
variation operator δv satisfying the usual Leibniz rule for ?-products

δv(hmn ? . . . ? hpq) = (δvhmn ? . . . ? hpq) + . . . + (hmn ? . . . ? δvhpq), (5.2)
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where δvhmn are arbitrary infinitesimal tensor functions. Using the variational principle
and the cyclicity property of integrals on A? one can obtain the NC gravitational equations

δv(S? + A?) =
1

κ2

∫
d4x δvhmn ? Emn = 0 ⇒

Emn = Gmn(h)− κ2T mn = 0, (5.3)

where contributions of all terms with hmn should be taken into account. The contravariant
real tensor density Emn contains the pure gravitational part Gmn and the NC generaliza-
tion of the matter energy-momentum tensor T mn. This tensor-density equation can be
transformed, for instance, to a more familiar covariant tensor form of the NC equation
using the NC procedure of lowering of the tensor indices.

The perturbative ?-expansion of the gravitational action S?(κh) on the flat background
contains the standard free spin 2 action S(2)(h) and the sum of higher-order interaction

terms κk−2S
(k)
? (h). The reality condition for hmn allows us to preserve a standard number

of the physical degrees of freedom in the NC gravity.
The twisted gauge transformation of hmn (3.9) connects terms of different order. In

addition, each term of the action is invariant with respect to the background twisted
Poincaré transformations with constant parameters cr and ωrs considered in section 2

δ̂b(hmn ? . . . ? hpq) = [−cr∂r + ωrs(xr∂s + Lrs)](hmn ? . . . ? hpq), (5.4)

where the last operator generates Lorentz transformations of indices (ωrsLrs)hmn =
−ωmrh

r
n − ωnrh

r
m.

In our treatment, the minimal NC-gravity action and equations have only even-degree
ϑ-corrections in comparison with the corresponding classical action and equations

(S? + A?)(κ, ϑ) = (S + A)(κ) + O+(ϑ2),

Gmn − κ2T mn = Gmn(κ)− κ2Tmn + O+(ϑ2) = 0, (5.5)

where Gmn(κ) − κ2Tmn = 0 is the contravariant tensor-density representation of the
Einstein equations. Note that the UΞ? covariance of the ϑ-decompositions can be restored
via the representation (3.15) of the deformed transformations on ordinary products of
fields.

Let us consider the ϑ-linear approximate solution of this minimal deformed gravity
equations

gmn = g(0)
mn(κ) + 1

2
ϑrs(∆g)mn,rs(κ), (5.6)

where g
(0)
mn(κ) is some classical gravity solution. The O+(ϑ2) terms in Eq.(5.5) do not

contribute to this approximation, so (∆g)mn,rs can be found from the undeformed Einstein
equations.

It is well known that the reality of the classical field action is directly connected
with the problem of unitarity in the corresponding quantum theory. We do not analyze
here the quantization problems, but hope that noncommutativity could help solving some
difficulties of the quantum gravity.

6 Pure noncommutative tensors in NC-gravity

It should be remarked that the geometry of the noncommutative space based on the
twisted diffeomorphism group UΞ? is much more flexible than the Riemann geometry
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in the undeformed space. We have shown that the connection and the curvature tensor
have the minimal real analogs in the NC-geometry; however, it is possible to construct
pure noncommutative corrections to geometrical objects vanishing in the commutative
limit ϑmn → 0. These pure NC-tensors constructed from the basic metric field can be
independently added to the basic NC connection or taken into account in the analysis of
the NC gravity action. A priori it is not clear how to fix ambiguities arising from this NC
flexibility, so one should classify all pure NC tensor and scalar terms in this approach.

The ?-commutator of the gravitational fields i[gmn
?, grs] is the simplest example of

the pure NC tensor term. The antisymmetric 2nd rank NC-tensor can be constructed by
a real contraction of this commutator with tensor gnr

? (4.1)

N[ms] = i
2
{gnr

?
?, [gmn

?, grs]} = iκ2[hmn
?, hn

s ] + O(h4)

= −ϑpqκ2∂phmn∂qh
n
s + O−(ϑ3). (6.1)

It is not difficult to construct the pure NC-tensor of a length dimension l = −1 using
various ?-combinations of the connection (4.14) with the tensors gmn and (4.2)

S?r
(mn) = ia

2
{grp

?
?, [grs

?, Γ?s
mn]}+ ib

2
{gmn

?, [gpq
?

?, Γ?r
pq]} = O−(ϑ), (6.2)

where a and b are arbitrary constants. The torsion-type NC tensor is

T ?r
[mn] = ic

2
({grp

?
?, [gms

?, Γ?s
np]} − {grp

?
?, [gms

?, Γ?s
np]}) = O−(ϑ), (6.3)

where c is an additional constant. These pure NC tensors can be added to the flexible
NC connection

Γ̂?r
mn = Γ?r

mn + S?r
(mn) + T ?r

[mn] = Γr
mn(κ) + O(ϑ) (6.4)

which admits the appearance of odd degrees of deformation constants. The corresponding
correction in the Riemann tensor contains the covariant derivatives of S?r

(mn) and T ?r
[mn].

One can also consider the following pure NC symmetric tensor function:

Qmn = i[Γ?s
mn

?, Γ?p
sp] = −ϑut∂uΓ

s
mn(κ)∂tΓ

p
sp(κ) + O−(ϑ3) (6.5)

and its scalar contraction with gmn
? .

Nonminimal versions of the NC gravity admit the additional odd ϑ-corrections to the
minimal action S? + A?. The commutator terms in the quadratic action are proportional
to total derivatives and do not deform the free spin 2 equations, however, additional
pure NC scalar terms could appear in the nonlinear gravity interaction. Nonminimal NC
gravity equations have the linear ϑ-corrections, and these terms can essentially change
the deformed gravity solutions. The ?-commutators of matter and gravitational fields are
important in the nonminimal NC action of the matter interactions. For instance, the
pure NC tensor N[mn] (6.1) can interact directly with the electromagnetic field-strength
or ?-commutators like [∂mφ ?, ∂nφ].

Note that the original action of the noncommutative gravity [3] was constructed via the
real part of the corresponding complex scalar curvature in a tetrad representation of the
NC metric. In our interpretation, the complex geometry formalism yields a nonminimal
NC gravity action with linear and higher ϑ-corrections to the classical gravity action.
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7 Conclusions

In this paper, we addressed the problem of reality in the ϑmn-noncommutative gravity the-
ory based on the twist-deformed diffeomorphism group. The reality of the metric tensor
is the important physical condition and the deformed geometry formalism can preserve
this property. The real NC generalizations of the connection and Riemann tensor are
constructed in this approach. It is shown that the Bianchi identity for the NC Riemann
tensor contains the pure noncommutative tensor term. We considered the perturbative
expansions of all real NC geometric quantities in ?-degrees of the gravitational field hmn

on the flat background. The corresponding minimal real action of the NC gravity and the
real deformed gravity equations are presented. We combine expansions of the geometric
objects in the gravitational constant κ and the deformation constants, and control sym-
metry properties of these perturbative methods. By definition, the minimal NC-gravity
equations have only even-degree ϑ-corrections in comparison with the classical Einstein
equations. The geometry of the NC gravity based on the twisted diffeomorphism group
is flexible: it admits the existence of nonminimal pure noncommutative tensor and scalar
functions of hmn which have no classical analogues. It is not excluded that advantages
of the NC gravity are connected just with the nonminimal odd-degree deformation terms
in the gravity interaction. The reality-preserving flexible geometric formalism and the
combined (κ, ϑ) perturbation methods seem convenient for studying physical effects of
the noncommutative gravity theory. We hope that arbitrary constants of nonminimal NC
interactions could be fixed analyzing possible short-distance gravitational effects.
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[4] P. Aschieri, M. Dimitrijević, F. Meyer, J. Wess, Noncommutative geometry and
gravity, hep-th/0510059.

206



3 INTEGRABLE SYSTEMS

Remarks on Dimensional Reduction of
Gravity

A. T. Filippov

Abstract

We discuss some problems related to dimensional reductions of (super)gravity
theories to two-dimensional and one-dimensional dilaton gravity models. We con-
sider here the most general cylindrical reductions and derive the corresponding
(1+1)-dimensional dilaton gravity, paying a special attention to a possibility of
producing nontrivial cosmological potentials from purely geometric variables (so
to speak, from ‘nothing’). Then we discuss further reductions of two-dimensional
theories to the dimension one by a general procedure of separating the space and
time variables (we illustrate this on the example of the spherically reduced gravity).
This procedure is more general than the usual ‘naive’ reduction and, possibly, more
general than the reductions using group theoretical methods.

1 Introduction

The procedure of dimensional reduction in classical physics is a well known matter but,
when one is working with gravity, some subtle points appear, because geometric char-
acteristics of the space-time become dynamical variables. This is most obvious in the
Kaluza - Mandel - Klein - Fock reduction (KMKF reduction that usually but unjustly
is called KK reduction), in which the metric coefficients become physical fields. This
may look less clear in further reductions using cylindrical or spherical symmetries. Then
the effective space-time becomes (1+1)-dimensional and some higher-dimensional metric
coefficients become dynamical fields, which mix with the original matter fields produced
by reductions from higher dimensions.

Low-dimensional models can be obtained by different chains of dimensional reduc-
tions from higher-dimensional supergravity or gravity theories (see, e.g., [1] - [5]). For
instance, we may consider toroidal compactifications and KMKF reductions from eleven-
dimensional theory to a four-dimensional gravity coupled to Abelian gauge fields and
scalar fields. Using spherical or cylindrical symmetry we can further reduce it to a one-
dimensional dilaton gravity coupled to scalar matter fields produced by the reductions.
Schematically, such a chain looks like

(1 + 10) → (1 + D) → (1 + 3) → (1 + 1) (spherical or cylindrical).
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The two-dimensional theories describe inhomogeneous cosmologies, evolution of black
holes, and various types of waves (spherical, cylindrical, and plane waves). Their further
reductions give both the standard (or generalized) cosmological models and static states
(in particular, static black holes):

(1 + 1) → (1 + 0) (cosmological) or (1 + 1) → (0 + 1) (static)

It is also useful to keep in mind static chains:

(1 + 3) → (0 + 3) (general static) → (0 + 2) (axial) → (0 + 1)

We omit here some other reductions, like the general axial reduction

(1 + 3) → (1 + 2) (axial) → (1 + 1) (spherical or cylindrical).

Note also that it is not necessary to use step-by-step reductions. For instance, the (1+0)-
dimensional homogeneous isotropic cosmologies and (0+1)-dimensional static black holes
are usually derived by direct symmetry reductions from higher dimensions.

This is quite legitimate, if you are not interested in relations between these reduc-
tions and are not trying to immerse them in a more general formulation allowing for
their dynamical treatment. In addition, when you have many matter fields, first consider-
ing the (1+1)-dimensional dilaton gravity allows us to obtain other interesting solutions,
through which the static states, cosmologies, and waves may be interrelated (about rela-
tions between various types of solutions see [5]-[7]). Not less important is the fact that
lower-dimensional dilaton gravity theories may be regarded as Lagrangian or Hamilto-
nian systems that are often integrable (in some sense) and thus we may hope to study
them in detail and even quantize in spit of the fact that the general quantum solutions
of the higher-dimensional theories can not be constructed. If we make the reductions
with the due care, we may possibly find important information about solutions of higher-
dimensional theories. To succeed in this one should follow a few important rules which
must be used in the process of dimensional reductions.

First, one should not make ‘excessive’ gauge fixings before writing all the equations
of motion. For example, the number of independent fields in the reduced theory must
be not less than the number of the independent Einstein equations for the Ricci tensor
plus the number of the equations for the matter fields. Otherwise, some solutions of the
reduced theory will not satisfy (and often do not satisfy) the higher-dimensional equations
of motion. Second, by analogy with the usual (‘naive’) reduction, it may be tempting to
make all the fields to depend only on one variable (space or time, if we consider reduc-
ing (1+1)-dimensional dilaton gravity). By doing so one can loose some solutions that
can be restored with the aid of more general dimensional reductions (e.g., by separating
variables). We would like to also emphasize that the concept of dimensional reductions
should be understood in a broader sense. An example of a more general dimensional re-
duction is given in [6], [7]: the solutions of a (1+1)-dimensional integrable model depend
on arbitrary functions of one variable; if these functions reduce to constants, we obtain es-
sentially one-dimensional theory. This reduction may be called a ‘dynamical dimensional
reduction’ or a ‘moduli space reduction’. In this example, a class of reduced solutions of
the two-dimensional theory consists of those that essentially depend on two space-time
variables (say, t and r) which nevertheless should be regarded as ‘one-dimensional solu-
tions’ in a well defined but somewhat unusual sense. Unfortunately, at the moment we
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can introduce this new dimensional reduction only for explicitly integrable dilaton gravity
theories.

To avoid misunderstanding, let us formulate the practical ‘philosophy’ behind our
approach to dimensional reduction of gravity. As distinct from the common tendency
to concentrate on geometric and symmetry properties, we follow the Arnowitt - Deser -
Misner approach to treatment of gravity by using Lagrangian and Hamiltonian dynamics
with constraints. Thus, the ‘geometric’ variables are treated on the same footing with
other dynamical variables and the aim is not only to derive the metric and other geometric
properties of the space-time but to construct Lagrangians and Hamiltonians and to solve
the dynamical equations which, eventually, should be quantized. To quantize such a
complex nonlinear theory as gravity one should first find some simple explicitly integrable
approximation, like the oscillator approximation in the standard QFT. Natural candidates
for such ‘gravitational oscillators’ may be black holes, cosmological models and some
simple gravitational waves. One may argue that all these objects are somehow related to
the Liouville equation rather than to the oscillator equation.

Although one should not expect that such simplified models can give completely real-
istic description of gravity, cosmology or gravitational waves, they may serve as a tool for
developing a new intuition, which is so needed for understanding new data on the struc-
ture of our Universe. They can also give reasonable first approximations for constructing
more realistic solutions as well as some hints of how the three main gravitational objects
are related physically (at the moment we find only mathematical relations). Using explic-
itly integrable models one can clearly see a duality between black holes and cosmologies
as well as observe that they both are limiting cases of certain gravitational waves. The
duality can also be seen in nonintegrable models (e.g., when we use a separation of vari-
ables), while the ‘triality’ including some gravitational waves was up to now observed only
in integrable theories.

2 1+1 Dimensional Dilaton Gravity

It is well known that there exist (1+1)-dimensional dilaton gravity theories coupled to
scalar matter fields, which are reliable models for some aspects of high-dimensional black
holes, cosmological models, and branes. The connection between high and low dimensions
has been demonstrated in different contexts of gravity and string theory and in some cases
allowed one to find general solution or some special classes of solutions in high-dimensional
theories. Here, we only discuss reductions of the four-dimensional gravity theory coupled
to scalar fields. In fact, after reducing to the dimension (1+1) all the matter fields are
essentially equivalent to the scalar ones.

For example, spherically symmetric gravity coupled to Abelian gauge fields and mass-
less scalar matter fields exactly reduces to a (1+1)-dimensional dilaton gravity coupled
to scalar fields and can be explicitly solved if the scalar fields are constants independent
of coordinates. Such solutions may describe some interesting physical objects – spheri-
cal static black holes, simplest cosmologies, etc. However, when the scalar matter fields,
which presumably play a significant cosmological role, are not constant, few exact an-
alytical solutions of high-dimensional theories are known. Correspondingly, the generic
two-dimensional models of dilaton gravity nontrivially coupled to scalar matter are usually
not integrable.

209



Some other important four-dimensional space-times, having symmetries defined by two
commuting Killing vectors, may also be described by two-dimensional dilaton gravity. For
example, the simplest (Einstein - Rosen) cylindrical gravitational waves are described by
a (1+1)-dimensional dilaton gravity coupled to one scalar field. The simplest stationary
axially symmetric pure gravity may be described by a (0+2)-dimensional dilaton gravity
coupled to one scalar field (this may be related to the previous cylindrical case by the
analytic continuation of one space variable to imaginary values). Similar but more general
dilaton gravity models were also obtained in string theory. Some of them may be solved
by using modern mathematical methods developed in the soliton theory (see, e.g., [9] -
[12]).

After briefly reminding a fairly general formulation of the (1+1)-dimensional dilaton
gravity, we introduce the most general cylindrical reductions that, most probably, are not
integrable but are usually reduced to rather rich integrable models. The spherical reduc-
tions are generally not integrable but, after further reductions to the dimensions (1+0)
and (0+1), they generate interesting (integrable and not integrable) static and cosmolog-
ical models related by a duality relation. We only briefly outline the main features of our
approach leaving presenting the details to future publications.

The effective Lagrangian of the (1+1)-dimensional dilaton gravity coupled to scalar
fields ψn, which can be obtained by-dimensional reductions of a higher-dimensional spher-
ically symmetric (super)gravity, may usually be (locally) transformed to the following
form:

L =
√−g [U(ϕ)R(g) + V (ϕ, ψ) + W (ϕ)(∇ϕ)2 +

∑
n

Znm∇ψn∇ψm]. (1)

Here gij(x
0, x1) is a generic (1+1)-dimensional metric with signature (-1,1), g ≡ det|gij|

and R ≡ R(g) is the Ricci curvature of the two-dimensional space-time,

ds2 = gij dxi dxj , (i, j = 0, 1). (2)

The effective potentials V and Znm depend on the dilaton ϕ(x0, x1) and on (N − 2)
scalar fields ψn(x0, x1) 1. They may depend on other parameters characterizing the par-
ent higher-dimensional theory, e.g. on charges introduced by solving the equations for
the Abelian gauge fields, etc. There are two important simple cases: 1. Znm(ϕ, ψ) =
δnmZn(ϕ), and 2. constant Zn, independent of the fields. The dilaton function U(ϕ) is
usually monotonic and one can put (at least locally) U(ϕ) = ϕ or U(ϕ) = exp(−2ϕ), etc.
We also may use in Eq. (1) a Weyl transformation to exclude the gradient term for the
dilaton, i.e. to make W ≡ 0. Under the transformations to this frame (we may call it the
Weyl frame) the metric and the potential transform as

gij → g̃ij ≡ w(ϕ)gij , V → Ṽ ≡ V/w(ϕ) , Z → Z̃ ≡ Z, (3)

where w(ϕ) is defined by the equation w′(ϕ)/w(ϕ) = W (ϕ)/U ′(ϕ).
As we mentioned above, in two-dimensional space-times all matter fields can eventually

be reduced to different scalar fields although, for keeping traces of different symmetries,
it may be convenient to retain gauge fields, spinor fields, etc. The Lagrangian Eq. (1)
should be considered as an effective Lagrangian. In general, it is equivalent to the original

1The potentials Znm define a negative definite quadratic form.
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one on the ‘mass shell’ but the solutions of the original equations may be completely
recovered to construct the solutions of the higher-dimensional ‘parent’ theory. For a
detailed motivation and specific examples see [5], where references to other related papers
can be found. Because of the space limitations, only absolutely necessary references are
given here.

To simplify derivations we will use the equations of motion in the light-cone metric,
ds2 = −4f(u, v) du dv and with U(φ) ≡ ϕ, Znm = δnmZn, W ≡ 0. By first varying the
Lagrangian in generic coordinates and then going to the light-cone ones we obtain the
equations of motion

∂u∂vϕ + f V (ϕ, ψ) = 0, (4)

f∂i(∂iϕ/f) =
∑

Zn(∂iψn)2 , (i = u, v) . (5)

∂v(Zn∂uψn) + ∂u(Zn∂vψn) + fVψn(ϕ, ψ) =
∑
m

Zm,ψn ∂uψm ∂vψm , (6)

∂u∂v ln |f |+ fVϕ(ϕ, ψ) =
∑

Zn,ϕ ∂uψn ∂vψn , (7)

where Vϕ = ∂ϕV , Vψn = ∂ψnV , Zn,ϕ = ∂ϕZn, and Zm, ψn = ∂ψnZm. These equations are
not independent. Actually, (7) follows from (4) − (6). Alternatively, if (4), (5), (7) are
satisfied, one of the equations (6) is also satisfied.

If the Lagrangian (1) was obtained by a consistent reduction of some high-dimensional
theory (i.e. not using gauge fixings, which reduce the number of independent equations,
and not applying non-invertible transformations to the coordinates or unknown functions),
the solutions of these equations can be reinterpreted as special solutions of the parent
higher-dimensional equations.

If the scalar fields are constant, ψ = ψ0, these equations can be solved with practically
arbitrary potential V that should satisfy only one condition: Vψ(ϕ, ψ0) = 0, see Eq.(6).
The constraints (5) then can be solved because their right-hand sides are identically
zero. It is a simple exercise to prove that there exist chiral fields a(u) and b(v) such
that ϕ(u, v) ≡ ϕ(τ) and f(u, v) ≡ ϕ′(τ) a′(u) b′(v), where τ ≡ a(u) + b(v) (the primes
denote derivatives with respect to the corresponding argument). Using this result it is
easy to prove that (4) has the integral ϕ′ + N(ϕ) = M , where N(ϕ) is defined by the
equation N ′(ϕ) = V (ϕ, ψ0) and M is the constant (integral) of motion. The horizon,
defined as a zero of the metric h(τ) ≡ M −N(ϕ), exists because the equation M = N(ϕ)
has at least one solution in some interval of values of M . These solutions are actually
one-dimensional (‘automatically’ dimensionally reduced) and can be interpreted as black
holes (Schwarzschild, Reissner Nordstrøm, etc.) or as cosmological models. These facts
are known for a long time and were derived by many authors using different approaches
(for references see e.g the recent review [8]).

With this example in mind, it looks , at first sight, natural to introduce the following
reduction to one-dimensional theory: let ϕ and ψ depend only on τ ≡ a(u) + b(v), where
τ may be interpreted either as the space or the time variable. Then we obtain both
the (0+1)-dimensional theory of static distributions of the scalar matter (including black
holes) and (1+0)-dimensional cosmological models. However, analyzing their solutions
(see simple examples in [3]) one can find that not all standard Friedmann cosmologies
may be obtained in this way [5], [6]. In view of the symmetry (‘duality’) between the
(1+0) and (0+1)-dimensional reductions one may conclude that not all static solutions
are obtained in this way. In other words, this simple (naive) procedure of dimensional
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reduction is not complete! The same conclusion can be made if we use the space-time
variables (t, r). Before discussing this phenomenon, we consider another simple source of
incompleteness in the process of reductions.

3 Generalized Cylindrical Reductions

The last remark in the previous section signals that we should apply more care when using
dimensional reductions in gravity. To illustrate how more general reductions may emerge
we first discuss cylindrically symmetric reductions in the (1+3)-dimensional pure gravity.
For acquiring a feeling of connections between the two-dimensional Lagrangian (1) and
higher-dimensional theories let us consider the four-dimensional cylindrically symmetric
gravity coupled to one scalar field:

S4 =

∫
d4x

√−g4 [R4 + V4(ψ) + Z4(ψ)(∇ψ)2]. (8)

Here the most general cylindrically symmetric metric should be used. It can be derived
by applying the general KMKF reduction. The corresponding metric may be written as
(i, j = 0, 3, m,n = 1, 2

ds2
4 = (gij + hmnA

m
i An

j )dxidxj + 2Aimdxidym + hmndymdyn , (9)

where all the metric coefficients depend only on the x-coordinates (t, r) and ym (z, φ) are
some coordinates on the two-dimensional cylinder (torus).

Usually, in the four-dimensional reduction the coordinate functions Am
i are supposed

to vanish [13], but we will see in a moment that this drastically changes the resulting
two-dimensional dilaton gravity theory. To see this we also suppose that ψ depends only
on x and integrate out of Eq.(9) the dependence on y. Extracting the dilaton from the
cylinder metric by writing

hmn ≡ ϕσmn , det(σmn) = 1, (10)

and neglecting an inessential numeric factor, we find the two-dimensional Lagrangian (in
what follows we will omit the V4 and Z4 terms):

L =
√−g {ϕ[R(g) + V4 + Z4(∇ψ)2] +

1

2ϕ
(∇ϕ)2 − ϕ

4
tr(∇σσ−1∇σσ−1)− ϕ2

4
σmnF

m
ij F nij} ,

(11)
where Fm

ij ≡ ∂iA
m
j − ∂jA

n
i (i, j = 0, 3). These Abelian gauge fields are not propagating

and their contribution is usually neglected. We propose to take them into account by
solving their equations of motion and writing the corresponding effective potential. Let
us first introduce a very convenient parametrization of the matrix σmn:

σ22 = eη cosh ξ, σ33 = e−η cosh ξ, σ23 = σ32 = sinh ξ. (12)

After simple derivations (see, e.g., [3], [5]) we exclude the gauge fields and find the effective
potential

Veff = − 1

2ϕ2

∑
mn

Qm(σ−1)mnQn = −cosh ξ

2ϕ2
[Q2

1e
−η − 2Q1Q2 tanh ξ + Q2

2e
η], (13)
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where Qm are arbitrary constants having pure geometric origin, although they look like
charges of the Abelian gauge fields Fm

ij . Expressing the trace in the Lagrangian (11) in
terms of the variables ξ and η, we derive the Lagrangian in our standard form (1):

L =
√−g {ϕR(g) +

1

2ϕ
(∇ϕ)2 − Veff − ϕ

2
[cosh2 ξ (∇η)2 + (∇ξ)2]}. (14)

This representation is convenient for writing the equations of motion (5)-(6), for further
reductions to dimensions (1 + 0) and (0 + 1) and for analyzing special cases (such as
Q1Q2 = 0, ξη = 0). This form is also closer to the original Einstein and Rosen equations,
which can be obtain by putting Q1 = Q2 = 0 and η = 0), and it is also more convenient
for analyzing the physical meaning of the solutions.

The equations of motion (6) for the Lagrangian (13) are

2φ ∂u∂vξ + [∂uφ ∂vξ + (∂u ⇔ ∂v)]− 2f ∂ξVeff − φ sinh 2ξ ∂uη ∂vη = 0, (15)

2φ ∂u∂vη + [∂uφ ∂vη + 2φ tanh ξ ∂uξ ∂vη + (∂u ⇔ ∂v)]− 2f cosh−2 ξ ∂ηVeff = 0. (16)

If ∂ξVeff = 0 and ∂ηVeff = 0, these equations have solutions with constant η and ξ (‘scalar
vacuum’). However, for Q1Q2 6= 0 we find that the solution of these two equation is

exp 2η = Q2
1/Q

2
2, tanh ξ = sgn(Q1Q2), ξ = ±∞.

If Q1Q2 = 0, there exists the solution of the first equation, ξ ≡ 0, while ∂ηVeff 6= 0. Both
ξ and η can be constant if and only if Q1 = Q2 = 0.

When the potential Veff identically vanishes, Eqs.(15, 16) as well as Eq.(4) drastically
simplify and we get the Einstein-Rosen equations if ξ ≡ 0. Otherwise we have a nontriv-
ially integrable system of nonlinear equations belonging to the type considered in [9] - [12].
With nonvanishing Q1 and/or Q2, even the further reduced (one-dimensional) equations
are nontrivial and it is not quite clear whether they are integrable or not.

In summary of this section we stress once more that the two-dimensional theories (11)
(and closely related static axial reductions) with vanishing gauge fields were extensively
used in cosmology (see, e.g. [14], [15]) and they are integrable with the aid of modern
mathematical technique (see, e.g., [12]). However, the effective potential of the geomet-
ric gauge fields most probably destroys the integrability, even if we further reduce the
theory to one dimension. Nevertheless, emerging of the potential (13) that under certain
circumstances can imitate effects of cosmological constant potential may be of significant
interest for the present day cosmology.

4 Reducing by separating

The spherical reduction apparently does not allow appearance of the gauge fields2 de-
scribed in the previous section. Correspondingly, the general spherically symmetric metric
can be written in a simpler form:

ds2
4 = e2αdr2 + e2βdΩ2(θ, φ)− e2γdt2 + 2e2δdrdt , (17)

2A very careful discussion of the spherically symmetric space-times and of more general space-times,
having subspaces of maximal symmetry, may be found in [16] (see also [17]).
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where α, β, γ, δ depend on (t, r) and dΩ2(θ, φ) is the metric on the 2-dimensional sphere
S(2). Substituting this into the action (8) and integrating over the variables θ, φ we find
the reduced action3 with the Lagrangian Eq. (1), where

U ⇒ e2β, V ⇒ 2 + e2βV4, W (∇φ)2 ⇒ 2e2β(∇β)2, Zmn ⇒ Z4(ψ)e2β, (18)

and the 2-dimensional metric is given by e2α, e2γ, e2δ (see e.g. [5]). Actually, the effective
two-dimensional Lagrangian also contains total derivatives that may be important in some
problems but we will not discuss them here.

The equations of motion for this effective action can easily be derived and they coincide
with Eqs. (4) - (7) if we pass to the light cone coordinates. It is not difficult to see (in fact,
it is almost evident) that these EOM are identical to the Einstein equations (see e.g. [1])
To simplify the equations we write them in the limit of the diagonal metric (formally, one
may take the limit δ → −∞). Varying the action in α, β, γ and neglecting the δ - terms
we obtain the Einstein equations for the diagonal components of the Einstein tensor.
Varying the action in ψ we find the equation for ψ. Finally, by varying in δ we find one
more equation corresponding to the non diagonal component of the Einstein tensor; it is
not a consequence of other equations and is a combination of the two constraints (5).

The simplest way to write all necessary equations is to write the 2-dimensional effective
action in the coordinates (17). First making variations in δ we find (in the limit δ → −∞)
the constraint

4β̇′ − 2β̇β′ − 2β̇γ′ − 2α̇β′ = Z4ψ̇ψ′, (19)

where ψ̇ ≡ ∂tψ , ψ′ ≡ ∂rψ , etc. The other equations can be derived (in the diagonal limit)
from the effective Lagrangian

Leff = Veff + Lt + Lr, (20)

where we omitted the δ-dependence and total derivative terms. The sum of the ‘r-
Lagrangian’

Lr = e−α+2β+γ(2β′2 + 2β′γ′ + Z4ψ
′2), (21)

with the ‘t-Lagrangian’

Lt = −eα+2β−γ(2β̇2 + 2β̇γ̇ + Z4ψ̇
2), (22)

as well as the constraint (19) are invariant under the substitution ∂r ⇔ i∂t and α ⇔
γ. This means that the EOM are invariant under this transformation, as the effective
potential4,

Veff = V4 eα+2β+γ + 2k eα+γ, k = 0,±1, (23)

is naturally invariant. At first sight, this invariance may look trivial but one should
recall that in higher dimensions there is no complete symmetry between space and time.
Thus the simple relation between static and cosmological solutions suggested by this
symmetry may give some new insight into both classes of objects. Even apart from any

3This derivation can easily be generalized to any dimension and any number of the scalar fields with
more complex coupling potentials. One may similarly treat the pseudospherical and flat symmetries as
well as any symmetry given by two Killing vectors. Here e2β is the spherical dilaton denoted in the
cylindrical case above by ϕ.

4Here, in addition to the case of the spherical symmetry (k = 1) we include the cases of pseudospherical
(k = −1) and flat (k = 0) symmetries.
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physical interpretation, this symmetry allows us to economize writing equations and it
is extremely useful in considering separation of variables outlined below. In particular,
these transformations allow one to derive cosmological solutions corresponding to static
(black hole) solutions and vice versa. Although this is a special case of the formulated
duality relation we call it ‘static - cosmological’ (SC) duality.

To illustrate how the separation of the variables looks like we write the three remaining
equations (in addition to Eq. (18)):

[2e−2α(β′′ + 2β′2 − β′α′ + β′γ′)]− [α ⇔ γ, ∂r ⇒ ∂t] = Veff e−α−2β−γ , (24)

[2e−2α(β′′ + β′2 − β′α′ − β′γ′)] + [α ⇔ γ, ∂r ⇒ ∂t] =
1

2
Z4(E+ + E−) , (25)

where we denote
E± ≡ e−2αψ′2 ± e−2γψ̇2. (26)

The third equation has a similar structure

[e−2α(γ′′ + γ′2 − γ′α′ − β′2]− [α ⇔ γ, ∂r ⇒ ∂t] = −ke−2β +
1

2
Z4E− , (27)

In practical procedures of the separation it may be convenient to also use the forth (de-
pendent) equation and work with some other linear combinations of all equations.

To make a separation of the space and the time variables possible we should try to
write all the equations in the form

N∑
n=1

Tn(t)Rn(r) = 0, (28)

where Tn depends only on functions (and their derivatives) of the time variable, while Rn

depends only on space functions. Then, dividing by one of the functions and differentiating
w.r.t. t or r, we finally find equations for functions of one variable depending on constants,
which functionally depend on functions of the other variable. For N = 2 this is obvious:
T1/T2 = R1/R2 = C. For N = 3 we may write, for instance,

(T1/T3)(R1/R3) + (T2/T3)(R2/R3) + 1 = 0

and then differentiate this equation w.r.t. t or r, thus reducing the equation to the N = 2
case with new arbitrary constants appearing due to differentiations.

It is evident that to write the equations in the form (28) we should make some Ansatzes
allowing us to write all the terms as products of functions of one variable. It is clear that
to separate the variables r and t in the metric we should require that

α = α0(t) + α1(r), β = β0(t) + β1(r), γ = γ0(t) + γ1(r), (29)

Then, the potentials V4 and Z4 must be either constant or have the necessary multiplicative
form. Depending on the analytic form of the potentials, this is possible if

ψ = ψ0(t) + ψ1(r), (a) or ψ = ψ0(t)ψ1(r), (b) . (30)

Here we will not try to find and classify all possible cases of separation and mention only
typical ones. If ψ̇ψ′ = 0, a separation is possible for generic potentials. If ψ̇ψ′ 6= 0, there
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are three obvious classes of the potentials that are favorable to the separation: 1. constant
potentials V4 and Z4; 2. exponential V4 and constant Z4 (with the ansatz (30a); 3. power
dependence of V4 on ψ and constant Z4 (with the ansatz (30b). Note that the case
of the constant Z4 and exponential V4 is often met in standard reductions from higher
dimensions.

Inserting ansatzes (29), (30) into the equations (24), (25), (27) one may find conditions
for the separation (when all the equations can be rewritten in the form of Eq.(28)). We
regard possible separation as dimensional reductions in the sense that we try to clarify
by the following example. Let us consider the case ψ̇ψ′ = 0. Then it is clear that the
constraint (19) is rather restrictive. In fact, one can see that it allows the separation (29)
in the following cases:

1. α̇0 = β̇0 = 0 ; 2. β̇0 = β1
′ = 0 ; 3. β1

′ = γ1
′ = 0 ; (31)

4. α̇0 = 0 , β1
′ + γ1

′ = 0; 5. γ1
′ = 0 , α̇0 + β̇0 = 0 . (32)

When no one of this conditions is satisfied, the separation is possible if

6. 1 + γ1
′/β1

′ + α̇0/β̇0 = 0 . (33)

One can similarly treat the case ψ̇ψ′ 6= 0. Other equations give further restrictions on the
metric coefficient but they may be of somewhat different strength. Some of the restrictions
may be so strong that they almost fix some parameters.

To make this point clearer suppose that we have chosen the third condition of (31)
that says that β1 and γ1 are some constants. Then the reduction idea is to consider α0, β0,
γ0, ψ0 as dynamical functions of cosmological model, while strongly restricted functions
α1, β1, γ1, (ψ1 is a constant) define parameters of the background metric. Let us illustrate
this idea by considering Eq. (24) with constant V4

−ke−2β1+2α0−2β0 − e−2γ1+2α0−2γ0(β̈0 + ...) + e−2α1(β′′1 + ...) =
1

2
V4e

2α0 , (34)

where we omitted some terms in brackets that may be recovered using Eq. (24). As β1, γ1

are constants, all terms in this equation depend on t only. It is not difficult to similarly
treat two remaining equations and thus to find the complete system of equations for α0,
β0, γ0, ψ0. Although α1 remains an arbitrary function of r it can be transformed to any
constant by an appropriate r-transformations. Of course one may see that we recovered
the ‘naive’ cosmological reduction. The ‘naive’ static reduction may be reproduced simply
by using our SC-duality. With less restrictive ansatzes we may construct other cosmolog-
ical models and static configurations that are dual to them. It is interesting that there
may exist some ‘intermediate’ cases that are more symmetric under the duality transfor-
mation. It would be premature to call them ‘self - dual’ before a detailed study of them
will be completed.

Here we considered the separating of variables approach for the spherically reduced
gravity. With due care, it can be applied to the generalized cylindrical theory (14).

5 Conclusion

In a separate publication I will present the list of all these reductions and their relation
to black holes, cosmologies, and waves (especially, the cylindrical ones). Here I only
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mention the wave - like solution obtained in the integrable (1+1)-dimensional gravity
theory coupled to N − 2 scalar matter fields [5], [6]. The general solution of the model
depends on the chiral moduli fields ξn(u), ηn(v) that move on the surfaces of the spheres
S(N−2). The naive reduction to one-dimensional theories emerges when the moduli fields
are constant and equal, ξn = ηn. When they are constant but otherwise arbitrary, we
have a new class of reduced solutions that correspond to waves of scalar matter coupled
to gravity. Under certain conditions these waves may be localized in space and time
and thus may be regarded as a sort of solitary gravitational waves5. The very origin
of these waves signals existence of a close relation between main gravitational objects -
black holes, cosmologies and waves. This relation was studied in some detail for static
states and cosmologies that may be considered as a sort of ‘static – cosmological’ duality
(SC-duality). In the integrable models the transitions between static and cosmological
states are possible and, moreover, the waves play a significant role in these transitions.
This observation, which does not actually require integrability, may open a way to studies
of real physical connections between these apparently diverse objects.

In summary, one may identify at least three types of dimensional reduction: the
‘standard’ or ‘naive’ reduction supposes that functions of two variables depend on one
variable only, the reduction by separating the variables, and the reduction in moduli
spaces supposing that the moduli functions become constants. In all cases the important
problem is to find the Lagrangians and Hamiltonians for the reduced systems. This is
not difficult for the naive reduction and for the simple reductions based on separating the
variables. It is not clear how to do this with the last, so to speak, ‘moduli reduction‘. In
addition, it is not clear how to do such a reduction for not integrable systems.
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Abstract

String models of the hydrodynamic type are constructed in the bi-Hamiltonian
approach to integrable systems by using local and non-local Poisson brackets of
hydrodynamic type. The chiral currents of string are the local coordinates of the
Riemann space. New local chiral currents was constructed from the initial chi-
ral currents. In the case of null torsion, new nonlocal tensor chiral currents was
constructed. New equations of motion in variables of currents was obtained.

1. Introduction
String theory is a very promising candidate for a unified quantum theory of gravity and
all the other forces of nature. For quantum description of string model we must to
have classical solutions of the string in the background fields. String theory in suitable
space-time backgrounds can be considered as σ- model. The integrability of the classi-
cal σ-model is manifested through an infinite set of conserved charges, which can form
non-abelian algebra. There two ways to construct these charges are known: such-named
Backlund transformations, inverse scattering problem method. Any charge from the com-
muting subset of charges and any Casimir operators of charge algebra can be considered
as Hamiltonian in the bi-Hamiltonian approach to integrable models. Let us consider a
bi-Hamiltonian approach to the integrable models. The bi-Hamiltonian approach to the
integrable systems was initiated by Magri [1] and it was generalized by Das, Okubo [2].
Two Poisson brackets (PBs)

{ua(σ), ub(σ′)}1 = P ab
1 (σ, σ′)(u), (1)

{ua(σ), ub(σ′)}2 = P ab
2 (σ, σ′)(u)

are called compatible if any linear combination of these PBs

c1{∗, ∗}1 + c2{∗, ∗}2

is PB also. The functions ua(τ, σ), a = 0, 1, ..., D−1 are local coordinates on a certain given
smooth D-dimension manifold M. The Hamiltonian operators P ab

1 (σ, σ′)(u), P ab
2 (σ, σ′)(u)
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are the functions of local coordinates ua(σ). It is possible to construct recursion operators

Ra
c (σ, σ′)(u) =

2π∫

0

P ab
2 (σ, σ′′)Pbc1(σ

′′, σ′)dσ′′, (2)

((R(σ, σ′)(u))−1)a
c =

2π∫

0

P ab
1 (σ, σ′′)P2bc(σ

′′, σ′)dσ′′. (3)

Any of degrees of recursion operator is Hamiltonian operator of new PB. It is possible to
find two Hamiltonians H1 and H2 which are satisfy to bi-Hamiltonian condition:

dua(σ)

dτ
= {ua(σ), H1}1 = {ua(σ), H2}2. (4)

The local PBs of hydrodynamic type was introduced by Dubrovin, Novikov [3] for Hamilto-
nian description of the equations of hydrodynamics. They was generalized by Ferapontov
[4] and Mokhov, Ferapontov [5] on the non-local PBs of hydrodynamic type. It was shown
that to construct family of integrable systems enough to consider pencil from local PB
and non-local PB. Integrable systems of hydrodynamic type are described by Hamiltoni-
ans of hydrodynamic type, which are not depending of derivatives of local coordinates.
Integrable bi-Hamiltonian systems of hydrodynamic type was considered by Maltsev [6],
Ferapontov [7], Mokhov [9], Pavlov [10], Maltsev, Novikov [11], Dubrovin, Novikov [3].
2. Nonlocal Poisson brackets
Local PB of Dubrovin, Novikov in the flat coordinates is form:

{ua(σ), ub(σ′)} = P ab
1 (σ, σ′)(u) = ηab ∂

∂σ
δ(σ − σ′), (5)

where ηab is constant metric tensor. Ferapontov [4] constructed non-local PB of following
form:

{ua(σ), ub(σ′)}F = gab(u(σ))
d

dσ
δ(σ − σ′)− gac(u(σ))Γb

ck(u(σ))u
′k(σ)δ(σ − σ′) +

L∑
α=1

(wα(u(σ)))a
ku

′k(σ)ν(σ′ − σ)(wα(u(σ′)))b
lu

′l(σ′), (6)

where det(gab(u)) 6= 0, the coefficients gab(u),Γa
cb(u),(wα(u))a

b are the smooth functions of
local coordinates, a, b, c = 0, 1, ..., D − 1; α = 1, 2, ..., L and ν(σ − σ′) = sgn(σ − σ′) =
( d

dσ
)−1δ(σ − σ′). The bracket (6) is skew-symmetric if and only if:

1. gab(u) = gba(u) is symmetric contra-variant metric,
2. Γa

cb(u) is the Riemann connection generated by metric gab(u).
The bracket (6) satisfies Jacobi identity if and only if:
3. Γa

bc(u) = Γa
cb(u) is symmetric connection;

metric gab(u) and tensors (wα(u))a
b satisfy the Gauss-Codazzi equations for the sub-

manifold MD with flat normal bundle embedded in pseudo-Euclidean space ED+L:
4. gab(u)(wα(u))c

b = gcb(u)(wα(u))a
b ,

5. ∇a(wα(u))b
c = ∇c(wα(u))b

a,
where ∇a is the operator of covariant differentiation generated by connection Γa

bc(u).
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6. Rab
cd(u) =

∑L
α=1[(wα(u))a

d(wα(u))b
c − (wα(u))b

d(wα(u))a
c ],

where Rab
cd(u) = gak(u)Rb

kcd(u) is the Riemann curvature tensor of metric gab(u).
7. The tensors (wα(u))a

b are satisfy the Ricci equation for embedded surface:
(wα(u))a

b (wβ(u))b
c = (wβ(u))a

b (wα(u))b
c.

The PB (6) exactly corresponds to an D- dimensional surface with flat normal bun-
dle embedded in a pseudo-Euclidean space ED+L. The covariant tensor gab(u) is the
first fundamental form. The tensors (wα(u))a

b are corresponding Weingarten operators of
this embedded surface and tensors gab(wα(u))b

c are the corresponding second fundamental
forms.
3. Compatible pairs of Poisson brackets
As was shown by Mokhov in [9] that Ferapontov non-local PB (6) compatible with con-
stant local Dubrovin, Novikov PB (5) under Magri condition [1] if and only if it has
following form:

{ua(σ), ub(σ′)}2 = P ab
2 (σ, σ′)(u) = [ηac ∂F b(u(σ))

∂uc
+ ηbc ∂F a(u(σ))

∂uc
−

ηakηbl

L∑
α=1

∂ψα(u(σ))

∂uk

∂ψα(u(σ))

∂ul
]

d

dσ
δ(σ − σ′) + [ηac ∂

2F b(u(σ))

∂uc∂uk
− (7)

ηacηbl

L∑
α=1

∂2ψα(u(σ))

∂uk∂uc

∂ψα(u(σ))

∂ul
]u
′k(σ)δ(σ − σ′) +

ηacηbk

L∑
α=1

∂2ψα(u(σ))

∂uc∂ul
u
′l(σ)ν(σ′ − σ)

∂2ψα(u(σ))

∂uk∂un
u
′n(σ′),

where functions F a(u), ψα(u), a = 0, 1, ..., D− 1, α = 1, 2, ..., L are the smooth functions
of local coordinates. The PB (7) is PB if and only if the following equations are satisfied
[9]:

∂2F a

∂uk∂un
ηnl ∂2F b

∂ul∂uc
=

∂2F b

∂uk∂un
ηnl ∂2F a

∂ul∂uc
, (8)

∂2ψα

∂uk∂un
ηnl ∂2ψβ

∂ul∂uc
=

∂2ψβ

∂uk∂un
ηnl ∂2ψα

∂ul∂uc
, (9)

gakηbl ∂2F a

∂uk∂ul
= gbkηal ∂2F a

∂uk∂ul
, (10)

gakηbl ∂2ψα

∂uk∂ul
= gbkηal ∂2ψα

∂uk∂ul
, (11)

gab = ηac ∂F b

∂uc
+ ηbc ∂F a

∂uc
− ηakηbl

L∑
α=1

∂ψα

∂uk

∂ψα

∂ul
. (12)

4. String model
The string model in the background constant gravity field is described by the system of
equations:

ẍa − x
′′a = 0, ηab(ẋ

aẋb + x
′ax

′b) = 0, ηabẋ
ax

′b = 0, (13)

where ẋa = dxa

dτ
, x

′a = dxa

dσ
, a = 0, 1, ..., D − 1 and xa(τ, σ) are local target space co-

ordinates of world sheet coordinates τ, σ. The constant metric tensor ηab is symmetric
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tensor. The closed string model is described by first kind constraints in the Hamiltonian
formalism:

h1 =
1

2
(ηabpapb + ηabx

′ax
′b) ≈ 0, h2 = pax

′a ≈ 0, (14)

where xa(τ, σ), pa(τ, σ) are the periodical functions on σ with the period on 2π. The
original PBs are the canonical PBs:

{xa(σ), pb(σ
′)}1 = δa

b δ(σ − σ′), (15)

{xa(σ), xb(σ′)}1 = {pa(σ), pb(σ
′)}1 = 0,

where δ(σ−σ′) is periodical function. Let us introduce the local coordinates ua(σ), va(σ):

ua =
1√
2
(ηabpb + x

′a), va =
1√
2
(ηabpb − x

′a). (16)

First kind constraints have following form:

h1 =
1

2
ηab(u

aub + vavb), h2 =
1

2
ηab(u

aub − vavb). (17)

Canonical PBs are:

{ua(σ), ub(σ′)}1 = P ab
1 (σ, σ′) = ηab

∂

∂σ
δ(σ − σ′), (18)

{va(σ), vb(σ′)}1 = −ηab
∂

∂σ
δ(σ − σ′), {ua(σ), vb(σ′)}1 = 0.

The Hamiltonian equations of motion under Hamiltonian H1 =
π∫
0

h1(u(σ))dσ are de-

scribed two independent left and right movers: u̇a = u
′a, ua(τ, σ) = ua(τ + σ), v̇a =

−v
′a, v̇a(τ, σ) = va(τ − σ). We will consider a motion of string, which is described by

local coordinates ua(τ, σ).
5. Integrable bi-Hamiltonian string models of hydrodynamic type
We apply the hydrodynamic approach to the integrable string models in the terms of
chiral currents ua(τ, σ), which are the local coordinates of the Riemann space with metric
gab(u). Following Mokhov [9], we consider the recursion operator generated by compatible
PB (5) and PB (7):

Ra
b (σ, σ′) =

2π∫

0

P ac
2 (σ.σ′′)(u)P1cb(σ

′′, σ′)(u)dσ′′, (19)

where
P1ab(σ, σ′) ≡ (P ab

1 (σ, σ′))−1 = ηabν(σ − σ′)

and ν(σ − σ′) is periodical function. Let us apply recursion operator (19) to the closed
string model in the constant background gravity field (13). Hamiltonian equations of
motion with the Hamiltonian

H1 =

2π∫

0

ηabu
a(σ)ub(σ)dσ (20)
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are the equations of hydrodynamical type: u̇a(τ, σ) = u
′a(τ, σ). As was shown by Mokhov

[9], any system from the hierarchy

∂ua(τ, σ)

∂τn

=

2π∫

0

2π∫

0

...

2π∫

0

(R(σ, σ1)R(σ1, σ2)...R(σn−1, σn))a
b (u)

∂ub(τn, σn)

∂σn

dσ1dσ2...dσn,

(21)
is a multi- Hamiltonian integrable system. In particular, any closed string model of the
form

∂ua(σ)

∂τ1

=

π∫

0

Ra
b (σ, σ′)

∂u(σ′)
∂σ′

dσ′ (22)

is integrable system [9]:

∂ua(σ)

∂τ1

=
d

dσ
[F a(u) + ηakηbc

∂F b

∂uk
uc − ηak

L∑
α=1

∂ψα

∂uk
ψα], (23)

where functions F a(u), ψα(u) are arbitrary solutions of the equations (8)-(12). Let us
note, that there is infinite algebra of chiral currents u(n)a(σ) under non-local PB for every
solution functions F (n)a(u), ψ(n)α(u). The equation (23) can be obtain as Hamiltonian
equation of motion with the Hamiltonian (see [9])

H2 =

2π∫

0

[ηabF
b(u(σ))ua(σ)− 1

2

L∑
α=1

ψα(u(σ))ψα(u(σ))]dσ. (24)

The PBs (5), (7) and Hamiltonians (20), (24) satisfy bi-Hamiltonian condition (4).
Let us consider the constant curvature manifold. Mokhov, Ferapontov [5] constructed

non-local PB which exactly corresponds to an D-dimensional surface with constant Rie-
mann curvature K, embedded in a pseudo-Euclidean space ED+1. The Mokhov, Ferapon-
tov non-local PB compatible with constant local Dubrovin, Novikov PB has following
form [8]:

{ua(σ), ub(σ′)}MF = P ab
MF (σ, σ′)(u) = [ηac ∂F b(u(σ))

∂uc
+ ηbc ∂F a(u(σ))

∂uc
− (25)

−Kua(σ)ub(σ)]
d

dσ
δ(σ − σ′) + [ηac ∂

2F b(u(σ))

∂uc∂uk
−Kδa

c u
b(σ)]u

′c(σ)δ(σ − σ′) +

Ku
′a(σ)ν(σ′ − σ)u

′b(σ′),

where functions F a(u(σ)) satisfy the equations (8), (10) and metric tensor gab(u) has
following form:

gab = ηac ∂hb

∂uc
+ ηbc ∂ha

∂uc
−K uaub. (26)

These equations can be obtained from the equations (8)-(12) in the case of only Weingarten
operator (ω1(u))a

b

(ω1(u))a
b = ηak ∂2ψ1(u(σ))

∂uk∂ub
=
√

Kδa
b (27)

The recursion operator, constructed from the Hamiltonian operators P ab
MF (σ, σ′)(u) and

P ab
1 (σ, σ′)(u) led to a multi-Hamiltonian integrable system (21). In particular, any system
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of the form (22) is system of hydrodynamic type with Hamiltonian H2 of the following
form [8]:

H2 =

π∫

0

[ηabF
b(u(σ))ub(σ)− K

8
ηabu

a(σ)ub(σ)ηklu
k(σ)ul(σ)]dσ, (28)

where functions F a(u(σ)) are arbitrary solutions of the equations (8), (10).
6. String models of σ-model type
Let us consider string model of σ-model type.

L =
1

2
gab(x(σ))∂αxa(σ)∂αxb(σ), (29)

gab(x(σ))(ẋa(σ)ẋb(σ) + x
′a(σ)x

′b(σ)) = 0, gab(x(σ))ẋa(σ)x
′b(σ) = 0,

where gab(x) = eµ
a(x)eµb(x); a, b = 0, 1, ..., D − 1; α = 0, 1 and µ, ν = 0, 1, ..., D − 1 are

indices of the tangent space in the point xa on the Riemann–Cartan space with metric
gab(x). The veilbein eµ

a(x) and its inverse ea
µ(x) satisfy conditions:

eµ
a(x)eb

µ = δa
b , eµ

a(x)eaν(x) = ηµν . (30)

In the terms of currents

Jµ
α = eµ

a∂αxa, J0µ = ea
µpa, Jµ

1 = eµ
ax

′a, x
′a =

∂xa

∂σ
, (31)

Hamiltonian and equations of motion are following form:

H =
1

2

π∫

0

[ηµνJ
µ
0 Jν

0 + ηµνJ
µ
1 Jν

1 ]dσ, ∂αJµ
α = 0, ∂0J

µ
1 − ∂1J

µ
0 + Cµ

νλJ
ν
0 Jλ

1 = 0, (32)

ẍa − x
′′a + Γa

bc(x)(ẋbẋc − x
′bx

′c) = 0, Γa
bc =

1

2
ea

µ(
∂eµ

b

∂xc
+

∂eµ
c

∂xb
),

where structure functions

Cλ
νµ(x) =

∂eλ
a

∂xb
(ea

νe
b
µ − ea

µe
b
ν) (33)

is the torsion generated by metric gab(x) and the veilbein eµ
a(x) is satisfies Maurer–Cartan

relation:
∂eµ

a

∂xb
− ∂eµ

b

∂xa
= Cµ

νλ(x)eν
ae

λ
b . (34)

The canonical commutation relations of currents are:

{J0µ(x(σ)), J0ν(x(σ′))} = Cλ
νµ(x(σ))J0λ(x(σ))δ(σ − σ′), (35)

{J0µ(x(σ)), Jν
1 (x(σ′))} = Cν

µλ(x(σ))Jλ
1 (x(σ))δ(σ − σ′)− δν

µ

∂

∂σ′
δ(σ′ − σ),

{Jµ
1 (x(σ)), Jν

1 (x(σ′))} = 0.

Jacobi identity for commutation relation of currents J0µ(x(σ)) is led to following equation:

[DλC
ρ
νµ + DνC

ρ
µλ + DµC

ρ
λν ]J

ρ
0 = 0, (36)
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where DλC
ρ
νµ = ∂λC

ρ
νµ + Cρ

λγC
γ
νµ, ∂λ = ea

λ
∂

∂xa . Under condition

Cλ
νµ = 0,

∂eµ
a(x)

∂xb
− ∂eµ

b (x)

∂xa
= 0 (37)

torsion and Riemann curvature are vanish. In the terms of chiral currents

uµ(x(σ)) =
1√
2
[Jµ

0 (x(σ)) + Jµ
1 (x(σ))], vµ(x(σ)) =

1√
2
[Jµ

0 (x(σ))− Jµ
1 (x(σ))] (38)

commutation relations are the same as commutation relations of string model of hydro-
dynamic type with flat metric (18). After this, we repeat procedure of compatible pairs
of local Dubrovin, Novikov and non-local PBs to obtain string σ-model of hydrodynamic
type. New Hamiltonians are Hamiltonians with high degrees of 1-differential forms com-
pare with initial string model of σ-model type.
There is a problem, how are consistency conditions (9)-(13) on functions F a(u), ψα(u)
solve? In the case of compatible pairs of local PBs: ψα(u) = 0 or K = 0, Dubrovin [12]

give a great number of solutions of consistency conditions for F a(u) = ∂F (u)
∂ua . In this case

consistency conditions reduced to WDVV [14], [15] equations of associativity. As was
shown by Dubrovin [16], [12], the local coordinates ua must to belong to Lie group space
(as particular case of more general Frobenius manifold) to solve of WDVV consistency
conditions. Nonlinear integrable equations of motion for local coordinates on the group
space can describe by two-dimensional σ-models.
7. Local and non-local currents of 2d relativistic models
Equations of motion of hydrodynamic type for integrable models are continuity equations
of chiral currents. Principal problem is: how are new chiral currents to construct from
initial chiral currents and how are to construct invariant operators from the new chiral
currents? The hydrodynamical approach based on the hierarchy of PBs of hydrodynami-
cal type and it leds to consistency conditions (8)-(12). Another way based on hierarchy of
Hamiltonians of hydrodynamical type (as function of right (left) chiral currents and on the
hidden symmetry of σ-models (Polmeyer [17], Luscher [18], Volkov, Gershun, Tkach [19],
Evans, Hassan, MacKay, Mountain [20]), of AdS5 ⊗ S5 string models (Bena, Polchinski,
Roiban [21], Hatsuda [22]), of flat string model (Polmeyer [23], Meusburger, Rehren [24],
Thiemann [25]).

Let us consider principal chiral model Lagrangian:

L =
1

2
gab(φ)∂αφa(t, x)∂αφb(t, x), a, b = 1, 2, ..., D − 2, α = 0, 1 (39)

and φa(t, x) is local coordinates of compact group G, of factor group in the AdS group
case, of Riemann–Cartan space with torsion. The metric tensor is:

gab(φ) = eµ
a(φ)eν

b (φ)ηµν , µ, ν = 1, 2, ..., D − 2. (40)

Currents, Hamiltonian and equations of motion are following:

Jµ
α(φ) = eµ

b ∂αφb, H =
1

2

2π∫

0

(ηµνJ
µ
0 Jν

0 + ηµνJ
µ
1 Jν

1 )dx, (41)

∂αJµ
α = 0, ∂αJµ

β − ∂βJµ
α + cµ

νλJ
ν
αJλ

β = 0, (42)
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where cµ
νλ is structure constant for compact Lie group and constant torsion for Riemann–

Cartan space. Constant torsion is satisfy the Jacobi identity. It is antisymmetric tensor
and it is structure constant of some Lie algebra. Therefore we can introduce generators
of Lie algebra T µ for each of group spaces and for Riemann–Cartan space too

[T µ, T ν ] = cµν
λ T λ, T r(T µT ν) = −δµν

and can use notation Jα = Jµ
αTµ for description of product of currents. In the terms of

chiral currents

Uµ =
1√
2
(Jµ

0 + Jµ
1 ), V µ =

1√
2
(Jµ

0 − Jµ
1 ) (43)

and light-cone two-dimension variables x+ = 1√
2
(t + x), x− = 1√

2
(t − x) equations of

motion have following form:

∂U

∂x−
= − ∂V

∂x+
=

1

2
[U, V ], (44)

where U(t, x) = Uµ(t, x)Tµ,V (t, x) = V µ(t, x)Tµ. The canonical commutation relations
of chiral currents have form:

{Uµ(x), U ν(y)} = cλµν [
3

2
√

2
Vλ(x)− 1

2
√

2
Uλ(x)]δ(x− y)− ηµν ∂

∂y
δ(y − x), (45)

{V µ(x), V ν(y)} = cλµν [
3

2
√

2
Uλ(x)− 1

2
√

2
Vλ(x)]δ(x− y) + ηµν ∂

∂y
δ(y − x), (46)

{Uµ(x), V ν(y)} =
1

2
√

2
cλµν [Uλ(x) + Vλ(x)]δ(x− y). (47)

As result of equations (44) we can not divide equations of motion on the independent right
and left movers to obtain hydrodynamic type equations in general case. Nevertheless, as
was shown in [20] (and references therein), [23] principal chiral model has additional
nonlinear local and nonlocal conservation laws in terms of initial chiral currents U(t, x)
or V (t, x). As follow from equation (44) ∂

∂x−TrU = ∂
∂x+ TrV = 0. New conservation laws

can be constructed by two different ways: 1) totally symmetric tensor currents as totally
symmetric functions of product of initial chiral currents and 2) production of totally
symmetric, invariant tensor and product of initial chiral currents. First way was used in
the description of hidden symmetry of flat string model and tensor nonlocal chiral charges
are named as Pohlmeyer charges [23], [25]. Second way was used in the description of
local conserved charges in principal chiral models ([20] and references therein). The local
conserved currents U (n)(U(x)), V (n)(V (x)) have following form:

U (n)(U(x)) = dµ1µ2...µnUµ1Uµ2 ...Uµn ,
∂U (n)(U)

∂x−
= 0,

V (n)(V (x)) = dµ1µ2...µnV µ1V µ2 ...V µn ,
∂V (n)(V )

∂x+
= 0, (48)

where dµ1µ2...µn is totally symmetric, invariant tensor. It can be represented by following
formula:

dµ1µ2...µn = STr(T µ1T µ2 ...T µn), (49)
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where STr is the trace of a completely symmetric product of matrix representation of
Lie algebra generators. As was shown in [20] canonical commutation relation of new local
chiral currents for the su(l) model has form:

{U (n)(x), U (m)(y)} = nmU (n+m−2)(x)
∂

∂x
δ(x− y)− nm

l
U (n−1)(x)U (m−1)(x)

∂

∂x
δ(x− y)+

nm(m− 1)

n + m− 2

∂U (n+m−2)(x)

∂x
δ(x− y)− nm

l
U (n−1)(x)

∂U (m−1)(x)

∂x
δ(x− y). (50)

First of fifth densities of conserved charges, which can be considered as Hamiltonians of
hydrodynamical type are:

h(2)(U) = U (2)(x), h(3)(U) = U (3)(x), h(4)(U) = U (4)(x)− 3

2l
U (2)(x)U (2)(x),

h(5) = U (5)(x)− 10

3l
U (3)(x)U (2)(x),

h(6) = U (6)(x)− 5

3l
U (3)(x)U (3)(x)− 15

4l
U (4)(x)U (2)(x) +

25

8l2
U (2)(x)U (2)(x)U (2)(x). (51)

The canonical commutation relation of the local chiral currents for the so(l) and sp(l)
model has form [20]:

{U (n)(x), U (m)(y)} = nmU (n+m−2)(x)
∂

∂x
δ(x− y) +

nm(m− 1)

n + m− 2

∂U (n+m−2)(x)

∂x
δ(x− y).

(52)
The densities of local conserved charges have form:

h(2) = U (2)(x), h(4) = U (4)(x)− 3α

2
U (2)(x)U (2)(x),

h(6) = U (6)(x)− 15α

4
U (4)(x)U (2)(x) +

(5α)2

8
U (2)(x)U (2)(x)U (2)(x),

h(8) = U (8)(x)− 2(7α)

3
U (6)(x)U (2)(x)− 7α

4
U (4)(x)U (4)(x) +

(7α)2

4
U (4)(x)U (2)(x)U (2)(x)− (7α)3

48
U (2)(x)U (2)(x)u(2)(x)U (2)(x), (53)

where α is free parameter. Let us return to SU(l) model. A basis {Tµ} of the su(n)
algebra the (l2 − 1) traceless and hermitian matricies of the defining representation of
su(n) satisfy the following relations:

[Tµ, Tν ] = cλ
µνTλ, {Tµ, Tν} = −1

l
δµν − idλ

µνTλ,

T r(Tµ) = 0, TµTν = − 1

2l
δµν − i

2
dλ

µνTλ +
1

2
cλ
µνTλ. (54)

Therefore first of third Hamiltonians of hydrodynamical type are:

h(2) = UµUµ, h(3) = dµνλU
µUνUλ,

h(4) =
1

8l
(dλ

µνU
µUν)(dρσλU

ρUσ) +
1− 6l

4l2
(UµUµ)(U νU ν). (55)
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In the case of su(3) algebra the Hamiltonian h(4) reduces to the following: h(4) →
(UµUµ)(UνUν). Using formula (24) for Hamiltonian H2 we can receive of function F a(u)
satisfying the (8),(10) equations.

Let us return to Riemann space with null torsion Cµ
νλ = 0. We can consider left

mover only, which is described by local coordinates Uµ(x). There are infinite set of tensor
conserved non-local charges (Polmeyer charges [23]), which was obtained in the flat target
space and curved world sheet string model. In the conformal gauge, world sheet is plane
and non-local tensor charges have following form:

Zµ1µ2...µn = Rµ1µ2...µn + Rµ2...µnµ1 + ... + Rµnµ1...µn−1 , (56)

where tensors Rµ1µ2...µn are:

Rµ1µ2...µn =

2π∫

0

Uµ1(x1)dx1

x1∫

0

Uµ2(x2)dx2...

xn−1∫

0

Uµn(xn)dxn. (57)

Non-local tensor chiral currents are:

J (n) ≡ Jµ1µ2...µn(U(x)) = Θµ1µ2...µn + Θµ2...µnµ1 + ... + Θµnµ1...µn−1 ,

where Θµ1µ2...µn are:

Θµ1µ2...µn = Uµ1(x)

x∫

0

Uµ2(x2)dx2...

xn−1∫

0

Uµn(xn)dxn. (58)

To obtain the new dynamical system we use Sugawara construction for Hamiltonian [26],
[27]:

H(n) =
1

2

π∫

0

J (n)MJ (n)dx, (59)

where M is totally symmetric, invariant, constant tensor, which can be constructed from
Kronecker deltas. Let us consider first nonlocal current.

Jµν(x) =
1

2
[Uµ(x)

x∫

0

U ν(y)dy + U ν(x)

x∫

0

Uµ(y)dy]. (60)

New Hamiltonian H(1) is

H(1) =
1

2

2π∫

0

[Uµ(x)Uµ(x)

x∫

0

Uν(y)dy

x∫

0

U ν(z)dz + Uµ(x)Uν(x)

x∫

0

Uµ(y)dy

x∫

0

Uν(z)dz]dx.

(61)

Hamiltonian H(1) commutes with Hamiltonian H(0) = 1
2

2π∫
0

Uµ(x)Uµ(x)dx and it commutes

with generator
2π∫
0

Uµ(x)dx. The equation of motion under Hamiltonian H(1) is:

∂Uµ(x)

∂t
=

∂

∂x
[Uµ(x)

x∫

0

U ν(y)dy

x∫

0

Uν(z)dz + U ν(x)

x∫

0

Uµ(y)dy

x∫

0

U ν(z)dz]
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−U ν(x)U ν(x)

x∫

0

Uµ(y)dy − Uµ(x)U ν(x)

x∫

0

U ν(y)dy. (62)

In the variables Sµ(x) =
x∫
0

Uµ(y)dy equation (60) can be written as follows:

∂Sµ

∂t
=

∂

∂x
[Sµ(SνSν)] +

x∫

0

Sµ(Sν ∂2Sν

∂2y
)dy, µ, ν = 1, 2, ..., D − 2. (63)

Last term of equation (63) can be rewritten as total derivative on x.
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Abstract

We consider nonlinear, scaling-invariant N = 1 boson+fermion supersymmetric
systems whose right-hand sides are homogeneous differential polynomials and satisfy
some natural assumptions. We select the super-systems that admit infinitely many
higher symmetries generated by recursion operators; we further restrict ourselves
to the case when the dilaton dimensions of the bosonic and fermionic super-fields
coincide and the weight of the time is half the weight of the spatial variable. We
discover five systems that satisfy these assumptions; one system is transformed to
the purely bosonic Burgers equation. We construct local, nilpotent, triangular,
weakly non-local, and super-recursion operators for their symmetry algebras.
2000 MSC: 35Q53, 37K05, 81T40.
Key words and phrases: Supersymmetric recursion operators, Burgers equation.

Introduction. We consider the problem of a complete description of N = 1 nonlinear,
scaling invariant evolutionary super-equations {ft = φf , bt = φb} that admit infinitely
many symmetries {fs = F , bs = B} proliferated by recursion operators R; here b is the
bosonic super-field and f is the fermionic super-field. The axioms for selecting N = 1
nonlinear homogeneous polynomial evolutionary systems with higher symmetries were
suggested [8] by V. V. Sokolov and A. S. Sorin; the axioms are discussed in [2].

By construction, the equations are scaling invariant: their right-hand sides are differ-
ential polynomials homogeneous w.r.t. a set of (half-)integer weights [θ] ≡ −1

2
, [x] ≡ −1,

[t] < 0, [f ], [b] > 0; we also assume that the negative weight [s] is (half-)integer. Here
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we denote by θ the super-variable and we put ∂θ ≡ Dθ + θ Dx such that ∂2
θ = Dx; here

Dθ and Dx are the total derivatives w.r.t. θ and x, respectively. All notions and notation
follow [4], see also [2] for details.

In this paper, we investigate the properties of systems such that the weight of the time
t is [t] = −1

2
. We also assume [f ] = [b] = 1

2
(the weights may not be uniquely defined).

The first version of SsTools package [7] for Reduce was used for finding the systems
that satisfy the above axioms and possess higher symmetries under the bound −5 6
[s] 6 −1

2
. Five systems were thus discovered, see Table I below. Later, we used the

second version of SsTools [3] for symmetry analysis of the super-systems in [8] and for
constructing conservation laws and recursion operators for their symmetry algebras. The
method of Cartan forms [4] for the recursion operators was applied. Within this approach,
the recursions are regarded as symmetries of the linearized equations. Namely, we ‘forget’
the internal structure of the symmetry flows fs = F , bs = B and operate with F and B
as we do with the components of solutions of the linearized equations. The expressions
R = R(F,B) are the recursion operators if each R satisfies the linearized equation again
and if they are linear w.r.t. F , B, and their derivatives.

Let us introduce some notation. Assume R is a recursion for an equation and consider

the symbol
layers
ord

R]

weight
. The subscripts ‘ord’ and ‘weight’ denote the differential order

and the weight of the recursion R, respectively, and the superscript ‘layers’ (if non-empty)
indicates the required number of layers of the nonlocal variables assigned to conservation
laws. The symbol ‘]’ denotes the number of recursions for a given differential order,
weight, and the nonlocalities. Further, we denote by L the local recursion operators, by
N the nonlocal or weakly non-local [1, 6] recursions, the symbol Z denotes a nilpotent
recursion whose powers equal zero except for a finite set, and Sigma is a super-recursion
that swaps the parities of the flows.

Now we list the five new super-equations and indicate their recursions. The weights of
the recursion operators are calculated w.r.t. the standard values [f ] = [b] = 1

2
, [t] = −1

2
.

(1)

{
ft = ∂θb,
bt = b2 + ∂θf

1
1N

1
−1

(5)

{
ft = ∂θb + fb,
bt = ∂θf

2
0N

1
−1 1

2

, 2
1
2

N1
−2,

2
1
2

N1
−2 1

2

, 2
1
2

N1
−3

(6)

{
ft = −α fb,
bt = b2 + ∂θf

α = 2 : 1
2
L1
−2, 1

2
L1
−2 1

2

, 0
0Z

1
−2,

0
0Σ

1
−2,

0
0Σ

1
−2 1

2

, 0
0Σ

1
−2 1

2

;

α = 1 : 0
0Z

1
−2 1

2

, 1
2
Z1
−3; α = 4 : 1L

1
−3 1

2

Table I.

It turns out that these equations exhibit practically the whole variety of properties
that superPDE of mathematical physics possess. Let us discuss the properties of the
equations present in Table I in more detail.

1. The Burgers equation. First we construct an N = 1 supersymmetric representa-
tion of the Burgers equation and investigate its properties. We consider the system

ft = ∂θb, bt = b2 + ∂θf. (1)
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There is a unique set of weights [f ] = [b] = 1
2
, [t] = −1

2
, [x] = −1 in this case. Hence

we conclude that the above system precedes the invariance w.r.t. the translation along x.
Equation (1) admits the continuous sequence (3) of higher symmetries fs = φf , bs = φb

at all (half-)integer weights [s] ≤ −1
2
. Also, there is the continuous sequence (4) of

supersymmetries for Eq. (1) at all (half-)integer weights [s̄] ≤ −1
2

of the fermionic ‘time’ s̄.
System (1) is obviously reduced to the purely bosonic Burgers equation bx = btt−2bbt.

We emphasize that the role of the independent coordinates x and t is reversed w.r.t. the
standard interpretation of t as the time and x as the spatial variable. The Cole–Hopf
substitution b = −u−1ut from the heat equation ux = utt is thus the solution for the
bosonic component of (1).

Further, we introduce the bosonic nonlocality w of weight [w] = 0 by the rules ∂θw =
−f , wt = −b. The variable w is a potential for both fields f and b. The nonlocality satisfies
the potential Burgers equation wx = wtt + w2

t such that the formula w = ln u gives the
solution; the relation f = −∂θw determines the fermionic component in system (1).

Now we extend the set of dependent variables f , b, and w by the symmetry generators
F , B, and W that satisfy the linearized relations upon the flows of the initial super-fields,
respectively. In this setting, we obtain the recursion

R[1] =

(
Fx − ∂θf F + fx W
Bx − ∂θf B + bx W

)
⇐⇒ R =

(
Dx − ∂θf + fx ∂−1

θ 0
bx ∂−1

θ Dx − ∂θf

)
(2)

of weight [sR] = −1. In agreement with [1], the above recursion is weakly non-local [6]. We
recall that a recursion operator R is weakly non-local if each nonlocality ∂−1

θ is preceded
with a (shadow [4] of a nonlocal) symmetry ϕα and is followed by the gradient ψα of a
conservation law: R = local part+

∑
α ϕα ·∂−1

θ ◦ψα. From [1] it follows that this property
is automatically satisfied by all recursion operators which are constructed using one layer
of the nonlocal variables assigned to conservation laws.

Recursion (2) generates two sequences of higher symmetries for system (1):

(
ft

bt

)
7→

(
∂θbx − ∂θf∂θb− fxb

∂θfx − (∂θf)2 − b2∂θf + bbx

)
7→ · · · ,

(
fx

bx

)
7→

(
fxx − 2∂θffx

bxx − 2∂θfbx

)
7→ · · · .

(3)
Also, recursion (2) produces two infinite sequences of supersymmetries for (1):

(
∂θf
∂θb

)
7→

(
∂θfx − (∂θf)2 − fxf
∂θbx − ∂θf ∂θb− bxf

)
7→ · · · ,

(
f∂θb− b ∂θf + bx

b∂θb− f ∂θf + fx − fb2

)
7→ · · · . (4)

Remark 1. System (1) is not a supersymmetric extension of the Burgers equation;
it is a supersymmetric representation of the Burgers equation. However, symmetries (3)
and (4) are not reduced to the purely bosonic (x, t)-independent symmetries [5] of the
Burgers equation (particularly, owing to the interchanged role of the variables x and t).
We finally recall that the Burgers equation has infinitely many higher symmetries that
depend explicitly on the base coordinates x, t but exceed the set of axioms [2] we use.

Two supersymmetric generalizations (N = 0 and N = 2) of the Burgers equation are
constructed in [2]. The N = 0 extension relates it with integrable flows on associative
algebras. The N = 2 Burgers equation contains a KdV-type component and admits an
N = 2 modified KdV equation as a symmetry flow.
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2. A system with nonlocal recursions. The second system,

ft = ∂θb + fb, bt = ∂θf, (5)

is also homogeneous w.r.t. a unique set of weights [f ] = [b] = 1
2
, [t] = −1

2
, [x] = −1.

Similarly to the supersymmetric representation (1) for the Burgers equation, Eq. (5)
admits symmetries (fs, bs) for all weights [s] ≤ −1

2
.

We conjecture that system (5) has only one conservation law that defines the fermionic
variable w of weight 0 by wt = f , ∂θw = b. Then, many nonlocal conservation laws and
hence many new variables appear. We use the fermionic variable v whose weight [v] = 3

2

is minimal: we set vt = ∂θb ·wfb + fxwf and ∂θv = −∂θb · fb + ∂θf · ∂θb ·w + bxwf . Now,
there are nontrivial solutions to the determining equations for recursion operators. First,
we obtain the recursion of zero differential order with nonlocal coefficients:

R[−1 1
2
] =

( −∂θb · wfB + wvF + v ·B
∂θbwfF − vF + vw ·B

)
.

Also, we get a nonlocal operator with nonlocal coefficients,

R[−2] =

(
∂θb V w − ∂θf ∂θB wf − ∂θf ∂θbWf + ∂θf ∂θb Fw + ∂θf V + V wfb

∂θB ∂θbwf + ∂θb V − ∂θb Fwfb + ∂θf ∂θb V wf + ∂θf V w − V fb

)
.

The coefficients of the recursions found for [sR] = −21
2

and [sR] = −3 are also nonlocal.

3. A triplet of super-systems. Finally, we consider the three systems

ft = −αfb, bt = b2 + ∂θf (6)

which differ by the values α = 1, 2, and 4 of the parameter α and therefore exhibit rather
different properties. The weights for the above equation are multiply defined, and we
choose the tuple [f ] = [b] = 1

2
, [t] = −1

2
, [x] = −1 to be the primary ‘reference system.’

Case α = 2. First, we fix α = 2 and consider Eq. (6): we get ft = −2fb, bt =
b2 + ∂θf . The weights for symmetries are [s] = −1

2
, [s] = −1, and then Eq. (6) admits a

continuous chain of symmetry flows for all (half-)integer weights [s] ≤ −21
2
. Surprisingly,

no nonlocalities are needed to construct the recursion operators, although there are many
conservation laws for this system. We obtain purely local recursion operators R that
proliferate the symmetries: ϕ = (F, B) 7→ ϕ′ = R for any ϕ. The recursion

R[−2] =




11
2
∂θF ∂θf f + 11∂θF fb2 + 3

2
(∂θf)2F + 3∂θf Fb2 + 1

2
fxFf

11∂θB fb2 + 8∂θb Fb2 + 22∂θb fBb + 7(∂θf)2B+
14∂θf Bb2 + 11

2
∂θf ∂θB f + 5

2
∂θf ∂θb F + 1

2
bxFf + fxFb + 5fxfB


 ,

of weight [sR] = −2 is triangular since Rf does not contain B. Also, we obtain the
recursion of weight 21

2
; its components are

Rf

[−2 1
2
]

= −2∂θb Ffb2 − ∂θF ∂θf fb− ∂θF fb3 − 1
2
fxFfb− 2∂θf fBb2,

Rb
[−2 1

2
]

= ∂θB fb3 + ∂θb Fb3 + ∂θb fBb2 + 1
8
∂θfxFf +

+1
2
∂θFb4 + 1

2
∂θF (∂θf)2 + ∂θF ∂θf b2 + 1

8
∂θF fxf + (∂θf)2Bb +

+∂θf Bb3 + ∂θf ∂θB fb + ∂θf ∂θb Fb + ∂θf ∂θb fB + 3
8
∂θf Fxf +

+1
4
∂θf fxF + 1

2
bxFfb + 1

2
Fxfb2 + 1

4
fxFb2 + 1

2
fxfBb.
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Further, we get a triangular nilpotent operator of weight −3 such that Rf
[−3] = 0 and

Rb
[−3] = (∂θf)3fF + 6(∂θf)2fb2F + 12∂θf fb4F + 8fb6F . The above recursion is a re-

currence relation [2] which is well-defined for all symmetries of Eq. (6). Another local
recursion for [s] = −3 is huge and therefore omitted.

For α = 2, system (6) admits at least three super-recursions t(Rf , Rb) such that the
parities of Rf and Rb are opposite to the odd parity for f (and hence for F ) and to
the even parity of b and B. This property is possible owing to the presence of the odd
variable sR. The triangular zero-order super-recursions are R̄f

[−2] = 4∂θf Ffb + 8Ffb3,

R̄b
[−2] = −4∂θb Ffb + 2(∂θf)2F + 6∂θf Fb2 + 4∂θf fBb− fxFf + 4Fb4 + 8fBb3 and

R̄[−2 1
2
] =

( −∂θf fxF − 2fxFb2

∂θb fxF − ∂θf bxF + ∂θf fxB − 2bxFb2 + 2fxBb2

)

for weights [sR] = −2 and [sR] = −21
2
, respectively; the third super-recursion found for

[sR] = −21
2

is very large. Quite naturally, system (6) has infinitely many supersymmetries
if α = 2.

Case α = 1. For α = 1 from (6) we obtain the system ft = −fb, bt = b2 + ∂θf . The
default set of weights is the same as above: [f ] = [b] = 1

2
, [t] = −1

2
, and [x] = −1. The

sequence of symmetries is not continuous and starts later than for the chain in the case
α = 2. We find out that there are symmetry flows if either [s] = [t] = −1

2
(the equation

itself), [s] = [x] = −1 (the translation along x), or [s] ≤ −31
2

such that a continuous chain
starts for all (half-)integer weights [s].

Similarly to the previous case, no nonlocalities are needed to construct the recur-
sions, which therefore are purely local. The recursion operator Rf

[−2 1
2
]

= 0, Rb
[−2 1

2
]

=

(∂θf)2 Ff + 3∂θf Ffb2 + 9
4
Ffb4 of maximal weight [sR] = −21

2
is nilpotent: R2 = 0. For

the succeeding weight [sR] = −3, we obtain a triangular local recursion with components

Rf
[−3] = 5

3
∂θF (∂θf)2f + 5

2
∂θF ∂θf fb2 − 5

3
(∂θf)3F − 5

2
(∂θf)2Fb2 +

+5∂θf ∂θb Ffb + 20
3
∂θf fxFf + 15

2
fxFfb2,

Rb
[−3] = ∂θfx Ffb− 105

2
∂θF ∂θb fb2 − 160

3
∂θF ∂θf ∂θb f + 11∂θF fxfb +

+5
3
(∂θf)2∂θBf + 5

3
(∂θf)2∂θb F + 5

2
∂θf ∂θB fb2 + 5

2
∂θf ∂θb Fb2 −

−55∂θf ∂θb fBb + 17
3
∂θf bxFf + ∂θf fxfB + 23

2
bxFfb2 + 183

2
fxfBb2.

It generates symmetries of system (6); the differential order of R[−3] is positive.

Case α = 4. Finally, let α = 4; then system (6) acquires the form ft = −4fb,
bt = b2 + ∂θf. Again, the basic set of weights is [f ] = [b] = 1

2
, [t] = −1

2
, [x] = −1, and

system (6) admits the symmetries (fs, bs) such that their weights are [s] = −1
2
, −1 or

[s] ≤ −31
2

w.r.t. the basic set. This situation coincides with the case α = 1. Again, no
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nonlocalities are needed for constructing the recursion of minimal weight [sR] = −31
2
:

Rf

[−3 1
2
]

= −12∂θb Ffb4 − ∂θF (∂θf)2fb− 4∂θF ∂θf fb3 − 3∂θF fb5 −
−4(∂θf)2fBb2 − 4∂θf ∂θb Ffb2 − 2

3
∂θf fxFfb− 12∂θf fBb4 − 2fxFfb3,

Rb
[−3 1

2
]

= 3∂θBfb5 + 3∂θb Fb5 + 9∂θb fBb4 + 1
9
∂θfx ∂θf Ff − 1

3
∂θfx Ffb2 + 3

4
∂θF b6 +

+∂θF ∂θb fb3 + 1
4
∂θF (∂θf)3 + 5

4
∂θF (∂θf)2b2 + 7

4
∂θF ∂θf b4 + ∂θF ∂θf ∂θb fb +

+ 5
18

∂θF ∂θf fxf + 1
2
∂θF fxfb2 + (∂θf)3Bb + 4(∂θf)2Bb3 + (∂θf)2∂θB fb +

+(∂θf)2∂θb Fb + (∂θf)2∂θb fB + 2
9
(∂θf)2Fxf + 1

6
(∂θf)2fxF + 3∂θf Bb5 +

+4∂θf ∂θB fb3 + 4∂θf ∂θb Fb3 + 10∂θf ∂θb fBb2 + 2
3
∂θf bxFfb + ∂θf Fxfb2 +

+2
3
∂θf fxFb2 + 5

3
∂θf fxfBb + 2bxFfb3 + Fxfb4 + 1

2
fxFb4 + fxfBb3.

No nilpotent recursion operators were found for system (6) if α = 4.
Remark 2. We discovered that an essential part of recursion operators for supersym-

metric PDE are nilpotent. At present, it is not clear how the nilpotent recursion operators
contribute to the integrability of supersymmetric systems and what invariants they de-
scribe or symptomize. Further, we emphasize that this property does not always originate
from the rule ‘f · f = 0’, but this is an immanent feature of the symmetry algebras. More
generally, the nilpotent recursions are quite natural in the bosonic sector, too. We have

Example (I. S. Krasil’shchik, private communication). Consider a system of linear
ordinary differential equations ẋ = A(t)x. Then any nilpotent constant matrix R that
commutes with the matrix A is a recursion.

It would be of interest to construct an equation E that admits nilpotent differential
recursion operators {R1, . . . | Rni

i = 0} which generate an infinite sequence of symmetries
ϕ, Ri1(ϕ), Ri2 ◦ Ri1(ϕ), . . . for E . Here we assume that at least two operators (without
loss of generality, R1 and R2) do not commute and hence the flows never become zero.

Acknowledgements The authors thank I. S.Krasil’shchik, A. S. Sorin, and A.M.Ver-
bovetsky for stimulating discussions.
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Abstract

As I briefly review, the sine-Gordon model may be obtained by dimensional
and algebraic reduction from 2+2 dimensional self-dual U(2) Yang-Mills through a
2+1 dimensional integrable U(2) sigma model. I argue that the noncommutative
(Moyal) deformation of this procedure should relax the algebraic reduction from
U(2) → U(1) to U(2) → U(1)×U(1). The result are novel noncommutative sine-
Gordon equations for a pair of scalar fields. The dressing method is outlined for
constructing its multi-soliton solutions. Finally, I look at tree-level amplitudes to
demonstrate that this model possesses a factorizable and causal S-matrix in spite
of its time-space noncommutativity.

1 Classical sine-Gordon model . . .

Extremizing the sine-Gordon action

S = 1
2

∫
dt dy[(∂tφ)2 − (∂yφ)2 + 8α2(cos φ− 1)] (1)

for a scalar field φ(t, y) on R1,1 with mass = 2α yields the sine-Gordon equation,

(∂2
t − ∂2

y) φ + 4α2 sin φ = 0 . (2)

This famous equation has many remarkable features, such as a Lax-pair or zero-curvature
representation, infinitely many conserved local charges, a factorizable S-matrix without
particle production, as well as soliton and breather solutions. The simplest soliton con-
figuration (with velocity v) is kink-like,

φkink(t, y) = 4 arctan e −2αη with η = y−vt√
1−v2 . (3)

For later use I introduce light-cone coordinates

u := 1
2
(t + y) , v := 1

2
(t− y) =⇒ ∂u = ∂t + ∂y , ∂v = ∂t − ∂y . (4)
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2 . . . via dimensional and algebraic reduction

In 4d Yang-Mills and 3d Yang-Mills-Higgs systems the field equations are implied by
first-order equations:

d=2+2 : DµFµν = 0 ⇐= Fµν = 1
2
εµνρλF

ρλ

↓ ↓ ↓ (5)

d=2+1 :
DaFab = HDbH

DaDaH = 0
⇐= Fab = εabcD

cH .

One may gauge-fix and “solve” the 3d Bogomolny equations via

Av = 0 and Ax+H = 0 , (6)

Au = Φ−1 ∂uΦ and Ax−H = Φ−1 ∂xΦ , (7)

with Φ(u, v, x) ∈ SU(2) subject to the “Yang equation”

∂v(Φ
†∂uΦ) − ∂x(Φ

†∂xΦ) = 0 . (8)

A dimensional reduction to the 2d WZW model is achieved by letting

Φ(u, v, x) −→ E e i α x σ1 g(u, v) e − i α x σ1 E† (9)

with a constant matrix E and g(u, v) ∈ SU(2). The Yang equation (8) then becomes

∂v(g
†∂ug) + α2(σ1g

†σ1g − g†σ1g σ1) = 0 . (10)

Finally, an algebraic reduction of g(u, v) to U(1) yields the sine-Gordon equation:

g = e
i
2

σ3 φ =⇒ ∂v∂uφ + 4α2 sin φ = 0 . (11)

3 Noncommutative deformation

The Moyal deformation of R1,1 replaces the ordinary pointwise product of functions,
(f · g)(t, y) = f(t, y) g(t, y), by the “star product”

(f ? g)(t, y) = f(t, y) exp { i θ
2

(
←
∂ t

→
∂ y −

←
∂ y

→
∂ t)} g(t, y) (12)

= f g + i θ
2

(∂tf ∂yg − ∂yf ∂tg) + . . . (13)

with a constant noncommutativity parameter θ ∈ R+. This product satisfies, in particu-
lar,

(f ? g) ? h = f ? (g ? h) and ∫ dt dy f ? g = ∫ dt dy f g , (14)

and the coordinate functions obey the commutation relations

t ? y − y ? t = i θ =⇒ u ? v − v ? u = − i
2
θ . (15)

Additional coordinates (for d=2+1 or d=2+2) commute.
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4 Poor deformations of the sine-Gordon model

Naive ?-ing of the sine-Gordon equation (2) yields

∂v ∂u φ = −4α2 sin? φ , (16)

which does not allow for conserved charges. More promising is the Moyal deformation of
the above reduction procedure (9), now with Φ(u, v, x) ∈ U(2) and

g(u, v) = exp?{ i
2
σ3 φ(u, v)} ∈ U(1) . (17)

Inserting this into the deformed version of the Yang equation (10) produces two equations,

∂v(e?

− i
2

φ ? ∂u e?

i
2

φ − e?

i
2

φ ? ∂u e?

− i
2

φ) = −4 i α2 sin? φ , (18)

∂v(e?

− i
2

φ ? ∂u e?

i
2

φ + e?

i
2

φ ? ∂u e?

− i
2

φ) = 0 , (19)

of which the first one becomes the standard sine-Gordon equation when θ→0 while the
second one may be interpreted as a constraint that disappears in the commutative limit.
These equations indeed feature infinitely many conserved local charges, but the corre-
sponding S-matrix is acausal (containing sin2(pEθ) terms) and yields particle production
(2→3 and 2→4). Hence, this model does not yet represent a satisfactory deformation
of the sine-Gordon theory.

5 A proposal: algebraic reduction to U(1)×U(1)

The extension of SU(2) to U(2) for the Yang-Mills gauge group was enforced by the
noncommutativity. It is therefore natural to keep the additional U(1) factor also in the
algebraic reduction. Hence, let me relax the reduction

from g = e?

i
2

σ3 φ to g = e?

i
2
1 ρ ? e?

i
2

σ3 ϕ , (20)

i.e. take g(u, v) ∈ U(1)×U(1) and work with two scalar fields ϕ(u, v) and ρ(u, v). The
Yang equation (10) in this case yields

∂v( e?

− i
2

ϕ ? ∂u e?

i
2

ϕ) + 2 i α2 sin? ϕ = −∂v[ e?

− i
2

ϕ ? R ? e?

i
2

ϕ] (21)

∂v( e?

i
2

ϕ ? ∂u e?

− i
2

ϕ)− 2 i α2 sin? ϕ = −∂v[ e?

i
2

ϕ ? R ? e?

− i
2

ϕ] (22)

with R := e?

− i
2

ρ ? ∂u e?

i
2

ρ . (23)

Note that for ρ = 0 one finds that R = 0 and recovers (18) and (19). In the commutative
limit θ→0 the system (21) plus (22) behaves as it should and decouples to

∂v ∂u ρ = 0 and ∂v ∂u ϕ + 4α2 sin ϕ = 0 . (24)
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6 Linear system

In order to unclutter my notation, I suppress all ? products for the remainder of the talk
but assume their implicit presence if not said otherwise. Therefore, despite appearance
even scalar fields do not commute. Like in the commutative case, also the deformed
version of the Yang equation (10) can be seen as the compatibility condition for a (now
noncommutative) linear system

(∂u + i α ζ adσ3) ψ = −(g†∂ug) ψ , (25)

(ζ ∂v + i α adσ3) ψ = i α(g†σ3 g) ψ (26)

with ψ(u, v, ζ) ∈ U(2) and limits

ψ(ζ→0) = g† + O(ζ) and ψ(ζ→∞) = 1 + O(ζ−1) . (27)

Please note that, due to the Moyal deformation, the entries of all these matrices are non-
commuting themselves. In a moment, I am going to exploit the holomorphic dependence
on the spectral parameter ζ ∈ CP 1 in the following three equations:

1 = ψ(u, v, ζ) [ψ(u, v, ζ̄)]† , (28)

g†∂ug = ψ (∂u + i α ζ adσ3) ψ† , (29)

− i α g†σ3 g = ψ (ζ ∂v + i α adσ3) ψ† . (30)

Since CP 1 is compact, a nontrivial (i.e. non-constant) matrix function ψ(ζ) has to be
meromorphic. However, the left hand sides of the above equations are independent of ζ,
and so must be their right hand sides. This fact implies, in particular, that the residues of
all poles in the right-hand-side expressions of (28), (29) and (30) better vanish, imposing
strong conditions on the auxiliary matrix function ψ(u, v, ζ).

7 Single-pole ansatz

The simplest ansatz beyond a constant matrix reads1

ψ1 = (1 + 2 i µ1

ζ− i µ1
P1) ψ0

1 = (1 +
Λ11S†1
ζ− i µ1

) ψ0
1 (31)

with µ1 ∈ R (an imaginary pole) and a constant matrix ψ0
1 ∈ U(2). To be determined

are the U(2) valued noncommutative functions P1(u, v) and Λ11S
†
1(u, v). Inserting the

ansatz (31) into (28) and isolating the residues one gets

res
ζ=− i µ1

(28) = 0 =⇒
{

P †
1 = P1 = P 2

1 =⇒ P1 = T1
1

T †1 T1
T †

1

(1−P1) S1Λ
†
11 = 0 =⇒ T1 = S1

(32)

which qualifies P1 as a hermitian projector built from a 2×1 matrix T which spans imP1.
Next, exploiting (29) and (30) yields

res
ζ=− i µ1

(29, 30) = 0 =⇒ (1−P1) L̄1 (S1Λ
†
11) = 0 =⇒ L̄1 S1 = S1 Γ1 (33)

1The reason for the seemingly redundant notation becomes clear in the next section.
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with a constant Γ1 and

L̄i :=

{
∂u + α µi adσ3 for (29)

−µ2
i ∂v + α µi adσ3 for (30)

(here i = 1) . (34)

The residues at ζ = i µ1 merely lead to the complex conjugated conditions. The solution
to (33) has the form (I choose γ11, γ12 ∈ R)

S1(u, v) = Ŝ1(η1) = e −α η1σ3 ( γ 11 i γ12) (35)

and combines the u, v dependence in a single “co-moving coordinate”

ηi = µiu− 1
µi

v = y−vit√
1−v2

i

(here i = 1) . (36)

8 Dressing method

I proceed to the two-pole ansatz, in a multiplicative and an additive form:

ψ2 = (1 + 2 i µ2

ζ− i µ2
P2)(1 + 2 i µ1

ζ− i µ1
P1) ψ0

2 (37)

= (1 +
Λ21S†1
ζ− i µ1

+
Λ22S†2
ζ− i µ2

) ψ0
2 , (38)

generalizing the one-pole notation of (31) in an obvious way. A look at the residues at
ζ = − i µ1 reveals that P1 and S1 are subject to the same equations (32) and (33) as in
the one-pole case and thus can be taken over from there, e.g. via (35). The analysis of
the residues at ζ = − i µ2 is more involved however. First, the two forms (37) and (38)
yield

res
ζ=− i µ2

(28) = 0 =⇒
{ (1−P2) P2 = 0 =⇒ P2 = T2

1

T †2 T2
T †

2

ψ2(µ2) S2Λ
†
22 = (1−P2) (1− 2µ1

µ1+µ2
P1) S2︸ ︷︷ ︸

T2

Λ†22 = 0
(39)

and, second, the additive variant (38) produces

res
ζ=− i µ2

(29, 30) = 0 =⇒ ψ2(µ2) L̄2 (S2Λ
†
22) = 0 =⇒ L̄2 S2 = S2 Γ2 (40)

with a constant Γ2. Like before, the solution to the latter equation reads (take γ21, γ22 ∈
R)

S2(u, v) = Ŝ2(η2) = e −α η2σ3 ( γ 21 i γ22) (41)

with a second co-moving coordinate η2 already defined in (36).
The iteration of this dressing procedure to the construction of higher-pole solutions

ψN is now straightforward. The strategy is to choose pole locations µi (or velocities vi)
and real constants γik and then rebuilt recursively in the order

µi, γik → Si → Ti → Pi → ψN → gN for i = 1, . . . , N . (42)
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9 Noncommutative kinks

The N -pole solutions produced with the dressing method just outlined turn out to be
noncommutative multi-solitons, i.e. they possess finite energy and approach their com-
mutative cousins for θ→0. Let me elaborate on the simplest case, N = 1:

S(u, v) = e −α η σ3 ( γ 1 i γ2) =
√
|γ1γ2| e −α (η−η0)σ3 ( 1 i ) , (43)

where η0 = 1
2α

ln |γ1

γ2
| determines the center of mass at t=0. For simplicity I put η0 = 0

and calculate

T =

(
e −αη

i e αη

)
⇒ P =

1

2 ch2αη

(
e −2αη − i

i e +2αη

)
⇒ g =

(
th2αη i

ch2αη
i

ch2αη
th2αη

)
.

(44)
Since the u, v dependence resides only in the single coordinate η, all ? products trivialize
and one effectively falls back on the θ=0 (and hence ρ=0) situation. Comparing g of (44)
with the form introduced in (20), for ρ=0 and modulo an admissible constant rotation,

g = e
i
2

σ1 ϕ = E e
i
2

σ3 ϕ E† for E = e − i π
4
σ2 , (45)

one reads off that

cos ϕ
2

= th2αη and sin ϕ
2

= 1
ch2αη

=⇒ tan ϕ
4

= e −2αη , (46)

which indeed yields the standard sine-Gordon kink (3) with velocity v = 1−µ2

1+µ2 but no
deformation. Note, however, that breathers and multi-solitons will get deformed because
different co-moving coordinates do not commute,

[ηi , ηk] = − i θ
vi − vk√

(1−v2
i )(1−v2

k)
. (47)

10 Tree-level S-matrix

The noncommutative sine-Gordon equations (21) and (22) also follow from an action
principle, which allows for a quick derivation of the Feynman rules. The two scalars
ϕ and ρ have masses 2α and 0, respectively, and are coupled via an infinite sequence
of higher-derivative interactions. As a constructive example I consider the ϕϕ → ϕϕ
tree-level scattering amplitude, with the kinematics (E2 − p2 = 4α2)

k1 = (E, p) , k2 = (E,−p) , k3 = (−E, p) , k4 = (−E,−p) . (48)

The sum of the relevant four-point diagrams

2

4

1

3

+

1 2

34

+

1 2

43

+

1 2

4 3

2iα2cos2(θEp) − i
2
p2sin2(θEp) + i

2
E2sin2(θEp) + 0
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add up to Aϕϕ→ϕϕ = 2 i α2 which is causal! Likewise, one can show that all other 2→2
amplitudes vanish. Also, ϕϕ → ϕϕϕϕ and ϕϕϕ → ϕϕϕ do not occur, indicating the
absence of particle production. The S-matrix appears to be causal and factorizable at
tree level.

Most results presented here and all relevant references can be found in [1].
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Abstract

Bosonization is extended to the case of a massless scalar field, interacting with
a dissipationless point-like defect in two dimensional space-time. The main features
of the corresponding vertex algebra are established. The vertex representation of
the ŝl(2) Kac-Moody algebra is constructed, and the interplay between the left and
right sectors due to the interaction with the defect is studied in some detail.

1 Introduction

In [1] an algebraic-field theoretical treatment for quantum integrable systems in (1+1)
dimensions with a reflecting and transmitting impurity has been proposed. Inspired by
the factorized scattering, we had rather naturally been led to add a counterpart to the
Zamolodchikov-Faddeev (ZF) algebra [2] in order to deal with such a kind of impurity.
We called such a generalization of the ZF algebra Reflection-Transmission algebra, or RT
algebra, in which distinguished elements, called reflection and transmission generators
encode the particle-impurity interactions.

The underlying algebraic structure is described in detail in [1], where the relative Fock
representations are explicitly constructed and a general factorized scattering theory devel-
oped in this framework. The quantum Yang-Baxter equations satisfied by the reflection
and transmission generators are explored in more detail in [3], where their physical origin
is explicited and general families of solutions are described with explicit representatives in
each case. These results allowed to establish a direct relationship with previous works on
the subject, making evident the advantages of the RT algebra as an universal approach
to integrable systems with impurities. The particularly interesting case of the non-linear
Schrödinger equation with point-like impurity has been considered along these lines in
[4]: for this exactly solvable example with non-trivial bulk scattering matrix, a family of
point-like impurities preserving integrability has been established and the construction
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of the exact second quantized solution of the model has been described in terms of an
appropriate RT algebra.

The case of the interaction of a scalar field with impurities has also received a lot
of attention. First we generalized our framework to finite temperature quantum field
theory. Second, we remarked that RT algebras are well adapted for treating impurity
problems in higher dimensional space-time and studied the interaction of a scalar field in
(s+1)+1 dimensions with impurities localized on s-dimensional hyperplanes with s ≥ 0.
Such generalizations are obviously essential for realistic applications to condensed matter
physics. As a direct application, we derived the energy density at finite temperature and
established the correction to the Stefan-Boltzmann law generated by the impurity [5]. Let
us add that, still in spaces of any dimension, the construction of quantum fields induced
on a (s + 1)-dimensional dissipationless defect by bulk fields propagating in a (s + 1) + 1
dimensional space has been achieved and the universal critical behavior of the underlying
system determined [6].

But, coming back to (1+1) dimensions, the apparatus of RT algebra looks well adapted
for studying bosonization when a dissipationless point-like defect is present. And that is
the purpose of our contribution, the plan of which is the following. We start by gathering
necessary tools about the massless scalar field and its dual interacting with a generic
defect of the above type. Then, we construct the relative vertex operators, showing
that they generally obey anyon statistics, thus describing anyon fields in the presence of
defects. We go farther in our investigations by considering some aspects of non-abelian
bosonization with impurities, describing the vertex operator construction of the ŝl(2) Kac-
Moody algebra, and establishing the interplay between the left and right sectors due to the
interaction with the defect. The impact of the defect on the Virasoro algebra, constructed
in the Sugawara representation, is also investigated. A more detailed presentation of these
results can be found in [7] where, as an application of this framework, the vertex algebra
with a defect is discussed and the massless Thirring model with impurity solved.

2 Massless scalar field with defect

Bosonization has a long history (see e. g. [8]). Since the main building blocks are the
massless scalar field ϕ(t, x) and its dual ϕ̃(t, x), our first step will be to establish the basic
properties of {ϕ, ϕ̃} when a point-like dissipationless defect is present in space. Without
loss of generality one can localize the defect at x = 0 and consider thus the following
equation of motion (

∂2
t − ∂2

x

)
ϕ(t, x) = 0 , x 6= 0 , (2.1)

with standard initial conditions fixed by the equal-time canonical commutation relations

[ϕ(0, x1) , ϕ(0, x2)] = 0 , [(∂tϕ)(0, x1) , ϕ(0, x2)] = −iδ(x1 − x2) . (2.2)

The most general dissipationless interaction of ϕ(t, x) with the defect at x = 0 is described
[9] by the boundary condition

(
ϕ(t, +0)

∂xϕ(t, +0)

)
=

(
a b
c d

)(
ϕ(t,−0)

∂xϕ(t,−0)

)
, ∀t ∈ R , (2.3)

where
ad− bc = 1 , a, ..., d ∈ R . (2.4)
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We observe that a and d are dimensionless, whereas b and c have a non-trivial and opposite
dimension.

The dual field ϕ̃(t, x) also satisfies

(
∂2

t − ∂2
x

)
ϕ̃(t, x) = 0 , x 6= 0 , (2.5)

and as usual is related to ϕ(t, x) by

∂tϕ̃(t, x) = −∂xϕ(t, x) , ∂xϕ̃(t, x) = −∂tϕ(t, x) , x 6= 0 . (2.6)

Eqs. (2.1)-(2.6) have a unique solution {ϕ , ϕ̃}, which represents the basis for bosoniza-
tion with a point-like defect. In the case when impurity bound states are absent1, the
solution {ϕ , ϕ̃} can be written in the form

ϕ(t, x) = ϕ+(t, x) + ϕ−(t, x) , ϕ̃(t, x) = ϕ̃+(t, x) + ϕ̃−(t, x) , (2.7)

where

ϕ±(t, x) = θ(±x)

∫ +∞

−∞

dk

2π
√

2|k|
[
a∗±(k)ei|k|t−ikx + a±(k)e−i|k|t+ikx

]
, (2.8)

ϕ̃±(t, x) = θ(±x)

∫ +∞

−∞

dk ε(k)

2π
√

2|k|
[
a∗±(k)ei|k|t−ikx + a±(k)e−i|k|t+ikx

]
. (2.9)

These expressions have the familiar form of superpositions of creation a∗±(k) and annihila-
tion a±(k) operators. The interaction with the impurity deforms only their commutation
relations, which read now

aξ1(k1) aξ2(k2)− aξ2(k2) aξ1(k1) = 0 , (2.10)

a∗ξ1(k1) a∗ξ2(k2)− a∗ξ2(k2) a∗ξ1(k1) = 0 , (2.11)

aξ1(k1) a∗ξ2(k2)− a∗ξ2(k2) aξ1(k1) =[
δξ2
ξ1

+ T ξ2
ξ1

(k1)
]
2πδ(k1 − k2)1 + Rξ2

ξ1
(k1)2πδ(k1 + k2)1 , (2.12)

where

R+
+(k) =

bk2 + i(a− d)k + c

bk2 + i(a + d)k − c
, R−

−(k) =
bk2 + i(a− d)k + c

bk2 − i(a + d)k − c
, (2.13)

T−
+ (k) =

2ik

bk2 + i(a + d)k − c
, T+

− (k) =
−2ik

bk2 − i(a + d)k − c
, (2.14)

are the reflection and transmission coefficients from the impurity. The associated reflec-
tion and transmission matrices

R(k) =

(
R+

+(k) 0
0 R−

−(k)

)
, T (k) =

(
0 T−

+ (k)
T+
− (k) 0

)
, (2.15)

satisfy hermitian analyticity

R(k)† = R(−k) , T (k)† = T (k) , (2.16)

1For the general case we refer to [5].
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and unitarity

T (k)T (k) + R(k)R(−k) = I , (2.17)

T (k)R(k) + R(k)T (−k) = 0 . (2.18)

The exchange relations (2.10-2.12) deserve some comments. We observe first of all that
(2.10-2.12) preserve the conventional initial conditions (2.2). In a slightly more general
form the relations (2.10-2.12) appeared for the first time [1] in the context of integrable
models with impurities. The associative algebra generated by {a∗±(k), a±(k), 1}, satis-
fying (2.10-2.12) and the constraints

aξ(k) = T η
ξ (k)aη(k) + Rη

ξ (k)aη(−k) , (2.19)

a∗ξ(k) = a∗η(k)T ξ
η (k) + a∗η(−k)Rξ

η(−k) , (2.20)

has been called reflection-transmission (RT) algebra because it translates the analytic
boundary conditions (2.3) in algebraic terms, directly related to the physical reflection
and transmission amplitudes (2.13, 2.14). For this reason RT algebras represent a natural
and universal tool for studying QFT with defects [4, 5, 6] and it is not at all surprising
that they appear also in the process of bosonization with impurities.

The derivation of the correlation functions of {ϕ , ϕ̃} in the Fock representation [1] of
the RT algebra (2.10-2.12) is straightforward. It is convenient to change basis introducing
the right and left chiral fields

ϕ
R
(t, x) = ϕ(t, x) + ϕ̃(t, x) , ϕ

L
(t, x) = ϕ(t, x)− ϕ̃(t, x) . (2.21)

Inserting (2.7-2.9) in (2.21) one gets

ϕ
R
(t, x) = θ(x)ϕ

+R
(t− x) + θ(−x)ϕ−R

(t− x) , (2.22)

ϕ
L
(t, x) = θ(x)ϕ

+L
(t + x) + θ(−x)ϕ−L

(t + x) , (2.23)

where

ϕ±R
(ξ) =

∫ +∞

0

dk

π
√

2k

[
a∗±(k)eikξ + a±(k)e−ikξ

]
, (2.24)

ϕ±L
(ξ) =

∫ +∞

0

dk

π
√

2k

[
a∗±(−k)eikξ + a±(−k)e−ikξ

]
. (2.25)

x

t

•

ϕ−L
ϕ

+R

ϕ
+L

ϕ−R

-

6

Fig. 1. The localization of ϕ±R
and ϕ±L

on the light cone.
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The four components ϕ±R
and ϕ±L

, whose localization is displayed on Fig. 1, couple
each other through the defect at x = 0. This characteristic feature of our system is
captured by the correlation functions of ϕ±R

and ϕ±L
, we are going to derive now. Using

(2.12) and the fact that a±(k) annihilate the Fock vacuum, one gets the following two-
point functions

〈ϕ
+R

(ξ1)ϕ+R
(ξ2)〉 = 〈ϕ−R

(ξ1)ϕ−R
(ξ2)〉 =

〈ϕ
+L

(ξ1)ϕ+L
(ξ2)〉 = 〈ϕ−L

(ξ1)ϕ−L
(ξ2)〉 = u(µξ12) , (2.26)

where ξ12 ≡ ξ1−ξ2, µ is a parameter with dimension of mass having a well-known infrared
origin and

u(ξ) = − 1

π
ln(|ξ|)− i

2
ε(ξ) = − 1

π
ln(iξ + ε) , ε > 0 . (2.27)

The correlators (2.26) do not depend on the defect and coincide with the familiar defect-
free ones. This conclusion obviously holds also for the commutators

[ϕ
+R

(ξ1) , ϕ
+R

(ξ2)] = [ϕ−R
(ξ1) , ϕ−R

(ξ2)] = −iε(ξ12) , (2.28)

[ϕ
+L

(ξ1) , ϕ
+L

(ξ2)] = [ϕ−L
(ξ1) , ϕ−L

(ξ2)] = −iε(ξ12) , (2.29)

which follow directly from eqs. (2.26,2.27).
The defect shows up in the mixed correlation functions in the following way. The

transmission relates the plus and minus components with the same chirality. One has for
instance

〈ϕ
+R

(ξ1)ϕ−R
(ξ2)〉 =

∫ +∞

0

dk

π
(k−1)µ0e

−ikξ12T−
+ (k) . (2.30)

The reflection instead relates different chiralities on the same half-line, for example

〈ϕ
+R

(ξ1)ϕ+L
(ξ2)〉 =

∫ +∞

0

dk

π
(k−1)µ0e

−ikξ12R+
+(k) , (2.31)

Finally,

〈ϕ
+R

(ξ1)ϕ−L
(ξ2)〉 = 〈ϕ−L

(ξ1)ϕ+R
(ξ2)〉 =

〈ϕ−R
(ξ1)ϕ+L

(ξ2)〉 = 〈ϕ
+L

(ξ1)ϕ−R
(ξ2)〉 = 0 . (2.32)

Although in a simpler form, the phenomenon of left-right and plus-minus mixing appears
also in the case of boundary conformal field theory.

The integral representations (2.30,2.31) determine well-defined distributions which
allow to analyze the locality properties of {ϕ, ϕ̃}. Deriving the commutators at generic
points t1, x1 and t2, x2 is quite hard. Fortunately however the computation drastically
simplifies when the points are space-like separated. In fact, in the domain t212 − x2

12 < 0
one finds

[ϕ(t1, x1) , ϕ(t2, x2)] = [ϕ̃(t1, x1) , ϕ̃(t2, x2)] = 0 , (2.33)

[ϕ(t1, x1) , ϕ̃(t2, x2)] =
i

2
[ε(x12) + ε(x̃12)]θ(x1x2) , (2.34)

where x̃12 ≡ x1 + x2. Therefore, like in the case without defects, ϕ and ϕ̃ are local fields,
but not relatively local. As recognized already in the early sixties, this feature is the corner
stone of bosonization.
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Now we describe two concrete sets of parameters {a, b, c, d}, which nicely illustrate
both the above general structure and the characteristic features of bosonization with
defects.

a) quasi-conformal defects;

We start by considering the one-parameter family of defects

{a = 1/λ, 0, 0, d = λ 6= 0} . (2.35)

Since the dimensional parameters b and c are set to 0, we call them quasi-conformal
defects. These defects coincide with the permeable conformal walls introduced in [10].
From (2.13,2.14) one gets

R+
+(k) = −R−

−(k) = r(λ) ≡ 1− λ2

1 + λ2
, T−

+ (k) = T+
− (k) = 1− r(λ) . (2.36)

Accordingly, one has in addition to (2.26) the following non-trivial correlation functions

〈ϕ
+R

(ξ1)ϕ−R
(ξ2)〉 = 〈ϕ−R

(ξ1)ϕ+R
(ξ2)〉 =

〈ϕ
+L

(ξ1)ϕ−L
(ξ2)〉 = 〈ϕ−L

(ξ1)ϕ+L
(ξ2)〉 = [1− r(λ)] u(µξ12) , (2.37)

〈ϕ
+R

(ξ1)ϕ+L
(ξ2)〉 = −〈ϕ−R

(ξ1)ϕ−L
(ξ2)〉 =

〈ϕ
+L

(ξ1)ϕ+R
(ξ2)〉 = −〈ϕ−L

(ξ1)ϕ−R
(ξ2)〉 = r(λ) u(µξ12) , (2.38)

which vanish in the conformal case. All correlators of the quasi-conformal defect are
expressed in terms of the logarithm u(µξ) and the parameter λ. In addition to the
universal (defect independent) commutators (2.28,2.29) one has:

[ϕ
+R

(ξ1) , ϕ−R
(ξ2)] = [ϕ−L

(ξ1) , ϕ
+L

(ξ2)] = −i[1− r(λ)] ε(ξ12) , (2.39)

[ϕ
+R

(ξ1) , ϕ
+L

(ξ2)] = −[ϕ−L
(ξ1) , ϕ−R

(ξ2)] = −ir(λ) ε(ξ12) . (2.40)

b) δ-defects;

As a second example we consider the impurities defined by

{a = d = 1, b = 0, c = 2η > 0} . (2.41)

One usually refers to this one-parameter family as δ-defects, because they can be im-
plemented by coupling ϕ to the external potential U(x) = 2ηδ(x). The reflection and
transmission coefficients take the form

R+
+(k) =

−iη

k + iη
, R−

−(k) =
iη

k − iη
, (2.42)

T−
+ (k) =

k

k + iη
, T+

− (k) =
k

k − iη
. (2.43)
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The two-point functions read

〈ϕ
+R

(ξ1)ϕ−R
(ξ2)〉 = 〈ϕ−L

(ξ1)ϕ+L
(ξ2)〉 = v−(ηξ12) , (2.44)

〈ϕ−R
(ξ1)ϕ+R

(ξ2)〉 = 〈ϕ
+L

(ξ1)ϕ−L
(ξ2)〉 = v+(−ηξ12) , (2.45)

〈ϕ
+R

(ξ1)ϕ+L
(ξ2)〉 = 〈ϕ−L

(ξ1)ϕ−R
(ξ2)〉 = v−(ηξ12)− u(µξ12) , (2.46)

〈ϕ−R
(ξ1)ϕ−L

(ξ2)〉 = 〈ϕ
+L

(ξ1)ϕ+R
(ξ2)〉 = v+(−ηξ12)− u(µξ12) , (2.47)

where u is defined by (2.27) and

v±(ξ) ≡ − 1

π
e−ξ Ei(ξ ± iε) , ε > 0 , (2.48)

Ei being the exponential-integral function. Recalling the expansion

Ei(ξ ± iε) = γE + ln(ξ ± iε) +
∞∑

n=1

ξn

n · n!
, (2.49)

we see that u(ξ) and v±(∓ξ) have the same logarithmic singularity in ξ = 0, confirming
that the correlators (2.46,2.47) are not singular at ξ1 = ξ2.

From (2.44-2.47) one gets the commutators:

[ϕ
+R

(ξ1) , ϕ−R
(ξ2)] = [ϕ−L

(ξ1) , ϕ
+L

(ξ2)] = −2iθ(ξ12)e
−ηξ12 , (2.50)

[ϕ
+R

(ξ1) , ϕ
+L

(ξ2)] = [ϕ−L
(ξ1) , ϕ−R

(ξ2)] = −2iθ(ξ12)e
−ηξ12 + iε(ξ12) . (2.51)

We stress that in deriving (2.44-2.47) we essentially used that η > 0. The correlators
(2.44-2.47) are singular in the limit η → 0, which forbids to recover from them the free
case η = 0. Such type of discontinuity appears [11] also on the half-line between the scalar
field quantized with Robin and Neumann boundary conditions.

3 Vertex operators in presence of defects

We have enough background at this point for constructing vertex operators. For any
couple ζ ≡ (α, β) ∈ R2 we introduce the field

V (t, x; ζ) =: exp[i
√

π(αϕ + βϕ̃)] : (t, x) , (3.1)

where the normal ordering : : is taken with respect to the creation and annihilation op-
erators {a∗±(k), a±(k)}. Like in the case without defect [12], the operators (3.1) generate
an algebra V . The exchange properties of the vertex operators V (t, x; ζ) determine their
statistics. A standard calculation shows that

V (t1, x1; ζ1)V (t2, x2; ζ2) = E(t12, x1, x2; ζ1, ζ2) V (t2, x2; ζ2)V (t1, x1; ζ1) , (3.2)

the exchange factor E being

E(t12, x1, x2; ζ1, ζ2) = e−π[α1ϕ(t1,x1)+β1 eϕ(t1,x1) , α2ϕ(t2,x2)+β2 eϕ(t2,x2)] . (3.3)

251



The statistics of V (t, x; ζ) is determined by the value of (3.3) at space-like distances
t212 − x2

12 < 0. By means of (2.33,2.34) one finds in this domain

E(t12, x1, x2; ζ1, ζ2) = e
iπ
2

[(α1β2+α2β1)ε(x12)+(α1β2−α2β1)ε(ex12)]θ(x1x2) . (3.4)

Setting ζ1 = ζ2 ≡ ζ in (3.4) one obtains

E(t12, x1, x2; ζ, ζ) = eiπαβε(x12)θ(x1x2) , (3.5)

which governs the statistics of V (t, x; ζ).
It follows from (3.5) that the exchange properties of the vertex operators depend not

only on the parameters (α, β), but also on the position. This is a new phenomenon in the
context of bosonization, which has its origin in the breakdown of translation invariance
by the impurity. The θ-factor in the exponent of (3.5) implies that two vertex operators
localized on the opposite sides of the impurity are exchanged as bosons. However, when
the vertex operators are localized on the same half-line, they behave as anyons with
statistics parameter

ϑ ≡ αβ . (3.6)

For ϑ = 2k and ϑ = 2k+1 with k ∈ Z one recovers Bose and Fermi statistics respectively.
The remaining values of ϑ lead to abelian braid (anyon) statistics.

4 Non-abelian bosonization

Following the Frenkel-Kac construction [13] of the vertex representation of the affine Kac-

Moody algebra ŝl(2), we introduce the operators

HεZ(ξ) =
√

π∂ξϕεZ(ξ) , E±
εZ(ξ) = µ : e±i

√
2πϕεZ(ξ) : , (4.1)

where ε = ±, Z = L, R. Using eqs. (2.28,2.29), for fixed {ε, Z} one gets the well-known

ŝl(2) commutation relations:

[HεZ(ξ1) , HεZ(ξ2)] = 2πi δ′(ξ12)I , (4.2)

[HεZ(ξ1) , E±
εZ(ξ2)] = ±2π δ(ξ12)

√
2 E±

εZ(ξ2) , (4.3)

[E+
εZ(ξ1) , E−

εZ(ξ2)] = 2πi δ′(ξ12)I+ 2π δ(ξ12) HεZ(ξ1) , (4.4)

[E+
εZ(ξ1) , E+

εZ(ξ2)] = [E−
εZ(ξ1) , E−

εZ(ξ2)] = 0 . (4.5)

In this way one recovers four vertex representations {%εZ : ε = ±, Z = R, L} of ŝl(2).
We observe that %+R and %−L as well as %−R and %+L commute because of (2.32).

However, since {ϕεZ} interact among themselves, there is a non-trivial interplay among the
other four pairs {%+R, %+L}, {%−R, %−L}, {%+R, %−R} and {%+L, %−L} of representations.
For a generic defect {a, b, c, d} the commutator of two generators belonging to %ε1Z1 and
%ε2Z2 is in general a bilocal operator of the type

B ± ±
ε1Z1, ε2Z2

(ξ1, ξ2) ≡ : e±i
√

2πϕε1Z1
(ξ1)±i

√
2πϕε2Z2

(ξ2) : . (4.6)
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It turns out that the mixed commutators within the pairs {%+R, %+L}, {%−R, %−L},
{%+R, %−R} and {%+L, %−L} have all the same structure. For illustrating the latter we
consider the commutators between %+R and %+L. One finds

[H+R(ξ1) , H+L(ξ2)] = i∂ξ1f(ξ12)I , (4.7)

[H+R(ξ1) , E±
+L(ξ2)] = ±f(ξ12)

√
2 E±

+L(ξ2) , (4.8)

[H+L(ξ1) , E±
+R(ξ2)] = ∓f(−ξ12)

√
2 E±

+R(ξ2) , (4.9)

[E+
+R(ξ1) , E+

+L(ξ2)] = g+(ξ12)B
+ +

+R, +L(ξ1, ξ2) , (4.10)

[E−
+R(ξ1) , E−

+L(ξ2)] = g+(ξ12)B
− −

+R, +L(ξ1, ξ2) , (4.11)

[E+
+R(ξ1) , E−

+L(ξ2)] = g−(ξ12)B
+ −

+R, +L(ξ1, ξ2) , (4.12)

[E−
+R(ξ1) , E+

+L(ξ2)] = g−(ξ12)B
− +

+R, +L(ξ1, ξ2) , (4.13)

where f and g± are some functions depending on the defect and thus on the parameters
{a, b, c, d}. For the quasi-conformal defects (2.35) one has

f(ξ) = 2πr(λ)δ(ξ) , r(λ) =
1− λ2

1 + λ2
, (4.14)

g±(ξ) = ±2i µ2±r(λ) sin[πr(λ)] ε(ξ) |ξ|±2r(λ) . (4.15)

The δ-defects (2.41) lead instead to

f(ξ) = −2π η θ(ξ)e−ηξ , (4.16)

g±(ξ) = ±2i µ2 sin
(
2πe−ηξ

)
θ(ξ) e±γ(ξ;η,µ) , (4.17)

with

γ(ξ; η, µ) = 2

[
e−ηξ

(
γE + ln(η|ξ|) +

∞∑
n=1

(ηξ)n

n · n!

)
− ln(µ|ξ|)

]
. (4.18)

The commutators (4.7-4.11) deserve some comments. Like in (4.2), the commutator
of the left and right Cartan generators is proportional to the identity operator I. A
first novelty is the central extension multiplication factor i∂ξ1f(ξ12), which is different
and depends on the defect. The commutation of Cartan generators with step operators
reproduces the latter up to a factor which, in analogy with (4.3), is the integral of the
central extension factor. Finally, the commutation of step operators leads, up to the
structure functions g±, to the bilocal operators (4.6).

It is perhaps useful to recall that the representations {%εZ} of ŝl(2) have a direct
physical application. They describe the symmetry content of the SU(2)-invariant massless
Thirring model with a δ-impurity [7].

Let us consider now the energy-momentum tensor Θ of the quantum field ϕ interacting
with the defect [5]. The chiral components

ΘZ(x, ξ) = θ(−x)Θ−Z(ξ) + θ(x)Θ+Z(ξ) (4.19)

of Θ can be expressed in terms of the generators HεZ by means of

ΘεZ(ξ) =
1

2π
: HεZ HεZ : (ξ) , (4.20)
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which is precisely the Sugawara representation [13]. As expected, for fixed {ε, Z} one
finds

[ΘεZ(ξ1) , ΘεZ(ξ2)] = 2iδ
′
(ξ12)ΘεZ(ξ1)− i

6π
δ
′′′
(ξ12) I , (4.21)

From the properties of HεZ one infers that Θ+R commutes with Θ−L and Θ−R commutes
with Θ+L. The remaining commutators are however non-trivial. In the quasi-conformal
case one finds for instance

[Θ+R(ξ1) , Θ+L(ξ2)] = iδ
′
(ξ12)r(λ) [Θ+R, +L(ξ1) + Θ+L, +R(ξ1)]− ir(λ)2

6π
δ
′′′
(ξ12)I , (4.22)

where

Θε1Z1, ε2Z2(ξ) =
1

2π
: Hε1Z1 Hε2Z2 : (ξ) . (4.23)

The appearance of mixed Sugawara terms of the type (4.23) is a new feature, which
has once more its origin in the left-right and plus-minus mixing due to the defect. We
observe also that the commutator (4.22) has a central term, the central charge being
renormalized by a factor of r(λ)2 with respect to (4.21). One might be tempted to change
the normalization of ΘεZ in order to eliminate all factors r(λ) from the right hand side of
(4.22), but then the inverse of this factor will appear in (4.21).

It is worth mentioning that the operators (4.20,4.23) close actually an algebra. A
straightforward but long computation using the RT algebra relations (2.10-2.12) gives in
fact

[Θ+Z(ξ1) , Θ+R, +L(ξ2)] = iδ
′
(ξ12) [r(λ)Θ+Z(ξ1) + Θ+R, +L(ξ1)]− ir(λ)

6π
δ
′′′
(ξ12)I , (4.24)

and

[Θ+R, +L(ξ1) , Θ+R, +L(ξ2)] =

iδ
′
(ξ12) [Θ+R(ξ1) + r(λ)Θ+R, +L(ξ1) + Θ+L(ξ1)]− i[r(λ)2 + 1]

12π
δ
′′′
(ξ12)I , (4.25)

which complete the picture in the quasi-conformal case. Like in the Kac-Moody algebra,
for more general defects the commutators (4.22,4.24,4.25) involve bilocal operators which
are now of the form

Θε1Z1, ε2Z2(ξ1, ξ2) =
1

2π
: Hε1Z1(ξ1) Hε2Z2(ξ2) : . (4.26)

Summarizing, we have shown in this section how some familiar structures from con-
formal field theory are modified by the presence of a point-like impurity, which preserves
unitarity and locality. Together with the left-right mixing, a relevant characteristic feature
is the appearance of bilocal operators.

We conclude by observing that the above construction of the ŝl(2) Kac-Moody algebra
and the Sugawara representation of the energy-momentum tensor can be extended to the
case of ŝl(n) with n > 2.
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Abstract

Using new relativistic tensor-bispinorial equations proposed in Phys. Rev. D 64,
125013 (2001) we solve the Coulomb problem for massive charged particles with
arbitrary half-integer spin (for details see hep-th/0412214).

1 Introduction

One of the triumphs of the Dirac electron theory consists in the fact that it predicts the
electron motion in the field generated by a Coulomb potential. The corresponding exact
Sommerfeld formula for the associated energy levels belongs to foundation stones of the
relativistic quantum theory. However the extension of this result to the case of charged
particles with higher spins appeared to be very complicated. Already for spin s = 1 the
corresponding relativistic wave equation (RWE) namely the Kemmer-Duffin equation for
vector bosons is not satisfactory and predicts the orbital particle will falls down into the
attractive center [3], [4]. The other serious problems with RWE for particles with higher
spins are connected with violation of causality [5], ill-defined interaction with a constant
and homogeneous external magnetic field [6], and so on (see [1], [7]).

In paper [1] new RWE for particles of arbitrary half-integer spin were proposed which
are free of all above mentioned inconsistencies. They are causal, allow the correct value of
the gyromagnetic ratio g = 2 and have well defined quasi-relativistic limits which admit
a good physical interpretation and describe the Pauli, spin-orbit and Darwin couplings.

In the present talk we describe how the tensor-spinorial equations [1] can be used to
solve the Coulomb problem for massive particles with arbitrary half-integer spins.
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2 Relativistic wave equations for massive particles

with arbitrary half-integer spins

The new RWE has the following form [1]

(
γλp

λ −m
)
ψ[µ1ν1][µ2ν2]···[µnνn]

− 1
4s

ΣP (γµ1γν1 − γν1γµ1) pλγσψ
[λσ][µ2ν2]···[µnνn] = 0.

(1)

Here γν are Dirac matrices, pµ = i ∂
∂xµ

, m is the mass of particle with arbitrary half integer

spin and the symbol ΣP denotes the sum over all possible permutations of subindices
(2, · · · , n) with 1.

The corresponding wave function ψ[µ1ν1][µ2ν2]···[µnνn] is an irreducible tensor with respect
to the complete Poincaré group of rank 2n = 2s − 1 antisymmetric w.r.t. permutations
of indices in the square brackets and symmetric w.r.t. permutations of pairs of indices
[µi, νi] ⇐⇒ [µj, νj], i, j = 1, 2, · · · , n. The irreducibility requirement means also that
convolutions w.r.t. any pair of indices and cyclic permutations of any triplet of indices
of the wave function reduce it to zero. In addition, components of ψ[µ1ν1][µ2ν2]···[µnνn] are
bispinors of rank 1. This means that the wave function has an additional spinorial index
α (which we omit) running from 1 to 4.

In addition, the wave function ψ[µ1ν1][µ2ν2]···[µnνn] has to satisfy the static constraint [1]

γµγνψ
[µν][µ2ν2]···[µnνn] = 0, (2)

which is necessary to reduce the number of independent components of the tensor-spinor
from 16s to 4(2s + 1). In order to obtain a theoretically required 2(2s + 1)-component
wave function we impose on ψ[µ1ν1][µ2ν2]···[µnνn] additionally either Majorana condition or a
parity-violating constraint (1+iγ5)ψ

[µ1ν1][µ2ν2]···[µnνn] = 0 (or (1−iγ5)ψ
[µ1ν1][µ2ν2]···[µnνn] = 0).

Equations (1), (2) are manifestly invariant with respect to the complete Poincaré group
and admit the Lagrangian formulation. For the case of a charged particle interacting with
an external electromagnetic field equation (1) is generalized to a rather complicated one
which is equivalent to the following second-order equation [1]:

(
πµπ

µ −m2 − i(k+1)
2s

SµνF
µν

)
ψ

[µ1ν1][µ2ν2]···[µnνn]
+ = 0 (3)

where
ψ

[µ1ν1][µ2ν2]···[µnνn]
± = ψ[µ1ν1][µ2ν2]···[µnνn]

± 1
2n

γ5ΣPεµ1ν1
λσψ

[λσ][µ2ν2][µ3ν3]···[µnνn],

πλ = pλ−eAλ, Aλ and F µν are vector-potential and tensor of the external electromagnetic
field, k is an arbitrary parameter, Sµν are generators of the Lorentz group whose action

on the antisymmetric tensor-spinor ψ
[µ1ν1][µ2ν2]···[µnνn]
+ is given by the following formula

Sµνψ
[µ1ν1][µ2ν2]···[µnνn]
+ = i

4
[γµ, γν ]ψ

[µ1ν1][µ2ν2]···[µnνn]
+

+iΣP
(
gµµ1ψ

[νν1][ν2µ2]···[νnµn]
+ − gνµ1ψ

[µν1][ν2µ2]···[νnµn]
+

−gµν1ψ
[νµ1][ν2µ2]···[νnµn]
+ + gνν1ψ

[µµ1][ν2µ2]···[νnµn]
+

)
,

(4)

where gµν is the metric tensor with signature (+,−,−,−).
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In accordance with its definition tensor ψ
[µ1ν1][µ2ν2]···[µnνn]
+ transforms according the

representation D(s − 1/2, 0) ⊗D(1/2, 0) ⊕D(0, s − 1/2) ⊗D(0, 1/2) ≡ D(s, 0) ⊕D(s −
1, 0) ⊕ D(0, s) ⊕ D(0, s − 1) of the Lorentz group. Moreover, condition (2) reduces this
representation to D(s, 0) ⊕ D(0, s) whose generators without loss of generality can be
expressed as

Sab = εabcSc, S0a = iε̂Sa, a, b = 1, 2, 3,

where Sa are matrices forming a direct sum of two irreducible representation D(s) of
algebra so(3), εabc is totally antisymmetric unit tensor of rank 3 and ε̂ is an involutive
matrix distinct from the unit one and commuting with Sa. This matrix can be expressed
via the Casimir operators C1 = SµνS

µν and C2 = 1
4
εµµλσS

µνSλσ of the Lorentz group:

ε̂ = C1C
−1
2 . (5)

Thus instead of (3) we can study the equivalent equation

(
πµπ

µ −m2 − i(k+1)
2s

ε̂Sa(iF
0a + 1

2
ε0abcF

bc)
)

Ψ = 0 (6)

where Ψ is a 2(2s + 1)-component spinor belonging to the space of irreducible represen-
tation D(s, 0) ⊕ D(0, s) of the Lorentz group, Sa (a = 1, 2, 3) are direct sums of two
(2s + 1)× (2s + 1) matrices forming the irreducible representation D(s) of algebra so(3).

The components of the related tensor ψ
[µ1ν1][µ2ν2]···[µnνn]
+ can be expressed via components

of spinor Ψ by using the Wigner coefficients (see [2]).
Taking into account commutativity of matrix ε̂ with matrices Sa equation (4) can be

decoupled to two subsystems
(
πµπ

µ −m2 − i(k+1)
2s

εSa(iF
0a + 1

2
ε0abcF

bc)
)

Ψε = 0 (7)

where Ψε are eigenvectors of operator ε̂ defined in (5) corresponding to the eigenvalues
ε = ±1.

Thus, equation (3) can be reduced to equation (7) which is very convenient and is easy
to handle in the important case when the external field is generated by a point charge.

3 Radial equations for the Coulomb problem

Consider a charged particle with an arbitrary half-integer spin s and electric charge e
interacting with an external electromagnetic field. When this field is generated by a point
charge Ze the related vector-potential has the form

A = 0, A0 =
α

r
, (8)

where r =
√

x2
1 + x2

2 + x2
3 and α = Ze2.

Now the equations of motion (3) up to (7) will be used. Since both equations (7)
corresponding to ε = 1 and to ε = −1 lead to the same energy spectrum we shall consider
only the case ε = 1 and omit index ε at function Ψε from now on.

For the states with energy E the corresponding solutions Ψ of (7)an be written as

Ψ = exp(−iEx0)ψ(r), (9)
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where ψ(r) is a (2s+1)-component function depending on spatial variables and satisfying
the following second order equation

(
E − α

r

)2

ψ =

(
m2 −∆ + ikα

S · r
r3

)
ψ. (10)

Taking into account the rotational invariance of equation (10) it is convenient to expand
its solutions in terms of spherical spinors Ωs

j l m:

ψ = ξλ(r)Ω
s
j j−λ m, (11)

where Ωs
j l m are orthonormalized joint eigenvectors of the following four commuting op-

erators: of total angular momentum square J2, orbital momentum square L2, spin square
S2 and of the third component of the total angular momentum J3, whose eigenvalues are
j(j + 1), l(l + 1), s(s + 1) and m respectively. Denoting l = j − λ we receive

m = −j,−j + 1, · · · , j,

and
λ = −s,−s + 1, · · · − s + 2msj,

where msj = s if s ≤ j and msj = j if s > j.
The expressions for spherical spinors via spherical functions are given in the Appendix

of [2].
We note that the action of the scalar matrix S ·r to the spinors Ωj j−λ m is well defined

and given by the formula

S · r Ωj j−λ m = rKsj
λλ′Ωj j−λ′ m, (12)

where Ksj
λλ′ are numerical coefficients whose values are presented in the Appendix of [2].

Substituting (11) into (10), using (12) and the following representation for the Laplace
operator ∆

∆ =
1

r2

(
∂

∂x

(
r2 ∂

∂x

)
− L2

)
, (13)

where L2 is the square of the orbital momentum operator L = r × p, we receive the
following equations for the radial functions

Fξλ =
1

r2
Mλλ′ξλ′ , (14)

where F is the second order differential operator

F =
d2

dr2
+

2

r

d

dr
+ (E + α/r)2 −m2 − j(j + 1)

r2
(15)

and M is a matrix whose elements are

Mλλ′ = λ(λ− 2j − 1)δλλ′ + igαKsj
λλ′ . (16)

Formula (14) presents the equation for the radial wave function of a particle with
arbitrary half-integer spin interacting with the Coulomb field.
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4 Energy spectrum

Matrix M is normal, i.e., it satisfies the condition MM † = M †M . Thus it is possible to
diagonalize it using some invertible matrix U :

M → M̃ = UMU−1, M̃λλ′ = δλλ′νλ (17)

(where νλ are eigenvalues of M) thus system (14) is reduced to the sequence of decoupled
equations

F ξ̃λ =
1

r2
νλξ̃

λ (no sum over λ) (18)

where ξ̃λ is a λ component of vector ξ̃ = Uξ .

Changing the variables r → ρ = 2
√

m2 − E2r, ξ̃ → f =
√

ρ
m2−E2 ξ̃ equation (18) is

transformed to the well known form

ρ
d2f

dρ2
+

df

dρ
+

(
β − ρ

4
− k2

λ

4ρ

)
f = 0, (19)

where

β =
αE√

m2 − E2
, k2

λ = (2j + 1)2 + 4νλ − 4α2. (20)

For the bound states, i.e., for m2 > E2 solutions of (19) can be expressed via degen-
erated hypergeometric function F(ñ, d, ρ) as

f = Cρ
kλ
2 exp

(
−ρ

2

)
F

(
kλ + 1

2
− β, kλ + 1, ρ

)
, (21)

where C is an integration constant.
Solutions (21) are bounded at infinity provided the argument ñ = kλ+1

2
− β is a non-

positive integer, i.e., ñ = −n′ = 0,−1,−2, · · ·. Then from (20) we obtain the possible
values of energy for bound states:

E = m


1 +

α2

(
(n′ + 1/2 + kλ)

2 − α2
) 1

2



− 1

2

. (22)

Here kλ are parameters defined in expression (20), where νλ takes the values which coincide
with the roots of the characteristic equation for matrix M :

det(M − νλI) = 0, (23)

where I is the unit matrix of the appropriate dimension D = 2s+1 for s ≤ j or D = 2j+1
for j ≤ s.

Thus we have found the exact values of energy levels for the Coulomb system for the
orbital particle having arbitrary half-integer spin. However, formulae (22), (20) include
parameter νλ defined with the help of the algebraic equation (23) of order D which can
be solved in radicals for j ≤ 3/2 or s = 3/2. For other values of s and j the formula
(23) defines an algebraic equation whose order is larger than 4, which does not have exact
analytic solutions. The related possible values of νλ should be calculated numerically.
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5 Discussion

We have obtained the generalized Sommerfeld formula (22) for energy levels of particles
with arbitrary half-integer spins s interacting with the Coulomb potential. In contrast
with the formula generated by the Dirac equation our expression (22) includes parameter
g whose value is not fixed a priori. In accordance with the analysis present in [1] and
[2] this parameter is associated with the gyromagnetic ratio of a particle described by
equation (3).

Analyzing formula the approximation of (22) up to order 1/m2 according to [2] we
conclude that in addition to the most popular values g = 1/s and g = 2 there exist one
more intriguing value, namely g =

√
2/s which corresponds to a specific degeneracy of

the related energy spectrum. We notice that in the case s = 1/2 all mentioned privileged

values of the gyromagnetic ratio coincide while for s > 1/2 the relation 1
s

<
√

2
s

< 2 is

valid. In other words the degeneracy related value of g lies between the recognized values
1/s and 2.

One of us (AGN) is indebted to the Ministry of Education, Youth and Sports of the
Czech republic for the support through the grant number 1P2004LA211.
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Abstract

A Lagrangian formulation of the BRST quantization of generic gauge theories
in general irreducible non-Abelian hypergauges is proposed on the basis of the mul-
tilevel Batalin–Tyutin formalism and a special BV–BFV dual description of a re-
ducible gauge model on the symplectic supermanifold M0 locally parameterized by
the antifields for Lagrangian multipliers and the fields of the BV method. The quan-
tization rules are based on a set of nilpotent anticommuting operators ∆M,VM,UM
defined through both odd and even symplectic structures on a supersymplectic man-
ifold M locally representable as an odd (co)tangent bundle over M0 provided by
the choice of a flat Fedosov connection and a non-symplectic metric on M0 compat-
ible with it. The generating functional of Green’s functions is constructed in general
coordinates on M with the help of operators of contracting homotopies for VM and
UM. We prove the gauge independence of the S-matrix and derive theWard identity.

1. Introduction The conventional form of the Lagrangian [1] ([2]) and Hamiltonian
[3] ([4]) quantization schemes for general gauge theories realizing the BRST (BRSTan-
tiBRST) symmetry was developed about 15–20 years ago and is sufficient, as a whole, for
a perturbative quantization of gauge models formulated on the basis of the variational
principle. Despite this fact, it is still of interest to investigate a number of additional
problems related, first of all, to geometrically covariant formulations of quantization pro-
cedures reflecting global and invariant properties of the manifold of field variables in
specific models. This activity was initiated by the Lagrangian multilevel formalism [5] as
well as by the (modified) triplectic [6] ([7]) BRSTantiBRST scheme. On the other hand,
it is closely related, through the notion of supertime χ = (t, θ), with the problem of an
equitable representation of the dynamics and BRST transformations of a given model
within the superfield Lagrangian [8, 9, 10] and Hamiltonian [11, 12] quantization schemes.

A solution to the first series of problemsw.r.t. general aspects of quantization is the con-
struction of a ?-product by Kontsevich [13] within the deformation quantization for an
arbitrary Poisson manifoldMP for which in [14] one applies a topological Poisson σ-model
defined on MP, whose field-antifield spectrum, following the AKSZ approach [15], in an
N = 2 superfield formulation coincides with the BV method corresponding set of fields and
antifields. One of such problems is the construction of a deformation quantization for dy-
namical systems with second-class constraints and symplectic manifolds [16], as well as for
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non(Lagrangian)Hamiltonian gauge theories [17], in which one essentially uses a symmet-
ric connection compatiblewith the symplectic structure, i.e., the Fedosov connection [18].

While the Lagrangian BRSTantiBRST quantization [19] defined in general coordi-
nates preserves the tensor character of compatible differential operations, i.e., extended
antibrackets, odd operators (∆a,Va,Ua), a = 1, 2, only in the case of a flat Fedosov con-

nection on the supermanifold M̃0 in Darboux coordinates parameterized by the fields φA

of the BV method and by the corresponding antifields φA, being the sources to the com-
mutator of BRSTantiBRST transformations [2], the construction of Lagrangian BRST
quantization in irreducible [5] and reducible (introduced in [8]) non-Abelian hypergauges
in fact does not use the concept of Fedosov connection. It has been shown by the local
superfield BRST quantization [8, 9] that using merely the ingredients of the first-level for-
malism, in view of a special presence of Lagrangian multipliers λa for hypergauges Ga(Γ),
is insufficient for an introduction of a covariant derivative on N . For this purpose, one
must use not only λa but also the antifieldsλ∗a appearing in the second-level formalism [5].

The principal goals of this report are the following:

1. Description of the gauge algebra of a reducible gauge model (RGM) by means of a
special BV–BFV duality between odd Nmin and even M0min symplectic superman-
ifolds underlying the quantization procedure and intersecting w.r.t. the manifold
parameterized by the minimal-sector fields of the BV method.

2. Investigation of a supersymplectic structure on the quantization manifoldM1 compa-
tible with the requirements of anticommutation for the set of operators ∆M, V M,
UM.

3. Formulation of quantization rules for gauge models in general coordinates on M
with an essential use of operators V∗,U∗ (constructed in terms of both even and
odd Poisson brackets (PB)) whose sum (V∗+U∗) is a contracting homotopy for V M

w.r.t. the operator NM nondegenerate on nonconstant functions on C∞(M).

2. Special BV-BFV dual description of a gauge model Let us recall that an L-
stage RGM based on the variational principle with classical fields Ai, i=1, ..., n=n+ + n−
(in condensed notation and with Grassmann parity ε: ε(Ai)=εi) is defined by a classical
bosonic action S0(A): C∞ (Mcl) → R, Mcl={Ai}, invariant w.r.t. gauge transformations,
δAi=Ri

α0
(A)ξα0 , α0 = 1, ..., m0 = m0+ + m0−, ε(ξα0) = εα0 , for notations S0,i≡ δS0/δA

i,

S0,i R
i
α0

(A) = 0, for rank ‖S0,ij (A)‖S0,k=0 = n−m−1 ≡ (n+, n−)− (m−1+,m−1−), (1)

by means of reducibility relations in condensed notations for s = 1, ..., L,

Zαs−2
αs−1

(A)Zαs−1
αs

(A) =S0,j Lαs−2j
αs

(A) , αs = 1, ..., ms = ms+ + ms−, ε(Zαs
αs+1

) = εαs +εαs+1 ,

ms−1 >
∑s−1

k=0
(−1)kms−k−2 = rank

∥∥Zαs−2
αs−1

∥∥
S0,k=0

, mL =
∑L

k=0
(−1)kmL−k−1 =

rank
∥∥ZαL−1

αL

∥∥
S0,k=0

, Zα−1
α0

≡ Ri
α0

, Lα−1j
α1

≡ Kij
α1

= −(−1)(εi+1)(εj+1)Kji
α1

. (2)

Definitions (1), (2), partially determining the gauge algebra first-order structure relations
and functions, are encoded, following the BV method via an odd Hamiltonian formulation
of the model in ΠT ∗Mmin={Γpk

k =(φAk , φ∗Ak
)|φAk=(Ai, Cαs , s = 0, ..., L), Ak = 1, ..., nk =

1M locally represents a vector bundle over the manifold M0, M→M0, so that M0 ⊃M0min;N ⊃
Nmin;M0,N ⊂M.
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n +
∑L

r=0 mr, ε(C
αs) = εαs + s + 1, ε(φ∗Ak

) = ε(φAk) + 1 = εAk
+ 1; k = min}, by means of

a bosonic functional and a classical master-equation in the minimal sector [1]

Sk(Γk) = S0(A) +
∑L

s=0

(
C∗

αs−1
Zαs−1

αs
(A) + o(φ∗k)

)
Cαs + o(Cαs),

(Sk, Sk)
k =

δrSk

δΓp
k

ωpq
k (Γk)

δlSk

δΓq
k

= 0, ‖ωpq
k ‖ = antidiag (−1nk

,1nk
) . (3)

The quantum action Sψ(Γk, ~) of BV method (in what follows, k = ext) is constructed
by an extension of Smin by the pyramids of ghosts and auxiliary fields up to Sk(Γk) given on
ΠT ∗Mk={Γpk

k =(φAk , φ∗Ak
)|φAk=(φAmin, Cαs

s′ , Bαs

s′ , s′ = 0, ..., s, s=0, ..., L), Ak=1, ..., nk=n +∑L
r=0(2r+3)mr; k=ext}, and by imposing anAbelian hypergauge for a ~-deformedSk(Γk,~)
Sk(Γk) = Smin +

∑L

s=0

∑s

s′=0
C∗

s′αs
Bαs

s′ ; Sψ(Γk, ~) = exp
[(

ψ(φk, )k
)]

Sk(Γk, ~). (4)

The functionals [Sk, S
ψ](Γk, ~) obey a quantum master-equation and provide its proper

solutions in terms of a nilpotent operator ∆k constructed via an odd PB, a trivial density
function ρ(Γk), ρ = 1, and ωk

pq(Γk), ‖ωk
pq‖ = antidiag (1nk

,−1nk
), ωpq

k ωk
qr = δp

r ,

∆k exp
{

i
~E(Γk, ~)

}
= 0, E ∈ {Sψ, Sk}, ∆k = 1

2
(−1)ε(Γq)ρ−1ωk

qp

(
Γp

k, ρ (Γq
k, · ) k

)k
. (5)

In the second-level formalism [5], the presence of antifields λ∗a to Lagrangian multipliers λa

introducing the first-level hypergauges Ga(Γk) to the exponent of the path integral Z(1)2

permits one to construct a special BV–BFV dual description of RGM on the cotangent
bundle T ∗Mk={xpk

k =(φAk , λ∗Ak
), ε(λ∗Ak

)=εAk
} in the case of rank 1 gauge theories [in gen-

eral, on a sub-bundle Naux→Mk of the bundle ΠT ∗(T ∗Mk), ΠT ∗(T ∗Mk)⊃Naux⊃T ∗Mk

with a fiber over φAk : FNaux

φA ={(λ∗Ak
, φ∗Ak

)}] by means of a BRST-like charge. This object

is nilpotent for ~=0 w.r.t. an even PB defined on C∞(T ∗Mk) [C∞(Naux)] and determines
a formal dynamical system subject to first-class constraints by means of an algorithm dif-
ferent from that of [9, 12, 15]. To this end, consider a functional Ωk(xk, φ

∗
k)∈C∞(Naux),

ε(Ωk)=1, constructed from fermionic quantities V ∗
k , η, η = const, as well as with use of

an odd operator ∆k
d dual to ∆k and an even PB { , }k

Ωk = V ∗
k Sk(Γk, ~) + ηS0(A) ≡ λ∗Ak

(
δlSk/δφ

∗
Ak

)
+ ηS0, (V ∗

k )2 = η2 = 0, (6)

∆k
d = η(−1)εAk

δl

δφAk

δl

δλ∗Ak

, { , }k =
δr

δxp
k

ωpq
d;k(xk)

δl

δxq
k

,

ε(ωpq
d;k) = ε(ωpq

k ) + 1 = ε(xp
k) + ε(xq

k),
∥∥ωpq

d;k

∥∥ = antidiag (−1nk
,1nk

) . (7)

The operator V ∗
k , being a contracting homotopy for nilpotent Vk, Vk = φ∗Ak

(
δl/δλ

∗
Ak

)
,

w.r.t. an operator NVk
, NVk

= [Vk, V
∗
k ]+, nondegenerate on FNaux

φA , satisfies the properties

[V ∗
k , ∆k]+ = 0, V ∗

k (F ,G)k = (V ∗
k F ,G)k − (−1)ε(F) (F , V ∗

k G)k ,

[Vk, ∆
k
d]+ = 0, Vk {F, G}k = {VkF,G}k + (−1)ε(F ) {F, VkG}k .3 (8)

The gauge algebra relations (1)–(3), eqs.(4,5) are equivalently described by means of a cor-
respondence among Poisson brackets of opposite parities for arbitrary functionals Ft(Γk)∈

2In the case of a fiber bundle ΠT ∗Mk: a = Ak, Ga = GAk
(Γk) =

(
φ∗Ak

− δψ/δφAk
)

and [λa, λ∗a] =[
λAk , λ∗Ak

]
that corresponds to the construction of Sψ(Γk, ~) in (4).

3As a whole, on ΠT ∗(T ∗Mk)=
{
(xp

k, (φ∗Ak
, λAk))

}
, there exist nilpotent operators

(
Uk, U∗

k , Π∆k
d

)
=(

λAk δl

δφAk
, φAk δl

δλAk
, η(−1)εAk+1 δl

δλAk

δl

δφ∗Ak

)
analogous to

(
Vk, V ∗

k , ∆k
d

)
, which obey the same properties as

in (8) for corresponding exchange
(
Vk, V ∗

k , ∆k
d

)↔
(
Uk, U∗

k , Π∆k
d

)
, mutually anticommute, [E,D]+=0,E ∈

{
Vk, V ∗

k , ∆k
d

}
, D ∈ {

Uk, U∗
k ,Π∆k

d

}
, and yield the operator NUk

=[Uk, U∗
k ]+ nondegenerate on FΠT∗(T∗Mk)

xp
k

.
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C∞(ΠT ∗Mk) andFt(xk, φ
∗
k)= [V ∗

k Ft(Γk)+ηF0t(φk)], F0t≡Ft|Mk
∈ker NVk

, for t=1, 2,

Vk{F1, F2}k = NVk
(F1,F2)

k, ∆k
dFt = η∆kFt; {Ωmin, Ωmin}min = 0, (9)

1/2 {Ek(xk, φ
∗
k), Ek(xk, φ

∗
k)}k = i~∆k

dEk, Ek ∈
{
Ωk, Ω

ψ
}

, Ωψ = exp [{F, }] Ωk, (10)

with a gauge boson F (φk)=ηψ(φk). From eqs.(9, 10), it follows that for rank-1 gauge theori-
es (i.e., forSk=S0+φ∗Ak

HAk(φk) ⇔ V ∗
k Sk ∈ T ∗Mk, k=ext) towhose class one can always

reduce an initial RGM the BFV–BRST quantities in (10) are defined only on C∞(T ∗Mext).

3. Poisson brackets and triplectic-like algebra of ∆M, V M (V∗,U∗) Leaving aside
the realization of an initial gauge model in the BV method, consider a Poisson superman-
ifold (M0, {·, ·}0) ,M0={xp}, dimM0=dim T ∗Mext with an even PB defined by a tensor
field ωpq(x) over M0, ωpq=−(−1)εpεqωqp, ε(ωpq)=εp+εq, ε(x

p)=εp, and also with a covari-
ant derivative ∇p on M0 transforming M0 into a Poisson supermanifold with a sym-
metric connection Γp

rs(x), Γp
rs=(−1)εrεsΓp

sr (for a nondegenerate ωpq(x), i.e., if ∃ωpq(x)|
ωpq=−(−1)εpεqωqp, ω

pqωqr(−1)εq=δp
r , M0 transforms into a Fedosov supermanifold [20])

←−∇rω
pq = 1/2

[
(δrω

pq)/(δxr) + 2ωpsΓq
rs(−1)εs(εq+1)

]− (−1)εpεq(p ↔ q) = 0. (11)

Let us introduce a manifold M = {(xp, ηp)} locally realized by an odd (co)tangent bundle
overM0,M = ΠT ∗M0 ' ΠTM0, whose fibers are parameterized by covariantly constant
vectors ηp, (ε, gh)ηp = (εp + 1,−1 − gh(xp)), being antifields to xp [for M0 = T ∗Mext,
(xp; ηp) = (φAk , λ∗Ak

; φ∗Ak
, λAk)]. We next define a scalar functional T (x, η) w.r.t. an

(extended to M) covariant derivative ∇M
p

T = (1/2) ηpω
pq(x)ηq, (ε, gh)T = (0, 0),

←−∇M
p T = δrT/δxp + (δrT/δηq) ηrΓ

r
qp = 0, (12)

in view of eqs. (11) and the relations
←−∇M

p ηq = 0. Supplementing M0 by a bosonic
scalar density ρ(x) is sufficient to determine the covariant operations characteristic for
the supersymplectic manifold M: an antibracket (·, ·)M and operators ∆M, V M,

(·, ·)M =
(←−∇M

p ·
)

(δl·/δηp)− (δr·/δηp)
−→∇M

p ·, (13)

∆M = −(−1)εp (δr /δηp)
[←−∇M

p + (1/2) (δrρ/δxp)
]
, V M = (T, )M = −ηpω

pq−→∇M
q , (14)

which (by an explicit verification for scalars on M) can be shown to obey the relations
of a triplectic-like algebra [19], [E1, E2]+ =0 for E1, E2 ∈ {∆M, V M}, compatible with
the Leibniz rule of differentiating an antibracket similar to (8) by any Et only in case of
a flat Poisson manifold M0

4. A representation of M as ΠTM0 permits one to lift the
nondegenerate PB {·, ·}0 to a flat Fedosov manifold (M, {·, ·}) by the relation

{·, ·} =
(←−∇M

p ·
)

ωpq
(−→∇M

q ·
)

+ α (δr·/δηp) ωpq (δl·/δηq) , α = const ∈ R. (15)

The covariant definition of an nilpotent operator UM satisfying the relations [E1, E2]+
=0 for E1, E2 ∈ {∆M, V M, UM} , is impossible as contrasted to [19] in terms of an anti-
Hamiltonian vector field but is ensured by equippingM0 with an additional Riemann-type
nondegenerate even structure gpq(x), gpq = (−1)εpεqgqp, in the form

UM = −ηpω
psgstω

tq(−1)εs
−→∇M

q ,
(
UM)

2 = 0 ⇔ −→∇qgps = 0. (16)

4That is, for a vanishing curvature tensor Rq
prs(x) defined for arbitrary vectors T r(x) as follows:

[←−∇q,
←−∇p]T r(x) = −(−1)εs(εr+1)T s(x)Rr

sqp(x).
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Since the action of ∇ is undetermined as a tensor operation on xp, an explicit definition
of an operator V ∗M (U∗M) of contracting homotopy for V M (UM) w.r.t. a nondegener-
ate (on non-constant functions from C∞ (M)) operator NM (NM

U ) is possible only for a
symplectic M0, i.e., for Γp

rs=0. To this end, we consider the adjoint action of a fermionic
functional ΩT (x, η), ΩT = −ηpx

p, w.r.t. the non-tensor PB (15), and to single out opera-
tors V∗,U∗ analogous to V ∗

k , U∗
k in Sec. 2 define an operator U∗M via the non-tensor PB

(13) with bosonic T ∗(x, η), T ∗ = −(1/2)xpgpq(x)xq(−1)εq ,

V M+αV ∗M = {ΩT , }=−ηp

(
ωpq δl

δxq
− (−1)εr(εq+1) δrω

pq

δxr
ηq

δl

δηr

)
+ α

(
xpωpr − (17)

(−1)εr(εq+1)α−1ηp
δrω

pq

δxr
ηq

)
δl

δηr

, U∗M = (T ∗, )M =−xp

(
gpq +

1

2

δlgps

δxq
xs(−1)εqεs

)
δl

δηq

.

Necessary conditions for the quantities V ∗M = 1/α
[{ΩT , } − (T, )M

]
, U∗M to be nilpo-

tent, as well as to anticommute with each other and with ∆M, are the fulfilment of
the equations (D, D)M = 0, ∆MD = 0 for D ∈ {T, T ∗}, whereas NM is defined w.r.t.
non-tensor PB (15)

NM = 1/(2α) {{ΩT , ΩT}, }= −(xp + o(x, η))δl/δx
p − ηpδl/δηp. (18)

Next define mutually anticommuting nilpotent operators V∗,U∗, so that (V∗+U∗) = V ∗M,

D∗
a = (1/2)

[
(−1)a/α

({ΩT , } − (T, )M
)− (T ∗, )M

]
, (D∗

1,D∗
2) ≡ (V∗,U∗) , a = 1, 2. (19)

In particular case of Darboux coordinates, of gpq(x) and the vanishing of Γp
rs(x) on M0,

(xp, ηp, [ω
pq, gpq](x), ρ(x)) =

(
(φA, λ∗A), (φ∗A, λA), antidiag

[
(−δA

B, δA
B

)
,
(
δA
B, δA

B)
]
, 1

)
, (20)

we obtain correspondence
(
V M,V∗,U∗, ∆M)

=
(
Uk−V k, V ∗

k , U∗
k , ∆k +(−1)εA+1 δl

δλA
δl

δλ∗A

)
.

4. Quantization rules Let us define the generating functional of Green’s functions
ZM[

JV,JV
∗
,η
]
and the vacuum functional ZM

X =ZM[0, 0, 0] in general coordinates zP =(xp,ηp),

ZM =

∫
dz̃D0(x̃)qM(z̃) exp

{
i

~
[
W (z̃, ~) + [X + i~H] (x̃, η̃ − η, ~) + Jp

V η̃p + JV
∗

p x̃p
]}

, (21)

where JV
∗

p , Jp
V are a redundant set of sources to zP :ε(JV

∗
p )=εp=ε(Jp

V)+1; H,W,X stand for
bosonic functionals providing the correct reduction, e.g., of ZM

X to the BV partition func-
tion [1] or of ZM to generating functional of Green’s functions Z(θ)|θ=0 in [9], as well as the
respective quantum and corresponding to irreducible hypergauges Ga(z) gauge-fixing bo-
sonic actions, satisfying the generalized master equations and an additional equation for W ,

∆M exp [(i/~) E(z, ~)] = 0, E ∈ {W,X + i~H}, VW (z, ~) = 0, (22)

for the first of which only X is a proper solution in M, while W is subject to a boundary
condition with the classical action, W (z, ~)η=~=0 = S0(x). The density function D0(x)
determining the invariant measure on M [for α = 1 in (15) so that functional ρ (13) can
be defined as ρ = ln sdet−1‖ωpq(x)‖ as in [19]] and theweight functional qM[z] are given by

D0(x) = sdet−1‖ωpq(x)‖, qM(z) = δ
(
GV∗

a1
(z)

)
, a1 = 1, ..., 1/2 (dim+M0 +dim−M0). (23)
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In (21), (23), in accordance with the decomposition of V ∗M in (19), we have used the
polarization of V M into a corresponding sum of nilpotent anticommuting operators V ,U
V M =V + U : (V ,U) = (−1/2) ηp

(
ωpq + ωpsgstω

tq(−1)εs , ωpq − ωpsgstω
tq(−1)εs

)−→∇M
q . (24)

In turn, the independent functions GV∗
a1

(z)=0 playing, in fact, the role of second-level hyper-
gauge conditions within the formalism [5], are required to retain the explicit covariant form
of ZM. The independent functions GV∗

a1
(z) are equivalent to an (explicitly given only in

case of symplecticM0) set of functions V∗ηp, GV∗
a1

(z)=
[
Y p

a1
(z)V∗ηp

]
with certainY p

a1
so that

rank
∥∥∥−→∇M

p Et(z)
∥∥∥−→∇M

W=δW/δη=
−→∇M

X=δX/δη=GV∗=0
=

1

2
dimM0, (E1, E2)=(GV∗

a1
,V∗ηp), (25)

and define the functional H(z, ~) in (21, 22) in the explicitly covariant form

H(z, ~)=−1

2
ln

{
J(z)D−1

0 (x)sdetM
}
,M =

∥∥∥∥
(F U∗

a1
(z), Gc1

V (z))M (F U∗
a1

(z), F d1
U (z))M

(GV∗
b1

(z), Gc1
V (z))M (GV∗

b1
(z), F d1

U (z))M

∥∥∥∥, (26)

where the functions (F a1
U , F U∗

b1
, Gc1

V )=(Z̃a1
p Uxp, Zp

b1
U∗ηp, Ỹ

c1
p Vxp) with certain (Z̃a1

p , Zp
b1

,

Ỹ c1
p )(z) determine an invertible change of variables, zP → zP = (F U∗

a1
, GV∗

b1
, Gc1

V , F d1
U ),

with J=Ber
∥∥δzQ/δzP

∥∥.
The basic properties of the functionals ZM

X , ZM are encoded by the generalized gene-
rator sM of BRST-like transformations with an arbitrary bosonic functional RM(z),

sM = (~/i) T−1(z)
(

, T (z)RM(z)
)M

, T (z) = exp [(i/~) (W −X − i~H) (z)] . (27)

For instance, the BRST transformations for a constant µ, δµz
P = sMzP µ, with ZM

X and
ZM [0, 0, η], are derived from (27), with RM=1, and from additional equations,

(
GV∗

a1
(z), T (z)

)M = 0 ⇐⇒ δµG
V∗
a1

(z) = 0. (28)

The derivation of the Ward identity for the functional ZM and the proof of gauge-
independence of the S-matrix are based on the eqs.(22), on transformation (27) and
on additional equations for GV∗

a1
(z) (28) in a manner described in [8, 9]. For instance,

after exponentiating the functional qM in the functional integral (21), qM(z̃) =
∫

dλ̃(2)×
exp{(i/~)GV∗

a1
(z̃)λ̃a1

(2)}, ε(λ̃a1

(2))=ε(GV∗
a1

)=εa1 , the corresponding Ward identity has the form[
JV

∗
p +

(
δrW

δx̃p
+ (−1)εa1 〈λ̃a1

(2)〉
δrG

V∗
a1

δx̃p

)(
~
i

δl

δJV∗
,
~
i

δl

δJV

)]
δl

δηp

ZM [
JV , JV

∗
, η

]
= 0.(29)

The sign 〈F (z̃, λ̃(2))〉 here denotes the functional averaging of a quantity F (z̃, λ̃(2))w.r.t.ZM.
Acknowledgments The author is grateful to P.Yu. Moshin for useful discussions.
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Abstract

The notion of global conformal invariance (GCI) in Minkowski space allows to
prove rationality of correlation functions and to extend the concept of vertex algebra
to any number D of space-time dimensions. The case of even D, which includes
a conformal stress-energy tensor with a rational 3-point function, is of particular
interest. Recent progress, reviewed in the talk, includes a full account of Wightman
positivity at the 4-point level for D=4, and a study of modular properties of thermal
expectation values of the conformal energy operator.

1 Introduction

Invariance of Wightman functions in quantum field theory under finite conformal trans-
formations in Minkowski space has far reaching implications: local fields commute for
non-lightlike separations and have, as a result, rational correlation functions. The theory
is reformulated in a complex realization of compactified Minkowski space, in which the
forward tube is mapped inside the unit ball, and yields a higher dimensional extension
of the notion of a vertex algebra. Thermal correlators are shown to be elliptic functions
of the conformal time variable. Energy mean values in a Gibbs state for free massless
fields are expressed in terms of modular forms. For large compactification radii the energy
density approaches the Minkowski space thermodynamic limit, reproducing the Stefan-
Boltzmann law.

The talk is based on work of Nikolay M. Nikolov, Karl-Henning Rehren, Yassen S.
Stanev and the author [1, 2, 3, 4, 5, 6, 7, 8]. The present outline is chiefly meant as a
general introduction to the subject.

1.1 Why should one care at all for conformally invariant quan-
tum field theory models?

Every once in a while since the discovery (by Cunningham and Bateman in 1910) of
the conformal invariance of (vacuum) Maxwell’s electrodynamics the conformal group is
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attracting the attention of mathematical physicists by its elusive beauty. The ”real world”
is certainly not conformally invariant: the presence of discrete positive masses of atoms
and elementary particles signals violation of even the weaker dilation symmetry. One is
entitled to ask: does the invariance of free massless equations provide enough rationale
to care for conformally invariant quantum field theory (QFT)? Let me cite two reasons
why the study of conformal models may still be of interest.

The first is a negative one: the relativistic quantum theory of the real world has
proven too difficult for us. The first attempts to formulate QFT date over three quarter
of a century ago, but in spite of vigorous efforts by theoretical - and mathematical -
physicists (as we now distinguish between the two brands) we still have no mathematically
established interacting QFT in four (or higher) space-time dimensions. This justifies the
study of not entirely realistic QFT models - either in low space-time dimensions or having
a higher symmetry (or both).

A positive argument affirms that conformal invariance may be a meaningful approx-
imation to a realistic QFT at very short distances (or large energies and transferred
momenta) when particle masses can be neglected. A QFT with a (ultraviolet stable)
renormalization group fixed point has to be dilation invariant at that point. On the other
hand, a dilation invariant QFT with a stress-energy tensor is expected to be (under rea-
sonable assumptions) also conformally invariant. (A recently discussed counterexample
[9] - which violates those assumptions - also violates Wightman positivity and thus looks
rather pathological.) Progress in physics often needs idealizations: without neglecting
friction Galileo could not have discovered the law of inertia.

Two-dimensional (2D) conformal field theory (CFT) not only provides a rich family
of soluble QFT models and thereby of universality classes of 2D critical phenomena (and
string vacua), [10], it also gives rise to a new fruitful mathematical concept, the notion
of a (chiral) vertex algebra which naturally incorporates an important class of infinite
dimensional Lie algebras, [11, 12, 13, 14, 15]. Recently, a (not fully understood) intriguing
relation was discovered between Zhu’s vertex algebra approach [13] to rational CFT and
Haag’s [16] von Neumann algebra framework applied to the classification of chiral CFT
models [17, 18, 19, 20]. It is all the more interesting that the concept of a vertex algebra
- and the associated modular properties of thermal energy mean values - appear to admit
a higher dimensional generalization, [1, 6, 7].

The paper is organized as follows. In the rest of this introduction (subsection 1.2)
some background material and early developments (of [1, 2, 21]), are sketched, including
a complex realization of compactified Minkowski space which prepares the ground for a
higher dimensional extension of the notion of vertex algebra [6]. Sect. 2 reviews the
construction of 4-point functions of scalar fields [3, 4] (providing some new formulae for
the d = 3 case). Sect. 3 outlines the explicit construction of conformal partial wave
expansions and its application to the study of Wightman positivity [8]. The final Sect.
4 gives a bird’s-eye view of equilibrium states in a GCI QFT, including the appearance
of elliptic thermal correlation functions and an application of modular invariance to the
Gibbs energy-mean-value.

1.2 Background and early results

The concept of conformal invariance in Minkowski space involves a subtlety absent in
the euclidean formulation of the theory. While the spinorial euclidean conformal group,
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Spin(5, 1), is simply connected and so is the (one-point) conformal compactification, S4,
of the euclidean 4-space, the corresponding Minkowski space group, C = Spin(4, 2) =
SU(2, 2), and compactified space-time, M̄ = S3 × S1/Z2, are not: in fact, each has an
infinite sheeted universal cover. It follows that infinitesimal conformal transformations of
euclidean Green’s functions can be integrated and invariance under such transformations
is thus equivalent to a global invariance property (see Sect. 1.1 of [7]). This implies,
in turn, that the corresponding Minkowski space QFT can be continued to the (simply
connected) universal cover of M̄ , the cylinder space M̃ = S3 × R, and is invariant under
the universal cover C̃ of the conformal group [21]. The projection of this conformal group
action on (compactified) Minkowski space itself is, in general, multivalued. The condition
of global conformal invariance (GCI) in Minkowski space introduced in [2] is, therefore,
stronger as it allows to continue the Wightman functions to invariant distributions on M̄ .
It turns out that this rather natural condition has far reaching implications. Combined
with locality GCI on M yields the Huygens principle - the vanishing of (observable, Bose)
field commutators for non light-like separations. Together with Wightman axioms [22]
this implies rationality of correlation functions (Theorem 3.1 of ref. [2]).(It has been noted
long ago that such a condition can be realized in the context of (generalized) free fields -
see, e.g. [23].)

Mentioning observable local fields is not accidental. One cannot expect that, e.g. gauge
dependent quantities satisfy even (the weaker) infinitesimal conformal invariance. It is
therefore important to state which fields are assumed to be observable. The stress energy
tensor T is an obvious candidate for such a role [24, 25]. The general form of the 3-point
function of T [26] implies that T can only be assumed GCI in even dimensional space
time - in line with the validity domain of the classical Huygens principle. For the sake of
definiteness (and to stay closer to reality) we shall restrict attention in what follows to
the D = 4 case. We have proposed recently a model in which the observable algebra is
generated by a GCI Lagrangian density L of scale dimension D(= 4) [4] (and contains an
infinite ladder of conserved tensor fields starting with T ).

Rationality of Wightman functions signals the possibility of an algebraic formulation
of the theory - in the spirit of chiral vertex algebras (or ”meromorphic CFT” in the
terminology of the physicist oriented early survey [12]). This is made easier by introducing
appropriate complex parametrization of compactified Minkowski space and of the future
tube - the analyticity domain of vector valued functions of the form φ(z)|0 > for any local
field φ (the counterpart of the unit circle and the unit disk in the 1D chiral case). To
describe it we perform a complex conformal transformation from the Cartesian Minkowski
space coordinates x = (x0,x) to the complex 4-vector z = (z, z4) = z(x) [1, 2]:

z =
x

ω(x)
, z4 =

1− x2

2ω(x)
, 2ω(x) = 1 + x2 − 2ix0, (1)

z2 = z2 + z2
4 =

ω̄

ω
, x2 = x2 − (x0)2(=

1 + z2 − 2z4

1 + z2 + 2z4

). (2)

In the z coordinates the image T+ of the future tube is the connected component of
the complement of compactified Minkowski space

M̄ = {z ∈ C4 ; z =
z̄

z̄2
= e2πiζu ζ ∈ R , u ∈ R4, z2 =

4∑
α=1

(zα)2 = e4πiζ} (3)

271



(M̄ = S3 × S1/Z2) containing the origin:

T+ = (z ∈ C4; |z2| < 1, |z|2 =
4∑

i=1

|zi|2 <
1 + |z2|2

2
). (4)

Fields φ(z) are then defined as formal power series of the form

φ(z) =
∑

n∈Z

∑
m≥0

(z2)nφnm(z) , (5)

φnm(z) being an operator valued polynomial in z that is homogeneous of degree m and
harmonic. The Huygens principle admits an algebraic formulation in terms of such formal
power series. If φ is a GCI irreducible spin- tensor of dimension d and SU(2) × SU(2)
weight (j1, j2; 2j1,2 = 0, 1, ...) then the strong locality condition reads

(z2
12)

n(φ(z1)φ
∗(z2)− (−1)2j1+2j2φ∗(z2)φ(z1)) = 0, (6)

for n ≥ d + j1 + j2(∈ N), z12 = z1 − z2. (7)

We assume that the field algebra is spanned by conformal fields, transforming homoge-
neously under infinitesimal conformal transformations. In particular, under commutation
with the conformal Hamiltonian H, the generator of the centre of the maximal compact
subgroup U(1)× Spin(4) of C (whose significance has been emphasized by Segal [27]), a
field φ of scale dimension d satisfies

[H, φ(z)] = (z
∂

∂z
+ d)φ(z) . (8)

H is related to the Minkowski space energy P 0 by 2H = P 0 + wP 0w−1 where w is the
Weyl inversion - the proper conformal transformation that changes the sign of z (cf.
[27]; it follows that the conformal energy H is positive whenever the Minkowski space
one is. Energy positivity implies analyticity of the vector-valued function φ(z)|0 > in
T+, and hence the vanishing of φnm|0 > for negative n. Covariance of local fields under
(complex) translations Tα allows to formulate the state-field correspondence as follows:
to each finite-energy state v corresponds a unique local field (or vertex operator) Y (v, z))
such that

Y (v, 0)|0 >= v , [Tα, Y (v, z)] =
∂

∂z
Y (v, z). (9)

2 General rational 4-point functions of scalar fields

The fact that GCI implies rationality of correlation functions provides a powerful tool for
explicit construction of Wightman functions.

Given the conformally invariant 2-point function of a scalar field of dimension d,

< 12 > (=< 12 >d) = N(z2
12)

−d , N = N(d) > 0, (10)

we can write its most general rational conformal 4-point function as

< 1234 >=< 12 >< 34 > + < 13 >< 24 > + < 14 >< 23 > +p(z2
ij)F (s, t) (11)
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where s and t are the conformally invariant cross ratios

s =
z2
12z

2
34

z2
13z

2
24

, t =
z2
14z

2
23

z2
13z

2
24

; (12)

the prefactor p(ρij) is a monomial in its six arguments and their inverses homogeneous of
degree −d in ρij = ρji for each fixed i and j = 1, ..., 4, j 6= i; the invariant amplitude F
is a polynomial in s, t, s−1, t−1 of degree restricted by Wightman positivity. For the cases
d = 2, 3, 4 of interest the truncated 4-point function p.F , obeying locality and conformal
invariance, depends on 2d− 3 parameters. Using the analysis of [3, 4, 5, 8] we can choose
the prefactor p and the amplitude F in these three cases as

d = 2 : p(ρij) = (ρ12ρ23ρ34ρ14)
−1, F (s, t) = c(1 + s + t);

d = 3 : p(ρij) = (Πi<jρij)
−1, F (s, t) =

∑
i=0,1

aiJ̃i + b;

d = 4 : p(ρij) = (ρ12ρ23ρ34ρ14)
−2,

stF (s, t) =
2∑

i=0

aiJi(s, t) + st(bD(s, t) + b′Q(s, t)) . (13)

Here Ji(s, t) are polynomials of overall degree 5 in their arguments (given in [5, 8]), D(s, t)
is a second degree polynomial (given in (22) below), Q(s, t) = s + t + st;

J̃0 = s + t +
t + 1

s
+

s + 1

t
, J̃1 =

(1− t)(1− t2)

st
− t−1 − t− s(1 + t−1) +

s2

t
(14)

are the symmetrized twist two contributions to the 4-point function which are computed
as follows. We organize, following [4], the operator product expansion (OPE) of two
hermitean scalar fields of (integer) dimension d in terms of (mutually orthogonal) bilocal
fields Vκ(z1, z2) of twist 2κ:

φ(z1)φ(z2) =< 12 > +
∑
κ>0

(z2
12)

κ−dVκ(z1, z2). (15)

The first of them, V1 can be expanded in an infinite series of even-rank conserved
symmetric traceless tensors and, as a consequence, is harmonic in each argument (see
Proposition 2.1 of [4]). This allows to compute the 4-point function of two V1 as a finite
linear combination of a standard basis of GCI solutions:

z2
13z

2
24 < 0|V1(z1, z2)V1(z3, z4)|0 >=

d−1∑
ν=0

aνjν(s, t), j0 = 1 + t−1, ... (16)

(We shall display the general form of jν in Sect. 3, below.) Then J̃ν and Jν are crossing
symmetric expressions satisfying

s

t
J̃ν(s, t)− jν(s, t) = O(s), t−3Jν(s, t)− jν(s, t) = O(s) (17)

(see [5] Sect. 5.2).
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Here is also an example of a mixed 4-point function of a pair of scalar fields t(z) and
W (z) of dimensions 2 and 3, respectively:

< 0|t(z1)W (z2)W (z3)t(z4)|0 > − N

(z2
14)

2(z2
23)

3
=

c(1 + s) + c′t
z2
12z

2
13z

2
23z

2
24z

2
34t

. (18)

The 1D reduction of Eqs. (13) for d = 2 and d = 3 and (18) is an extension of the 1985
Zamolodchikov’s W3 model (for a review see [28]). This model would be recovered if there
were a single field of dimension four in the 1D restriction (which would then necessarily

coincide with the normal square of t(z) and yield a0 = c, 6a1 + b = 16c(2−c)
5c+22

, N = c2

6
,

c′ = 2c). This is not the case, however, since the 4D stress-energy tensor will also appear
as a chiral field of dimension d = 4 in the 1D restriction.

In the simplest non-trivial case, d = 2 the truncated 4-point function involves a single
parameter c which can be defined by the invariant under rescaling of the basic field:
8 < 12 >< 23 >< 13 >= c(< 123 >)2. The following result was established in [3].

Theorem 2.1. The scalar GCI field t(z) of dimension d = 2 with 2-point function
given by (10) with N = c

2
obeys an OPE of the form (15) with a single singular term

V1 ≡ V in the sum,

t(z1)t(z2) =< 12 > +
V (z1, z2)

z2
12

+ : t(z1)t(z2) :, V (z, z) = 2t(z). (19)

Wightman positivity implies that V generates a unitary vacuum representation of a central
extension of the infinite dimensional real symplectic Lie algebra with positive integral
central charge c. As a corollary t can be presented as (half) the sum of normal squares of
c free commuting massless scalar fields.

The proof involves two essential steps. First, one finds the 2n-point functions of V as
sums of 1-loop graphs (see Sect. 2 of [3] and Appendix A.1 of [4]) and derives on this basis
the commutation relations of the (extended) symplectic algebra for the V ’s. Secondly, one
obtains (Sect. 5.1 of [3]) an analogue of Kac’s determinant formula [29] for this infinite
dimensional Lie algebra.

Remark 2.1. In a 1982 paper [30](which contains an early proof of the fact that the
Huygens principle implies rationality) Baumann has proven that all massless scalar fields
with a trivial S-matrix are Wick polynomials of free fields. It is, in fact, clear that the
state-field correspondence and the presence of (zero-mass) asymptotically complete set of
particle states implies that the field algebra is generated by free local fields.1 Thus a CFT
(even if it only obeys infinitesimal conformal invariance) can never have a (nontrivial)
scattering theory. One should therefore use a more subtle criterion to distinguish nontriv-
ial conformal models which are known to exist (at least in two space-time dimensions).

We view the case d = 4 [4, 6] corresponding to a (gauge invariant) Lagrangian density,
whose dimension is expected to be protected, as the most promising one for providing a
non-trivial GCI model. As discussed in [6] (see, in particular, Eq. (1.10) there, at the end
of the Introduction) the systematic study of this theory also requires the knowledge of a
system of scalar fields of lower dimensions (d = 2, 3).

1I owe this remark to Nikolay Nikolov.
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3 Conformal partial wave expansion: a tool for veri-

fying Wightman positivity

A powerful tool in studying Wightman positivity is provided by operator product ex-
pansions [31, 32] that yield conformal partial wave expansions [33]. The positive definite
4-point function of a pair of hermitean scalar fields A and B of dimensions d and d + δ,
respectively, admits a conformal partial wave expansion of the form

< 0|A(z1)B(z2)B(z3)A(z4)|0 >=
∑
κL

< 0|A(z1)B(z2)ΠκLB(z3)A(z4)|0 >=

[(z12)
2(z34)

2]−d[(z23)
2]−δ

∑
κL

BκLβδ
κL(s, t) (20)

where ΠκL is the projection on the positive energy irreducible representation (IR) of the
conformal group of u(1) × su(2) × su(2) weight (2κ + L, 1

2
L, 1

2
L); the conformal partial

waves βκL are universal functions, only depending on the above IR. Following [34] they
can be expressed in terms of hypergeometric functions by using a higher dimensional
analogue u, v of the 2D chiral coordinates:

(u− v)βκL = uv(Gδ
κ+L− δ

2

(u)Gδ
κ−1− δ

2

(v)− (u ↔ v))

Gδ
ν(z) = zνF (ν, ν; 2ν + δ; z), (21)

where u and v are related to s and t (12) by

s = uv, t = (1− u)(1− v), (u− v)2 = (1− t)2 − 2s(1 + t) + t2 =: D(s, t). (22)

The full dynamical information is carried by the coefficients BκL. Wightman positivity
for the 4-point function is equivalent to the requirement that all these coefficients are
non-negative. The computation of BκL [8] uses the expression for (u− v)F (s, t) (13) as a
sum of products of non-negative powers of u or u

1−u
and similar monomials in v. For the

twist two contributions we have, in particular,

(u− v)jν(s, t) = fν(u)− fν(v), fν(u) =
uν

(1− u)ν
+ (−1)νuν . (23)

To compare the expressions (13) and (18) with the expansion (20) one uses (special
cases of) the identity

∞∑
n=0

(−1)n(α)n(β)n

n!(γ + n− 1)n

znF (n + α, n + β; 2n + γ; z) = 1. (24)

In the most interesting case in which the basic scalar field can be interpreted as a
(gauge invariant) Lagrangian L(z) of d = 4 (see the last equation (13)) we find for the
twist two partial waves

1

2
B1L = a0 + L(L + 1)a1 +

1

4
(L− 1)L(L + 1)(L + 2)a2. (25)

The (more complicated) expressions of all higher twist amplitudes are written down in
(Sect. 2 of) [6] where it is established that Wightman positivity is satisfied for the closure

275



of a non-empty open set in the five- dimensional parameter space describing the 4-point
function. One finds, in particular, that aν , ν = 0, 1, 2 and b′ should be non-negative, while
if b′ = 0 then

−3a1 ≤ b ≤ 1

3
(2a0 + a1). (26)

As discussed in [6] it is of particular interest to consider the case in which the operator
product expansion of L(z1)L(z2) involves no scalar field of dimension 2 or 4, so that both
a0 and b′ vanish and Eq. (26 further simplifies.

4 Thermal states. Modular properties of energy

mean values

The conformal Hamiltonian H satisfying (8) has a discrete (integer or half-integer) spec-
trum in the vacuum space V of a GCI theory which is assumed finitely degenerate and
such that there exist a partition function Z(τ) (defined as a trace over the Boltzmann
weights in V) and thermal mean values < A >q for any product A of local GCI fields:

Z(τ) < A >q= tr(AqH), Z(τ) = tr(qH), q = e2πiτ , Imτ > 0 (|q| < 1), (27)

an assumption verified for (generalized) free fields [7]. Here τ is interpreted as the (com-
plexified) inverse temperature; more precisely,

Imτ =
1

kT
. (28)

In order to reveal the properties of thermal correlation functions it is advantageous to
use (real variable)compact picture fields φ(ζ, u) related to the corresponding analytic (z-
picture) vertex operators φ(z) (of dimension d) by

φ(ζ, u) = e2πidζφ(z) for z = e2πiζ . (29)

A compact picture field is (anti)periodic in ζ depending on its spin:

φ(ζ + 1, u) = (−1)2j1+2j2φ(ζ, u). (30)

The Kubo-Martin-Schwinger boundary condition [35] which says, e.g. for the 2-point
function of φ,

wq(ζ1 − ζ2 − τ ; u1, u2) ≡< φ(ζ1, u1)φ
∗(ζ2, u2) >q=< φ∗(ζ2, u2)φ(ζ1, u1) >q, (31)

implies that the function wq(ζ, u1, u2) has a second period, τ + 1, related to the inverse
temperature, on top of the period 1 (or 2, for Fermi fields). For a scalar field wq depends on
u1, u2 through their scalar product, u1u2 = cos(2πα). In particular, for the free massless
field ϕ we find

wq(ζ, τ ; α) =
∑

n∈Z
w0(ζ + nτ, α) (32)

where the vacuum 2-point function of ϕ is given by

w0(ζ, α) =
−1

4sin(π(ζ + α))sin(π(ζ − α))
=

1

4sin2πα
(cot(π(ζ +α))−cot(π(ζ−α))). (33)
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On the other hand, for a suitable choice of the vacuum energy E0, the thermal mean
value in the theory of a free massless scalar field is given by the unique weight-two (nor-
malized) modular form:

< H + E0 >q= G4(τ) = −B4

8
+

∞∑
n=1

n3qn

1− qn
, E0 = −B4

8
=

1

240
(34)

(Bn being the Bernoulli numbers). Note that, restoring the energy units, H + E0 7→
~ν(H + E0), it gives for q = exp(− ~ν

kT
) Planck’s black-body energy distribution of the

harmonic oscillator (with energy eigenvalues n~ν). Invariance under the modular inver-
sion, τ−4G4(

−1
τ

) = G4(τ), allows to compute the high temperature expansion of < H >q

in terms of its low temperature (small q) behavior. If we replace the unit 3-sphere in (3)
by a sphere of radius R, substituting z(x) by Rz( x

2R
), and identifying the frequency ν in

the definition of the resulting Hamiltonian by c
R
, then the high temperature asymptotics

reproduces the Stefan-Boltzmann law for the energy density in the infinite volume limit
(Sect. 5.1 of [7]). This result is, in fact, valid under more general conditions (see Appendix
A of [36]).
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Abstract

Liouville field theory is considered with boundary conditions corresponding to a
quantization of the classical Lobachevskiy plane (i.e. euclidean version of AdS2). We
solve the bootstrap equations for the out-vacuum wave function and find an infinite
set of solutions. This solutions are in one to one correspondence with the degenerate
representations of the Virasoro algebra. Consistency of these solutions is verified
by both boundary and modular bootstrap techniques. Perturbative calculations
lead to the conclusion that only the “basic” solution corresponding to the identity
operator provides a “natural” quantization of the Lobachevskiy plane.

1 Introduction

Liouville field theory (LFT) is widely considered as an appropriate field theoretic back-
ground for a certain universality class of two-dimensional quantum gravity. It has been
demonstrated in numerous examples that in 2D the scaling limit of the so-called “dynam-
ical triangulations” [1, 2, 3, 4] (which are in fact a discrete model of a two-dimensional
surface with fluctuating geometry) in many cases can be described by appropriately ap-
plied LFT [5, 6, 7]

Local dynamics of LFT is determined by the action density

L(z) =
1

4π
(∂aφ(z))2 + µe2bφ(z) (1)

where φ is the Liouville field and b is a dimensionless parameter which, roughly speaking,
determines the “rigidity” of a 2D surface to quantum fluctuations of the metric. Ordinarily
exp(2bφ(z))d2z is interpreted as the quantum volume element of the fluctuating surface,
parameter µ being the cosmological coupling constant. LFT is a conformal field theory
with central charge

cL = 1 + 6Q2 (2)

where Q is yet another convenient parameter called the “background charge”

Q = b−1 + b (3)

∗On leave of absence from: Laboratoire de Physique Mathématique (Laboratoire Associé au CNRS
URA-768), Université Montpellier II, Pl.E.Bataillon, 34095 Montpellier, France and Institute of Theo-
retical and Experimental Physics, B.Cheremushkinskaya 25, 117259 Moscow, Russia
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More details about the space of states in LFT, the set of local primary fields and local
operator algebra can be found e.g. in [11].

Local equation of motion for (1)

∆φ = 4πµbe2bφ (4)

is the quantum version of the classic Liouville equation

∆ϕ = 2R−2eϕ (5)

It describes locally a metric
ds2 = eϕ(z) |dz|2 (6)

of constant negative curvature −2R−2 in the isothermal (or conformal) coordinates. Clas-
sical situation arises in LFT if b → 0. In this limit we identify the classical field ϕ = 2bφ
while R−2 = 4πµb2.

Discrete models of quantum gravity, such as the random triangulations or matrix
models, typically deal with compact fluctuating surfaces of different topologies either
with or without boundaries. This type of problems is most relevant in the string theory.
In this context the main problem is somewhat different from that considered usually in
field theory. Namely, observables of primary interest are the “integrated” correlation
functions, which bear no coordinate dependence and can be rather called the “correlation
numbers”. They are used to describe certain “deformations” or “flows” caused by relevant
perturbations (see e.g. the reviews [8, 9] and [10] for more details). In many problems of
this kind the discrete approaches presently appear more efficient then the field theoretic
description based on LFT. In the discrete schemes the correlation functions naturally
arise in the “integrated” form while the field theoretic approach implies a gauge fixing
and gives the correlation functions as the functions of certain moduli (invariants of the
complex structure in the case of LFT). These functions, although being themselves of
considerable interest, should be yet integrated over the moduli space to produce the
correlation numbers. Therefore in such problems of quantum gravity LFT still lags behind
matrix models or other discrete approaches. Up to now only general scaling exponents
and a limited set of correlation functions in simplest compact topologies can be predicted
in LFT (see e.g. [9] and references therein).

It is well known that the Liouville equation (5) admits “basic” solution, which describes
the geometry of infinite constant negative curvature surface, the so-called Lobachevskiy
plane, or pseudosphere. This surface can be realized as the disk |z| < 1 with metric (6)
where

eϕ(z) =
4R2

(1− zz̄)2
(7)

Here R is interpreted as the radius of the pseudosphere. The points at the circle |z| = 1
are infinitely far away from any internal point and form a one-dimensional infinity called
the absolute. Geometry of the pseudosphere is described in detail in standard textbooks
and here we will not go into further details like SL(2, R) symmetry, geodesics etc. Let
us mention only the so-called Poincaré model, where the same geometry is represented in
the upper half plane of complex ξ with the metric

eϕ(ξ) =
R2

(Imξ)2
(8)
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It seems natural to expect that LFT, at least in the semi-classical regime cL > 25,
also allows a solution corresponding to a quantization of this geometry. In this paper we
present what we believe might be the solution to this problem. Surprisingly, we find an
infinite set of different consistent solutions parameterized by a couple of positive integers
(m,n) (which can be put in natural correspondence with the degenerate representations of
the Virasoro algebra). Only the set (1, n) has a smooth behavior as b → 0 and therefore
can be literally called the “quantization” of (7). Remarkably, all the solutions of this
(1, n) series are indistinguishable in the classical limit (and even at the one-loop level),
dependence on n appearing only in two-loop corrections. However, actual higher loop
calculations show that only the solution (m,n) = (1, 1) is consistent with the standard
loop perturbation theory. Therefore we are inclined to interpret this last solution as
the “basic” one, corresponding to a “natural” quantization of the Lobachevskiy plane.
Although the nature of other solutions is still beyond our understanding (even of the
“perturbative” series (1, n), n > 1) they probably can be speculated as describing different
phases of quantum gravity.

In principle all local properties of a field theory are encoded in its operator product
expansions. The latter are basically known in LFT (see [12, 11]). To have a complete
description we also need certain information of what is happening “faraway” from the
observer, i.e, about the boundary conditions at infinity. This information is encoded in
the wave function of the state which “comes from infinity”, the so-called out-vacuum. In
order, the out-vacuum wave function can be described as the set of vacuum expectation
values (VEV’s) of all local fields in the theory. In conformal field theory, like LFT, it
suffices to determine the VEV’s (or one-point functions) of all primary operators. The
basic Liouville primaries are the exponential fields

Vα = exp(2αφ) (9)

of dimensions ∆α = α(Q − α). Thus the set of VEV’s 〈Vα〉 is just the complementary
information we need to describe LFT in the pseudosphere geometry. In this paper we
mainly concentrate on this characteristic.

The paper is arranged as follows. In sect.2 the bootstrap technique is applied to derive
the one-point functions 〈Vα〉. We observe that all the out-vacuums (m,n), if considered
as conformal boundary conditions at absolute, allow only finite set of boundary operators.
In particular, the basic out-vacuum (1, 1) does not contain any boundary fields except the
identity operator and its conformal descendents. Few simplest bulk-boundary structure
constants are also derived in this section. Certain properties of the solutions are discussed
in section 3. This includes perturbative expansions of the one-point functions and some
evidence about the content of the boundary operators in the state (m,n). In sect.4 one-
and two-loop contributions to the one-point functions are evaluated in the framework of
standard Feynmann diagram technique. At two loops these calculations agree with the
expansion of the “basic” vacuum state (1, 1).

In sect.5 the powerful modular bootstrap technique is applied to verify the consistency
of the proposed operator content at the out-vacuum states (m,n). Partition function of
an annulus with “boundaries” corresponding to different out-vacua (m,n) is considered.
It turns out that the modular invariance of this partition function perfectly agrees with
the suggested operator content and can be further implemented for “finite” boundary
conditions discussed in ref.[13].
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With a finite set of boundary operators any two-point function in the bulk is con-
structed as a finite sum of four-point conformal blocks. In sect.6 we develop this con-
struction explicitly for two simplest vacua (1, 1) and (1, 2) and verify numerically that it
satisfies the bulk-boundary bootstrap. Some outlook and discussion is presented in sect.7.

2 One-point bootstrap

The basic assumption of the further development is that the out-vacuum state generated
by the absolute of the pseudosphere is conformally invariant, i.e., consists of a superpo-
sition of the Ishibashi states [14]. The one-point functions of primary fields are nothing
but the amplitudes of different Ishibashi primaries in the out-vacuum wave function.

In this section we will use the Poincaré model of the Lobachevskiy plane with complex
coordinate ξ in the upper half plane. Due to the conformal invariance the coordinate
dependence of any one-point function is prescribed by the dimension of the operator

〈Vα(ξ)〉 =
U(α)∣∣ξ − ξ̄

∣∣2∆α
(10)

Thus we will call coordinate independent function U(α) the one-point function and nor-
malize it in the usual in field theory way U(0) = 1.

Of course, local properties of LFT do not depend on the boundary conditions. In
particular the set of (bulk) degenerate fields

Φm,n = exp
(
((1−m)b−1 + (1− n)b)φ

)
(11)

still exists for any pair of positive m and n. Therefore one can make use of the trick
applied by J.Teschner in the study of the operator algebra [15] (see also [16] for very
similar discussions). Consider the following auxiliary two-point correlation function with
the insertion of an operator Φ1,2 = V−b/2

G−b/2,α(ξ, ξ′) =
〈
V−b/2(ξ)Vα(ξ′)

〉
(12)

Degenerate fields have very special structure of the operator product expansions. In
particular, the product Φ1,2Vα contains in the right hand side only two primary fields
Vα−b/2 and Vα+b/2. Function (12) is therefore combined of two degenerate conformal
blocks

G−b/2,α =

∣∣ξ′ − ξ̄′
∣∣2∆α−2∆12

∣∣ξ − ξ̄′
∣∣4∆a

[C+(α)U(α− b/2)F+(η) + C−(α)U(α + b/2)F−(η)] (13)

In our normalization the special structure constants C±(α) read explicitly [15, 13]

C+(α) = 1

C−(α) = −πµ
Γ(2αb− b2 − 1)Γ(1− 2αb)Γ(1 + b2)

Γ(2 + b2 − 2αb)Γ(2αb)Γ(−b2)

(14)

Degenerate conformal blocks F±(η) are functions of the projective invariant

η =
(ξ − ξ′)(ξ̄ − ξ̄′)
(ξ − ξ̄′)(ξ̄ − ξ′)

(15)
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They are known explicitly and can be expressed in terms of hypergeometric functions

F+(η) = ηαb(1− η)−b2/2
1F2(2αb− 2b2 − 1,−b2, 2αb− b2, η)

F−(η) = η1+b2−αb(1− η)−b2/2
1F2(−b2, 1− 2αb, 2 + b2 − 2αb, η)

(16)

The same expression (13) can be rewritten also in terms of the cross-channel degenerate
blocks G±(η)

G−b/2,α =

∣∣ξ′ − ξ̄′
∣∣2∆α−2∆12

∣∣ξ − ξ̄′
∣∣4∆a

[
B(+)(α)G+(η) + B(−)(α)G−(η)

]
(17)

where
G+(η) = ηαb(1− η)−b2/2

1F2(−b2, 2αb− 2b2 − 1,−2b2, 1− η)

G−(η) = ηαb(1− η)1+3b2/2
1F2(1 + b2, 2αb, 2 + 2b2, 1− η)

(18)

The boundary structure constants B(±)(α) can be determined from the relations

F+(η) =
Γ(2αb− b2)Γ(1 + 2b2)

Γ(1 + b2)Γ(2αb)
G+(η) +

Γ(2αb− b2)Γ(−1− 2b2)

Γ(2αb− 2b2 − 1)Γ(−b2)
G−(η)

F−(η) =
Γ(2 + b2 − 2αb)Γ(1 + 2b2)

Γ(1 + b2)Γ(2 + 2b2 − 2αb)
G+(η) +

Γ(2 + b2 − 2αb)Γ(−1− 2b2)

Γ(1− 2αb)Γ(−b2)
G−(η)

(19)

The block G−(η) is recognized as corresponding to the identity boundary operator of
dimension 0 while the boundary dimension ∆13 = −1 − 2b2 corresponding to the block
G+(η) suggests to identify it as the contribution of the degenerate boundary operator ψ1,3.

Projective invariant (15) can be interpreted in terms of the geodesic distance s(ξ, ξ′)
on the pseudosphere. In the classical metric (8)

η = tanh2 s

2R
(20)

It is important that on the pseudosphere as η → 1 the geodesic distance becomes infinite.
In a unitary field theory a two-point correlation function is expected to decay in a product
of the one-point ones as the distance goes to infinity. The corresponding contribution is
provided by the identity operator. Therefore in a unitary theory with the usual large-
distance decay of correlations one would expect for B(−)(α)

B(−)(α) = U(α)U(−b/2) (21)

Together with (19) this gives the following non-linear functional equation for U(α)

Γ(−b2)U(α)U(−b/2)

Γ(−1− 2b2)Γ(2αb− b2)
=

U(α− b/2)

Γ(2αb− 2b2 − 1)
− πµΓ(1 + b2)U(α + b/2)

(2αb− b2 − 1)Γ(−b2)Γ(2αb)
(22)

Of course this equation admits many solutions. The set of the solutions can be re-
stricted largely by adding a similar “dual” functional equation where α is shifted in b−1/2
instead of b/2 in (22). Dual equation arises from the same calculation as (22) but with the
degenerate field Φ21 taken instead of Φ12 in the auxiliary two-point function (12). Due to
the duality of LFT (see e.g., [11]) this amounts the substitution b → b−1, µ → µ̃ in (22).
Here

πµ̃γ(b−2) =
(
πµγ(b2)

)1/b2
(23)
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and as usual γ(x) = Γ(x)/Γ(1− x).
It seems that (at least for real incommensurable values of b and 1/b) all possible

solutions fall into an infinite family parameterized by two positive integers (m,n)

Um,n(α) =
sin(πb−1Q) sin(πmb−1(2α−Q))

sin(πmb−1Q) sin(πb−1(2α−Q))

sin(πbQ) sin(πnb(2α−Q))

sin(πnbQ) sin(πb(2α−Q))
U1,1(α) (24)

where the “basic” (1, 1) one-point function reads

U(α) = U1,1(α) =
[πµγ(b2)]

−α/b
Γ(bQ)Γ(Q/b)Q

Γ(b(Q− 2α))Γ(b−1(Q− 2α))(Q− 2α)
(25)

In the next section we will discuss some properties of these solutions. Now let’s take
a look at the contribution of the block G−(η) to (12). This term is interpreted as the
contribution of the boundary operator ψ1,3. Combining (19) and (24) one finds

B
(+)
m,n(α)

Um,n(α)
= (−)m−1

[
πµγ(b2)

]1/2 Γ(1 + 2b2)Γ(1− 2bα)Γ(2αb− 2b2 − 1)

πΓ(b2)

×sin(2πnb(α− b)) sin(2πbα)− sin(2πnbα) sin(2πb(α− b))

sin(πnb(2α− b))

(26)

In the standard CFT picture B
(+)
m,n(α) is composed from the bulk-boundary structure

constants R
(1,3)
m,n (α) for the operators Vα and V−b/2 merging to the boundary operator ψ13

near the (m,n) boundary

B(+)
m,n(α) = R(1,3)

m,n (α)R(1,3)
m,n (−b/2)D(1,3)

m,n (27)

Here D
(1,3)
m,n stands for the boundary two-point function of two operators ψ1,3.

In principle the bootstrap technique allows to continue this process and calculate all
bulk-boundary structure constants R

(p,q)
m,n (α) corresponding to any degenerate boundary

operator with odd p and q. Here we will not proceed systematically along this line. What
can be already seen from eq.(26) is that R

(1,3)
m,n (α) vanishes for the basic out-vacuum state

(m,n) = (1, 1). The following guess (which will be further supported in the subsequent
sections) seems rather natural. The basic vacuum (1, 1) contains no primary boundary
operators except the identity. In this sense the basic vacuum is similar to the basic confor-
mal boundary condition discovered by J.Cardy [17] in the context of rational conformal
field theories.

The whole variety of vacua (m,n) in this picture is naturally associated with the
boundary conditions corresponding to the degenerate fields (11) themselves. Then, the
content of boundary operators acting on the vacuum (m,n) (or, more generally, of the
juxtaposition operators between different vacua (m,n) and (m′, n′)) is determined by the
fusion algebra, exactly as in the rational case. For instance, the vacuum (1, 2) contains
only identity boundary operator (ψ1,1 = I) and the degenerate field ψ1,3.

In principle, all these suggestions can be verified by systematic calculations of the
higher structure constants. We choose to postpone this difficult problem for future studies.
Instead in sect.5 we will see that the above pattern is perfectly consistent with the modular
bootstrap of the annulus partition function.
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3 The one-point function

The solution (24) for the one-point function bears some remarkable properties.
1. One-point Liouville equation. For all (m,n)

Um,n(b) =
Q

πµb
(28)

(of course the dual relation Um,n(1/b) = bQ/(πµ̃) with µ̃ from (23) is also valid). In
particular, this means that the quantum Liouville equation in the form (4) holds on the
one-point level. Indeed, if the quantum Liouville field φ is defined as

φ =
1

2

∂Vα

∂α

∣∣∣∣
α=0

(29)

it follows from (10) that (we take the Poincaré model (8) for the moment)

〈φ(ξ)〉m,n = −Q log
∣∣ξ − ξ̄

∣∣2 + ∂Um,n(α)/∂α|α=0 (30)

and therefore

∆ 〈φ(ξ)〉m,n =
4Q∣∣ξ − ξ̄

∣∣2 = 4πµb 〈Vb(ξ)〉m,n (31)

2. Normalization. All the one-point functions Um,n(α) are normalized by Um,n(0) =
1 so that the expectation value of the identity operator is 1. It will prove convenient to
introduce the function

W (λ) =
2πλ (πµγ(b2))

−λ/b

Γ(1− 2λ/b)Γ(1− 2bλ)
(32)

It satisfies the following functional relations

W (λ)W (−λ) = − sin(2πbλ) sin(2πλ/b)
W (iP )

W (−iP )
= SL(P )

(33)

SL(P ) being the standard Liouville reflection amplitude [11]

SL(P ) =
(
πµγ(b2)

)−2iP/b Γ(1 + 2iP/b)Γ(1 + 2ibP )

Γ(1− 2iP/b)Γ(1− 2ibP )
(34)

Notice, that U(Q/2 + λ) differs from W (λ) only in overall normalization

U(α) =
W (α−Q/2)

W (−Q/2)
(35)

3. Reflection relation. Apparently, all the solutions Um,n(α) satisfy the so-called
reflection relations (see e.g. ref. [11] for details)

Um,n(α) = SL

(
2α−Q

2i

)
Um,n(Q− α) (36)

with the Liouville reflection amplitude (34). This is consistent with the local properties
of the LFT primary fields suggested in ref.[11].
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4. In the “basic” vacuum (m,n) = (1,1) the one-point function U1,1(α) reads

U1,1(α) = U(α) =
[πµγ(b2)]

−α/b
Γ(2 + b2)Γ(1 + 1/b2)

Γ(2 + b2 − 2bα)Γ(1 + b−2 − 2α/b)
(37)

while from eq.(26) we have

B
(+)
1,1 (α) = 0 (38)

i.e., as it has been mentioned in the previous section, boundary field ψ1,3 does not con-
tribute to (12) in the basic vacuum. As it has been suggested above, this is a particular
instance of a more general phenomenon: In the basic vacuum the only primary bound-
ary operator is the identity one. This feature makes the basic state rather distinguished
among the whole set (24). We are inclined to identify it as the generic out-vacuum state
of LFT on the Lobachevskiy plane. In the next section this statement is checked against
the ordinary (loop) perturbation theory up to two-loop order.

5. Perturbative expansions. If m > 1 the one-point function Um,n(α) is essentially
singular at b → 0 and therefore admits no usual classical limit. Singular behavior in the
classical limit makes it rather difficult to interpret these states as a “quantization” of any
classical metric. For the moment let us restrict attention to the case m = 1 where U1,n(α)
is smooth in the classical limit and can be expanded in an (asymptotic) series in b.

Take the disk model (7) of the pseudosphere, where the one-point function reads

〈Vα(z)〉 =
U(α)

(1− zz̄)2α(Q−α)
(39)

First, it is convenient to take the logarithm of this function and expand it in powers of α

log 〈Vα(z)〉 =
∞∑

k=1

(2α)k

k!
Gk(b

2) (40)

The coefficients are readily interpreted as the VEV’s of “connected powers” of the Liouville
field φ, e.g.

G1(b) = 〈φ〉
G2(b) =

〈
φ2

〉− 〈φ〉2
G3(b) =

〈
φ3

〉− 3 〈φ〉 〈φ〉2 + 2 〈φ〉3
etc.

(41)

In order, each Gk(b
2) allows an asymptotic expansion in powers of b

Gk(b
2) ∼

∞∑

l=k−1

G
(l)
k b2l−k (42)

For the first few coefficients we find (for the general “perturbative” solution U1,n(α))

G1(b) ∼ − 1

2b
log

(
πµb2(1− zz̄)2

)
+ b

(
− log(1− zz̄) +

3

2

)

+b3

(
π2

6
− 13

12
+

π2(n2 − 1)

3

)
+ . . .

G2(b) ∼ log(1− zz̄)− 1 + b2

(
3

2
− π2

6
− π2(n2 − 1)

3

)
+ . . .

G3(b) ∼ −b + . . .

(43)
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Notice that the classical limit G
(0)
1 and one-loop terms G

(1)
1 and G

(1)
2 are completely

unsensitive to the sort of the out-vacuum (1, n), the dependence on the vacuum appearing
only in the terms corresponding to two and higher loops (l ≥ 2).

4 Loop perturbation theory

Expansions (43) can be compared against the standard loop perturbation theory around
the classical solution (7). In this section we will use the most “naive” perturbation theory
which treats the LFT action

AL =

∫ [
1

4π
(∂aφ)2 + µe2bφ

]
d2x (44)

straightforwardly and leads to a diagram technique with different tadpole diagrams. In
this technique the standard Liouville scaling exponents do not appear exactly from the
very beginning but are the result of complete summation (however rather simple) of the
tadpoles. Of course, more sophisticated diagram techniques can be developed for the Liou-
ville field theory, which automatically take advantage of the Weil and conformal invariance
of the theory to reduce the set of tadpole diagrams and start with the exact exponents
[18]. These versions of LFT perturbation theory (which are of course equivalent to the
“naive” one) have essential advantages at higher loop calculations where tadpole diagrams
are rather numerous and their counting becomes a certain combinatorial problem.

The Weil invariance of LFT means that the theory with the action (44) is equivalent
to LFT in any background metric gab(x). In general the LFT action reads

AL[g] =

∫ [
1

4π
gab∂aφ∂bφ +

Q

4π
Rφ + µe2bφ

]√
gd2x (45)

where R is the scalar curvature of the background metric, the theory being essentially
independent on g. “Naive” form (44) of the Liouville action implies the “trivial” back-
ground metric gab = δab in the parametric space, e.g. inside the unit disk (7). This means
that all ultraviolet divergencies are regularized with respect to this trivial metric.

Of course the classical solution φcl

e2bφcl =
1

πµb2(1− zz̄)2
(46)

does not depend on any background metric. Substituting

φ = φcl + χ (47)

into (44) we have

AL = A
(cl)
L +

∫ [
1

4π
(∂aχ)2 +

e2bχ − 2bχ− 1

πb2(1− zz̄)2

]
d2x (48)

At the classical (zero-loop) level only G1 is non-zero

G1 = − 1

2b
log

(
πµb2(1− zz̄)2

)
+ . . . (49)
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and consistent with G
(0)
1 in expansion (43). The one-loop (Gaussian) part of the action

(48) has the form
1

2π

∫ [
1

2
(∂aχ)2 +

4χ2

(1− zz̄)2

]
d2x (50)

It leads to the following “bare” propagator of the field χ

g(z, z′) = 〈χ(z, z̄)χ(z′, z̄′)〉 = −1

2

(
1 + η

1− η
log η + 2

)
(51)

The propagator depends only on the invariant

η =
(z − z′)(z̄ − z̄′)

(1− zz̄′)(1− z̄z′)
(52)

which is related to the “geodesic distance” s between the points z and z′ as in eq.(20)
The simplest one-loop diagram of fig.1a contributes to 〈χ2(z, z̄)〉

Fig.1a = lim
z′→z

(g(z, z′) + log |z − z′|) = log(1− zz̄)− 1 (53)

With this result it is easy to evaluate the one-loop correction to 〈χ(z, z̄)〉 as given by the
diagram Fig.1b

Fig.1b = −4b

∫
g(z, z′)

〈χ2(z′)〉
(1− z′z̄′)2

d2z′

= b (− log(1− zz̄) + 3/2))
(54)

Both (53) and (54) agree with the one-loop terms in (43).
In general there is no need to calculate separately the contribution to G1 at any loop

order once the corresponding contributions to higher G’s are known. This is due to the
following Ward identity

〈χ〉 =
2

πb

∫
g(z, z′)

〈
e2bχ(z′)

〉− 2b 〈χ(z′)〉 − 1

(1− z′z̄′)2
d2z′ (55)

which apparently holds order by order in the loop perturbation theory. Notice that this
identity can be considered as a perturbative equivalent of the exact relation (28).

The simplest two-loop correction is the leading contribution to G3. There is only one
diagram Fig.1f which is readily evaluated

Fig.1f = −8b

π

∫
g3(z, z′)

(1− z′z̄′)2
d2z′ = −8b

∫ 1

0

g3(η)dη

(1− η)2
= −b (56)

again in agreement with the exact value of G
(2)
3 in (43). Next, take the two-loop corrections

to G2. Let us first evaluate the tadpole contributions of Fig.1c and Fig.1d. Since

b (Fig.1a) + Fig.1b = b/2 (57)

we have

Fig.1c + Fig.1d = −4b2

∫ 1

0

g2(η)

(1− η)2
dη

=
6− π2

9
b2

(58)
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(a) (b)

(c) (d)

(e) (f)

Figure 1: Diagrams contributing to the expectation values G1, G2 and G3 at one- and
two-loop order.

To evaluate the two-loop diagram Fig.1e we need the following two-point function

g1,2(η) =
〈
χ(z)χ2(z′)

〉
(59)

as given by the following one-loop diagram

g1,2(z, z
′) = χχ 2

=

∫
g(z, z′′)g2(z′′, z′)

(1− z′′z̄′′)2
d2z′′

= −π

8

(
η log2 η

(1− η)2
− 1

) (60)

For the two-loop diagram we obtain

Fig.1e =
32b2

π2

∫
g1,2(z, z

′)g(z, z′)
(1− z′z̄′)2

d2z′

=
15− π2

18
b2

(61)

Adding all the two-loop diagrams together results in

G
(2)
2 = Fig.1c + Fig.1d + Fig.1e =

9− π2

6
b2 (62)

and agrees with the expansion (43) if we take n = 1, i.e., for the “basic” vacuum state.
Here we will not develop further the loop perturbation theory for LFT on the Loba-

chevskiy plane. To go at higher loop diagrammatic calculations it is worth first to improve
the technique to better handle the tadpole diagrams (which become rather numerous at
higher orders) and second to take advantage of the space-time symmetries (the SL(2, R)
group) of the theory. We hope to turn at these interesting points in close future.
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5 Modular bootstrap

General non-degenerate Virasoro character is written as

χP (τ) =
qP 2

η(τ)
(63)

where

η (τ) = q1/24

∞∏
n=1

(1− qn), q = exp(2iπτ) (64)

Here P is related to the central charge and the dimension of the representation via eqs.(2)
and

∆P = Q2/4 + P 2 (65)

Degenerate representations appear at [19]

∆m,n = Q2/4− (m/b + nb)2/4 (66)

where (m,n) are positive integers. At general b there is only one null-vector at the level
mn. Hence the degenerate character reads simply as

χm,n(τ) =
q−(m/b+nb)2/4 − q−(m/b−nb)2/4

η(τ)
(67)

Applying the identity
χP (τ ′) = e2iπP 2τ ′

√−iτ ′η−1(τ)

=
√

2

∫
χP ′(τ)e4iπPP ′dP ′ (68)

where
τ ′ = −1/τ
q′ = exp(2iπτ ′)

(69)

we find

χm,n(τ ′) =
√

2

∫
χP (τ) (cosh 2π(m/b + nb)P − cos 2π(m/b− nb)P ) dP

= 2
√

2

∫
χP (τ) sinh(2πmP/b) sinh(2πnbP )dP

(70)

In particular

χ1,1(q
′) = 2

√
2

∫
χP (q) sinh(2πbP ) sinh(2πP/b)dP

=

∫
Ψ1,1(P )Ψ1,1(−P )χP (q)dP

(71)

where we have set

Ψ1,1(P ) =
23/42iπP

Γ(1− 2ibP )Γ(1− 2iP/b)
(πµγ(b2))−iP/b

= 23/4W (iP )
(72)
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The function W (λ) has been defined in eq.(32). Ψ1,1(P ) is interpreted as the wave function
of the basic out-vacuum state

〈(1, 1) outvac| =
∫

Ψ1,1(P ) 〈P | dP (73)

Here 〈P | are the Ishibashi states [14]

〈P | = 〈vP |
(

1 +
L1L̄1

2∆P

+ . . .

)
(74)

for different primary states vP . The last are assumed to be normalized as follows

〈vP |vP ′〉 = δ(P − P ′) (75)

Let us now take (70) and represent it in the form

χm,n(q′) =

∫
Ψm,n(P )Ψ1,1(−P )χP (q)dP (76)

with

Ψm,n(P ) = Ψ1,1(P )
sinh(2πmP/b) sinh(2πnbP )

sinh(2πP/b) sinh(2πbP )
(77)

(compare this expression with eq.(24)). This is naturally interpreted as the wave function
of a general (m, n) out-vacuum state. It remains us to verify the operator content in the
decomposition of the “partition function”

Z(m,n),(m′,n′)(q) =

∫
Ψm,n(P )Ψm′,n′(−P )χP (q)dP

=

∫
sinh(2πmP/b) sinh(2πnbP ) sinh(2πm′P/b) sinh(2πn′bP )

sinh(2πP/b) sinh(2πbP )
χP (q)dP

(78)
Thanks to the identity

sinh(2πnbP ) sinh(2πn′bP ) =

min(n,n′)−1∑

l=0

sinh(2πbP ) sinh(2πb(n + n′ − 2l − 1)P ) (79)

this results in the standard character set

Z(m,n),(m′,n′)(q) =

min(m,m′)−1∑

k=0

min(n,n′)−1∑

l=0

χm+m′−2k−1,n+n′−2l−1(q
′) (80)

determined by the fusion algebra of the degenerate representations.
Consider also a general non-degenerate character with P = s/2 (i.e., with ∆ = Q2/4+

s2/4)

χs/2(q
′) =

√
2

∫
χP (q) cos(2πsP )dP (81)

This can be interpreted as

χs/2(q
′) =

∫
Ψ1,1(P )Ψs(−P )χP (q)dP (82)
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if

Ψs(P ) =
2−1/4Γ(1 + 2ibP )Γ(1 + 2iP/b) cos(2πsP )

−2iπP
(πµγ(b2))−iP/b

=
2−1/4W (iP ) cos(2πsP )

sinh(2πbP ) sinh(2πP/b)

(83)

This wave function has been already discussed in ref.[13] (see also [20] for modular con-
siderations) in connection with certain local conformally invariant boundary conditions
in boundary LFT. Therefore it is natural to associate such boundary state with a general
non-degenerate representation with P = s/2.

Next, let us decompose the following overlap integral

∫
Ψm,n(P )Ψs(−P )χP (q)dP =

√
2

∫
χP (q)

sinh(2πmP/b) sinh(2πnbP )

sinh(2πP/b) sinh(2πbP )
cos(2πsP )dP

(84)
Again, we use the identity

sinh(2πnbP )

sinh(2πbP )
=

n−1∑

l=1−n,2

exp(2πlbP ) (85)

(here
∑n−1

l=1−n,2 denotes the sum over the set l = {−n + 1,−n + 3, . . . , n− 1}) to obtain

∫
Ψm,n(P )Ψs(−P )χP (q)dP =

m−1∑

k=1−m,2

n−1∑

l=1−n,2

χ(s+i(k/b+lb))/2(q
′) (86)

i.e., the standard fusion of the degenerate representation (m,n) and a general one with
P = s/2.

It remains us to analyze the partition function with two boundary conditions charac-
terized by different boundary parameters s and s′. It is given by the overlap integral

Zs,s′ =

∫
Ψs(−P )Ψs′(P )χP (q)dP

=
√

2

∫
Ψs(−P )Ψs′(P )e−4iπPP ′χP ′(q

′)dPdP ′

=

∫ ∞

0

ρ(P ′)χP ′(q
′)dP ′

(87)

where, according to [20] the density of states ρ(P ′) flowing along the strip reads

ρ(P ′) = 2
√

2

∫
Ψs(−P )Ψs′(P )e−4iπPP ′dP

=

∫ ∞

−∞

2 cos(st) cos(s′t)
sinh(bt) sinh(t/b)

e−2iP ′t dt

2π

(88)

In this integral some regularization of the singularity at P = 0 is implied. Eq.(88) has to
be compared with the logarithmic derivative

ρ(P ) = − i

2π

d

dP
log DB(P |s, s′) (89)
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R 1

R 2

(m’,n’)

(m,n)

Figure 2: The annulus with two “boundary conditions” corresponding to the out-vacuum
states (m,n) and (m′, n′).

of the boundary Liouville two-point function constructed in [13]. As it has been men-
tioned in [20] the two expressions match up to an s-independent quantity. There is also
some specific s-independent (but still P -dependent) part of the two-point function, and
consequently of the density of states on the strip, which cannot be restored from the
integral (88) before the regularization at P = 0 is specified.

All the above calculations are quite formal. The underlying physical picture involves
LFT on an annulus with a (purely imaginary) modular parameter

τ =
i

π
log

R2

R1

(90)

(see fig.2). An annulus with the out-vacuum states at both boundaries is interpreted as
finite-temperature partition function of gravitational modes in AdS2 geometry [25]. Thus,
the right-hand side of (80) exposes the state content of such theory. Note that in the case
when both of the out-vacua are of (1, 1) type, the corresponding space of states contains
only identity operator (i.e. the SL(2, R) invariant state found in [26]) and its conformal
descendents. The situation is more difficult to interpret when the out-vacuum associated
with one (or both) of the boundaries is of (m,n) 6= (1, 1) type, in which cases (76) and
(80) indicate presence of nontrivial primary states with Kac dimensions (66). Proper
interpretation of these states (and the “excited” out-vacua (m,n) 6= (1, 1) themselves) is
one of the most interesting questions remaining open. Nevertheless, one can notice that,
at least on the formal level, the above modular pattern is strikingly similar to the situation
in boundary rational conformal field theories, as discussed in [17]. Much of the similarity
remains there when one of the out-vacua is replaced by a local boundary condition Ψs; the
right-hand side of (86) reveals the state content of “semi-infinite” AdS2, with one “AdS
boundaries” replaced by a local boundary condition of [13] at a finite distance. Again,
true interpretation of these states still needs to be clarified.
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6 Boundary bootstrap

With finite number of boundary fields any two-point function of bulk primary fields is
combined of finite number of conformal blocks. In this section we use the structure
constants calculated in sect.2 to construct this two-point function in some simplest cases
and verify that it satisfies the boundary bootstrap relations.

We consider the general two-point function

Gα1α2(ξ1, ξ2) = 〈Vα1(ξ1)Vα2(ξ2)〉m,n (91)

computed in some out-vacuum (m,n). Let us study two simplest cases.
1. “Basic” vacuum (m,n) = (1,1). In the basic out-vacuum (m,n) = (1, 1) there

is only identity operator at the boundary. The function reads

Gα1α2(ξ1, ξ2) =

∣∣ξ2 − ξ̄2

∣∣2∆1−2∆2 U1,1(α1)U1,1(α2)∣∣ξ1 − ξ̄2

∣∣4∆2
F

(
α1 α2

α1 α2
, iQ/2, 1− η

)
(92)

where F is the standard four-point conformal block with “intermediate” dimension ∆ = 0.
To get rid of excessive multipliers it is convenient to define a “normalized” two-point
function as

gα1α2(η) =
〈Vα1(ξ1)Vα2(ξ2)〉1,1

〈Vα1(ξ1)〉1,1 〈Vα2(ξ2)〉1,1

(93)

which is simply expressed in terms of this single block

gα1α2(η) = (1− η)2∆1F
(

α1 α2

α1 α2
, iQ/2, 1− η

)
(94)

and depends only on the invariant η.
Another representation of this function comes from the bulk operator product expan-

sion of the fields Vα1(ξ1) and Vα2(ξ2). This gives the “normalized” two-point function (up
to possible discrete terms) in the form

gα1α2(η) = (1− η)2∆1

∫ ∞

−∞

dP

4π

C(α1, α2, Q/2 + iP )U1,1(Q/2− iP )

U1,1(α1)U1,1(α2)
F

(
α1 α1

α2 α2
, P, η

)

(95)
As the first numerical example we take a quite arbitrary value b2 = 0.8086 . . . and

two “puncture” operators with α1 = α2 = Q/2. In this case there are no discrete terms
in the expression (95). The two-point function gQ/2,Q/2 v.s. the invariant “distance” η
is plotted in fig.3. Solid line is for eq.(94) and circles are computed as the integral (95).

Few numbers are presented in table 1. The first values g(bound)(η) are evaluated as

the vacuum conformal block (94) and g(bulk)(η) stands for (95). We quote this table
only to illustrate the numerical precision of our calculations. It should be noted that

for g(bulk)(η) only the first 10 digits are correct, the errors being due to the numerical
integration over P in (95) and evaluation of the special functions entering the structure
constants.
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Figure 3: Normalized two-point function gQ/2,Q/2(η) evaluated as the single vacuum block
(94) (solid line) and as the cross-channel integral (95) (circles).

2. Vacuum (m,n) = (1,2). In this vacuum two boundary operators contribute with
dimensions ∆1,1 = 0 and ∆1,3 = Q2/4 − (b−1 + 2b)2/4. Taking again the “normalized”
correlation function

gα1α2(η) =
〈Vα1(ξ1)Vα2(ξ2)〉1,2

〈Vα1(ξ1)〉1,2 〈Vα2(ξ2)〉1,2

(96)

with respect to this vacuum, we have, instead of eq.(94)

gα1α2(η) = (1− η)2∆1 ×
[
F

(
α1 α2

α1 α2
, iQ/2, 1− η

)

+
F1,2(α1)F1,2(α2)

U1,2(−b/2)F1,2(−b/2)
F

(
α1 α2

α1 α2
, i(b + b−1/2), 1− η

)] (97)

where

F1,2(α) =
B

(+)
1,2 (α)

U1,2(α)
(98)

as given by expression (26) with (m,n) = (1, 2). The “cross channel” representation
remains the same as in eq.(95) with the substitution U1,1 → U1,2. In fig.4 the numerical
values of (97) and the cross-channel integral (95) are compared at b = 0.7048 . . . and
again for α1 = α2 = Q/2. Notice that in this case the two-point function gα1α2(η) is
an exponentially growing function of the geodesic distance. This situation is typical for
the “excited” vacua (m,n) 6= (1, 1) and related to the negative dimensions (66) of the
degenerate boundary fields ψm,n (at real b).
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η g(bound)(η) g(bulk)(η)
0.10 1.511254162734526 1.511254162670712
0.20 1.228318394284875 1.228318394218384
0.30 1.123052815598698 1.123052815525115
0.40 1.069857238682268 1.069857238610545
0.50 1.039506854956745 1.039506854882646
0.60 1.021302866577855 1.021302866502048
0.70 1.010340291843230 1.010340291788767
0.80 1.004036952201786 1.004036952278245
0.90 1.000898855218405 1.000898855824359

Table 1: Numerical comparison of the “boundary” (94) and “bulk” (95) representations
of the normalized two-point function gQ/2,Q/2(η) at b2 = 0.8086 . . .

7 Discussion

We have demonstrated that the pseudosphere geometry provides a new physical picture
of 2D quantum gravity. It is different from the compact problems and in fact much closer
to standard physics in ordinary field theory (peculiarities of a field theory at constant
negative curvature are discussed in [23]). However, many conceptual questions related to
the suggested constructions remain open. Let us mention some of them.

• Unitary and non-unitary matter fields coupled to Liouville quantum gravity in this
geometry present a separate and rather interesting problem, particularly in relation
to the recent studies of AdS/CFT correspondence [24].

• Of course the closing of the bootstrap program requires construction of all bulk-
boundary and boundary structure constants for all degenerate boundary fields asso-
ciated with different out-vacua (m,n), including the juxtaposition operators. This
difficult technical task remains to be done. For “ordinary” boundary conditions in
boundary LFT this program has been started in [13] (see also [21, 22, 20]).

• The most intriguing point is the nature of the “excited” vacua. As we have already
mentioned, in all such vacua correlation functions typically grow exponentially with
the geodesic distances. This suggests that these states can be a kind of “boundary
excitations” of the corresponding boundary conformal field theory. A meaning of
these quantum excitations of the (physically infinite faraway) absolute remains to
be comprehended. Let us mention also that these growing correlations at large
distances are dominated by non-trivial degenerate boundary operators of negative
dimensions. Therefore the physical “decay property” (with which we started our
arguments in sect.2) doesn’t hold literally in these excited vacua, being a formal
requirement (21) for the contribution of the identity operator. This means that
even the logic of the whole development deserves more careful examination.
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Abstract

The explicit CP violation in the Higgs sector of the minimal supersymmetric
model (MSSM) can be induced by Higgs–squark–squark interactions. In this pa-
per we calculate the supersymmetric threshold corrections with scalar quarks mass
parameters M eQ, MeU , M eD splitting by effective potential method.

Introduction

In the models with two doublets of scalar fields (THDM) [1] CP invariance can be broken
explicitly by the terms of the potential containing (Φ†

1Φ2) and conjugated, with complex
parameters. In the MSSM case complex parameters of the effective two-doublet potential
can appear at the account of the Higgs interaction with scalar quarks, which constant of
interaction generally can be complex [2, 3, 4]. This result can be received using the method

300



of effective potential, by integration off the massive superpartners of quarks degrees of
freedom [5]. The interesting problem here is to take into account different scalar quarks
mass parameters M eQ, MeU , M eD [6, 7] and to investigate the scenario for baryogenesis in
the MSSM for first light scalar top mass.

Supersymmetric threshold corrections

In the THDM model we enter two SU(2)L doublets of complex scalar fields with nonzero
real vacuum expectation values. The potential can contain invariant terms [2, 3, 4]. The
parameters λ1, ..., λ4 and µ2

1, µ2
2 remain as real numbers after integration on the degrees

of freedom of massive scalar quarks fields. In the supersymmetric SU(2) × U(1) gauge
theories the constant of self-action λi are parameters of the potential and in the tree
approximation are defined through SU(2)L and U(1)Y gauge couplings by the following
parities at the supersymmetry scale MSUSY [8]. Therefore at the tree level four masses
of the Higgs bosons and the two mixing angles in the Higgs sector are defined by two
independent parameters. In the tree approximation CP violation is not present.

The complex parameters λ5,6,7 are induced in the effective potential, if to take into
account interactions of scalar quarks t̃ and b̃ with the scalar Higgs fields, including complex
parameters of mixing. The real and imaginary parts of µ2

12 are defined by minimum
conditions of the effective potential. However the parameters of the model, generally
speaking, depend on the energy scale (

√
s) at which they are measured or fixed. This

dependence is described by renormalization group equations (RGE).
The solution of the RGE allows to consider evolution of the complex parameters λ5,

λ6, λ7, having extrapolated them from the high energy area to the energies accessible
today in experiments on colliders. The feature of the present analysis in comparison with
the standard scheme of the summation of leading logarithms by means of RGE solution
is the account in boundary conditions of effects of interaction between Higgs and the
third generation of scalar quarks. Such interaction is caused by addition in the general
superpotential softly breaking supersymmetry terms. The parameters At, Ab (trilinear
couplings of interaction in scalar sector) and µ (higgsino mass parameter) in the sector of
interaction of scalar quarks with Higgs fields [9] can be complex leading to CP violation
in the effective scalar potential.

Using the method of functional integration it is possible to receive the following ex-
pression [5] for the one-loop renormalizable effective potential V (in Landau gauge with
the use of the dimensional reduction and the modified scheme of the minimal subtraction
(MS)):

V = V0 +
NC

32π2
t̂rM4

[
ln

(M2

σ2

)
− 3

2

]
, (1)

Where the Higgs part V0 coincides with potential at the tree level, M2 is the squared
mass matrix of scalar quarks, σ – the scale of renormalization, tr means a capture of
an operational trace. It is clear that the complex µ and At,b can become the reason of
occurrence of the complex parameters in the effective potential.

In that specific case MŨ = MD̃ = MQ̃ ≡ MSUSY (thus M2
M = 1̂M2

SUSY) we can spread
out the effective potential (1) on return degrees of M2

SUSY [5, 4, 10]. In this article we
present results for nonequal MŨ , MD̃, MQ̃, MSUSY, assumed |MŨ −MQ̃| and |MQ̃ −MD̃|
less than MQ̃. For reception λi it is necessary to consider from this decomposition the
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terms containing four degrees of Higgs doublets Φ. Taking into account, thatM2
Γ contains

one degree of the field Φ, and M2
Λ – two degrees, we obtain the effective potential of the

quartic interaction:

Vquartic = Λjl
ik(Φ

†
iΦj)(Φ

†
kΦl) +

NC

32π2

{
ln

(
M2eQ
m2

top

)
t̂r(M2

Λ)2+

+
1

M2eQ t̂r(M2
Γ)2M2

Λ −
1

12M4eQ t̂r(M2
Γ)4+ (2)

+
1

M2eQ t̂r∆M2eQ(M2
Λ)2 − 1

2M4eQ t̂r(∆M2eQ)2(M2
Λ)2 − 1

M4eQ t̂r∆M2eQ(M2
Γ)2M2

Λ

}
. (3)

The evaluation of the scalar mass splitting effects are in ∆M2eQ: M2
M = M2eQ · 1̂ + ∆M2eQ.

Substituting to the effective potential (1) the mass matrix of scalar quarks, it is pos-
sible to receive the one-loop effective complex parameters λi (i = 5, 6, 7) on the scale
below MSUSY , corresponding to the boundary conditions determined running gauge cou-
pling constants and final amendments from interactions of Higgs bosons with scalar
quarks [11, 5], softly breaking supersymmetry (all λ-couplings and more common ap-
proach are presented in [12]):

λ5 = −∆λ 5 = − 3

96 π2


h4

t

(
µAt

M 2eQ
)2

+ h4
b

(
µAb

M 2eQ
)2


 , (4)

λ6 = −∆λ 6 =
3

96 π2

[
h4

t

|µ|2µAt

M 4
SUSY

− h4
b

µAb

M2
SUSY

(
6 − |Ab|2

M 2
SUSY

)
+ (5)

+ (h2
bAb − h2

t At)
3 µ

M 2
SUSY

g2
2 + g2

1

4

]
− ∆λ6[mass− split],

λ7 = −∆λ7 =
3

96 π2

[
h4

b

|µ|2µAb

M 4
SUSY

− h4
t

µAt

M 2
SUSY

(
6 − |At|2

M 2
SUSY

)
+ (6)

+ (h2
t At − h2

bAb)
3 µ

M 2
SUSY

g2
2 + g2

1

4

]
− ∆λ7[mass− split].

where Yukawa couplings are determined as usual ht =
√

2 mt

v sin β
, hb =

√
2 mb

v cos β
and

∆λ6[mass− split] =
µ

64M4eQπ2
(Abh

2
b(g

2
1 − 6h2

b)(M
2eb −M2eQ) + 2Atg

2
1h

2
t (M

2eQ −M2et ) (7)

∆λ7[mass− split] = − µ

64M4eQπ2
(Abg

2
1h

2
b(M

2eb −M2eQ) + 2Ath
2
t (M

2eQ −M2et )(g2
1 − 3h2

t ) (8)
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Fig. 1. The effective parameters λi (the column i corresponds to λi, |λ5|, |λ6|, |λ7|). With
degenerated scalar mass parameters – (a); with splitting in masses – (b)

The two-Higgs-doublet effective potential parameters are calculated using the MSSM
potential of the Higgs bosons - scalar quarks interaction and include the contributions
coming from the F terms, leading and nonleading D terms, the wave-function renor-
malization terms, and leading two-loop Yukawa-QCD-corrections. Parameters λ1−7 are
presented in Fig. 1(a), which contains the effective parameters λi (for convenience if
i = 1, 2 then we plot λ1,2/2, the column i corresponds to λi) at the tree-level at MSUSY

(white bars) and black bars – with finite threshold corrections at MSUSY , one-loop level
with leading two-loop corrections at mtop – grey bars for mtop = 175 GeV and CPX pa-
rameter space for strong dependence for |λ5|, |λ6|, |λ7| and therefor for Higgs masses
and observables on phase [4, 12]. The values of fixed parameters: mZ = 91.19 GeV,
mb = 3 GeV, mt = 175 GeV, mW = 79.96 GeV, g2 = 0.6517, g1 = 0.3573, v = 245.4 GeV,
GF = 1.174 · 10−5 GeV−2, αS(mt) = 0.1072, tan β = 5, MSUSY = 500 GeV, σ = mt,
mH± = 300 GeV, A = 1000 GeV, |µ| = 2000 GeV, ϕ ≡ arg(µAt,b) = 0. Fig. 1(b) –
the same but for splitting in scalar quark masses and parameter space for small com-
plex parameters: MQ = 500 GeV, met = 800 GeV, meb = 200 GeV and µ=200 GeV,
A = Xt + µ/ tan β at Xt = 700 GeV. The last case corresponds to CP states Higgs
spectrum of MSSM.

The question about approximation in above mentioned two private cases is of particu-

lar interest [12]. The combination
|m2

t̃1
−m2

t̃2
|

m2
t̃1

+m2
t̃2

is a criteria for different approximations in the

case of mass splitting and nonequal diagonal elements of scalar quarks mass matrix [13].
In the second case it is some less than 0.5, but in the first case it may be from 0.4 at small
phases up to 0.8 at CP phase about π.

Summary

In this work the analysis of parameters of the two-doublet Higgs sector is done by the
method of effective potential. The evolution of parameters of the Higgs self-action de-
pends on possible interactions with scalar quarks in the model with soft breaking of
the supersymmetry. The complex parameters of the soft supersymmetry breaking induce
complex parameters in the effective Higgs potential of the THDM which, thus, radiatively
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breaks CP invariance. The supersymmetric threshold corrections with scalar quarks mass
splitting are calculated with definite approximation.

E.N. Akhmetzyanova thanks for financial support the foundation ”Dynasty” and
ICFPM. The work of M.Dolgopolov and M. Dubinin was partially supported by RFBR
grant 04-02-17448.
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Abstract

After reduction techniques, two-loop amplitudes in N = 4 super Yang-Mills
theory can be written in a basis of integrals containing scalar double-box integrals
with rational coefficients, though the complete basis is unknown. Generically, at
two loops, the leading singular behavior of a scalar double box integral with seven
propagators is captured by a hepta-cut. However, it turns out that a certain class of
such integrals has an additional propagator-like singularity. One can then formally
cut the new propagator to obtain an octa-cut which localizes the cut integral just
as a quadruple cut does at one-loop. This immediately gives the coefficient of the
scalar double box integral as a product of six tree-level amplitudes. This procedure
can be naturally generalized to higher loops.

1 Motivation and Review

The interest to study gluon amplitudes in N = 4 Yang-Mills theory has recently been
renewed after the discovery that twistor string theory [1] captures the perturbation theory
of the maximally supersymmetric Yang-Mills theory (pMSYM). Twistor string theory
inspired new ideas for the computation of tree level and one-loop amplitudes of gluons in
QCD, N = 1 and N = 4 Yang-Mills theories. See [2] for a review and references therein.
Before twistor string theory was introduced, the study of pMSYM at one-loop was mainly
motivated by two facts: one is the decomposition of a QCD amplitude, AQCD, with only a
gluon running in the loop in terms of supersymmetric amplitudes and an amplitude with
only a scalar running in the loop, Ascalar, (see [3] for a review),

AQCD = AN=4 − 4AN=1
chiral + Ascalar, (1)

where AN=4 has the full N = 4 multiplet in the loop and AN=1
chiral only an N = 1 chiral

multiplet. The other motivation is a proposal of Anastasiou, Bern, Dixon, and Kosower
(ABDK) that two- (and, perhaps, higher-) loop amplitudes in pMSYM can be completely
determined in terms of one-loop amplitudes [4]. This proposal was explicitly verified for
four-gluon two-loop amplitude in [4] and for four-gluon three-loop in [5].

In this note, we consider amplitudes of gluons in N = 4 super-Yang-Mills. Each gluon
carries the following information: momentum paȧ, polarization vector εaȧ and color index
a. The color structure can be striped out by a color decomposition. Here we only consider
the leading color or planar part of the amplitudes. The information in momentum and
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polarization vectors can be encoded in terms of spinors λ, λ̃ and the helicity of the gluon
h. At tree-level, the leading color approximation is exact. An amplitude is given by

A({pi,εi,ai}) = gn−2
YM

∑

σ∈Sn/Zn

Tr(T aσ(1) . . . T aσ(n))A({λσ(1),λ̃σ(1),hσ(1)},...,{λσ(n),λ̃σ(n),hσ(n)}). (2)

It is convenient to denote the set of data {λi, λ̃i, hi} by ihi , where hi = ± is the helicity of
the ith gluon. The amplitudes on the right hand side of eq. (2) are known as leading color
partial amplitudes and are computed from color-ordered Feynman rules. One can study a
given order A(1h1 , . . . , nhn) and the rest can be obtained by application of permutations,
σ. The partial amplitude A(1h1 , . . . , nhn) can be computed using a variety of methods
(see [3] for a review on many of the techniques developed in the 80’s and 90’s). More
recently, two new techniques became available, namely, the MHV decomposition [6] and
the BCFW recursion relations [7, 8].

Amplitudes of gluons at one-loop admit a color decomposition (see [3] for a review)
with single and double trace contributions. We will only concentrate on the leading color
partial amplitudes. One-loop amplitudes of gluons in supersymmetric theories are four-
dimensional cut-constructible [9, 10]. This means that they can be completely determined
by their finite branch cuts and discontinuities. N = 4 amplitudes are even more special.
Reduction techniques can be used to express these amplitudes in terms of scalar box
integrals [9]. These are one-loop box Feynman integrals in a scalar field theory where a
massless scalar runs in the loop,

I =

∫
d4`

1

(`2 + iε)((`− k1)2 + iε)((`− k1 − k2)2 + iε)((` + k4)2 + iε)
, (3)

where k1, k2, k3, k4 are the external momenta at each vertex. They are not independent
since by momentum conservation k3 = −(k4 + k1 + k2). Note that the integral (3) is
singular when at least one ki is a null vector. Therefore, we should specify a regularization
procedure, like dimensional regularization. However, we will be considering cuts that
are finite and do not depend on the regularization procedure. Since A(1, . . . , n) is color-
ordered, each k can only be the sum of consecutive momenta of external gluons. Moreover,
since we only consider the planar contributions, we can define a given contribution by
specifying i, j, k, l such that k1 = Ki + . . . + Kj−1, k2 = Kj + . . . + Kk−1 and k3 =
Kk + . . . + Kl−1. The reduction procedure then gives for the amplitude an expansion of
the form [9]

A(1, . . . , n) =
∑

1<i<j<k<m<n

Bijkl I(Ki+...+Kj−1,Kj+...+Kk−1,Kk+...+Kl−1), (4)

where the coefficients Bijkm are rational functions of the spinor products. Since all scalar
box integrals are known explicitly, the problem of computing A(1, . . . , n) is reduced to
that of computing the coefficients Bijkl. A general formula for the coefficients Bijkl was
found in [11] in terms of products of tree level amplitudes. Let us review the derivation
of the formula because the idea is useful in the analysis at higher loops. If we think of
the scalar box integrals as an independent basis of some vector space we can interpret
A(1, . . . , n) as a general vector. All we need to do is to find a way to project A(1, . . . , n)
along the space spanned by a given scalar box integral I. From the definition of I in (3)
we see that each integral is uniquely determined once its four propagators are given.
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It is natural to think that the way to determine the coefficient B is by looking at the
region of integration where all four propagators become singular. In fact, the integral
obtained by cutting, i.e., by dropping the principal part of all four propagators computes
the discontinuity of the given scalar box integral across a singularity which is unique to
it. The set of four equations that gives ` is the following

`2 = 0, (`− k1)
2 = 0, (`− k1 − k2)

2 = 0, (` + k4)
2 = 0. (5)

One can show that these equations do not have solutions if ` is a real vector in Minkowski
space for general external momenta. The way out of this problem is to complexify all
momenta and make a Wick rotation to (− − ++) signature. In the new signature the
delta functions are still well defined and there are always solutions to eq. (5). One can

l 2

l 3

l 4

l 1

j

ii+1

m+1

k+1k

m
j+1

Figure 1: A quadruple cut diagram. Momenta in the cut propagators flows clockwise and
external momenta are taken outgoing. The tree-level amplitude Atree

1 , for example, has
external momenta {i + 1, ..., j, `2, `1}
also look at the same regime on the left hand side of eq. (4) by considering only Feynman
diagrams that posses the four propagators entering in (5). Summing over them one finds
the following equation∫

dµ
∑

J

nJAtree
(1) Atree

(2) Atree
(3) Atree

(4) = Bijkm

∫
dµ, (6)

where sum over J represents a sum over all possible particles in the N = 4 multiplet.
The measure dµ is the same one both sides of the integrals,

dµ = d4` δ(+)(`2) δ(+)((`− k1)
2) δ(+)((`− k1 − k2)

2) δ(+)((` + k4)
2), (7)

and the tree-level amplitudes are defined as follows (see Fig. 1)

Atree
(1) = A(−`1, i + 1, i + 2, . . . , j − 1, j, `2),

Atree
(2) = A(−`2, j + 1, j + 2, . . . , k − 1, k, `3),

Atree
(3) = A(−`3, k + 1, k + 2, . . . , m− 1,m, `4), (8)

Atree
(4) = A(−`4,m + 1,m + 2, . . . , i− 1, i, `1).
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where

`1 = `, `2 = `− k1, `3 = `− k1 − k2, `4 = ` + k4, k1 = Ki+1 + . . . + Kj,

k2 = Kj+1 + . . . + Kk, k3 = Kk+1 + . . . + Km, k4 = Km+1 + . . . + Ki. (9)

The integral
∫

dµ is just given by a Jacobian 1/
√

∆. This Jacobian cancels on both sides
since the integral is localized by the delta functions and the coefficient is given by [11]

Bijkl =
1

|S|
∑
S,J

nJAtree
(1) Atree

(2) Atree
(3) Atree

(4) . (10)

Here S is the set of solutions to the conditions imposed by the delta functions, and |S| is
the number of solutions. The sum also involves a sum over all possible particles that can
propagate in the loop.

At two loops, only the four-gluon amplitude has been computed [12]. The answer
is given as a linear combination of double box scalar integrals with coefficients that are
rational function of the spinor variables. A double box scalar integral is the analog of the
one-loop scalar box integral introduced above, more explicitly,

I(k1, . . . , k6) =

∫
d4p

(2π)4

1

(p2 + iε)((p− k1)2 + iε)((p− k1 − k2)2 + iε)
×

∫
d4q

(2π)4

1

((p + q + k6)2 + iε)(q2 + iε)((q − k5)2 + iε)((q − k4 − k5)2 + iε)
. (11)

This integral is UV finite but it might have IR divergences when some k’s are null vectors.
Again, as in the one-loop case, one has to choose a regularization procedure but we do
not do so because we only discuss finite cuts. The planar contribution to the four-gluon
amplitude is [12]

A2−loop
4 (K1, K2, K3, K4) = Atree

4 s t (s I(K1, K2, 0, K3, K4, 0) + t I(K4, K1, 0, K2, K3, 0)) ,
(12)

where s = (K1 + K2)
2 and t = (K2 + K3)

2.

2 Two-Loop Amplitudes and Hidden Singularities

At two loops, a decomposition similar to (4) in terms of some given set of integrals
is expected by using reduction procedures. Unfortunately, the complete basis of two-
loop integrals is currently unknown. However, scalar double box integrals are a natural
ingredient of such a basis. We will concentrate on the calculation of the coefficient of
certain classes of planar scalar double box integrals. These are the integrals that arise
in scalar field theory with a massless scalar running along internal lines and with the
double-box structure depicted in Fig. 2. Here we propose a method [13] for computing
the coefficient of any scalar double box integral given in Fig. 2a when at least one of the
two boxes has two adjacent massless three-particle vertices. The idea is to use a hidden
propagator-type singularity whose origin will be explained below. The coefficient of any
double box given in Fig. 2b is much easier to compute. In fact, computations of this type
of coefficients does not require use of hidden singularities. We will not discuss it here
referring to the original paper [13].
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(a) (b)

Figure 2: The two possible different structures of planar scalar double box integrals. (a)
Double boxes. (b) Split double boxes. Note that the momenta of the external lines is
given by the sum of the momenta of external gluons.

Let us consider the double boxes that have seven propagators. We will show that
when at least one of the two boxes has two adjacent three particle vertices then there is
an extra propagator-like hidden singularity that can be cut. This produces one more delta-
function which together with the natural hepta-cut completely localizes the cut integral.
Even though we concentrate only on the planar configurations, exactly the same logic
can be applied for non-planar configurations as well. Consider an arbitrary double-box
configuration in Fig. 3. The corresponding hepta-cut integral is

I =

∫
d4p

(2π)4

d4q

(2π)4
δ(p2)δ((p− k1)

2)δ((p− k1 − k2)
2)δ((p + q + k6)

2) (13)

×δ(q2)δ((q − k5)
2)δ((q − k4 − k5)

2).

Let us perform, for example, the p-integration. The integral over p,

p

p

q

q

p1

2

1

2

q

l

1

2

k

kk

k

k

k

34

5 6

Figure 3: An arbitrary double-box configuration.

Ip =

∫
d4pδ(p2)δ((p− k1)

2)δ((p− k1 − k2)
2)δ((p + q + k6)

2), (14)

is localized and the answer is [11]

Ip =
2

(k1 + k2)2(k1 + k6 + q)2ρ
, (15)
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where

ρ =
√

1− 2(λ1 + λ2) + (λ1 − λ2)2,

λ1 =
k2

1(k3 + k4 + k5 − q)2

(k1 + k2)2(k1 + k6 + q)2
, λ2 =

k2
2(k6 + q)2

(k1 + k2)2(k1 + k6 + q)2
. (16)

The crucial observation is that when
ρ = 1, (17)

I acquires an extra propagator-type singularity, i.e. 1/(k1 + k6 + q)2. We can formally
cut the new propagator by replacing it with a delta-function creating an eighth cut. In
other words, after performing the p-integration we end up with following integral over q
(we omit the overall q-independent factor)

Iq =

∫
d4qδ(q2)δ((q − k4)

2)δ((q − k3 − k4)
2)

1

(k1 + k6 + q)2
. (18)

This integral looks like a triple cut of the effective box in Fig. 4. Note that the momentum

k k1 6+k

k

q

k k+2 3

k k1 6+q +

5

4

Figure 4: Effective box that arises after a quadruple cut is used to localize the p integral.
The momentum flowing along the uncut line is q + k1 + k6.

flowing along the uncut line is exactly q + k1 + k6. From this viewpoint it is natural to
cut the remaining propagator. Note that this procedure localizes the q-integral. Then it
is straightforward to write down the coefficients of such double-box integrals. They are
given by

cα = − i

|S|
∑

h,J1,J2,S
(nJ1nJ2A

tree
(1) Atree

(2) Atree
(3) Atree

(4) Atree
(5) Atree

(6) )h, (19)

where the sum over h is the sum over all helicity configurations, the sums over J1 and
J2 are the sums over all particles that can propagate in both loops, S is the set of all
solutions for the internal lines of the following system of equations

p2 = 0, (p− k1)
2 = 0, (p− k1 − k2)

2 = 0, (p + q + k6)
2 = 0,

q2 = 0, (q − k5)
2 = 0, (q − k4 − k5)

2 = 0, (k1 + k6 + q)2 = 0, (20)

and |S| is the number of solutions. This expression is analogous to the formula for one-
loop coefficients of box integrals [11]. It is important to remember that this discussion is
valid if

ρ = 1, λ1 = λ2 = 0. (21)
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Otherwise, the singularity 1/(k1 + k6 + q)2 will be replaced by a more complicated one
which is not propagator-like, as it can easily be seen from eq. (16). The conditions given
in (21) are satisfied if a given box has two adjacent three-particle vertices. It easy to check
that this is always the case if the number of gluons is less than seven. This means that
every double-box coefficient of any gluon amplitude with less than seven external lines is
given by eq. (19). The first double-box configuration where eq. (21) is not satisfied appears
when the number of external gluons is seven and is shown in Fig. 5. However, even if

Figure 5: The simplest double-box configuration for which the conditions in (21) are not
satisfied.

the number of external gluons is greater than six, there are double-box configurations for
which eq. (21) is satisfied. In such cases the eighth cut still exists and eq. (19) is still
correct.

In fact, eq. (19) requires some additional explanations. Note that existence of the
effective box in Fig. 4 implies that either the momentum l or the momentum p1 in Fig.
3 vanishes. In Minkowski space, this would mean that some tree level amplitudes in
eq. (19) vanish. Moreover, in Minkowski space, the system of equations (20) does not
have solutions, which means that we cannot see the singularities under consideration.
Therefore, it is not surprising that eq. (19) at least naively, is meaningless in Minkowski
space. In order to see the new kind of singularities, we have to analytically continue
all momenta to signature (− − ++). But in signature (− − ++), the statement that a
tree amplitude vanishes when one of the incoming or outgoing momentum vanishes is not
correct. Each tree amplitude is constructed by using spinors. When one of the incoming or
outgoing (−−++) momenta vanishes, it is impossible to determine its spinors components
even up to rescaling. This leaves the amplitude undetermined. For example, assume that
we have a helicity configuration containing a three-gluon amplitude A(p−, p−1 , k+

1 ). It is
given by

A(p−, p−1 , k+
1 ) =

〈p1 p〉3
〈p k1〉〈k1 p1〉 . (22)

If p1 vanishes, the spinor λp1 cannot be uniquely determined. In fact, λp1 is not uniquely
defined even for non-zero p1 as it is defined up to rescaling. However, when p1 = 0 the
freedom in not being able to determine λp1 becomes much larger. One can always say
that p1 = 0 implies that λ̃p1 = 0 and λp1 is arbitrary. This means that A(p−, p−1 , k+

1 )
becomes arbitrary. Therefore, the numerator in eq. (19) is a discontinuous function of
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momenta and we have to give a prescription on how to define it as l or p1 goes to zero.
The natural way to define it is as follows. Consider first the loop with momentum p.
Let Atree

(1) , Atree
(2) , Atree

(3) and Atree
(4) be the four tree amplitudes which depend on p. Assuming

that they are all non-zero, we can solve the first four p-dependent equations in (20) to
determine p as a function of the external momenta and q and then evaluate the product
Atree

(1) Atree
(2) Atree

(3) Atree
(4) on these solutions. We claim that this product can be simplified in

such a way that it is a well-defined function when the constraint (k1 + k6 + q)2 = 0
is imposed. Having found the product Atree

(1) Atree
(2) Atree

(3) Atree
(4) as a function of the external

momenta and q, we then multiply it by the remaining two tree amplitudes Atree
(5) and Atree

(6)

and evaluate the product on the solution of the remaining four equations in (20). We
propose this as a method for calculating double-box coefficients provided conditions (21)
are fulfilled.

For concrete examples and generalizations for higher loops, we will refer to the original
paper [13].
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Abstract

Finite Unified Theories (FUTs) are N=1 supersymmetric Grand Unified Theo-
ries, which can be made all-loop finite, both in the dimensionless (gauge and Yukawa
couplings) and dimensionful (soft supersymmetry breaking terms) sectors. This re-
markable property, based on the reduction of couplings at the quantum level, pro-
vides a drastic reduction in the number of free parameters, which in turn leads
to an accurate prediction of the top quark mass in the dimensionless sector, and
predictions for the Higgs boson mass and the supersymmetric spectrum in the di-
mensionful sector. Here we examine the predictions of two FUTs taking into account
a number of theoretical and experimental constraints. We present the results of a
detailed scanning concerning the Higgs mass prediction for both models, while for
the second we present a representative prediction of its spectrum.

1 INTRODUCTION

The theoretical efforts to establish a deeper understanding of Nature have led to very
interesting frameworks such as String theories and Non-commutative Geometry both of
which aim to describe physics at the Planck scale. Looking for the origin of the idea that
coordinates might not commute we might have to go back to the days of Heisenberg. In the
recent years the birth of such speculations can be found in refs. [1, 2]. In the spirit of Non-
commutative Geometry also particle models with non-commutative gauge theory were
explored [3] (see also [4]), [5, 6]. On the other hand the present intensive research has been
triggered by the natural realization of non-commutativity of space in the string theory
context of D-branes in the presence of a constant background antisymmetric field [7]. After
the work of Seiberg and Witten [8], where a map (SW map) between non-commutative and
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commutative gauge theories has been described, there has been a lot of activity also in the
construction of non-commutative phenomenological Lagrangians, for example various non-
commutative standard model like Lagrangians have been proposed [9, 10]1. In particular
in ref. [10], following the SW map methods developed in refs. [11], a non-commutative
standard model with SU(3)×SU(2)×U(1) gauge group has been presented. These non-
commutative models represent interesting generalizations of the SM and hint at possible
new physics. However they do not address the usual problem of the SM, the presence of
a plethora of free parameters mostly related to the ad hoc introduction of the Higgs and
Yukawa sectors in the theory. At this stage it is worth recalling that various schemes,
with the Coset Space Dimensional Reduction (CSDR) [14, 15, 16, 17] being pioneer, were
suggesting that a unification of the gauge and Higgs sectors can be achieved in higher
dimensions. Moreover the addition of fermions in the higher-dimensional gauge theory
leads naturally after CSDR to Yukawa couplings in four dimensions. In the successes of
the CSDR scheme certainly should be added the possibility to obtain chiral theories in four
dimensions [18, 19, 20, 21] as well as softly broken supersymmetric or non-supersymmetric
theories starting from a supersymmetric gauge theory defined in higher dimensions [22].

The original plan of this paper was to present an overview covering the following
subjects:
a) Quantum Reduction of Couplings and Finite Unified Theories
b) Classical Reduction of Couplings and Coset Space Dimensional Reduction
c) Renormalizable Unified Theories from Fuzzy Higher Dimensions [23]
The aim was to present an unified description of our current attempts to reduce the free
parameters of the Standard Model by using Finite Unification and extra dimensions, but
due to space limitations we will cover only the first subject.

2 REDUCTION OF COUPLINGS AND FINITE-

NESS IN N = 1 SUSY GAUGE THEORIES

Here we will review some of the main points and ideas concerning the reduction of cou-
plings and finiteness in N = 1 supersymmetric theories. A RGI relation among couplings
gi, Φ(g1, · · · , gN) = 0, has to satisfy the partial differential equation
µ dΦ/dµ =

∑N
i=1 βi ∂Φ/∂gi = 0, where βi is the β-function of gi. There exist (N − 1)

independent Φ’s, and finding the complete set of these solutions is equivalent to solve the
so-called reduction equations (REs) [25], βg (dgi/dg) = βi , i = 1, · · · , N, where g and βg

are the primary coupling and its β-function. Using all the (N − 1) Φ’s to impose RGI
relations, one can in principle express all the couplings in terms of a single coupling g.
The complete reduction, which formally preserves perturbative renormalizability, can be
achieved by demanding a power series solution, whose uniqueness can be investigated at
the one-loop level.

Finiteness can be understood by considering a chiral, anomaly free, N = 1 globally
supersymmetric gauge theory based on a group G with gauge coupling constant g. The

1These SM actions are mainly considered as effective actions because they are not renormalizable. The
effective action interpretation is consistent with the SM in [10] being anomaly free [12]. Non-commutative
phenomenology has been discussed in [13].
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superpotential of the theory is given by

W =
1

2
mij Φi Φj +

1

6
Cijk Φi Φj Φk , (1)

where mij (the mass terms) and C ijk (the Yukawa couplings) are gauge invariant tensors
and the matter field Φi transforms according to the irreducible representation Ri of the
gauge group G.

The one-loop β-function of the gauge coupling g is given by

β(1)
g =

dg

dt
=

g3

16π2
[
∑

i

l(Ri)− 3 C2(G) ] , (2)

where l(Ri) is the Dynkin index of Ri and C2(G) is the quadratic Casimir of the adjoint
representation of the gauge group G. The β-functions of Cijk, by virtue of the non-
renormalization theorem, are related to the anomalous dimension matrix γj

i of the matter
fields Φi as:

βijk
C =

d

dt
Cijk = Cijp

∑
n=1

1

(16π2)n
γk(n)

p + (k ↔ i) + (k ↔ j) . (3)

At one-loop level γj
i is given by

γ
j(1)
i =

1

2
Cipq Cjpq − 2 g2 C2(Ri)δ

j
i , (4)

where C2(Ri) is the quadratic Casimir of the representation Ri, and Cijk = C∗
ijk.

All the one-loop β-functions of the theory vanish if the β-function of the gauge coupling
β

(1)
g , and the anomalous dimensions γ

j(1)
i , vanish, i.e.

∑
i

`(Ri) = 3C2(G) ,
1

2
CipqC

jpq = 2δj
i g

2C2(Ri) , (5)

where l(Ri) is the Dynkin index of Ri, and C2(G) is the quadratic Casimir invariant of
the adjoint representation of G.

A very interesting result is that the conditions (5) are necessary and sufficient for
finiteness at the two-loop level [31, 32].

The one- and two-loop finiteness conditions (5) restrict considerably the possible
choices of the irreducible representations Ri for a given group G as well as the Yukawa
couplings in the superpotential (1). Note in particular that the finiteness conditions can-
not be applied to the supersymmetric standard model (SSM), since the presence of a U(1)
gauge group is incompatible with the condition (5), due to C2[U(1)] = 0. This leads to
the expectation that finiteness should be attained at the grand unified level only, the SSM
being just the corresponding low-energy, effective theory.

The finiteness conditions impose relations between gauge and Yukawa couplings. The-
refore, we have to guarantee that such relations leading to a reduction of the couplings
hold at any renormalization point. The necessary, but also sufficient, condition for this to
happen is to require that such relations are solutions to the reduction equations (REs) to
all orders. The all-loop order finiteness theorem of ref.[26] is based on: (a) the structure
of the supercurrent in N = 1 SYM and on (b) the non-renormalization properties of
N = 1 chiral anomalies [26]. Alternatively, similar results can be obtained [27, 33] using
an analysis of the all-loop NSVZ gauge beta-function [34].
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3 SOFT SUPERSYMMETRY BREAKING

AND FINITENESS

The above described method of reducing the dimensionless couplings has been extended
[30, 29] to the soft supersymmetry breaking (SSB) dimensionful parameters of N = 1
supersymmetric theories. Recently very interesting progress has been made [35]-[43] con-
cerning the renormalization properties of the SSB parameters, based conceptually and
technically on the work of ref. [37]. In this work the powerful supergraph method [40] for
studying supersymmetric theories has been applied to the softly broken ones by using the
“spurion” external space-time independent superfields [41]. In the latter method a softly
broken supersymmetric gauge theory is considered as a supersymmetric one in which the
various parameters such as couplings and masses have been promoted to external su-
perfields that acquire “vacuum expectation values”. Based on this method the relations
among the soft term renormalization and that of an unbroken supersymmetric theory
have been derived. In particular the β-functions of the parameters of the softly broken
theory are expressed in terms of partial differential operators involving the dimensionless
parameters of the unbroken theory. The key point in the strategy of refs. [35]-[43] in solv-
ing the set of coupled differential equations so as to be able to express all parameters in
a RGI way, was to transform the partial differential operators involved to total derivative
operators [35]. It is indeed possible to do this on the RGI surface which is defined by the
solution of the reduction equations. In addition it was found that RGI SSB scalar masses
in Gauge-Yukawa unified models satisfy a universal sum rule at one-loop [39]. This re-
sult was generalized to two-loops for finite theories [43], and then to all-loops for general
Gauge-Yukawa and Finite Unified Theories [36].

In order to obtain a feeling of some of the above results, consider the superpotential
given by (1) along with the Lagrangian for SSB terms

−LSB =
1

6
hijk φiφjφk +

1

2
bij φiφj +

1

2
(m2)j

i φ∗ iφj +
1

2
M λλ + H.c., (6)

where the φi are the scalar parts of the chiral superfields Φi , λ are the gauginos and
M their unified mass. Since only finite theories are considered here, it is assumed that
the gauge group is a simple group and the one-loop β-function of the gauge coupling g
vanishes. It is also assumed that the reduction equations admit power series solutions of
the form Cijk = g

∑
n=0 ρijk

(n)g
2n . According to the finiteness theorem [26], the theory is

then finite to all-orders in perturbation theory, if, among others, the one-loop anomalous
dimensions γ

j(1)
i vanish. The one- and two-loop finiteness for hijk can be achieved by [32]

hijk = −MC ijk + . . . = −Mρijk
(0) g + O(g5) . (7)

An additional constraint in the SSB sector up to two-loops [43], concerns the soft
scalar masses as follows

( m2
i + m2

j + m2
k )

MM † = 1 +
g2

16π2
∆(2) + O(g4) (8)

for i, j, k with ρijk
(0) 6= 0, where ∆(2) is the two-loop correction

∆(2) = −2
∑

l

[(m2
l /MM †)− (1/3)] T (Rl), (9)
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which vanishes for the universal choice [32], i.e. when all the soft scalar masses are the
same at the unification point.

If we know higher-loop β-functions explicitly, we can follow the same procedure and
find higher-loop RGI relations among SSB terms. However, the β-functions of the soft
scalar masses are explicitly known only up to two loops. In order to obtain higher-loop
results, we need something else instead of knowledge of explicit β-functions, e.g. some
relations among β-functions. Due to space limitations we refer the interested reader to
ref. [36].

4 FINITE UNIFIED THEORIES

In this section we examine two concrete SU(5) finite models, where the reduction of
couplings in the dimensionless and dimensionful sector has been achieved. For other
interesting Finite Unified Theories based on cross group structure see ref.[44]. A predic-
tive Gauge-Yukawa unified SU(5) model which is finite to all orders, in addition to the
requirements mentioned already, should also have the following properties:

1. One-loop anomalous dimensions are diagonal, i.e., γ
(1) j
i ∝ δj

i .

2. Three fermion generations, in the irreducible representations 5i,10i (i = 1, 2, 3),
which obviously should not couple to the adjoint 24.

3. The two Higgs doublets of the MSSM should mostly be made out of a pair of Higgs
quintet and anti-quintet, which couple to the third generation.

In the following we discuss two versions of the all-order finite model. The model of
ref. [28], which will be labeled A, and a slight variation of this model (labeled B), which
can also be obtained from the class of the models suggested by Kazakov et al. [35] with
a modification to suppress non-diagonal anomalous dimensions2.

The superpotential which describes the two models takes the form [28, 43]

W =
3∑

i=1

[
1

2
gu

i 10i10iHi + gd
i 10i5i H i ] + gu

23 102103H4 + gd
23 10253

H4 + gd
32 10352 H4 +

4∑
a=1

gf
a Ha 24Ha +

gλ

3
(24)3 , (10)

where Ha and Ha (a = 1, . . . , 4) stand for the Higgs quintets and anti-quintets.

The non-degenerate and isolated solutions to γ
(1)
i = 0 for the models {A , B} are:

(gu
1 )2 = {8

5
,
8

5
}g2 , (gd

1)
2 = {6

5
,
6

5
}g2 ,

(gu
2 )2 = (gu

3 )2 = {8

5
,
4

5
}g2 , (11)

(gd
2)

2 = (gd
3)

2 = {6

5
,
3

5
}g2 ,

2An extension to three families, and the generation of quark mixing angles and masses in Finite Unified
Theories has been addressed in [45], where several realistic examples are given. These extensions are not
considered here.
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(gu
23)

2 = {0, 4

5
}g2 , (gd

23)
2 = (gd

32)
2 = {0, 3

5
}g2 ,

(gλ)2 =
15

7
g2 , (gf

2 )2 = (gf
3 )2 = {0, 1

2
}g2 ,

(gf
1 )2 = 0 , (gf

4 )2 = {1, 0}g2 .

According to the theorem of ref. [26] these models are finite to all orders. After the
reduction of couplings the symmetry of W is enhanced [28, 43].

The main difference of the models A and B is that three pairs of Higgs quintets and
anti-quintets couple to the 24 for B so that it is not necessary to mix them with H4 and
H4 in order to achieve the triplet-doublet splitting after the symmetry breaking of SU(5).

In the dimensionful sector, the sum rule gives us the following boundary conditions at
the GUT scale [43]:

m2
Hu

+ 2m2
10 = m2

Hd
+ m2

5 + m2
10 = M2 for A ; (12)

m2
Hu

+ 2m2
10 = M2 , m2

Hd
− 2m2

10 = −M2

3
,

m2
5 + 3m2

10 =
4M2

3
for B, (13)

where we use as free parameters m5 ≡ m53
and m10 ≡ m103 for the model A, and

m10 ≡ m103 for B, in addition to M .

5 PREDICTIONS OF LOW ENERGY PARAME-

TERS

Since the gauge symmetry is spontaneously broken below MGUT, the finiteness conditions
do not restrict the renormalization properties at low energies, and all it remains are
boundary conditions on the gauge and Yukawa couplings (11), the h = −MC relation,
and the soft scalar-mass sum rule (8) at MGUT, as applied in the two models. Thus
we examine the evolution of these parameters according to their RGEs up to two-loops
for dimensionless parameters and at one-loop for dimensionful ones with the relevant
boundary conditions. Below MGUT their evolution is assumed to be governed by the
MSSM. We further assume a unique supersymmetry breaking scale Ms (which we define
as the average of the stop masses) and therefore below that scale the effective theory is
just the SM.

The predictions for the top quark mass Mt are ∼ 183 and ∼ 174 GeV in models A
and B respectively. Comparing these predictions with the most recent experimental value
M exp

t = (172.7±2.9) GeV [46], and recalling that the theoretical values for Mt may suffer
from a correction of ∼ 4% [47], we see that they are consistent with the experimental data
(for model A the agreement is at the two sigma level). In addition the value of tan β is
found to be tan β ∼ 54 and ∼ 48 for models A and B respectively.

In the SSB sector, besides the constraints imposed by finiteness there are further
restrictions imposed by phenomenology. In the case where all the soft scalar masses are
universal at the unfication scale, there is no region of M below O(few TeV ) in which
mτ̃ > mχ0 is satisfied (where mτ̃ is the lightest τ̃ mass, and mχ0 the lightest neutralino
mass, which is the lightest supersymmetric particle). But once the universality condition is
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Figure 1: mh as function of m5 for different values of M for models FUTA and FUTB,
for µ < 0 and µ > 0.

relaxed this problem can be solved naturally (thanks to the sum rule). More specifically,
using the sum rule (8) and imposing the conditions a) successful radiative electroweak
symmetry breaking, b) m2

τ̃ > 0 and c) mτ̃ > mχ0 , a comfortable parameter space for both
models (although model B requires large M ∼ 1 TeV) is found.

As additional constraints, we consider the following observables: the anomalous mag-
netic moment of the muon, (g − 2)µ, rare b decays BR(b → sγ) and BR(Bs → µ+µ−),
as well as the density of cold dark matter in the Universe, assuming it consists mainly of
neutralinos.

For the branching ratio BR(b → sγ) [48], we take the present experimental value
estimated by the Heavy Flavour Averaging Group (HFAG) is [49]

BR(b → sγ) = (3.54+0.30
−0.28) 10−4, (14)

where the error includes an uncertainty due to the decay spectrum, as well as the statistical
error. In the case of the anomalous magnetic moment of the muon aµ ≡ (g − 2)µ, we
compare our different models with aexp

µ − atheo
µ = (25.2± 9.2) 10−10.

For the branching ratio BR(Bs → µ+µ−), the SM prediction is (3.4±0.5)·10−9 [50], and
the present experimental upper limit from the Fermilab Tevatron collider is 3.4·10−7 at the
95% C.L. [51], providing the possibility for the MSSM to dominate the SM contribution.

The lightest supersymmetric particle (LSP) is an excellent candidate for cold dark
matter (CDM) [52], with a density that falls naturally within the range

0.094 < ΩCDMh2 < 0.129 (15)

favoured by a joint analysis of WMAP and other astrophysical and cosmological data [53].
In the graph we show the FUTA and FUTB results concerning Mh, for different

values of M , for the cases where µ < 0 and µ > 0, the LSP is a neutralino χ0 and the
constraints imposed by the cold dark matter density Eq. (15), are satisfied. The results
for µ > 0 and µ < 0 are slightly different for FUTA: with µ < 0 the spectrum starts
around 750 GeV, whereas for µ > 0 the spectrum starts around 500 GeV. The main
difference, though, is in the value of the running bottom mass mbot(mbot), where we have
included the corrections coming from bottom squark-gluino loops and top squark-chargino
loops [54]. In the µ < 0 case, mbot ∼ 3.5− 4.0 GeV is just below the experimental value
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mexp
bot ∼ 4.0− 4.5 GeV [55], whereas in the µ > 0 case, mbot ∼ 4.8− 5.3 GeV, i. e. above

the experimental value.
In the case of FUTB the spectrum starts around 300 ∼ 400 GeV, and the mbot ∼

4− 4.3 GeV for µ < 0 and mbot ∼ 4.8− 5.1 GeV for µ > 0.
The Higgs mass prediction of the two models is, although the details of each of the

models differ, in the following range

mh = ∼ 112− 132 GeV, (16)

where the uncertainty comes from variations of the gaugino mass M and the soft scalar
masses, and from finite (i.e. not logarithmically divergent) corrections in changing renor-
malization scheme. The one-loop radiative corrections have been included [56] for mh, but
not for the rest of the spectrum. In making the analysis, the value of M was varied from
200− 2000 GeV. We have also included a small variation, due to threshold corrections at
the GUT scale, of up to 5% of the FUT boundary conditions. This small variation does
not give a noticeable effect in the results at low energies. The requirement mh > 114.4
GeV [57] (neglecting the theoretical uncertainties) excludes the possibility of M = 200
GeV for FUTA, as seen also from the graph..

A more detailed numerical analysis, where the results of our program and of the known
programs FeynHiggs [58] and Suspect [59] are combined, is currently in progress [60].
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Abstract

We investigate the large-N behaviour of simple examples of supersymmetric
interactions for fermions on a lattice. Witten’s supersymmetric quantum mechanics
and the BCS model appear as just two different aspects of one and the same model.
For the BCS model, supersymmetry is only respected in a coherent superposition
of Bogoliubov states. This talk is based on Ref. [1].

1 Algebraic framework

We realize the simplest supersymmetric system by a finite fermion lattice. The basic
structural elements of supersymmetry are a graded C∗-algebra A (the Fermi algebra) and
an odd nilpotent element Q ∈ A (the supercharge):

Q2 = 0 ⇒ {Q†}2 = 0, Q + Q† := G, QQ† + Q†Q =: H = G2. (1.1)

H is supposed to be the generator of the time evolution and, by (1.1), has the properties

(i) [Q,H] = 0 ⇔ [Q†, H] = 0

(ii) H|0〉 = 0 ⇔ Q|0〉 = Q†|0〉 = 0

(iii) E : H|e〉 = E|e〉, E > 0 ⇒ is at least twofold-degenerate.

(1.2)

For (iii), note that either Q|e〉 or Q†|e〉 must be different from zero and also belongs to
the eigenvalue E. Since Q|e〉 cannot be ∼ |e〉, there must be a degeneracy.

Already at this level of generality, the Hilbert space H assumes a structure: Eq.(1.2)
implies that it can be written as a sum of a zero-space H0 = P0H and a tensor product
of a degeneracy space C2 and the rest, HH : H = H0

⊕
(C2 ⊗HH). In HH , H has strictly

positive eigenvalues, while the generator of the supertransformation G has eigenvalues
±√H and leaves these spaces invariant. Thus the supertransformation and the time
evolution are linked. This closeness is lost in the limit of an infinite lattice, where it can
even happen that the supertransformation is not well defined on local operators whereas
the time evolution is.
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Defining η = Q/
√

H,P0η = 0, we have ηη† + η†η = 1 − P0. Here we identify H =
H(1− P0);

√
H denotes the positive square root of H ∈ B(HH), but there are others: if

Gα = eiαQ+ e−iαQ†, α ∈ (0, 2π), then G2
α = H ∀α. The gauge transformation G = G0 →

Gα is effected by F = [η, η†], so that eiαF G0e
−iαF = Gα.

In C2 ⊗ HH every element can be written as Aηη† + Bη†η + Cη + Dη†, A,B, C, D ∈
B(HH). This gives the algebra a grading, the first two terms being even and the others
odd. All this emerges from a single nilpotent operator, namely Q. The Gα’s generate a
supertransformation, which mixes even and odd elements of A:

ak → ak(s, α) = eisGαake
−isGα . (1.3)

Thus we associate with the supersymmetry a Clifford variable. If η were Grassman, this
would mean {η, η†} = 0, which is not possible in a C∗-algebra; but our η is nilpotent
and anticommutes with the other odd elements. We start with a finite-dimensional A,
i, k = 1, 2, ..., N , and later investigate the limit N →∞.

The supertransformation is a non-linear transformation of the a’s that preserves their
algebraic relations. In the simplest case,

N = 1, Q = a, G = eiαa + e−iαa†,

H has to be trivial since it is twofold-degenerate. The supertransformation reads

a(s, α) = (cos s)2a + e2iα(sin s)2a† + ieiα cos s sin s(a†a− aa†). (1.4)

It is a two-dimensional generating subset (but not subgroup) of the automorphism group,
which is isomorphic to SU(2). Equation (1.4) tells us that in its embryonic form the
supertransformation is a Bogoliubov transformation plus a quadratic term.

To obtain such an explicit expression for higher N , we impose a locality condition.
We think in terms of a lattice and assume Q to be the sum of charges at the lattice sites:

Q =
N∑

i=1

qi. (1.5)

Equation (1.1) requires {qi, q
†
j} = 0 ∀i 6= j, in addition to {qi, qj} = 0.

I. One kind of fermions at each lattice site

The most general Q — and thus the generators G and H — are of the form

Q =
∑

i ziai, zi ∈ C,

G =
∑

i zi(ai + a†i ) , H =
∑

i z
2
i ,

(1.6)

so, with H being a c-number, the time evolution is trivial. The H0 space is empty, the
η variable becomes

∑
i ziai/(

∑
k zk)

−1/2 and is a collective fermion coordinate. Since it
obeys the CAR-relations we have ||η|| = 1, although this is a sum of N operators with a
norm N−1/2.

However, the supertransformation eisG is not trivial:

ak(s) = eisGake
−isG = (ak − zk/2G) e−2isG + zk/2G, ak(0) = ak. (1.7)
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Also, it is not just a tensor product of the unitaries of the baby model since qi and q†i in
(1.5) anticommute at different points. One readily verifies that this is an automorphism
of A, but it is not a local transformation — ak(s) depends on all the other a’s and a†’s.

II. Two kinds of fermions at each lattice site

These might be electrons with spin up and down. A is now generated by a↑,i and a↓,i
and a typical set — a local supercharge and symmetry generators — reads

Q =
∑

i a
†
↑,ia↑,ia↓,i zi , zi ∈ R+,

G =
∑

i zia
†
↑,ia↑,i(a↓,i + a†↓,i), H =

∑
i z

2
i a†↑,ia↑,i.

(1.8)

Thus a free time evolution where half of the fermions are quiet is supersymmetric with a
local supercharge. In this case the vacuum | ↑ 0〉, a↑,i| ↑ 0〉 satisfies Q| ↑ 0〉 = Q†| ↑ 0〉 = 0,
irrespective of the down spins. All these vectors belong to the eigenvalue zero of H and
span H0. In fact the eigenvalues are at least 2N -fold degenerate.

The supertransformation generated by eisG:

a↑,k(s) = a↑,ke
−is(G−(a↓,k+a†↓,k)zk)e−isG, (1.9)

is indeed an automorphism group of A that mixes spin up and down as well as even and
odd elements; however, the time evolution leaves a↓,k invariant up to a phase and mixes
neither between even and odd elements nor between elements at different sites.

III. Three kinds of fermions at each lattice site

We start again with the CAR algebra A generated by {aα
i }. However, we drop locality,

since the charge Q in (1.5) creates a non-local supertransformation even with strictly local
qi. Instead we impose translation invariance of the qi’s in such a way that Q becomes
translation- and even permutation- invariant. Furthermore we think of {a1

i a2
i } as Cooper

pairs, and thus consider the subalgebra C ⊂ A, generated by bi = a1
i a

2
i and a3

k. Although
the bi’s commute for different sites, they do not form a bona fide Bose field since there
is at most one pair per site, b2 = 0. However in C the anticommutator {b†i , bi} is a
projection of the centre and, in an irreducible representation, it equals unity. These are
the representations we are interested in, so we can think of the b’s as of spin variables:

bi = (σx
i − iσy

i )/2, 1− 2b†ibi = σz
i .

Thus our algebra C is defined by

{a3
i , a

3†
j } = δij, {a3

i , a
3
j} = 0, [a3

i , bk] = 0 i, k = 1, . . . , N,

[bi, b
†
k] = δik(1− 2b†ibi), {bi, b

†
i} = 1 α, β = 1, 2, 3.

(1.10)

The supertransformation, and thus the dynamics, is defined by the fluctuation variables

MN =
1√
N

N∑

k=1

bk, ηN =
1√
N

N∑

k=1

a3
k, (1.11)

for which the following holds:

(i) ηNη†N + η†NηN = 1, η2
N = 0;
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(ii) [MN ,M †
N ] = 1− 2

N

N∑

k=1

b†kbk;

(iii) [MN , ηN ] = [MN , η†N ] = 0.

Remarks
1. η represents a collective Fermi mode and will serve as a Clifford variable. The fact

that the number of single fermion modes s equals the number of pairs is not essential;
2. M is a collective Bose mode and, in a representation based on the “vacuum”

|0〉 : bi|0〉 = 0 (all spins down), it assumes for N →∞ the properties of (x + ip)/
√

2 in
quantum mechanics; we thus arrive at Witten’s supersymmetric quantum mechanics [2];

3. By anticommutativity, a3
k are so correlated that ‖ηN‖ = 1 ∀N . On the contrary,

‖MN‖ =
√

N/2 since we can think of MN as of (Sx − iSy)/(2
√

N), with S =
∑N

k=1 σk.

In agreement with our desideratum, Eq. (2.2), we take qi = biη/
√

N and thus obtain

QN = MNηN , G = QN + Q†
N

HSS = G2 = {QN , Q†
N} = M †

NMN + ηNη†N

(
1− 2

N

N∑

k=1

b†kbk

)
.

(1.12)

Note that, in the BCS model, HBCS = −M †
NMN ; it thus differs from −HSS only by O(1).

The energies per particle H/N coincide for N → ∞, so with three fermions per site we
can construct a supersymmmetric version of the BCS model. This is mathematically well
explored and we can behold the many vistas that the limit N →∞ offers.

2 The limit N →∞
Investigation of the limit N → ∞ for three different states — the ground state (GS) of
H, its ceiling state (CS), and the Bogoliubov state (BS), which in this limit has the same
energy per particle as the CS but remains pure on the quasi-local algebra — shows it as
state-dependent. We also distinguish between three types of limiting observables:

a) local operators, i.e. polynomials in the operators Ai, the elements of A, which are
localized at the site i;

b) mesoscopic observables, i.e. limits of 1√
N

∑N
i=1 Ai;

c) macroscopic observables, i.e. limits of 1
N

∑N
i=1 Ai.

For the limiting procedure we impose only minimal requirements: we assume that a
state for arbitrary N is given and if the expectation values converge, we demand that the
limits can be interpreted as expectation values of a limiting algebra. The latter has to be
big enough for the mesoscopic observables to still reflect some quantum features.

In Tables 1 and 2 our confusing results for the time evolution and for the supertrans-
formation for this variety of operators are collected (for details, see [1]).

The automorphisms turn out to be different in all cases. It is not even true that the
microscopic time evolution determines the mesoscopic one. The supertransformation is
finite and non-trivial only for the ground state, where Witten’s supersymmetric quantum
mechanics emerges in the limiting procedure. In the coherent superposition of Bogoliubov
states (i.e. the ceiling state) it escapes our observation on the local level. There, the
mesoscopic algebra is stable under the emerging time evolution, whereas it is not so in
the Bogoliubov state, which also breaks supersymmetry.
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Local Mesoscopic Macroscopic

GS −→σ (j)(t) = −→σ (j) q(t) + ip(t) = eit(q + ip)

η(t) = eitη
constant

BS
σj

x(t) = σj
x(0)

σj
y(t) + iσj

z(t) = eit(σj
y + iσj

z)

q(t) = q − pt, p(t) = p

η(t) = η
constant

CS −→σ rotates around (cos ϕ, sin ϕ, 0) pϕ, ϕ constant constant

Table 1: The time evolution

Local Mesoscopic Macroscopic

GS −→σ (j)(s) = −→σ (j)(0)
q′ + ip′ = iη†

η′ = i(q − ip)[η, η†]
−→
S (s) = constant

BS −→σ (j)(s) = −→σ (j)(0) η′ ∼ √
N becomes infinite

−→
S (s) = constant

CS σ′ is ill-defined S ′z becomes infinite

Table 2: The supertransformation

3 Comparison with the BCS theory

Without referring to supersymmetry, we consider the Hamiltonian

H ′
BCS = −S+S−

N
= −S2 − S2

z

4N
= −S2

x + S2
y

4N
. (3.13)

It differs from the previous one by only Sz/N — a bounded operator that therefore
converges to an operator in the centre and does not affect the dynamics. The two Hamil-
tonians can thus be thought of as describing one and the same physical situation. In this
case the ground-state energy can be approximated by the rotated ground state of HSS:

|ψα,N〉 =
∏ (

1√
2

)N ∣∣∣∣
eiα

e−iα

〉
. (3.14)

The limits of the expectations of the local operators give a pure product state

lim〈ψα,N |
∏

σ
ij
αj |ψα,N〉 =

∏
j

(
1

2

)N 〈
eiα

e−iα

∣∣∣∣σij
αj

∣∣∣∣
eiα

e−iα

〉
. (3.15)

Similarly to the ground state of HSS, we can interpret

lim eir Σ σk
y/
√

N = eirq, lim eis Σ σk
z /
√

N = eisp

lim eir Σ σk
y/
√

Neis Σ σk
z /
√

Ne−ir Σ σk
y/
√

N = e−irseisp
(3.16)

as a non-trivial global algebra, so that eirq and eisp satisfy the Weyl relations in L2(R, dq),
and q and p can be interpreted as space and momentum operators, respectively. This is
nothing else but the fluctuation algebra discussed in [3].
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The time evolution on the quasi-local algebra corresponds to a rotation of the individ-
ual spins around the x-axis [4]. For the global algebra we get something quite different:

[
S+S−

N
,
Sx −N√

N

]
= −i

Sy

2N
√

N
,

[
S+S−

N
,

Sy√
N

]
= i

Sx

2N
√

N
,

[
S+S−

N
,

Sz√
N

]
= 0

in leading order in N. This corresponds, for the Weyl algebra, to [H, q] = −ip , [H, p] = 0,
and thus to a free evolution, q → q + pt, p = const. Therefore no invariant state exists
and the state over the fluctuation algebra has to change in time.

4 Summary

We have studied three sets of operators — local, mesoscopic and macroscopic — in repre-
sentations based on three different states of HSS: the ground state, the Bogoliubov state
ωα and the ceiling state ωc, which is the ground state of HBCS. The states ωc and ωα lead
to the same energy per particle. In the BCS theory, there is some discussion [5] on which
one is better. Below, we list a few arguments to compare the ensuing representations πc

and πα.
(i) ωc satisfies ODLRO (off-diagonal long-range order), ωα does not: for k 6= j

|ωc(σ
k
xσ

j
x)− ωc(σ

k
x)ωc(σ

j
x)| = 1/2

|ωα(σk
xσ

j
x)− ωα(σk

x)ωcα(σj
x)| = 0;

(ii) In πc the time evolution mixes local and mesoscopic quantities, in πα it is strictly
local and corresponds to a rotation around the α-axis;

(iii) In πα the Josephson phase is fixed to be α, in πc it is a dynamical variable;
(iv) πα represents the quasi-local variables irreducibly, in πc the weak closure contains

the non-trivial commuting macroscopic observables.

Remarks:
1. ODLRO is the basis of the Meissner effect [6]. The spectrum of pϕ corresponds to

the quantization of the magnetic flux;
2. The absolute phase α has no physical meaning. What can be measured is the phase

difference between superconductors. This means either staying in the mesoscopic algebra
of πc or comparing the inequivalent representations πα and πα′ .
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Abstract

Nonlinear sigma models with N = 2 supersymmetry is formulated in the frame-
work of Wilson renormalization group in three dimensional space-time. Interesting
conformal field theories are found as fixed points of the renormalization group equa-
tion. Any Einstein-Kähler manifold corresponds to a conformal field theory when
the anomalous dimension is γ = −1/2.

1 Introduction

Possible candidates for interacting field theories are severely restricted by the requirement
of renormalizability in the perturbation theory. Interacting field theories cease to exist
in the space-time whose dimension is larger than a critical value. The critical dimension
of self-interacting scalar field theories or non-Abelian gauge theories is four, whereas the
critical dimension is two in the gravity or non-linear sigma models. It is an important
and interesting problem if these critical values remain unchanged even in non-perturbative
treatment of field theories.

Although gauge and gravity theories are more important than non-linear sigma models,
non-linear sigma models offer the theoretical playground for these models since there
is deep similarity between gauge theories and sigma models. In this work, therefore,
we study the non-perturbative renormalization property of three dimensional non-linear
sigma models, non-renormalizable in the perturbation theory.

For that purpose, we use the Wilson’s renormalization group[1]. In this method,
field variables are divided into two parts, field φΛ and with wavelength shorter than
1/Λ and φ> of higher frequency modes. Then, fields with frequencies higher than Λ are
integrated out in the path integral formulation in order to obtain the effective action SΛ
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describing the field dynamics with the ultraviolet cutoff Λ. Since it is difficult to integrate
out all the field variables of higher frequencies, we integrate out field variables in an
infinitesimal momentum range Λ · e−δt < k ≤ Λ to calculate the infinitesimal change of
the effective action when the ultraviolet cutoff is changed infinitesimally from Λ to Λ ·e−δt.
The infinitesimal change of the effective action is described by the renormalization group
equation(RGE) [1, 2].

The effective action, expanded in powers of space-time derivatives, contains all higher
derivative terms, and the RGE is a set of coupled differential equations of infinite dimen-
sions [3]. In order to solve these equations, we have to introduce some kind of truncations.
In the simplest truncation method, one retains only terms without derivative, and is called
the local potential approximation. In the next approximation, we retain all terms with
two derivatives. We may call this approximation as the sigma model approximation, since
the typical Lagrangian with two derivatives are written as

L =
1

2
gij∂µφ

i∂µφj

which is nothing but the Lagrangian of non-linear sigma model, where gij(φ) describes the
metric of the target manifold M where field variables φ reside. In this work, we use this
sigma model approximation. Furthermore, we confine ourselves to theories with N = 2
supersymmetry, in order to forbid the appearance of local potential terms.

The renormalization group equation for nonlinear sigma models describes the defor-
mation of the metric of the target manifold M when the ultraviolet cutoff has been
changed. The fixed points of the RGE correspond to conformal field theories which re-
main unchanged under the change of the mass scale. In this work, we study the fixed
point theories of the RGE. It should be emphasized that RGE obtained in the perturba-
tion theory has the similar form with the RGE obtained in the Wilson’s renormalization
method can only be used in the vicinity of the free field theory, whereas the Wilsonian
RGE can be used to study even nontrivial conformal field theories located far away from
the free field theory.

2 Nonlinear sigma model with N = 2 supersymmetry

in three dimensions

Nonlinear sigma models with N = 2 supersymmetry in three dimensions are defined by
the so-called Kähler potential K(φ, φ̄), which is a function of the chiral and anti-chiral
superfields, φi and φ̄j. A chiral superfield φi(x, θ) consists of a complex scalar field ϕi(x)
and a complex fermion ψi(x). The bosonic fields ϕi(x) play the role of the coordinates of
the target manifold M. The metric, characterizing the target manifold M, is obtained
by the second derivative of this Kähler potential

gij̄ =
∂2K(ϕ, ϕ̄)

∂ϕi∂ϕ̄j
≡ K,ij̄ .

The manifold defined by a Kähler potential is called the Kähler manifold.
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3 Renormalization group equation

Renormalization group equation for the metric of the target manifold M in three dimen-
sional sigma models has been derived in [4, 5, 6]

− d

dt
gij̄ =

1

2π2
Rij̄ − gij̄ +∇iξj̄ +∇j̄ξi (3.1)

where t parametrize the change of the cutoff Λ → e−tΛ. The vector field ξi can be written

ξi =

(
1

2
+ γ

)
ϕi (3.2)

in the Kähler normal coordinate[7]. The anomalous dimension γ of the field φ is introduced
to normalize the field at the origin

gij̄ |ϕ=0 = δij̄. (3.3)

The renormalization group equation (3.1), called the Ricci flow in mathematical lit-
erature [8], describes the deformation of the target manifold of the effective theory when
the renormalization mass scale is changed from Λ to e−tΛ.

The fixed point, invariant under the change of the mass scale, is obtained by solving
an equation

1

2π2
Rij̄ − gij̄ +∇iξj̄ +∇j̄ξi = 0. (3.4)

The metric gij̄ satisfying this equation defines a conformal field theory.

4 Fixed point theory for γ = −1
2

When the anomalous dimension of the field takes a specific value −1
2
, the fixed point of

the renormalization group equation has an extremely simple form

1

2π2
Rij̄ − gij̄ = 0. (4.5)

By comparing with the equation for the Einstein-Kähler manifolds 1

Rij̄ − hλ2gij̄ = 0, (4.6)

with a positive cosmological constant hλ2 > 0, we find the coupling constant λ (inverse
radius of the Einstein-Kähler manifold) of the fixed point theory is given by

λ2 =
2π2

h
. (4.7)

We found that any Einstein-Kähler manifold corresponds to the conformally invariant
field theory, when the radius, the inverse coupling constant, takes a specific value (4.7).

A special class of the Kähler-Einstein manifolds is provided by the hermitian symmet-
ric space(HSS) of the form G/H. The compact HSS is completely classified and listed in
the following table, where h denotes the dual coxeter number of the group G. 2

1A parameter λ has been introduced to satisfy the renormalization condition (3.3) at the origin.
2For S2, λ2 is related to the radius a2 of the sphere by λ2 = 1/2a2 and h = 2.
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G/H D = dimC(G/H) h

SU(N)/SU(N − 1)× U(1) N − 1 N
U(N)/U(N −M)× U(M) M(N −M) N
SO(N)/SO(N − 2)× U(1) N − 2 N − 2

Sp(N)/U(N) 1
2
N(N + 1) N + 1

SO(2N)/U(N) 1
2
N(N − 1) N − 1

E6/SO(10)× U(1) 16 12
E7/E6 × U(1) 27 18

The metric of HSS is explicitly constructed by using the gauge theory technique in ref.[9],
therefore it is possible to write down the Lagrangian of conformal field theories explicitly.

5 Two-dimensional manifold

Although it is difficult to solve eq.(3.4) explicitly for γ 6= −1
2
, it can be solved for two-

dimensional target space M by using a graphical method. In this section, we use real
variables to describe the target manifold M, and choose a special gauge where the line
element of M takes the following form

ds2 = dr2 + e2(r)dφ2 (5.8)

where we have assumed the rotational symmetry in the φ direction. Here e(r) denotes
the radius of a circle for a fixed value of r. In this coordinate system, the Ricci tensor
and the vector field ξi takes the following form

Rrr = Rφ
rφr = −e′′

e
, Rφφ = Rr

φrφ = −ee′′,

ξr = ce(r), ξφ = 0, (c =
1

2
+ γ). (5.9)

Corresponding to the renormalization condition (3.3), we impose a boundary condition
for e(r)

limr→0
e(r)

r
= 1. (5.10)

The RG equation reads in this gauge

−a2e′′ − e + 2cee′ = 0. (5.11)

When c 6= 0, it is convenient to rewrite the second order differential equation to a set
of the first order differential equations

e′ = p (5.12)

p′ = − 1

a2
e(1− 2cp)

with the boundary condition
e(0) = 0, p(0) = 1 (5.13)

The vector field of the flow (5.12) is shown in fig.1. When 0 ≤ 2c < 1, this equation defines
a compact manifold since the trajectory starting from the initial point (5.13) comes back
to e = 0 at a finite r implying the circumference of the circle at that r vanishes. On the
other hand, the solution corresponds to a noncompact manifold for 2c ≥ 1.
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Figure 1: Flow of the first order differential equations (5.12) for 2c < 1 in the ”phase
space” (e(r), p(r)). The solid line represents the solution specified by the boundary con-
dition.
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Abstract
We develop the gauge approach based on the Lorentz group to the gravity with

torsion. With a Lagrangian quadratic in curvature we show that the Einstein-
Hilbert action can be induced from a simple gauge model due to quantum corrections
of torsion via formation of a gravito-magnetic condensate. An effective theory of
cosmic knots at Planckian scale is proposed.

1. Utiyama-Kibble-Sciama gauge approach to gravity
The gauge approach to gravity based on Lorentz and Poincare group was proposed in

[1] and later was developed in many studies (see refs. in [2]). The Lorentz gauge models
were further studied by Carmeli [3]. The possibility of inducing the Einstein gravity
via quantum corrections was considered by many physicists in various models [4]. In
most of these models the Einstein-Hilbert term is induced by quantum corrections due to
interaction with matter fields.

In the present article we propose a simple gauge model of quantum gravity based
on the Lorentz group as a structural group. In the framework of this gauge model we
demonstrate that even in a pure quantum gravity case with torsion the Einstein-Hilbert
action can be induced due to the quantum dynamics of torsion via formation a non-
trivial vacuum with a gravito-magnetic condensate. We develop the gauge approach to
the gravity by suggesting that the torsion represents exactly the dynamical variable of
quantum gravity. Moreover, we conjecture that the torsion can be confined and exists
intrinsically as a quantum object, and its quantum dynamics manifests itself by inducing
the Einstein-Hilbert theory as an effective theory of quantum gravity.

We start with the formalism of the Lorentz gauge model along the lines proposed in
[1]. The vielbein eµ

a is treated as a fixed background field which obtains the dynamical
content after inducing the Hilbert-Einstein term in the effective theory. The covariant
derivative with respect to the Lorentz structural group is defined in a standard manner

Da = eµ
a(∂µ + Aµ), (1)
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where Aµ ≡ AµcdΩ
cd is a general affine connection taking values in Lorentz Lie algebra.

The original Lorentz gauge transformation is the following

δeµ
a = Λb

ae
µ
b , δAµ = −∂µΛ− [Aµ,Λ], (2)

where Λ ≡ ΛcdΩ
cd. One can split a general gauge connection Aµcd into two parts, the

background (classical) part and the quantum one. In what follows we will specify the
classical background as one corresponding to Riemanian space-time geometry

A d
µc = ϕ d

µc (e) + K d
µc , (3)

where K d
µc is a contorsion, and ϕ d

µc is Levi-Civita spin connection given in terms of the
vielbein. In the presence of contorsion we have two types of local symmetry transforma-
tions:
(I) the classical, or background, gauge transformation

δϕµ = −∂µΛ− [ϕµ,Λ], δKµ = −[Kµ,Λ], (4)

(II) the quantum gauge transformation

δϕµ = 0, δKµ = −D̂µΛ− [Kµ,Λ], (5)

where the background covariant derivative is defined with the help of Levi-Civita connec-
tion D̂µ = ∂µ + ϕµ, ϕµ ≡ ϕµcdΩ

cd.
Following the gauge principle as a guiding rule we postulate the gauge symmetry in

the model under these two types of transformations. The postulate restricts strongly the
admissible gauge invariants as possible candidates for the Lagrangian. For instance, all
terms quadratic in torsion (like contact terms) are forbidden since they spoil the type II
gauge invariance and by this the renormalizability of the theory.

Let us remind the main lines of Rieman-Cartan geometry (see, for ex., [2]). To define
the derivative Dµ covariant under the space-time diffeomorphisms one should include a
general Cristoffel symbol Γν

µρ

DµV
ν = ∂µV

ν + Γν
µρV

ρ. (6)

The Cristoffel symbol is related to a general Lorentz connection γ b
µa through the equation

Dµe
ρa = ∂µe

ρa + Γρ
µνe

νa − eρbγ a
µb = 0. This allows to convert space-time indices into

Lorentz ones and vise versa by using the vielbein. The contorsion is connected with
torsion as follows

Kabc = eµ
aKµbc = −1

2
(Tabc − Tbca + Tcab). (7)

Upon making the decomposition (3) the curvature tensor is splitted into two parts

Rabcd = R̂abcd + R̃abcd,

R̂abcd = −D̂[aϕ
d

b]c − ϕ e
[a|c ϕ d

b]e,

R̃abcd = −D̂[aK
d

b]c −K e
[a|cK

d
b]e , (8)

where the underlined indices stand for indices over which the covariantization is performed,
and here we introduce a short notation for the antisymmetrization over indices [a, b] =
ab− ba.

338



The classical action for a pure quantum gravity in our approach contains the Maxwell
type term quadratic in curvature

Scl =
1

4g2

∫ √−gd4xtrR2
µν = − 1

4g2

∫ √−gd4xRµνcdR
µνcd, (9)

where Rµν ≡ RµνcdΩ
cd, and we have written down explicitly a new gravitational gauge

coupling constant g corresponding to the Lorentz gauge group. For brevity of notations we
will use a redefined contorsion which absorbs the coupling constant. The same Lagrangian
with the general Lorentz connection constructed from SL(2, C) dyads and vielbeins was
considered by Carmeli [3]. It was demonstrated that the corresponding equations of
motion after projection with vielbein result in Newman-Penrose form of Einstein-Hilbert
equation in the vacuum. Later Martellini and Sodano considered Carmeli’s model treating
the connection as an independent quantity on vielbein and proved the renormalizability
of the model [5].

One should mention, since the Lorentz group is not compact the classical Lagrangain
leads to the Hamiltonian which is not positively definite. We adopt the point of view that
even though the classical action (9) does not lead to a positively definite Hamiltonian,
nevertheless, a consistent quantum theory can be formulated. Since the canonical quanti-
zation method fails to handle our model we will apply the quantization scheme based on
continual functional integration in Euclidean space-time. Within this quantization scheme
the quantum theory can be constructed since in the Euclidean space-time the Lorentz
group is locally isomorphic to the product of compact unitary groups SU(2)× SU ′(2).

2. Effective action

The general approach to derivation of the effective theory is to integrate out all high
energy (heavy mass) modes while keeping light modes (massless or light particles). Start-
ing with the classical action (9) and imposing the gauge fixing condition D̂µK

µ = 0 one
can write down the effective action

exp
[
iSeff

]
=

∫
DKµcdDcDc̄ exp

{
i

∫ √−gd4xtr
[1

4
R̂2

µν

+
1

2
Kµ(gµνD̂D̂ − 4R̂µν)Kν + c̄(D̂D̂)c

]}
, (10)

where c, c̄ are Faddeev-Popov ghosts. The formal expression for the one-loop effective
action can be written in the form

Seff = Scl − i

2
Tr ln[(gµν(D̂D̂)cd

ab − 2R̂ ef
µν (fef )

cd
ab)] + iT r ln[(D̂D̂)cd

ab], (11)

where (fef )
cd
ab are the structural constants of Lorentz Lie algebra. The functional deter-

minants in (11) are not well-defined in Minkowski space-time. As is known, the adding
of infinitesimal number factor −iε to the bare Laplace operator in D̂D̂ is conditioned by
the requirement of causality. The infinitesimal addition −iε defines uniquely the Wick
rotation from Minkowski space-time to Euclidean one. In our case we should perform
the Wick rotation in the base space-time and in the tangent space-time both, so that the
Lorentz group in Euclidean sector turns into the compact group SO(4) ' SU(2)×SU ′(2).
With this the functional integral becomes well-defined. Certainly, there remains a prob-
lem of analytical continuation of the final expressions from Euclidean space-time back to
Minkowski space-time.
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We have the following factorization for the Lie algebra valued curvature tensor

RµνcdΩ
cd = −i(Ri

µνT
i + R′i

µνT
′i), (12)

where T i, T ′i are generators of the group SU(2)× SU(2)′.
The functional determinants (11) are factorized into the direct product of SU(2) de-

terminants, and the effective action takes a simple form

Seff = Scl − i

2
Tr ln[(gµν(D̂D̂)ij − 2R̂k

µνε
kij)]− i

2
Tr ln[(gµν(D̂

′D̂′)ij − 2R̂′k
µνε

kij)]

+iT r ln[(D̂D̂)ij] + iT r ln[(D̂′D̂′)ij]. (13)

where all quantities corresponding to the group SU(2)′ are marked with apostrophe.

Notice that the curvature squared term contains a dual tensor
˜̂
Rµνcd, for instance,

(R̂i
µν)

2 =
1

8
(R̂µνcdR̂

µνcd + R̂µνcd
˜̂
Rµνcd) ≡ 1

8
(R̂2 + R̂

˜̂
R),

(R̂′i
µν)

2 =
1

8
(R̂µνcdR̂

µνcd − R̂µνcd
˜̂
Rµνcd) ≡ 1

8
(R̂2 − R̂

˜̂
R). (14)

For a constant background one can apply the Schwinger’s proper time method and ζ-
function regularization in full analogy with the case of SU(2) chromodynamics (QCD)
[6]. We will consider a constant homogeneous gravito-magnetic background field H =√

R̂2
µνcd/2 which assumes that R̂µνcd

˜̂
Rµνcd = 0 in an appropriate coordinate frame. For

such gravito-magnetic background the final expression for the one-loop effective La-
grangian is given by

Leff = −1

2
H2 − 11g2

48π2
H2(ln

gH

µ2
− c), (15)

c = 1− 1

2
− 24

11
ζ(−1,

3

2
) = 1.29214... .

With a proper renormalization condition
∂2V

∂H2

∣∣∣
H=µ̄2

=
1

ḡ2
one can obtain the renormalized

effective potential

V =
1

2ḡ2
H2 +

11

48π2
H2(ln

H

µ̄2
− 3

2
). (16)

One can check that the effective potential satisfies a renormalization group equation with
the same β-function as in a pure SU(2) Yang-Mills theory.

The minimum of the effective potential leads to a gravito-magnetic condensate

< H >= µ̄2 exp[−24π2

11ḡ2
+ 1]. (17)

The presence of the minimum of the effective potential does not guarantee that the
corresponding new vacuum is stable. The stability of the vacuum condensate even in the
pure SU(2) model of QCD presents a long-standing problem, and its solution have passed
through several controversal results since of the first paper on that by Nielsen and Olesen
[7]. Without clear evidence or at least a strong indication to the vacuum stability one can
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not make any serious statement based on existence of a non-trivial vacuum condensate.
Recently the progress in resolving that problem in favor of stability of the magnetic
vacuum has been achieved in [6]. Moreover, it has been found recently [8] that a stable
classical configuration made of monopole-antimonopole strings does exist in SU(2) model
of QCD providing a strong argument that a stable magnetic vacuum can exist in QCD
and, therefore, in our model of quantum gravity as well.

3. Effective induced theories

Due to two types of gauge symmetries the condensate of torsion must vanish < Tabc >=
0. It is possible that there is a deep analogy with QCD, and the torsion plays a role of
the off-diagonal (valence) gluon in QCD, so that one can expect that the torsion can be
confined. The presence of a stable gravito-magnetic condensate generates a new scale
in the theory, and one can also expect a non-vanishing vacuum averaged value for the
curvature containing the torsion part

< R̃abcd >= M2(ηacηbd − ηadηbc). (18)

The sign of the number factor M2 is chosen positive since it corresponds to the positive
curvature space-time which can only be created due to quantum fluctuations.

Expanding the original Lagrangian near the vacuum one obtains the Einstein-Hilbert
Lagrangian and the cosmological constant term in lower order approximation (in units
~ = c = 1)

L = − 1

4g2
(R̂abcd + R̃abcd)

2 = − 1

4g2
R̂2

abcd −
1

16πG
(R̂ + 2λ) + .... (19)

where the Newton constant G and the cosmological constant λ are defined by only one
parameter, the renormalized coupling constant ḡ at some scale µ̄2 which supposed to be
of order of Planckian scale 1019Gev.

Certainly, the assumption (18) leads straightforward to a desired induced Einstein-
Hilbert term what was known very well before. The most important point is how to
make foundation to that hypothesis. In our approach we put this assumption on the
real ground by the explicit calculation of the effective potential and derivation of a stable
classical vacuum configuration in SU(2) Yang-Mills theory [8].

Till now the numeric value of the gauge coupling ḡ was not fixed, and it is a free
parameter in the theory. It is possible that there are two phases corresponding to the
strong and weak coupling constant. The existence of two phases in gravity was suggested
in [9] in a different approach. In the strong coupling phase we can adjust the coupling
constant ḡ to ḡ2 ' 19 to obtain the value for G close to the experimental value of the
Newton constant. This provides also a large value for the cosmological constant which is
consistent with cosmological models containing the initial inflation at very early universe.

It is interesting to consider the possibility of existence of a weak coupling phase with

ḡ2/4π < 1. Using the experimental data for the vacuum energy density ρv =
2λ

16πG
=

2 ·10−47(Gev)4 one can find an appropriate value for the structure constant αḡ = ḡ2/4π =
0.0123. This value can be compared with the value αSSGUT ' 1/24 of the structure
constant in supersymmetric SO(10) GUT model at unification scale 2 × 1016Gev. The
same order of the structure constants αg and αSSGUT might be a hint to the origin of the
supersymmetry and its relation to quantum gravity.
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Since the Lorentz group SO(1, 3) contains a maximal compact subgroup SO(3) '
SU(2) we have the same homotopy structure as in SU(2) QCD, in particular, the Hopf
mapping π3(SO(1, 3)/SO(2)) = Z. This suggests the existence of topological solitons with
non-trivial Hopf numbers like the knots in Faddeev-Niemi-Skyrme model [10]. It has been
shown that the generalized Faddeev-Niemi-Skyrme model appears as an effective theory
of QCD [6]. The derivation was based on Abelian decomposition of the SU(2) gauge
potential [11]. The essential part of this decomposition is represented by a topological
triplet n̂i which parameterizes the coset S2 ' SU(2)/U(1). We can apply the results
obtained in SU(2) QCD to our model in a case of gravito-magnetic background H. With
this the effective Lagrangian corresponding to the generalized Faddeev-Niemi-Skyrme
model in gravity is given by [6]

Leff = −µ2

2
(∂µn̂)2 − 1

4
(∂µn̂× ∂νn̂)2 − α1

4
(∂µn̂ · ∂νn̂)2 − α2

2
(n̂× ∂2n̂)2, (20)

where µ, α1, α2 are parameters proportional to vacuum averaging values of operator prod-
ucts of the magnetic potential C̃µ(n̂). When the parameters α1,2 vanish the Lagrangian
coincides with one of Faddeev-Niemi-Skyrme model [10], so that we expect the existence
of cosmic knot solutions at Planckian scale with the mass of order MPlanck. Recently the
knot-like cosmic strings were considered in [12].

The detailed consideration of our results will be presented elsewhere.
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Abstract

The effect of radiation polarization (RP) attended with the motion of spinning
charge in the magnetic field could be viewed through the classical theory of self-
interaction. The quantum expression for the polarization time follows from semi-
classical relation TQED ∼ ~ c3/µ2

Bω3
c , and needs quantum explanation neither for

the orbit nor for the spin motion. In our approach the polarization emerges as a
result of natural selection in the ensemble of elastically scattered electrons, among
which the group of particles that bear their spins in the ’right’ directions has the
smaller probability of radiation.

1. Introduction

The rise in popularity of the classical spin models was stimulated by the difficulties with
high spin wave equations accounting for the interaction of particle with external EM field
[1]. The close relation of the (pseudo)classical models of spinning particles to the string
theory raises a new phase of interest in this topic [2, 3]. The criterion used by different
authors to check the spin degrees of freedom are described correctly, is the possibility for
one to obtain, at least with some approximations involved, the Bargmann-Michel-Telegdi
(BMT) or the Frenkel-Nyborg equations determining the spin evolution (see e.g. [2, 4]).
The reason for this is the universal character of the BMT equation and its well established
experimental applicability. Here we consider the problem of self-interaction of the BMT
particle and its relation to the RP phenomenon. 1)

The effect of preferable polarization emerges when the relativistic (∼ 1 GeV ) electrons
execute the motion in magnetic field during the polarization time 2)

TQED =
8
√

3

15

aB

c
γ−2

(
Hc

H

)3

(1)

1)It is worth noting that the account for radiation through the local ALD-type equation for spinning
charge seems hardly to have a practical meaning (see the extensive study of that topic in [5])

2)With some obvious exceptions we use the system of units with c = 1, ~ = 1, α = e2/4π~c, aB =
4π~2/me2 and Hc = m2c3/e~ (α, aB and Hc being the fine structure constant, the Bohr radius and
critical QED field strength).
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on the laboratory clocks [6]. RP manifests itself through the asymmetry of the probability
of the spontaneous spin-flip transitions

w↑↓ =
1

TQED

(
1 + ζ3

8
√

3

15

)
(2)

w.r.t. the value of the initial polarization ζ3 = ±1 [7]. The physical ground for that asym-
metry is, of course, radiation process so that the phenomenon itself could be considered
as a back-reaction effect. The latter one can describe with the help of the semiclassical
elastic scattering probability [8]

exp

(
−2

~
=∆W

)
< 1 (3)

where the classical self-action of the charge 3)

∆W =
1

2

∫ ∫
Jµ(x)∆c(x, x′)Jµ(x′) dx dx′ (4)

should have a positive imaginary part (=∆W > 0) pointing to the presence of radiation.
The photon Green function ∆c(x, x′) = i(2π)−2/[(x− x′)2 + i0] and the source

Jµ = jµ + ∂νMµν (5)

includes the orbit (jµ) and the spin (∂νMµν) contributions.
Below we clarify in short technical points of calculations performed and discuss the results
and some differences from the original considerations in [6, 11].

2. The mass shift and the internal geometry of the world lines

With the help of eqn.(5) the self-action ∆W could be decomposed as follows:

∆W = ∆Wor + ∆Wso + ∆Wss . (6)

The orbit part ∆Wor does not contain the spin degrees of freedom and for the case of
constant homogeneous EM field (which is the matter of interest to us here)was studied in
[8]. The spin-orbit part

∆Wso = − µe

2π2

∫
dτ

∫
dτ ′

εαβγδ(x− x′)αẋβ(τ)ẋγ(τ
′)Sδ(τ

′)
[(x− x′)2]2

, (7)

was discussed in [9, 10], and

∆Wss =
µ2

2

∫
dτ

∫
dτ ′ u[β′Sρ] u

′
[βS ′ρ] ∂

′
β′∂β ∆c(x, x′) (8)

3)The subtraction of UV divergences corresponding to the definition of the observable mass is implied
in (4) [8, 9].
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(unlike ∆Wss self-action ∆Wso contains no UV divergences). We use the following nota-
tions in (5), (7) and (8):

Mαβ(x) =

∫
dτµαβ(τ) δ(4)(x− x(τ)) (9)

is the polarization density; Frenkel polarization tensor

µαβ = iµεαβγδẋγ(τ)Sδ(τ) (10)

with µ = 1
2

g µB, and g, µB = e/2m being the g factor and Bohr magneton correspond-
ingly. 4-velocities u ≡ ẋ(τ), u′ ≡ ẋ(τ ′) and spin 4-vectors S ≡ S(τ), S ′ ≡ S(τ ′) are
determined from Lorentz and BMT equations:

u̇ = κF̂ · u , (11)

Ṡ =
1

2
g κF̂ · S + (

g

2
− 1) κu (u · F̂ · S), (12)

(κ ≡ e/m) where the dot from above means derivative w.r.t. proper time.
For the constant homogeneous background the translational symmetry entails in

∆W = −∆mT , (13)

with ∆m denoting the mass shift (MS) and T corresponding to the proper time interval
of the charge’s stay in external field. In application of eqn.(13) it is, generally, supposed
that the formation (proper) time of the non-local ∆m is much less than T .

The important property of the motion in the constant field is the ’isometry’ property
of the world lines [8]:

(x(τ)− x(τ ′))2 = f(τ − τ ′) . (14)

Here the function f is an even function of the proper time difference ∆τ = τ − τ ′. Given
this difference, the integrands in expressions (7) and (8) preserve their value along the
world line so that these non-local geometrical characteristics exhibit some kind of ’rigidity’
which eventually gives rise to eqn.(13).

To compute the invariants present as integrands in the self-actions ∆Wso and ∆Wss

one can exploit Frenet-Serret (FS) formalism adapted to the case of constant homogeneous
EM field in [12]. Let eA (A = 0, ..., 3) be a FS tetrad with e(0) ≡ u(τ). For every element
of tetrad the Lorentz equation is valid:

ėA = κF̂ · eA(τ) . (15)

Combining the eqn.(15) with the basic equation of FS formalism,

ėA = ΦA
B eB(τ) , (16)

one can turn the action of the Lorentzian matrix F̂ into the tetrad basis. Of first impor-
tance now is the constancy of Frenet matrix ΦA

B. The non-zero elements of ΦA
B are the

curvature (k), the first (t1) and the second (t2) torsions, which have their representations
directly in terms of electric and magnetic fields [12].
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3. Results

Below we concentrate on the plane motion in the purely magnetic field and g = 2 −
those conditions are simplest one to make possible the comparison with standard QED
[6] and semiclassical QED [11] approaches. For that case k = κH v⊥γ⊥ = v⊥ t1 and
t2 = 0, so that the MS ∆mso and ∆mss corresponding to the self-actions (7) and (8) can
be transformed into forms:

∆mso = −i
µe

2π2
S3 ω2

c fso(v⊥) , (17)

∆mss =





k0 + k13 − k13 ζ2
3 + (k12 − k13) ζ2

⊥v ,

k0 + k12 − k12 ζ2
3 − (k12 − k13) ζ2

v .
(18)

The upper and lower representations in eqn.(18) are equivalent since the spin vector ~ζ in
the rest frame of the particle satisfies the relation

~ζ2 = ζ2
3 + ζ2

v + ζ2
⊥v = 1 . (19)

Note that S3 = ζ3, Sv = γ⊥ζv, and S⊥v = ζ⊥v are the (conserved) spin components parallel
to the field H, parallel to the velocity v(= v⊥) and perpendicular to v correspondingly.
The following notations were used in formulas (17) and (18):

fso =
v2
⊥

γ⊥

∫ ∞

0

sin2 w − w sin w cos w

(v2
⊥ sin2 w − w2)2

dw , (20)

k12 =
−iµ2ω3

c

4π2γ4
⊥

∫ ∞

0

[ −w2 sin2 w

(w2 − v2
⊥ sin2 w)3

+
γ6
⊥

w2

]
dw , (21)

k12 − k13 =
−iµ2ω3

cv
2
⊥

4π2γ2
⊥

∫ ∞

0

(w cos w − sin w)2

(w2 − v2
⊥ sin2 w)3

dw (22)

with ωc = eH/m and γ⊥ being the Lorentz factor. The term k0 + k13 (k0 + k12) in the
upper (lower) part of the eqn.(18) do not depend on the spin direction and is not of
importance in explaining RP. As the numerical investigation shows, the functions k12 and
k13 are rather close each other. Note also, that i(k12 − k13) is positive in no dependence
on the energy of the particle as well as the functions ik12 and ik13 itself.

4. Discussion

The probability of not-emitting the photons is decreasing with the proper time ac-
cording to general law (see (3) and (13)):

exp (=∆m · T ) , =∆m < 0 . (23)

Accounting for the positivity of the integrals in the r.h.s. of expressions (21), (22) one can
guess from the eqn.(18) that particles with ζv 6= 0 would have a better chance to preserve
their state whereas the particles with ζ⊥v 6= 0 such a possibility should lose just with the
same rate.

Supposing the relativistic energies for electrons we find for the spin-dependent part of
the total MS ∆m = ∆mor + ∆mso + ∆mss the following sum
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−i
1

4
√

3 aB

χ2ζ3 + i
15

64
√

3 aB

χ3ζ2
3 + i

1

64
√

3 aB

χ3ζ2
v , (24)

where the first term comes from ∆mso (it would have an opposite sign for positrons [9])
and χ = γ⊥H/Hc. With the notation

λ = −2

~
=∆mc2 (25)

we arrive at the spin contribution to the decay rate in the form:

λspin =
c

aB

χ

[
1

2
√

3
χζ3 − 15

32
√

3
χ2ζ2

3 −
1

32
√

3
χ2ζ2

v

]
. (26)

λspin would be negative for ζ3 < 0. This, of course, has no effect on the positivity of the
total ’decay rate’ λ since χ ¿ 1.

Being the probability of radiation per unit proper time, λ in (25) corresponds to either
change of particle’s state of motion- not only to the spin-flip transitions. The negative ζ3

slightly reduces this probability, as well as two last terms in (26) do - in no dependence
on the signs of ζ3 and ζv. Note, that according to eqns.(18) and (26) spin-spin interaction
itself does not give the preferable polarization for elastically scattering particles (’down’
for electrons and ’up’ for positrons). The RP effect emerges in conjunction of the spin-
orbit and spin-spin interactions. The characteristic laboratory times extracted from (26)
are

T (1)
ss =

32
√

3

15

aB

c
χ−3γ⊥ , T (2)

ss = 15 T (1)
ss . (27)

The presence of the last term in (26) corresponds to the incomplete polarization degree
among the elastically scattered electrons estimated as ∼ 15/16 = 0.938 (compare it with

the dynamic value 0.924 of the polarization degree in QED). The relation T
(1)
ss = 4 TQED

one finds from (1) and (27), should be addressed to the lack of the direct correspondence
between λ and w↑↓ in (2). The classical model of spin relaxation proposed in [13, 7] gives
for the polarization time TQED the wanted expression up to the factor of order unity (not
four) and for the polarization degree 100%. So, in what concerns classical consideration,

the ’nice’ ”4” and 0 < T
(2)
ss < ∞ (see (27)) are the main variation of our results from

those of [13, 7].
The author would like to acknowledge useful discussions with V.I. Ritus and financial

support from grant SS 1578.2003.2.
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On Scale Invariant Generalization of N = 3
Born-Infeld Action
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Abstract

The conventional Born-Infeld (BI) action can be represented as a series over even
powers of Maxwell strength field Fmn starting with F 2, F 4, F 6 terms. There has
been recently found a N = 3 supersymmetric BI-action in the harmonic superspace
approach reproducing the same terms in its component expansion. This action
contains a dimensional parameter and is not scale invariant. We show how to put
this action into a scale invariant form without any dimensional parameters.

Originally, the Born-Infeld action was invented as a non-linear generalization of classical
Maxwell electrodynamics [1]. It can be written in terms of standard Maxwell strength
filed Fmn = ∂mAn − ∂nAm as

SBI = X2

∫
d4x

[√
− det(ηmn + Fmn/X)− 1

]
. (1)

Here X is a constant of mass dimension 2, ηmn is the Minkowski space metrics. Despite
it has no direct physical application, this model was intensively studied due to its very
beautiful properties: the action (1) respects the electro-magnetic duality Fmn ↔ F̃mn,
it describes the physical propagation of Electro-Magnetic waves and it has soliton-like
solutions due to its non-linearity. For some descriptions of these properties see review
papers [2]. At present the interest to this action is renewed by the modern achievements
in superfield/superstring theories. For example, the Born-Infeld action is known to de-
scribe the dynamics of D-branes in string theory, its supersymmetric generalizations are
important for the study if non-linear realizations of supersymmetry, its superconformaly
invariant generalizations are of relevance with the problem of the low-energy effective ac-
tion in N = 2, 4 superconformal field theories. Some of these questions are reviewed in
[2].

Before proceeding further, we point out another useful form of the action (1)

SBI =

∫
d4x

[
−1

2
(F 2 + F̄ 2) +

1

2

F 2F̄ 2

X2
− 1

4

F 2F̄ 2(F 2 + F̄ 2)

X4

+
1

8

F 2F̄ 2(3F 2F̄ 2 + F 4 + F̄ 4)

X6
+ . . .

]
. (2)
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Here F 2 = FαβFαβ, F̄ 2 = F̄α̇β̇F̄ α̇β̇ and Fαβ, F̄α̇β̇ are spinorial components of the strength

Fµν , Fαβ = i
4
(σmn)αβFmn, F̄α̇β̇ = − i

4
(σ̃mn)α̇β̇Fmn. The matrices σmn, σ̃mn are standard

antisymmetrized products of usual sigma-matrices, see [3] for our conventions.
The action (2) appears in the decomposition of the square root of det in (1) into a

power series over strength fields. A supersymmetric generalization of the action (2) means
that there exists some superfield action which has the expression (2) in the bosonic sector
of the theory. For example, N = 1 supersymmetric BI action was constructed in [4].
The corresponding N = 2 supersymmetric generalization was given in [5, 6]. The N = 3
supersymmetric formulation of BI action was found in [7] within the harmonic superspace
approach. Let us dwelt on some details of the work [7] since we will follow the similar
steps but the aim of our work is to obtain a scale-invariant N = 3 supersymmetric BI
action. This problem is probably of some relevance to the study of low-energy effective
action in N = 3 SYM model.

The N = 3 harmonic superspace was introduced in the works [8], some details of
this approach are given in the book [9]. By definition, the N = 3 HSS is defined as a
superspace with coordinates {Z, u}, where Z = {xαα̇, θα

i , θ̄iα̇} 1 is a set of standard N = 3
coordinates and u are the harmonics parameterizing the coset SU(3)/U(1)×U(1). We
consider the harmonics uI

i and their conjugate ūi
I (I = 1, 2, 3) as SU(3) matrices

uI
i ū

i
J = δI

J , uI
i ū

j
I = δj

i , εijku1
i u

2
ju

3
k = 1. (3)

The harmonic superspace {Z, u} contains the so called analytic subspace with the coor-
dinates {ζA, u} = {xαα̇

A , θα
2 , θα

3 , θ̄1α̇, θ̄2α̇, u} where

xαα̇
A = xαα̇ − 2i(θα

1 θ̄1α̇ − θα
3 θ̄3α̇) , θα

I = θα
i ūi

I , θ̄Iα̇ = θ̄α̇iuI
i . (4)

The analytic superspace plays an important role in harmonic superspace approach since
it is closed under supersymmetry and all N = 3 actions can be written in the analytic
coordinates.

The harmonic superspace is equipped with Grassmann covariant derivatives DI
α, D̄Iα̇

and harmonic covariant ones DI
J which form the su(3) algebra (see [9] for details). The

classical free action of N = 3 SYM model [8]

S2[V ] = −1

4

∫
dζ(33

11)du [V 2
3 D1

3V
1
2 +

1

2
(D1

2V
2
3 −D2

3V
1
2 )2] (5)

is formulated in terms of analytic superfields V 1
2 , V 2

3 which are nothing but the connections
covariantizing the harmonic derivatives: D1

2 → ∇1
2 = D1

2 + V 1
2 , D2

3 → ∇2
3 = D2

3 + V 2
3 .

The integration in (5) is performed over N = 3 analytical subspace with the measure
dζ(33

11)du. Physical bosonic component fields are contained in the prepotentials as [8]

V 2
3 = [(θ̄1θ̄2)u2

k − (θ̄2)2u1
k]φ

k + θα
3 θ̄2α̇Aαα̇ − iθα

2 θβ
3 (θ̄2)2Hαβ

+spinors and auxiliary fields ,

V 1
2 = −(̃V 2

3 ) = −[(θ2θ3)ū
k
2 − (θ2)

2ūk
3]φ̄k + θα

2 θ̄1α̇Aαα̇ + i(θ2)
2θ̄1α̇θ̄2β̇H̄α̇β̇

+spinors and auxiliary fields .

(6)

Here φi, φ̄i are complex scalar fields, Aαα̇ is a vector gauge field, Hαβ, H̄α̇β̇ are the auxiliary
fields which ensure the correct structure of the gauge field sector of the theory [7].

1We denote by small Greek symbols the SL(2,C) spinor indices, α, α̇, . . . = 1, 2; the small Latin letters
are SU(3) indices, i, j, . . . = 1, 2, 3.
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Substituting eq. (6) into classical action (5) one can derive the component form of the
action S2 in the SU(3) singlet gauge field sector [7]

S2 =

∫
d4x[V 2 + V̄ 2 − 2(V̄ F̄ + V F ) +

1

2
(F 2 + F̄ 2)], (7)

where

Vαβ =
1

4
(Hαβ + Fαβ), V̄α̇β̇ =

1

4
(H̄α̇β̇ + F̄α̇β̇). (8)

The auxiliary fields Vαβ, V̄α̇β̇ can be eliminated by their algebraic classical equations of

motion Vαβ = Fαβ, V̄α̇β̇ = F̄α̇β̇. As a result, the free classical action (7) takes the form of
the usual Maxwell action

S2 = −1

2

∫
d4x(F 2 + F̄ 2) . (9)

The Maxwell action (9) corresponds to the second-order term in the BI action (2).
In order to describe the higher terms in the BI action (2) in a N = 3 supersymmetric

way we need the N = 3 superfield strengths which are defined as [10]

W23 = 1
4
D̄3α̇D̄α̇

3 V 3
2 , W̄ 12 = −1

4
D1αD1

αV 2
1 ,

W12 = D3
1W23, W̄ 23 = −D3

1W̄
12 ,

W13 = −D2
1W23, W̄ 13 = D3

2W̄
12 .

(10)

Here V 2
1 , V 3

2 are non-analytic prepotentials which are the solutions of zero-curvature
equations [7], D2

1V
1
2 = D1

2V
2
1 , D3

2V
2
3 = D2

3V
3
2 . The superfields (10) have the following

component structure in the sector of physical bosons [10]

W23 = u1
i φ

i(xA+) + 4iθα
2 θβ

3 Vαβ(xA+) + spinors and auxiliary fields ,

W̄ 12 = ūi
3φ̄i(xA−) + 4iθ̄1α̇θ̄2β̇V̄α̇β̇(xA−) + spinors and auxiliary fields

(11)

where xαα̇
A± = xαα̇

A ± 2iθα
2 θ̄2α̇.

The N = 3 supersymmetric Born-Infeld action [7] can be represented in the following
form:

SN=3
BI = S2 + SE,

SE =
1

32X2

∫
dζ(33

11)du (W̄ 12W23)
2Ê(A/X4), (12)

where

A =
1

210
(D1)2(D̄3)

2[D2αW12D
2
αW12D̄2α̇W̄ 23D̄α̇

2 W̄ 23]. (13)

The superfield function Ê(A) is defined as a solution of the equation [7]

Ê(a) =
4

a
[2t2(a) + 3t(a) + 1], t4 + t3 − 1

4
a = 0, t|a=0 = −1. (14)

The series expansion for the function Ê(a) starts with

Ê(a) = 1− a

4
+

3a2

16
+ . . . , (15)
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where the 1-st term corresponds to the 4-th order interaction S4

S4 =
1

32

∫
dζ(33

11)du
(W̄ 12W23)

2

X2
. (16)

The action (16) produces the first nontrivial term of the BI interaction (2) (after elimi-
nation of auxiliary fields)

1

2

∫
d4x

F 2F̄ 2

X2
. (17)

The action (12) clearly violates the scale invariance since it depends on the dimensional
parameter X. As soon as we are going to construct a scale invariant generalization of
the action (12), we need another action which has no any dimensional constants but
reproducing the action (2) in the electromagnetic sector. The scale invariance of the
action (2) can be achieved by replacing the constant X with the combination of scalar
fields ∫

d4x
F 2nF̄ 2n

X4n−2
−→

∫
d4x

F 2nF̄ 2n

(φiφ̄i)4n−2
, n = 1, . . . ,∞. (18)

The scalar fields φi, φ̄i are the lowest components of the strength superfields (11). Note
that similar dependence on the scalar fields was pointed out in [11] for the 4-th order term
in the low-energy effective action of N = 4 SYM model.

The main idea of our further considerations is to replace the constant X in the N = 3
BI action (12) by some combination of superfields with the same dimension. Moreover,
in components, such action should reproduce the terms (18). The suitable superfield
expression is

W̄ IJWIJ = W̄ 12W12 + W̄ 23W23 + W̄ 13W13 . (19)

Indeed, the component expansion of this superfield starts with the scalars (see [10] for
details)

W̄ IJWIJ |θ=θ̄=0 = φiφ̄i . (20)

However, the expression (19) cannot be naively inserted into the integral in (16) in place
of the constant X. The point is that the superfield (W̄ IJWIJ) is not analytic since the
superfield strengths W̄ 23, W̄ 13,W12,W13 are not analytic, while the integration in (16)
goes over the analytic superspace. Therefore we have to rewrite the action (16) in full
N = 3 HSS and then to insert W̄ IJWIJ into the integral.

The action (16) in the full N = 3 HSS is written as

S4 =
1

32

∫
d4xd12θdu

1

X2

[
(D̄1)

2

4¤ (W23)
2

] [
(D3)2

4¤ (W̄ 12)2

]
. (21)

To check that the actions (16) and (21) are actually identical to each other, one should
express the integration measure of the full N = 3 superspace through the analytic one
d4xd12θ = dζ(33

11)
1
4
(D1)2 1

4
(D̄3)

2 , and then apply the anticommutation relations between
spinor derivatives. Replacing the constant X by the superfield W̄ IJWIJ in (21), we arrive
at the action

Sscale−inv
4 = α

∫
d4xd12θdu

1

(W̄ IJWIJ)2

[
(D̄1)

2

4¤ (W23)
2

] [
(D3)2

4¤ (W̄ 12)2

]
, (22)
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where α is some dimensionless constant which will be specified further. Since the action
(22) includes no any dimensional parameters, it is scale invariant. It can be checked to
be γ5-invariant as well.

What about the higher terms of BI action, they can be described by the action

Sscale−inv
G =

∫
d4xd12θdu

(D2)2(D̄2)
2(W̄ IJWIJ)2

(W̄ IJWIJ)4
G

(
A

(W̄ IJWIJ)4

)
, (23)

where A is defined in eq. (13) and G is some function which can be represented as a series

G(a) =
∞∑

n=0

βnan (24)

with some coefficients βn. The action (23) is a scale invariant generalization of eq. (12)
in the sense that it reproduces in components all terms in the scale invariant BI action,
starting from F 8/φ12, with definite coefficients which can be fixed by choosing βn in the
appropriate way. Therefore, this action, taken in a sum with the quadratic S2 (2) and
quartic Sscale−inv

4 (22) actions, can generate the scale invariant BI action in the bosonic
sector

Sscale−inv
BI = S2 + Sscale−inv

4 + Sscale−inv
G (25)

But the coefficients α, βn in (22,23) remain unspecified so far. Obviously, they should
be fixed by the requirement that the action (25), after passing to the component form,
must reproduce the action (2) with the corresponding coefficients at each order. For this
purpose we substitute the prepotentials and the superfield strengths in the forms (6) and
(11) (but without the spinors) into the action (25). As a result, after the integration over
Grassmann and harmonic variables and careful elimination of auxiliary fields with the
help of its effective equations of motion, we find

Sscale−inv
BI =

∫
d4x

[
−1

2
(F 2 + F̄ 2) +

1

2

F 2F̄ 2

(φiφ̄i)2
− 1

4

F 2F̄ 2(F 2 + F̄ 2)

(φiφ̄i)4

+
1

8

F 2F̄ 2(3F 2F̄ 2 + F 4 + F̄ 4)

(φiφ̄i)6
+ . . .

]
, (26)

on condition that α = 15
32

, β0 = − 1
15·215 . Note that all higher coefficients βn, n > 0, can

also be uniquely fixed by the comparison of the component structure of the actions (25)
and (2) at higher orders.

It should be noticed that the action (25) is by no means the unique superfield expres-
sion capable to reproduce the corresponding terms of the BI action in the bosonic limit.
There is a freedom in distributing the Grassmann derivatives among different factors in
eq. (23). As we suppose, this freedom can be compensated by the proper choice of func-
tion G(a). Here we consider just an example of such an action which is most convenient
for studying the component structure. Note that a similar situation was observed in the
construction of N = 2 generalization of BI action [5, 6], when different superfield struc-
tures reproduce the identical component expressions in the bosonic sector. However, it
was pointed out in [6] that this ambiguity can be resolved by applying the selfduality con-
dition of a supersymmetrized BI action. Therefore it would be very interesting to study
the selfduality of N = 3 SYM and BI models in order to clarify further the question of
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unique construction of higher order terms in the BI action and possibly in the low-energy
effective action in SYM model.

To summarize, in this work we demonstrate that the N = 3 BI action, proposed before
in the work [7], can be brought to a scale invariant form by replacing the dimensional
constant X with the combination of superfield strength (19). The resulting action is
written in the form (25). This action reproduces in components all terms in BI action (2)
in the bosonic sector. These results were particularly published in [3].
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4 rue Alfred Kastler, BP 20722,

Nantes 44307, France
smilga@subatech.in2p3.fr

Abstract

We argue that the fundamental Theory of Everything is a conventional field
theory defined in the flat multidimensional bulk. Our Universe should be obtained as
a 3-brane classical solution in this theory. The renormalizability of the fundamental
theory implies that it involves higher derivatives (HD). It should be supersymmetric
(otherwise one cannot get rid of the huge induced cosmological term) and probably
conformal (otherwise one can hardly cope with the problem of ghosts) . We present
arguments that in conformal HD theories the ghosts (which are inherent for HD
theories) might be not so malignant. In particular, we present a nontrivial QM HD
model where ghosts are absent and the spectrum has a well defined ground state.

The requirement of superconformal invariance restricts the dimension of the
bulk to be D ≤ 6. We suggest that the TOE lives in six dimensions and enjoys the
maximum N = (2, 0) superconformal symmetry. Unfortunately, no renormalizable
field theory with this symmetry is presently known. We construct and discuss an
N = (1, 0) 6D supersymmetric gauge theory with four derivatives in the action.
This theory involves a dimensionless coupling constant and is renormalizable. At
the tree level, the theory enjoys conformal symmetry, but the latter is broken by
quantum anomaly. The sign of the β function corresponds to the Landau zero
situation.

1 Motivation

Arguably, the most burning unresolved problem of modern theoretical physics is the ab-
sense of a satisfactory quantum theory of gravity. The main obstacle here is the geometric
nature of gravity. Time is intertwined there with spatial coordinates and the notion of
universal flat time is absent. As a result, in constrast to conventional field theory, one
cannot write the (functional) Schrödinger equation, define the Hilbert space with unitary
evolution operator, etc.

As a matter of fact, Einstein gravity (and any other theory where the metric is con-
sidered as a fundamental dynamic variable) has problems also at the classical level. The

∗On leave of absence from ITEP, Moscow, Russia
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equations of motion cannot be always formulated as Cauchy problem. This leads to
breaking of causality for some exotic configurations like Gödel universes or wormholes [1].

Even though these configurations are not realized in our world at the macroscopic
level, their existence presents conceptual difficulties.

The modern paradigm is that the fundamental Theory of Everything is a form of string
theory. If this is true, gravity has the status of effective theory and one is not allowed to
blame it for inconsistencies. But string theory also does not provide a satisfactory answer
to all these troubling questions. Actually, they cannot even be posed there: we understand
more or less well what string theory is only at the perturbative level (and even there we
are not sure yet whether technical difficulties preventing one now to perform calculation of
string amplitudes beyond two loops can be efficiently resolved), while its non-perturbative
formulation is simply absent.

This has led us to suggest [2] that the TOE is a field theory living in flat higher-
dimensional space. This higher-dimensional theory should involve 3-brane classical solu-
tions, which might be associated with our Universe in the spirit of [3]. The gravity is
induced there as an effective theory living on the brane. One can imagine a thin soap
bubble. Its effective hamiltonian is

Heff = σ

∫ √
g d2x , (1.1)

where σ is the surface tension. The hamiltonian (1.1) is geometric, but the fundamental
theory of soap is not: it is formulated in flat 3D space and does not know anything about
the metric, etc. Of course, the analogy is not exact because the effective hamiltonian (1.1)
does not have an Einstein form but looks rather as a cosmological term. The Einstein term
and also the terms involving higher powers of curvature appear as corrections, however.
In the observable world, the cosmological term is either zero or very small and one should
think of a mechanism to get rid of it. One could succeed in that (if any) only if the
fundamental theory is supersymmetric. Indeed, only supersymmetry can provide for the
exact calcellation of quantum corrections to the energy density of the brane solution.

If we want the fundamental higher-dimensional theory to be renormalizable, the canon-
ical dimension of the lagrangian should be greater than 4, i.e. it should involve higher
derivatives. HD theories are known to have a problem of ghosts, which in many cases
break unitarity and/or causality of the theory [4] 1. However, a model study performed in
Refs. [2, 5] indicates that in some cases, namely, when the theory enjoys exact conformal
invariance, the ghosts are not so malignant, a well defined ground state (the vacuum)
might exist and the theory might enjoy a unitary S-matrix.

We conclude that the TOE should be superconformal theory. This restricts the number
of dimensions D in the flat space-time where the theory is formulated by D ≤ 6. Indeed, all
superconformal algebras involving the super-Poincare algebra as a subalgebra are classified
[6]. Their highest possible dimension is six, which allows for the minimal conformal
superagebra (1,0) and the extended chiral conformal superalgebra (2,0).

Our hypothesis is that the TOE lives in six dimensions and enjoys the highest possible
supersymmetry (2,0).

Unfortunately, no field theory with this symmetry group is actually known now. The
corresponding lagrangian is not constructed, and only indirect results concerning scaling

1Physically, a ghost–ridden theory is simply a theory where the spectrum has no bottom and one
cannot define what vacuum is.
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behavior of certain operators have been obtained so far [7]. In [8], we derived (using the
formalism of harmonic superspace (HSS) [9]) the lagrangian for the 6D gauge theory with
unextended (1, 0) superconformal symmetry. This theory is conformal at the classical
level and renormalizable. However, it is not finite: the β function does not vanish there
and conformal symmetry is broken at the quantum level by anomaly. In other words,
this theory cannot be regarded as a viable candidate for the TOE. Its study represents,
however, a necessary step before the problem of constructing and studying the (2, 0)
theory could be tackled.

In the next section, we explain in more details what are the ghosts, why (if not dealt
with) they make the theory sick, and also present a special QM HD model where the
ghosts are tamed. In sect. 3 we derive the lagrangian of our superconformal 6D theory
and calculate its beta function. The last section is devoted, as usual, to conclusions and
speculations.

2 Ghost-free QM higher derivative model.

To understand the nature of ghosts, one does not need to study field theories. It is clearly
seen in toy models with finite number of degrees of freedom. Consider e.g. the lagrangian

L =
1

2
q̈2 − Ω4

2
q2 . (2.1)

It is straightforward to see that four independent solutions to the corresponding classical
equations of motion are q1,2(t) = e±iΩt, q3(t) = e−Ωt and q4(t) = eΩt. The exponentially
rising solution q4(t) displays instability of the classical vacuum q = 0. The quantum

hamiltonian of such a system is not hermitian and the evolution operator e−iĤt is not
unitary.

This vacuum instability is characteristic for all massive HD field theories — the dis-
persive equation has complex solutions in this case for small enough momenta. But for
intrinsically massless (conformal) field theories the situation is different. Consider the
lagrangian

L =
1

2
(q̈ + Ω2q)2 − α

4
q4 − β

2
q2q̇2 . (2.2)

Its quadratic part can be obtained from the HD field theory lagrangian L = (1/2)φ¤2φ
involving massless scalar field, when restricting it on the modes with a definite momentum
~k (Ω2 = ~k2). If neglecting the nonlinear terms in (2.2), the solutions of the classical equa-
tions of motion q(t) ∼ e±iΩt and q(t) ∼ te±iΩt do not involve exponential instability, but
include only comparatively “benign” oscillatory solutions with linearly rising amplitude.

We showed in [2] that, when nonlinear terms in Eq.(2.2) are included, an island of
stability in the neighbourhood of the classical vacuum 2

q = q̇ = q̈ = q(3) = 0 (2.3)

2Usually, the term classical vacuum is reserved for the point in the configuration (or phase) space with
minimal energy. For HD theories and in particular for the theory (2.2) the classical energy functional is
not bounded from below and by “classical vacuum” we simply mean a stationary solution to the classical
equations of motion.
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exists in a certain range of the parameters α, β. In other words, when initial conditions
are chosen at the vicinity of this point, the classical trajectories q(t) do not grow, but
display a decent oscillatory behaviour. This island is surrounded by the sea of instability,
however. For generic initial conditions, the trajectories become singular: q(t) and its
derivatives reach infinity in a finite time.

Such a singular behaviour of classical trajectories often means trouble also in the
quantum case. A well-known example when it does is the problem of 3D motion in the
potential

V (r) = − γ

r2
. (2.4)

The classical trajectories where the particle falls to the centre (reaches the singularity
r = 0 in a finite time) are abundant. This occurs when l >

√
2mγ, where l is the classical

angular momentum. And it is also well known that, if mγ > 1/4, the quantum problem
is not very well defined: the eigenstates with arbitrary negative energies exist and the
hamiltonian does not have a ground state.

The bottomlessness of the quantum hamiltonian is not, however, a necessary corollary
of the fact that the classical problem involves singular trajectories. In the problem (2.4),
the latter are present for all positive γ, but the quantum ground state disappears only
when γ exceeds the boundary value 1/(4m).

Our main observation here is that the system (2.2) exhibits a similar behaviour. If both
α and β are nonnegative (and at least one of them is nonzero), the quantum hamiltonian
has a bottom and the quantum problem is perfectly well defined even though some classical
trajectories are singular.

2.1 Free theory

Before analyzing the full nonlinear system (2.2), let us study the dynamics of the truncated
system with the lagrangian L = (q̈+Ω2q)2/2. As was observed in [10], this system displays
a singular behavior. It is instructive to consider first the lagrangian

L =
1

2

[
q̈2 − (Ω2

1 + Ω2
2)q̇

2 + Ω2
1Ω

2
2q

2
]

(2.5)

and look what happens in the limit Ω1 → Ω2. When Ω1 > Ω2, the spectrum of the theory
(2.5) is

Enm =

(
n +

1

2

)
Ω1 −

(
m +

1

2

)
Ω2 (2.6)

with nonnegative integer n,m. On the other hand, when Ω1 = Ω2 = Ω, the spectrum is

En = nΩ (2.7)

with generic integer n. In both cases, the quantum hamiltonian has no ground state, but
in the limit of equal frequencies the number of degrees of freedom is apparently reduced
in a remarkable way: instead of two quantum numbers n,m (the presence of two quantum
numbers is natural — the phase space of the system (2.5) is 4–dimensional having two
pairs (p1,2, q1,2) of canonic variables), we are left with only one quantum number n.
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This deficiency of the number of eigenstates compared to natural expectations would
not surprise a mathematician. A generic 2× 2 matrix has two different eigenvectors. But

the Jordan cell

(
1 1
0 1

)
has only one eigenvector ∝

(
1
0

)
. The statement is therefore

that in the limit Ω1 = Ω2 our hamiltonian represents a kind of generalized Jordan cell.
Actually, the “lost” degrees of freedom reinstall themselves when taking into account

nontrivial time dynamics of the degenerate system (2.5) with Ω1 = Ω2. The situation is
rather similar to what has been unravelled back in the sixties when studying degenerate
systems displaying “nonexponential decay” behavior (see e.g. [11]). We will not discuss
here nonstationary problem and concentrate on the spectrum of this system.

To begin with, let us construct the canonical hamiltonian corresponding to the la-
grangian (2.5). This can be done using the general Ostrogradsky formalism [12] 3. For
a lagrangian like (2.5) involving q, q̇, and q̈, it consists in introducing the new variable
x = q̇ and writing the hamiltonian H(q, x; pq, px) in such a way that the classical Hamil-
ton equations of motion would coincide after excluding the variables x, px, pq with the
equations of motion

q(4) + (Ω2
1 + Ω2

2)q̈ + Ω2
1Ω

2
2q = 0 (2.8)

derived from the lagrangian (2.5). This hamiltonian has the following form

H = pqx +
p2

x

2
+

(Ω2
1 + Ω2

2)x
2

2
− Ω2

1Ω
2
2q

2

2
. (2.9)

For example, the equation ∂H/∂pq = q̇ gives the constraint x = q̇ , etc.
When Ω1 6= Ω2, the quadratic hamiltonian (2.9) can be diagonalized by a certain

canonical transformation x, q, px, pq → a1,2, a
∗
1,2 [10, 5]. We obtain

H = Ω1a
∗
1a1 − Ω2a

∗
2a2 . (2.10)

The classical dynamics of this hamiltonian is simply a1 ∝ e−iΩ1t, a2 ∝ eiΩ2t. Its quanti-
zation gives the spectrum (2.6). The negative sign of the second term in (2.10) implies
the negative sign of the corresponding kinetic term, which is usually interpreted as the
presence of the ghost states (the states with negative norm) in the spectrum. We prefer
to keep the norm positive definite, with the creation and annihilation operators a1,2, a

†
1,2

(that correspond to the classical variables a1,2, a
∗
1,2) satisfying the usual commutation re-

lations [a1, a
†
1] = [a2, a

†
2] = 1 . However, irrespectively of whether the metric is kept

positive definite or not and the world “ghost” is used or not, the spectrum (2.6) does not
have a ground state and, though the spectral problem for the free hamiltonian (2.10) is
perfectly well defined, the absence of the ground state leads to a trouble, the falling to
the centre phenomenon when switching on the interactions. 4

We are interested, however, not in the system (2.5) as such, but rather in this system
in the limit Ω1 = Ω2. As was mentioned, this limit is singular. The best way to see what
happens is to write down the explicit expressions for the wave functions of the states (2.6)

3See e.g. [13] for its detailed pedagogical description.
4A characteristic feature of this phenomenon is that some classical trajectories reach singularity in a

finite time while the quantum spectrum involves a continuum of states with arbitrary low energies [14]. In
our case, the “centre” is not a particular point in the configuration (phase) space but rather its boundary
at infinity, but the physics is basically the same.
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and explore their behaviour in the equal frequency limit. This can be done by substituting
the operators −i∂/∂x, −i∂/∂q for px and pq in Eq. (2.9) and searching for the solutions
of the Schrödinger equation in the form

Ψ(q, x) = e−iΩ1Ω2qx exp

{
−∆

2

(
x2 + Ω1Ω2q

2
)}

φ(q, x) , (2.11)

where ∆ = Ω1 − Ω2. Then the operator acting on φ(q, x) is

H̃ = −1

2

∂2

∂x2
+ (∆x + iΩ1Ω2q)

∂

∂x
− ix

∂

∂q
+

∆

2
. (2.12)

It is convenient to introduce

z = Ω1q + ix , u = Ω2q − ix , (2.13)

after which the operator (2.12) acquires the form

H̃(z, u) =
1

2

(
∂

∂z
− ∂

∂u

)2

+ Ω1u
∂

∂u
− Ω2z

∂

∂z
+

∆

2
. (2.14)

The holomorphicity of H̃(z, u) means that its eigenstates are holomorphic functions
φ(z, u). An obvious eigenfunction with the eigenvalue ∆/2 is φ(z, u) = const. Further,
if assuming φ to be the function of only one holomorphic variable u or z, the equation
H̃φ = Eφ acquires the same form as for the equation for the preexponential factor in the
standard oscillator problem. Its solutions are Hermit polynomials,

φn(u) = Hn(i
√

Ω1u) ≡ H+
n , En =

∆

2
+ nΩ1 ,

φm(z) = Hm(
√

Ω2z) ≡ H−
m, Em =

∆

2
−mΩ2 . (2.15)

The solutions (2.15) correspond to excitations of only one of the oscillators while
another one is in its ground state. For sure, there are also the states where both oscillators
are excited. One can be directly convinced that the functions

φnm(u, z) =
m∑

k=0

(
i∆

4
√

Ω1Ω2

)k
(n−m + k + 1)!

(m− k)!k!
H+

n−m+kH
−
k , m ≤ n ,

φnm(u, z) =
n∑

k=0

(
i∆

4
√

Ω1Ω2

)k
(m− n + k + 1)!

(n− k)!k!
H+

k H−
m−n+k, m > n

(2.16)

are the eigenfunctions of the operator (2.14) with the eigenvalues (2.6). Multiplying the
polynomials (2.16) by the exponential factors as distated by Eq.(2.11), we arrive at the
normalizable wave functions of the hamiltonian (2.9).

We are ready now to see what happens in the limit Ω1 → Ω2 (∆ → 0). Two important
observations are in order.

• The second exponential factor in (2.11) disappears and the wave functions cease to
be normalizable.
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• We see that in the limit ∆ → 0, only the first terms survive in the sums (2.16) and
we obtain

lim
∆→0

φnm ∼ H+
n−m , m ≤ n

lim
∆→0

φnm ∼ H−
m−n , m > n . (2.17)

In other words, the wave functions depend only on the difference n −m, which is
the only relevant quantum number in the limit Ω1 = Ω2.

As this phenomenon is rather unusual and very important for us, let us spend few more
words to clarify it. Suppose Ω1 is very close to Ω2, but still not equal. Then the spectrum
includes the sets of nearly degenerate states. For example, the states Ψ00, Ψ11, Ψ22, etc
have the energies ∆/2, 3∆/2, 5∆/2, etc, which are very close. In the limit ∆ → 0, the
energy of all these states coincides, but rather than having an infinite number of degenerate
states, we have only one state: the wave functions Ψ00, Ψ11, Ψ22, etc simply coincide in

this limit by the same token as the eigenvectors of the matrix

(
1 1
∆ 1

)
coincide in the

limit ∆ → 0.

2.2 Interacting theory.

When Ω1 = Ω2, u = z̄ and the operator (2.14) acquires the form

H̃(z, z̄) =
1

2

(
∂

∂z̄
− ∂

∂z

)2

+ Ω

(
z̄

∂

∂z̄
− z

∂

∂z

)
. (2.18)

Its spectrum is bottomless. Let us deform (2.18) by adding there the quartic term αz2z̄2

with positive α. Note first of all that it cannot be treated as a perturbation, however
small α is: the wave functions are not normalizable and the matrix elements of αz2z̄2

diverge. But one can use the variational approach. Let us take the Ansatz

|var〉 = zne−Azz̄ , (2.19)

where A, n are the variational parameters. The matrix element of the unperturbed
quadratic hamiltonian (2.18) over the state (2.19) is

〈var|H̃|var〉 =
A(n + 1)

2
− Ωn . (2.20)

Obviously, by choosing n large enough and A small enough, one can make it as close to
−∞ as one wishes. The bottom is absent and one cannot reach it. For the deformed
hamiltonian, the situation is different, however. We have

Evar(n,A) = 〈var|H̃ + αz2z̄2|var〉 =
A(n + 1)

2
− Ωn +

α(n + 1)(n + 2)

4A2
. (2.21)

This function has a global minimum. It is reached when

A− Ω− α

4A2
= 0 (2.22)
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and n = A3/α− 2.
For small α ¿ Ω3,

A ≈ Ω, n ≈ Ω3

α
, and Evar ≈ −Ω4

4α
. (2.23)

The smaller is α, the lower is the variational estimate for the ground state energy and the
ground state energy itself. In the limit α → 0, the spectrum becomes bottomless. But
for a finite α, the bottom exists. Note that in the interacting system, the spectrum is
completely rearranged compared to the HD oscillator studied above and there is no reason
to expect the peculiar Jordan-like degeneracy anymore. The eigenstates are conventional
normalized functions and the solution of the time-dependent Schrödinger equation has
the standard form.

Bearing in mind that z = Ωq + ix = Ωq + iq̇, the deformation αz2z̄2 amounts to a
particular combination of the terms ∼ q4, ∼ q2q̇2, and ∼ q̇4 in the hamiltonian. For
the theory (2.2) with generic α, β, the algebra is somewhat more complicated, but the
conclusion is the same: in the case when the form αq4/4 + βq2x2/2 is positive definite,
the system has a ground state.

The requirement of positive definiteness of the deformation is necessary. In the oppo-
site case, choosing the Ansatz

|var〉 ∼ (Ωq + ix)n exp{−Aq2 −Bx2}

and playing with A,B, one can always make the matrix element 〈 var | deformation | var
〉 negative, which would add to the negative contribution −Ωn in the variational energy,
rather than compensate it. The bottom is absent in this case.

3 Superconformal 6D theory

We start with reminding some basic facts of life for spinors in SO(5, 1) (or rather Spin(5, 1)).
There are two different complex 4-component spinor representations, the (1, 0) spinors ψa

and the (0, 1) spinors ξa. In the familiar Spin(3, 1) case, there are also two different spinor
representations, which are transformed to each other under complex conjugation (on the
other hand, complex conjugation leaves an Euclidean 4D spinor in the same representa-
tion). An essential distinguishing feature of Spin(5, 1) is that complex conjugation does
not change the type of spinor represenation there (while it does for Euclidean 6D spinors,
Spin(6) ≡ SU(4)).

Indeed, one can show that the spinor

ψ̄a = −Ca
ȧψȧ, (3.1)

is transformed in the same way as ψa. We defined ψȧ = (ψa)∗ and introduced a symplectic
charge-conjugation matrix C satisfying

Ca
ȧC ȧ

b = −δa
b . (3.2)

The operation ¯ is the covariant conjugation. A somewhat unusual property ψ̄a = −ψa

holds.
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Bearing in mind, however, that ψa and ψ̄a belong to the same representation, it is
very convenient [15] to treat them on equal footing and introduce ψa

i=1,2 = (ψa, ψ̄a). The
relation

ψ̄a
i = ψai = εijψaj (3.3)

holds.
We choose the antisymmetric representation of the 6D Weyl matrices

(γM)ab = −(γM)ba γ̃ab
M = 1

2
εabcd(γM)cd (3.4)

where M = 0, 1, . . . , 5 and εabcd is the totally antisymmetric symbol. The basic relations
for these Weyl matrices are

(γM)ac(γ̃N)cb + (γN)ac(γ̃M)cb = −2δb
aηMN , (3.5)

εabcd = 1
2
(γM)ab(γM)cd, (3.6)

where ηMN is the metric of the 6D Minkowski space (η00 = −η11 = . . . = −η55 = 1) and
γM = ηMNγN .

The generators of the (1,0) spinor representation are SMN = −1
2
σMN , where

(σMN)b
a =

1

2
(γ̃MγN − γ̃NγM)b

a, σMN = σMN . (3.7)

Supersymmetric field theories are most naturally formulated in the framework of su-
perspace approach. The 6D superspace is more complicated than the 4-dimensional one.
A simple-minded 6D superspace involves, besides 6 bosonic coordinates, 8 fermionic coor-
dinates θa

i . However, one can effectively reduce the number of fermionic coordinates using
the harmonic superspace approach and working with Grassmann analytic superfields [9].
We are not able to dwell on this in details and refer the reader to our paper [8]. Here we
only present the results.

Let us remind first the form of the conventional quadratic in derivatives SYM action
in 6 dimensons. It involves the 6D gauge field AM , the gluino field ψa

i satisfying (3.3) and
the triplet of auxiliary fields Dik. The action reads

S =
1

f 2

∫
d6x Tr

{
−1

2
F 2

MN −
1

2
DikDik + iψkγM∇Mψk

}
, (3.8)

where f is the coupling constant of canonical dimension -1 and ∇M is the covariant
derivative.

If going down to four dimensions, one reproduces the action for N = 2 4D SYM
theory. AM gives the 4D gauge field Aµ and the adjoint scalar, ψa

i gives two 4D gluino
fields while the triplet of auxiliary fields can be decomposed into the real auxiliary field
D of the 4-dimensional N = 1 vector multiplet and the complex auxiliary field F of the
adjoint chiral multiplet.

The action of the HD 6D gauge theory was derived in [8]. The result is

S = − 1

g2

∫
d6x Tr

{(∇MFML

)2
+ iψjγM∇M(∇)2ψj +

1

2
(∇MDjk)

2

+DlkDkjD l
j − 2iDjk

(
ψjγM∇Mψk −∇MψjγMψk

)
+ (ψjγMψj)

2

+
1

2
∇MψiγMσNS[FNS, ψj]− 2∇MFMN ψjγNψj

}
. (3.9)
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The lagrangian has the canonical dimension 6 and the coupling constant g is dimensionless.
Let us discuss this result. Note first of all that the quadratic terms in the lagrangian

are obtained from (3.8) by adding the extra box operator (it enters with negative sign,
this makes the kinetic terms positive definite in Minkowski space). It is immediately seen
for the terms ∝ D2 and for the fermions. This is true also for the gauge part due to the
identity

Tr
{
(∇MFMN)2

}
= −1

2
Tr

{
FMN∇2FMN

}− 2iTr
{
F N

M FNSF SM
}

. (3.10)

The former auxiliary fields Dik become dynamical. They carry canonical dimension 2
and their kinetic term involves two derivatives. There is a cubic term ∝ D3. This
sector of the theory reminds the renormalizable theory (φ3)6. Gauge and fermion fields
have the habitual canonical dimensions [AM ] = 1, [ψ] = 3/2. Their kinetic terms involve,
correspondingly, 4 and 3 derivatives. The lagrangian involves also other interaction terms,
all of them having the canonical dimension 6.

It is instructive to evaluate the number of on–shell degrees of freedom for this la-
grangian. Consider first the gauge field. With the standard lagrangian ∝ Tr{F 2

MN}, a
six–dimensional gauge field AM has 4 on–shell d.o.f. for each color index. The simplest
way to see this is to note that A0 is not dynamical and we have to impose the Gauss law
constraint on the remaining 5 spatial variables. For the higher-derivative theory, however,
the presence of two extra derivatives doubles the number of d.o.f. and the correct counting
is 2 × 5 = 10 before imposing the Gauss law constraint and 10 − 1 = 9 after that. In
addition, there are 3 d.o.f. of the fields Dij and we have all together 12 bosonic d.o.f. for
each color index. The standard 6D Weyl fermion (with the lagrangian involving only one
derivative) has 4 on–shell degrees of freedom. In our case, we have 4 × 3 = 12 fermionic
d.o.f. due to the presence of three derivatives in the kinetic term. Not unexpectedly, the
numbers of bosonic and fermionic degrees of freedom on mass shell coincide.

3.1 Renormalization

The lagrangian (3.9) does not involve dimensional parameters and is scale–invariant. A
less trivial and rather remarkable fact is that the action is also invariant with respect
to special conformal transformations and the full superconformal group. This is true at
the classical level, but, unfortunately, conformal invariance of this theory is broken by
quantum effects. To see this, let us calculate (at the one–loop level) the β function of our
theory.

The simplest way to do this calculation is to evaluate 1–loop corrections to the struc-
tures ∼ (∂MD)2 and ∼ D3. The relevant Feynman graphs are depicted in Figs. 1, 2.

For perturbative calculations, we absorb the factor 1/g in the definition of the fields.
The relevant propagators are

〈AA
MAB

N〉 = −iηMNδAB

p4
,

〈ψjAψkB〉 = −iεjkδABpN γ̃N

p4
,

〈DA
ikDB

jl〉 = −iδAB

p2
(εijεkl + εilεkj) , (3.11)
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where A,B are color indices, AM = AA
M tA , etc. The vertices can be read out directly

from the lagrangian.

       a)                           b)                             c)

Figure 1: Graphs contributing to the renormalization of the kinetic term. Thin solid lines stand
for the particle D, thick solid lines for fermions, and dashed lines for gauge bosons.

a)                               b)                             c)

Figure 2: The same for the D3 vertex.

Consider first the graphs in Fig. 1. They involve logarithmic and quadratic diver-
gences. The individual quadratically divergent contributions in the Wilsonean effective
lagrangian are

∆Leff
1a = −9cV

2
Tr {D2

jk} I ,

∆Leff
1b =

cV

2
Tr {D2

jk} I ,

∆Leff
1c = 4cV Tr {D2

jk} I , (3.12)

where cV is the adjoint Casimir eigenvalue and

I =

∫ Λ d6pE

(2π)6p4
E

. (3.13)

We see that the quadratic divergences cancel out in the sum of the three graphs. The
logarithmic divergences in the 2-point graphs are

∆Leff
(2) = g2cV

(
−3

2
− 7

6
+ 2

)
Tr {(∂MDjk)

2}L = −2g2cV

3
Tr {(∂MDjk)

2}L , (3.14)

where

L =

∫ Λ

µ

d6pE

(2π)6p6
E

=
1

64π3
ln

Λ

µ
(3.15)

and three terms in the parentheses correspond to the contributions of the graphs in Fig.
1a,b,c.
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The 3-point graphs in Fig. 2 involve only logarithmic divergence. We obtain

∆Leff
(3) = g3cV

(
−9

2
− 3

2
+

32

3

)
Tr {DlkDkjDl

j}L =
14g3cV

3
Tr {DlkDkjDl

j}L . (3.16)

The full 1-loop effective lagrangian in the D sector is

Leff
D = −1

2
Tr {(∂MDjk)

2}
(

1 +
4g2cV

3
L

)
− gTr {DlkDkjDl

j}
(

1− 14g2cV

3
L

)
. (3.17)

Absorbing the renormalization factor of the kinetic term in the field redefinition, we
finally obtain

g(µ) = g0

(
1− 20g2

0cV

3
L

)
= g0

(
1− 5g2

0cV

48π3
ln

Λ

µ

)
(3.18)

for the effective charge renormalization.
The sign corresponds to the Landau zero situation, as in the conventional QED.

4 Discussion

Our study was motivated by the dream or rather by a sequence of dreams spelled out in
the Introduction. By the reasons outlined there

1. We believe that the TOE is a conventional field theory in multidimensional bulk.

2. We believe that our Universe represents a thin soap bubble — a classical 3-brane
solution in this theory.

3. If the theory claims to be truly fundamental, it should be renormalizable. For
D > 4, this means the presence of higher derivatives in the action.

4. We believe that for superconformal theories, a way to tackle the HD ghost trouble
exists.

5. We believe (but not so firmly, this is just the most attractive possibility) that the
TOE enjoys the maximum N = 2 superconformal symmetry in six dimensions.

Besides dreams, there are also some positive results. First, we constructed a QM HD
model where the problem of ghosts is resolved. Second, we constructed a nontrivial exam-
ple of renormalizable higher-dimensional supersymmetric gauge theory. It is 6D,N=(1, 0)
gauge theory with four derivatives in the action and dimensionless coupling constant.

Our theory enjoys superconformal invariance at the classical level, but, unfortunately,
the superconformal symmetry is anomalous in this case. As the result of this breaking,
in accord with the arguments of [2], the quantum theory suffers from ghosts which can
hardly be harmless.

Four-dimensional experience teaches us that though nonsupersymmetric, N = 1, and
N = 2 supersymmetric theories are anomalous, the maximum N = 4 supersymmetric
Yang-Mills theory is truly conformal — β function vanishes there. It is very natural
therefore to believe that unconstructed yet Holy Grail N = (2, 0) maximum superconfor-
mal 6D theory is free from anomaly.
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How can it look like ? The first idea coming to mind is to ape the 4D construction
and to couple the 6D gauge supermultiplet to 6D hypermultiplets. Adding this term
to (3.9) one might hope to obtain a theory which would enjoy extended superconformal
symmetry. Unfortunately, this program meets serious technical difficulties and it is not
clear at the moment whether it can be carried out.

The second possibility is that the N = (2, 0) theory does not involve at all the gauge
supermultiplet with the action (3.9), but depends on tensor rather than vector multiplets
[16, 7]. Unfortunately, to describe the tensor multiplet in the framework of HSS is not a
trivial task which is not solved yet. As a result, no microscopic lagrangian for interacting
(2,0) tensor multiplet is known today...

Finally, one cannot exclude a disapponting possibility that the (2,0) theory does not
have a lagrangian formulation whatsoever.

But the hope dies last !
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Schwinger-Dyson Equations, Ward
Identities and Quantum Corrections in

N = 1 Supersymmetric Electrodynamics,
Regularized by Higher Derivatives
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Moscow State University, Physical faculty,
Department of theoretical physics

119992, Moscow, Russia

Abstract

Using the Schwinger-Dyson equation and the Ward identities we calculate some
contributions to the two-point Green function of the gauge superfield in N=1 su-
persymmetric QED exactly to all orders. The other contributions are argued to
be zero, that agrees with the result of explicit calculations. Using these results we
discuss the anomaly puzzle in the considered theory.

1 Introduction

The supersymmetry essentially improves the ultraviolet behavior of a theory. Thanks
to that it is possible to suggest the form of the β-function exactly to all orders of the
perturbation theory even in theories with unextended supersymmetry. The form of the
exact β-function was proposed first in Ref. [1] from the investigation of the instanton
contributions structure. For N = 1 supersymmetric electrodynamics, which will be con-
sidered here, such β-function (that is called the exact Novikov, Shifman, Vainshtein and
Zakharov (NSVZ) β-function) is

β(α) =
α2

π

(
1− γ(α)

)
, (1)

where γ(α) is the anomalous dimension of the matter superfield.
Explicit calculations, made with the dimensional reduction [2], confirm this proposal,

but require a special choice of the subtraction scheme [3, 4]. Explicit calculations in two-
[5, 6], three- [7] and partially four-loop [8] approximations for the N = 1 supersymmetric
electrodynamics with the higher derivative regularization [9, 10] reveal that renormal-
ization of the operator WaC

abWb is exhausted at the one-loop and the Gell-Mann-Low
function (its definition can be found, say, in Ref. [11]) coincides with the exact NSVZ
β-function and has corrections in all orders of the perturbation theory.

Here we consider the problem how to extend results of these papers to all orders of
the perturbation theory [11, 12].
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2 N = 1 supersymmetric electrodynamics and its reg-

ularization by higher derivatives

The massless N = 1 supersymmetric electrodynamics with the higher derivatives term in
the superspace is described by the following action:

S =
1

4e2
Re

∫
d4x d2θ WaC

ab
(
1 +

∂2n

Λ2n

)
Wb +

1

4

∫
d4x d4θ

(
φ∗e2V φ + φ̃∗e−2V φ̃

)
. (2)

It is important to note, that in the Abelian case the superfield W a is gauge invariant,
so that action (2) will be also gauge invariant.

Quantization of model (2) can be made by the standard way. For this purpose it is
convenient to use the supergraphs technique, described in book [13] in details, and to fix
the gauge invariance by adding the following terms:

Sgf = − 1

64e2

∫
d4x d4θ

(
V D2D̄2

(
1 +

∂2n

Λ2n

)
V + V D̄2D2

(
1 +

∂2n

Λ2n

)
V

)
. (3)

(In this case a part of the action, quadratic in the superfield V , will have the simplest
form.) In the Abelian case, considered here, diagrams, containing ghost loops are absent.

It is well known, that adding of the higher derivative term does not remove divergences
in one-loop diagrams. In order to regularize them, it is necessary to insert the Pauli-Villars
determinants det PV (V, Mi) [14]. Then the generating functional can be written as

Z =

∫
DV Dφ Dφ̃

∏
i

(
det PV (V,Mi)

)ci

exp
(
i(Sren + Sgf + SS)

)
, (4)

where Sren is the renormalized action, the gauge fixing action is given by by Eq. (3) and
the coefficients ci satisfy conditions

∑
i

ci = 1;
∑

i

ciM
2
i = 0. (5)

Below we will assume, that Mi = aiΛ, where ai are some constants. Insertion of Pauli-
Villars determinants allows to cancel remaining divergences in all one-loop diagrams,
including diagrams, containing insertions of counterterms.

The terms with sources are written in the form

SS =

∫
d4x d4θ JV +

∫
d4x d2θ

(
j φ + j̃ φ̃

)
+

∫
d4x d2θ̄

(
j∗φ∗ + j̃∗φ̃∗

)
. (6)

In our notations the generating functional for the connected Green functions is written
as W = −i ln Z. The effective action Γ is obtained by making a Legendre transformation.

3 Schwinger-Dyson equation

From generating functional (4) it is possible to obtain [11] the Schwinger-Dyson equations,
which can be graphically written as

Γ
(2)
V = + (7)
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where Γ
(2)
V is a two-point Green function of the gauge field.

The double line denotes the exact propagator

(
δ2Γ

δφ∗xδφy

)−1

= −D2
xD̄

2
x

4∂2G
δ8
xy, (8)

in which the function G(q2) is defined by the two-point Green function as follows:

δ2Γ

δφ∗xδφy

=
D2

xD̄
2
x

16
G(∂2)δ8

xy, (9)

where δ8
xy ≡ δ4(x−y)δ4(θx−θy), and the lower indexes denote points, in which considered

expressions are taken.
The large circle denotes the effective vertex, which is written as [11]

δ3Γ

δVxδφyδφ∗z

∣∣∣∣
p=0

= ∂2Π1/2x

(
D̄2

xδ
8
xyD

2
xδ

8
xz

)
F (q2) +

+
1

32
qµG′(q2)D̄γµγ5Dx

(
D̄2

xδ
8
xyD

2
xδ

8
xz

)
+

1

8
D̄2

xδ
8
xyD

2
xδ

8
xz G(q2) (10)

due to the Ward identities. Here Π1/2 is a supersymmetric transversal projector and F (q2)
is a function, which can not be defined from the Ward identities.

Two adjacent circles are an effective vertex, consisting of 1PI diagrams, in which one
of the external lines is attached to the very left edge. Such vertexes are given by

1

4

δ

δφy

exp

(
2

i

δ

δJz

+ 2Vz

)
φz = −1

8
GD̄2

yδ
8
yz (11)

in the case of one external V -line (the vertex in the first diagram of Eq. (7)) and

1

4

δ

δVx

δ

δφy

exp

(
2

i

δ

δJz

+ 2Vz

)
φz

∣∣∣∣
p=0

= −2∂2Π1/2x

(
D̄2

xδ
8
xyδ

8
xz

)
F (q2) +

1

8
DaCabD̄

2
x ×

×
(
D̄2

xδ
8
xyD

b
xδ

8
xz

)
f(q2)− 1

16
qµG′(q2)D̄γµγ5Dx

(
D̄2

xδ
8
xyδ

8
xz

)
− 1

4
D̄2

xδ
8
xyδ

8
xz G(q2), (12)

in the case of two external V -lines (in the second diagram of Eq. (7)). Here f(q2) is one
more function, which can not be found from the Ward identity.

Our purpose will be calculation of the expression

d

d ln Λ
Γ

(2)
V

∣∣∣∣
p=0

, (13)

where p denotes the external momentum. In order to do this, the expressions for the
propagators and vertexes given above are substituted into the Schwinger-Dyson equations.
As a result some expressions for diagrams in Eq. (7) are obtained. The result [11] is
obtained exactly to all orders of the perturbation theory:

d

d ln Λ
Γ

(2)
V

∣∣∣∣
p=0

=
d

d ln Λ

∫
d4p

(2π)4

d4q

(2π)4
d4θ V ∂2Π1/2V

(
1

2q2

d

dq2
ln(q2G2)− 8f

q2G

)
−

−similar terms with the Pauli-Villars fields. (14)
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(The terms with the Pauli-Villars fields are given in Ref. [11].) We see, that the second
term in equation (14) contains the function f , which can not be found from the Ward
identity. (In the one-loop approximation this function is equal 0. It is nontrivial only
at two loops.) The terms, containing the unknown function F , are completely cancelled.
However, explicit three- [7] and four-loop [8] calculations show, that the term, containing
the unknown function f is equal to zero. Therefore, it is possible to propose, that the
following identity take place:

d

d ln Λ

∫
d4q

(2π)2

f(q2)

q2G(q2)
= 0, (15)

(Similar identity in the massive case is given in Ref. [11].) This identity was proved for
a special class of diagrams in Ref. [12]. The method, proposed in it, possibly can be
generalized for the other diagrams. (Actually this method is sometimes used in order to
give a graphical proof of the Ward identity.) Its essence is the following:

1 23

q

1 2

VV

+
qq + p

Figure 1: A typical combination of subdiagrams, which appears in the process of summa-
tion of Feynman diagrams.

We first consider subdiagrams, presented in Fig. 1 in the limit p → 0. Using a result
for their sum it is possible to remove vertexes with one attached external line of the field
V but with no attached internal V -lines in all diagrams. After this we carry one of the
external lines of the superfield V around the loop of the matter superfields until the point,
to which the other external line is attached, using some special identities. Then after some
involved calculations, described in Ref. [12], it is really possible to prove identity (15) for a
special class of Feynman diagrams. Nevertheless, the general case is not so far considered,
but the difficulties seems to be only technical.

Due to identity (15) and a similar identity for the massive case the integrals, defining
the two-point Green function of the gauge field, are reduced to integrals of total derivatives
in the four-dimensional spherical coordinates and can be easily calculated. As a result of
this calculation [11] we obtain the following:

1. The renormalization constant Z3 should be chosen so that

1

e2
Z3

(
e, Λ/µ

)
=

1

e2
− 1

4π2
ln

Λ

µ
, (16)

where µ is a normalization point. This means, that the divergences in the two-point
function of the gauge field exist only in the one-loop approximation.

2. The final expression for the corresponding part of the effective action (without the
gauge fixing terms) in the massless case can be written as

Γ
(2)
V =

∫
d4p

(2π)4
d2θ Wa(−p) CabWb(p)

[
1

4e2
+

1

16π2
ln

µ

p
− 1

16π2
ln(ZG) + const

]
. (17)
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According to this formula the Gell-Mann-Low function is written as

β(α) =
α2

π

(
1− γ(α)

)
, where γ ≡ ∂

∂ ln x
ln(ZG)

∣∣∣∣
x=1

, (18)

has corrections in all orders of the perturbation theory and coincides with the exact NSVZ
β-function.

Note, that with the higher derivative regularization the scheme, in which the exact
NSVZ β-function is obtained, is defined as follows: The renormalization of the operator
WaC

abWb is made without adding finite counterterms in two- and more loops. (There are
no divergencies in the corresponding Green function in that loops.) Finite counterterms,
which can be added for the renormalization of the two-point Green function of the matter
superfield, can be arbitrary.

4 Conclusion

Summation of Feynman diagrams, defining the two-point Green function of the gauge
field in the limit p → 0 in N = 1 supersymmetric electrodynamics, can be partially made
by Schwinger-Dyson equations and Ward identities. Diagrams, which can not be summed
by this way, are non-planar and give a nontrivial contribution starting from the three-loop
approximation. Calculation of their sum exactly to all orders of the perturbation theory
is possible, but appears to be rather complicated technically. A summation algorithm was
constructed in Ref. [12].

Note, that Eq. (15), which can be easily guessed from explicit calculations, is a new
identity, which is not reduced to the Ward identities. The results of Ref. [11] show, that
this identity is closely connected with relation (17) for the two-point Green functions, from
which the exact NSVZ β-function is obtained. Then there are some questions: What is
a true reason of this identity? Is it a consequence of some symmetry of the theory? Can
the obtained identity together with relation for the Green functions (17) be included in a
set of identities? So far we have no answers to these questions. It seems also interesting
to compare the results, presented here, with the results of Ref. [15], obtained by the
background field method.

Using identity (15) it is possible to prove, that the Gell-Mann-Low function coincides
with the exact NSVZ β-function. However, the renormalization of the operator WaC

abWb

is exhausted at the one-loop, in accordance with the structure of the anomaly supermul-
tiplet. This means, that the anomaly puzzle is naturally solved, if the higher derivatives
regularization is used for the calculations.
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5 TWISTORS, GEOMETRY AND ALGEBRAIC

ASPECTS OF SUPERSYMMETRY

An Analysis of N = 8 Supergravity in
Supertwistor Space
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Abstract

By analogy with N = 4 super Yang-Mills theory, the superspace constraint
equations for N = 8 supergravity are also solvable in a certain sector where the
spinorial curvatures vanish. This sector can naturally be interpreted as an anti-
self-dual part of N = 8 supergravity. As in the Yang-Mills case, we find that the
solvable part of these constraints arises from a Wess-Zumino-Witten (WZW) model
whose target space is some extended superspace.

1 Introduction

It is well known that N = 8 supergravity is closely related to the eleven-dimensional
supergravity (for the foundation of this theory, see [1]; for the superspace formulation of
it, see [2, 3]). It is shown by Howe [4] that the constraint equations for eleven-dimensional
supergravity can be expressed as a simple supertorsion constraint by use of the so-called
Weyl superspace. Dimensional reduction of this constraint leads to the N = 8 super-
gravity constraints. This is analogous to how one obtains the constraints of N = 4 super
Yang-Mills theory [5] by those of ten-dimensional super Yang-Mills theory [6] via dimen-
sional reduction. In [7], this analogous relation was utilized to investigate the geometrical
meaning of superstring theory. Following these lines, in this paper we attempt to solve
a subset of the constraint equations for N = 8 supergravity. Our strategy is similar to
the harmonic superspace approach which has been successful for N = 2 super Yang-Mills
theory [8] as well as for some supergravity theories [9, 10]. This paper can be consid-
ered as a natural extension of the previous work [11] on the maximally supersymmetric
Yang-Mills theory to a theory of gravity.
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2 Superspace constraints and dimensional reduction

It is known that the equations of motion for 10-dimensional super Yang-Mills theory are
equivalent to its superspace constraints by use of Bianchi identities [6, 7]. The constraints
can be expressed as a flatness condition, as we briefly review below. Ten-dimensional
superspace is described by the coordinates (xm, θα). The spinorial covariant derivative is
given by

Dα =
∂

∂θα
− iΓm

αβθβ ∂

∂xm
(1)

where Γm is a 10-dimensional gamma matrix (m = 1, 2, · · · , 10) and θα is the correspond-
ing spinor (α = 1, 2, · · · , 32). Gauged versions of the covariant derivatives are written
as

Dα = Dα + Aα , Dm =
∂

∂xm
+ Am (2)

by which we can define the following field strengths on the superspace

Fαβ = {Dα,Dβ}+ i2Γm
αβDm (3)

Fαm = [Dα,Dm] (4)

Fmn = [Dm,Dn]. (5)

The constraint equations are simply expressed as

Fαβ = 0. (6)

Under naive dimensional reduction, this constraint reduces to the superspace constraints
of N = 4 super Yang-Mills theory [5].

We would like to consider analogous constraint equations for 11-dimensional super-
gravity such that dimensional reduction to the N = 8 theory is transparent. It is shown
by Howe [4] that the equations of motion for 11-dimensional supergravity are described
by the following (super)torsion constraints

Tm
αβ = −i2 Γm

αβ (7)

where Γm is now a 11-dimensional gamma matrix (m = 1, 2, · · · , 11) and the torsion and
curvature are defined by

{Dα,Dβ} = TM
αβDM + Rmn

αβ Σmn. (8)

Here DM denote composite covariant derivatives DM = (Dm,Dα), while Σmn denotes the
Lorentz generator on 10-dimensional (vectorial) space. Gauge potentials relevant to DM

can be defined as
AM = eN

MDN + Ωmn
M Σmn. (9)

(Note that one can impose T γ
αβ = 0 by an analysis on the so-called Weyl superspace [4].)

Dimensional reduction of the constraint (7) can be carried out and we obtain

T µ j

AiḂ
= −i2 (−1)i(i−1)/2 δj

i σµ

AḂ
(10)

T µ
AiBj = T µ ij

ȦḂ
= 0 (11)

where µ = 1, 2, 3, 4 and σµ = (1,−σi) with σi being the Pauli matrices. Equations (10)
and (11) can be considered as the superspace constraints of N = 8 supergravity.
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3 A sector of vanishing spinorial curvature and self-

duality

Eleven-dimensional supergravity has three dynamical fields in x-space, i.e., the 11-bein
(graviton), the Rarita-Schwinger field (gravitino) and a totally antisymmetric tensor field
Xmnr [1]. In the superspace formulation [3], the torsions and curvatures are all described
by a single superfield Habcd which is defined by Habcd = ∂a ∧Xbcd (a, b, c, d = 1, 2, · · · , 11
are vectorial indices). In the previous section, we observe that there is a direct analogy
between Yang-Mills theory and general relativity in a subspace where those terms that
involve the Lorentz generator Σmn are negligible. This subspace can be identified with a
condition that a spinorial curvature Rmn

αβ vanishes in the definition (8). In terms of Habcd,
the spinorial curvature is expressed by

Rab
αβ =

1

6

[
(Γcd)αβHabcd +

1

3
(Γabcdef )αβHcdef

]
(12)

where Γa1a2···an = Γ[a1Γa2 · · ·Γan] are the antisymmetrized product of 11-dimensional
gamma matrices (up to normalization). Under dimensional reduction, the vanishing of
(12) leads to the relation

(γcd)αβHabcd = −1

2
εabcd (γ0γef )αβHcdef (13)

where γ’s are the usual 4-dimensional gamma matrices and γabcd = εabcdγ
0. Notice the

indices are now reduced to 1, 2, 3, 4. This relation can be further written as

Wab = −1

2
εabcd γ0W cd (14)

with an introduction of a matrix field Wab = γcdHabcd. The relation (14) can be seen
as an anti-self-dual condition for Wab. In this sense, the sector of vanishing Rab

αβ can
be considered as ‘anti-self-dual’ supergravity, although self-dual supergravity is generally
defined in a different manner (see, for example, [12]).

The vectorial curvature in 11-dimensions are defined by [3]

Rcd
ab = (Γcd)αβRαβ

ab (15)

Rab,γδ = DaTbγδ −DbTaγδ + DγTabδ + T ε
aγTbεδ − T ε

bγTaεγ (16)

T γ
aβ = − 1

36

[
(Γbcd)γ

βHabcd +
1

8
(Γabcde)

γ
βHbcde

]
(17)

Tabα = − i

42
(Γcd)β

αDβHabcd. (18)

Under dimensional reduction we find T γ
aβ = 0, using {γ0, γa} = 0. The vectorial curvature

then reduces to

Rcd
ab = DαDβ(γcdγef )αβHabef

= DαDβ(γcdWab)
αβ

= −i(γµ)αβ
∂

∂xµ
(γcdWab)

αβ (19)
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where we use {Dα, Dβ} = −i2(Γm)αβ
∂

∂xm to obtain the last line (with m → µ = 1, 2, 3, 4).
This reduction means that the vectorial (non-supersymmetric) curvature does have a
nontrivial value in the sector of our interest and that this sector is indeed physically
sensible.

4 A solution to the constraints of N = 8 ‘anti-self-

dual’ supergravity

Under the ‘anti-self-dual’ condition (14), the constraints of N = 8 supergravity (10), (11)
reduce to the following forms

{DAi,DBj} = {Di
Ȧ
,Dj

Ḃ
} = 0, (20)

{DAi,Dj

Ḃ
} = −i2 (−1)i(i−1)/2 δj

i DAḂ. (21)

In what follows, we will obtain a solution to these constraints. We introduce a complex
two-component spinor uA with scale invariance uA → λuA, with λ being a non-zero
complex variable. This spinor is closely related to the harmonic variables introduced in
the construction of harmonic superspace. In our case, since there is a scale invariance on
uA, the extended superspace corresponds to supertwistor space CP3|N . (In the case of
N = 4, it is known that this space is a supersymmetric Calabi-Yau manifold and one can
construct string theory on it.) Motivated by our previous work [11], we then introduce
the following additional derivative operators

D+
i = (−1)i(i−1)/2 uADAi , D−

i = −(−1)i(i−1)/2 ω̄ADAi (22)

where ω̄A is another two-component spinor that can be related to uA by ω̄A = KAȦūȦ

where ūȦ is a complex conjugate of uA, ūȦ = (uA)∗, and KAȦ is an arbitrary frame vector.
Note that we can express the constraints (20) and (21) as flatness conditions; FAiBj =

F ij

ȦḂ
= 0 and F j

AiḂ
= 0, respectively. Let D±

i , Di
Ȧ

be the gauged versions of spinorial

derivatives. In terms of these, the constraints can be written as F++
ij = F+−

ij = F−+
ij =

F−−
ij = 0, F ij

ȦḂ
= 0 and F± j

iḂ
= 0, or explicitly,

{D+
i ,D+

j } = {D+
i ,D−

j } = {D−
i ,D+

j } = {D−
i ,D−

j } = 0 (23)

{Di
Ȧ
,Dj

Ḃ
} = 0 (24)

{D+
i ,Dj

Ȧ
} = −i2(−1)i(i−1)/2 δj

i uADAȦ (25)

{D−
i ,Dj

Ȧ
} = i2(−1)i(i−1)/2 δj

i ω̄ADAȦ . (26)

The derivative operators on our extended superspace are expressed by D±
i , Di

Ȧ
, DAȦ =

σµ

AȦ
∂

∂xµ along with

D++ = uA ∂

∂ω̄A
, D−− = −ω̄A ∂

∂uA

D0 = uA ∂

∂uA
− ω̄A ∂

∂ω̄A
. (27)
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Commutation and anticommutation relations among these derivatives (or bases) are given
by

[D++, D+
i ] = 0 , [D++, D−

i ] = −D+
i , [D++, Di

Ȧ
] = 0

[D−−, D+
i ] = D−

i , [D−−, D−
i ] = 0 , [D−−, Di

Ȧ
] = 0

[D++, D0] = −2D++ , [D−−, D0] = 2D−− (28)

[D0, D+
i ] = D+

i , [D0, D−
i ] = −D−

i , [D0, Di
Ȧ
] = 0

{D+
i , D+

j } = {D+
i , D−

j } = {D−
i , D+

j } = {D−
i , D−

j } = 0

{Di
Ȧ
, Dj

Ḃ
} = 0

{D+
i , Dj

Ȧ
} = −i2(−1)i(i−1)/2 δj

i uADAȦ (29)

{D−
i , Dj

Ȧ
} = i2(−1)i(i−1)/2 δj

i ω̄ADAȦ .

The covariantization of anticommutators (29) are identical to the constraints in (23)-
(26). The extra gauge potentials A++, A−− do not involve in the anticommutators. The
commutators in (28) mean that it is necessary to make A±±, A0 vanish in order to satisfy
the constraints (23)-(26) in the extended superspace. These constraints are hard to solve
by themselves. Our strategy to solve these is to carry out ‘gauge transformaitons’ in the
extended superspace such that there are non-zero A±±.

Let us look at one of the constraints, {D+
i ,D+

j } = {D+
i + A+

i , D+
j + A+

j } = 0 with

A+
i = (−1)i(i−1)/2 uAAAi (AAi = eM

AiDM + Ωmn
Ai Σmn). Notice that A+

i can be expressed as
a pure gauge form, A+

i = −D+
i g g−1 such that {D+

i ,D+
j } = g{D+

i , D+
j }g−1 = 0, where

g(xµ, θAi, θ̄i
Ȧ
; uA, ω̄A) is some matrix, realizing gauge transformations on the extended

superspace. One can eliminate A+
i , using such a matrix. In doing so, the additional

potentials A±± are no longer zero, rather, in this new gauge we have

A′+
i = 0

A′−
i = g−1A−

i g + g−1D−
i g

A′i
Ȧ = g−1Ai

Ȧ
g + g−1Di

Ȧ
g (30)

A′++
= g−1D++g

A′−− = g−1D−−g

A′0 = g−1D0g.

Note that D0 is a charge operator, assigning +1 charge to uA and -1 charge to ω̄A. Since
this charge is to be preserved for any potentials under a ‘gauge transformation,’ we require

D0g =

(
uA ∂

∂uA
− ω̄A ∂

∂ω̄A

)
g = 0. (31)

This implies g(x, θ, θ̄; 〈uω̄〉), where 〈uω̄〉 is the inner product of spinors, 〈uω̄〉 = εABuAω̄B

= uAω̄A = ω̄AuA. The 〈uω̄〉 dependence may lead to (31), however, as one can easily
seen, this keep A′±± vanishing. We are looking for a solution of the constraints (23)-(26)
by executing a ‘gauge transformation’ in the extended supersupace such that we have
non-vanishing A′±±. This leads us to introduce the quantities

uAθi
A = ξi , ω̄Aθi

A = ξ̄i (i = 1, 2, · · · , 8) (32)
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We can parametrize g = g(x, θ, θ̄; ξi, ξ̄i) such that it is linear in ξi as well as in ξ̄i. This
parametrization naturally leads D0g = 0 and non-zero A′±± by use of D++ξ̄i = uA ∂

∂ω̄A ξ̄i =
ξi and D−−ξi = −ω̄A ∂

∂uA ξi = −ξ̄i.
For simplicity, let us write the gauge potentials without primes. In the new gauge,

A+
i = 0, the gauged versions of the anticommutation relations (29) become

D+
i A−

j = D+
j A−

i = 0 (33)

D−
i A−

j + DjA
−
i + {A−

i , A−
j } = 0 (34)

D+
i Aj

Ȧ
= −i2(−1)i(i−1)/2 δj

i u
AAAȦ (35)

D−
i Aj

Ȧ
+ Dj

Ȧ
A−

i + {A−
i , Aj

Ȧ
} = i2(−1)i(i−1)/2 δj

i ω̄
AAAȦ (36)

Di
Ȧ
Aj

Ḃ
+ Dj

Ḃ
Ai

Ȧ
+ {Ai

Ȧ
, Aj

Ḃ
} = 0 (37)

where we omit the trivial relation {D+
i , D+

j } = 0. The gauged versions of the commutation
relations (28) become

D++A−− −D−−A++ + [A++, A−−] = 0 (38)

D0A++ = 2A++ (39)

D0A−− = −2A−− (40)

D+
i A++ = 0 (41)

D±±Ai
Ȧ
−Di

Ȧ
A±± + [A±±, Ai

Ȧ
] = 0 (42)

D±±A−
i −D−

i A±± + [A±±, A−
i ] = 0 (43)

D+
i A−− = −A−

i (44)

D0A−
i = −A−

i (45)

D0Ai
Ȧ

= 0 (46)

where we also omit the trivial relation [D0, D+
i ] = 0. Equations (39) and (40) imply

that the group element g further has a dependence on ξiξ̄i, that is, it is parametrized
by g(x, θ, θ̄; ξiξ̄i) rather than g(x, θ, θ̄; ξi, ξ̄i). Parametrization of Ai

Ȧ
= Ai

Ȧ
(x, θ, θ̄; ξiξ̄i)

and AAi = AAi(x, θ, θ̄; ξiξ̄i) (A−
i = −(−1)i(i−1)/2ω̄AAAi) is also compatible with (45) and

(46). The expression of A′i
Ȧ in (30), however, includes the term g−1Di

Ȧ
g. Because of the

spinorial derivative Di
Ȧ

acting on g(x, θ, θ̄; ξiξ̄i), this term potentially change the degree of

homogeneity of ξ’s or ξ̄’s in A′i
Ȧ by the ‘gauge transformations’ in the extended superspace.

We then further impose
Di

Ȧ
g = 0 . (47)

Notice that we need to have DAi g 6= 0, since otherwise, A−
i =−D+

i A−−=−g−1D+
i D−−g =

g−1(D−−D+
i −D−

i )g vanishes and we will have a trivial solution. The chirality condition

(47) means that the xµ-dependence of g always comes in the form of yµ = xµ− iθAiσµ

AȦ
θ̄Ȧ

i .

This allows us to parametrize g as g(yµ, θ; ξiξ̄i).
Let us recapitulate the results we have obtained so far. In terms of g(yµ, θ; ξiξ̄i) we

parametrize the gauge potentials as

A++ = g−1D++g

A−− = g−1D−−g

A+
i = 0 (48)

381



A−
i = −D+

i A−− = −D+
i (g−1D−−g)

Ai
Ȧ

= g−1A(−g)i

Ȧg

where A(−g)i

Ȧ is defined in an ordinary superspace, i.e., A(−g)i

Ȧ = A(−g)i

Ȧ(x, θ, θ̄). The
gauged version of this, Ai

Ȧ
, is then parametrized as Ai

Ȧ
(x, θ, θ̄; ξiξ̄i) in general. In addition

to the above set of potentials, we also have AAȦ = AAȦ(x, θ, θ̄; u, ω̄). With the expressions
in (48), one can straightforwardly check the equations (33), (34), (38) and (42). As we
have seen, the relations (39), (40), (45) and (46) are imbedded in the parametrization
(48).

The rest of the constraint equations can be understood as follows. We consider the
equation (41) as an analyticity condition on A++. Following an idea of harmonic super-
space, we regard A++ as an unconstrained analytic function with which every potential
is to be expressed. With (38) and (41), it is easy to check one of the relations in (43)
involving D++ and A++. We may have D−

i A−− = 0 as a consequence of (41) and, with
this relation, the other equation in (43) involving D−−, A−− also holds. The equation
(38) can alternatively be considered as a defining equation for A−− in terms of A++ (or
an expansion of A++’s) as is first shown in [13]. The equation (44) then shows A−

i is
given by A++. The rest of the constraints can be considered similarly, namely, we re-
gard the equation (37) as a defining equation for Ai

Ȧ
and the equations (35), (36) as

that of AAȦ in terms of Ai
Ȧ
. Since Ai

Ȧ
can be given by a function of A++, all gauge

potentials (in extended superspace) are then expressed by A++ = g−1D++g, the uncon-
strained analytic (chiral) function of (yµ, θ; ξi, ξ̄i). The parametrization of g−1(yµ, θ; ξiξ̄i)
and D++g ≡ g++(yµ, θ; ξiξi) indicates that A++ depends on the combinations of both ξiξ̄i

and ξiξi. This implies that A++ contains antiholomorphic factor in terms of the spinors
(which is different from what happens in the Yang-Mills theory).

We end our discussion with the following few remarks. The equation (38) can be
used to determine a proper group element g. It is possible to obtain this equation as
an equation of motion for a gauged Wess-Zumino-Witten (WZW) action [11]. By use of
the Polyakov-Wiegman identity, this gauged WZW action becomes a WZW action whose
target space is our extended superspace CP3|8. As in the Yang-Mills case, we expect that
current correlators of this WZW model describes multigraviton tree level amplitudes. It
is also possible to interpret graviton amplitudes in the same manner as gluon amplitudes,
with an introduction of appropriate Chan-Paton factors [14]. In this context, the graviton
amplitudes can arise from the so-called super-ambitwistor space CP3|4 ×CP3|4.
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Abstract

After a brief review of p-adic numbers, adeles and their functions, we consider
real, p-adic and adelic superalgebras, superspaces and superanalyses.

1 Introduction

It is well known that supersymmetry (SUSY) relates basic properties between bosons and
fermions [1]. It plays very important role in construction of new fundamental models
of elementary particle physics beyond the Standard Model. In particular, SUSY plays a
significant role in construction of String/M-theory, which is currently the best candidate
for unification of all interactions and elementary constituents of matter.

Besides enormous success of SUSY, to our opinion it should be extended by the fol-
lowing adelic symmetry principle: a fundamental physical theory (like String/M-theory)
has to be invariant under some interchange of real and p-adic number fields. For the
first time, a similar principle was given by Volovich [2]. There are already some good
illustrative examples of adelic symmetry in adelic quantum mechanics [3], [4] and adelic
string product formulas [5], [6]. To extend SUSY by adelic symmetry it is natural first
to find p-adic analogs of standard SUSY (over real numbers) and then to unify results in
the adelic form, which takes real and all p-adic supersymmetries simultaneously and on
equal footing.

In addition to SUSY a strong motivation to consider p-adic and adelic superanalysis
comes also from the quest to formulate p-adic and adelic superstring theory (reviews of
an early period are in [6] and [5]). Some possibilities to construct p-adic superstring
amplitudes are considered in [7] (see also [8], [9], and [10]). It seems that to make further
progress towards formulation of p-adic and adelic superstring theory one has previously
to develop systematically the corresponding superalgebra and superanalysis.

A promising recent research in p-adic string theory has been mainly related to an
extension of adelic quantum mechanics [3], [11] (see also [12]) and p-adic path integrals to
string amplitudes [13] and quantum field theory [14]. Also an effective nonlinear p-adic
string theory (see, e.g. [5]) with an infinite number of space and time derivatives has
been recently of a great interest in the context of the tachyon condensation (for a recent
review, see [15]).

It is also worth mentioning successful formulation and development of p-adic and adelic
quantum cosmology (see [16] and references therein) which demonstrate discreteness of
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minisuperspace with the Planck length `0 as the elementary one. There are also many
other models in classical and quantum physics, as well as in some related fields of other
sciences, which use p-adic numbers and adeles (for a recent activity, see e.g. proceedings
of conferences in p-adic mathematical physics [17], [18]).

In the sequel of this article we briefly review basic properties of p-adic numbers, adeles
and their functions, and then consider p-adic and adelic superanalysis.

2 p-Adic numbers and adeles

We review here some introductory notions on p-adic numbers, their quadratic and alge-
braic extensions, and adeles. For further reading one can use [19], [6], [20] and [5].

Let us recall that a norm on Q is a map || · || : Q → R+ = {x ∈ R | x ≥ 0}
with the following properties: (i) ||x|| = 0 ↔ x = 0, (ii) ||x · y|| = ||x|| · ||y||, and
||x + y|| ≤ ||x|| + ||y|| for all x, y ∈ Q. In addition to the absolute value, for which
we use usual arithmetic notation | · |∞, one can introduce on Q a norm with respect
to each prime number p. Any rational number can be uniquely written as x = pν m

n
,

where p, m, n are mutually prime and ν ∈ Z. By definition p-adic norm (or, in other
words, p-adic absolute value) is |x|p = p−ν if x 6= 0 and |0|p = 0. One can verify that
| · |p satisfies all the above conditions and moreover one has strong triangle inequality, i.e.
|x + y|p ≤ max (|x|p, |y|p). Thus p-adic norms belong to the class of non-archimedean
(ultrametric) norms. According to the Ostrowski theorem any nontrivial norm on Q is
equivalent either to the | · |∞ or to one of the | · |p. One can easily show that |m|p ≤ 1 for
any m ∈ Z and any prime p. The p-adic norm is a measure of divisibility of the integer
m by prime p: the more divisible, the p-adic smaller. By Cauchy sequences of rational
numbers one can make completions of Q to obtain R ≡ Q∞ and the fields Qp of p-adic
numbers using norms | · |∞ and | · |p , respectively. The cardinality of Qp is the continuum
as that one of Q∞. p-Adic completion of Z gives the ring Zp = {x ∈ Qp| |x|p ≤ 1} of
p-adic integers. Denote by Up = {x ∈ Qp| |x|p = 1} multiplicative group of p-adic units.

Any p-adic number 0 6= x ∈ Qp has unique representation as the sum of a convergent
series of the form

x = pν (x0 + x1p + x2p
2 + · · ·+ xnp

n + · · ·), ν ∈ Z, xn ∈ {0, 1, · · · , p− 1}. (1)

It resembles expansion of a real number y = ± 10µ
∑−∞

k=0 bk10k, µ ∈ Z, bk ∈ {0, 1, · · · , 9},
but in a sense in the opposite way. If ν ≥ 0, then x ∈ Zp. When ν = 0 and x0 6= 0 one
has x ∈ Up. Any negative integer can be easily presented starting from the representation
for −1:

−1 = p− 1 + (p− 1)p + (p− 1)p2 + · · ·+ (p− 1)pn + · · · . (2)

By the analogy with the real case, one uses the norm | · |p to introduce p-adic metric
dp(x, y) = |x − y|p, which satisfies all necessary properties of metric with strong triangle
inequality in the non-archimedean (ultrametric) form: dp(x, y) ≤ max ( dp(x, z), dp(z, y) ).
We can regard dp(x, y) as a distance between p-adic numbers x and y. Using this (ul-
tra)metric, Qp becomes ultrametric space and one can investigate the corresponding
topology. Because of ultrametricity, the p-adic spaces have some exotic (from the real
point of view) properties and usual illustrative examples are: a) any point of the ball
Bµ(a) = {x ∈ Qp | |x − a|p ≤ pµ} can be taken as its center instead of a; b) any ball
can be regarded as a closed as well as an open set; c) two balls may not have partial
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intersection, i.e. they are disjoint sets or one of them is a subset of the other; and c) all
triangles are isosceles. Qp is zerodimensional and totally disconnected topological space.
Zp is compact and Qp is locally compact space.

Recall that the field C of complex numbers can be constructed as quadratic extension
of R by using formal solution x =

√−1 of the equation x2 + 1 = 0 and denoted by
C = R (

√−1). All elements of C have the form z = x +
√−1 y with x, y ∈ R. C is

algebraically closed, metrically complete field, and a two-dimensional vector space.
Algebraic extensions of Qp also exist and have more complex structure. Quadratic

extensions have the form Qp(
√

τ) with elements z = x +
√

τ y, where x, y, τ ∈ Qp and τ
is not square element of Qp. For p 6= 2 there are three inequivalent quadratic extensions
and one can take τ = ε, εp, p, where ε = p−1

√
1 ∈ Qp. When p = 2 there are seven

inequivalent quadratic extensions which may be characterized by τ = −1,±2,±3,±6.
Quadratic extensions are complete but not algebraically closed. For solutions of higher
order algebraic equations one has to introduce some new extensions. Algebraic closer of
Qp, denoted by Q̄p, is an infinite dimensional vector space over Qp which is not complete.
Completion of Q̄p gives Cp which is algebraically closed and metrically complete.

Real and p-adic numbers are continual extrapolations of rational numbers along all
possible notrivial and inequivalent metrics. To consider real and p-adic numbers simulta-
neously and on equal footing one uses concept of adeles. An adele x (see, e.g. [20]) is an
infinite sequence x = (x∞, x2, · · · , xp, · · ·), where x∞ ∈ R and xp ∈ Qp with the restriction
that for all but a finite set P of primes p one has xp ∈ Zp. Componentwise addition and
multiplication endow the ring structure to the set of all adeles A, which is the union of
restricted direct products in the following form:

A =
⋃
P
A(P), A(P) = R×

∏
p∈P
Qp ×

∏

p6∈P
Zp . (3)

A multiplicative group of ideles I is a subset of A with elements x = (x∞, x2, · · ·, xp,
· · ·), where x∞ ∈ R∗ = R \ {0} and xp ∈ Q∗p = Qp \ {0} with the restriction that for all
but a finite set P one has that xp ∈ Up. Thus the whole set of ideles is

I =
⋃
P
I(P), I(P) = R∗ ×

∏
p∈P
Q∗p ×

∏

p6∈P
Up . (4)

A principal adele (idele) is a sequence (x, x, · · · , x, · · ·) ∈ A, where x ∈ Q (x ∈ Q∗ =
Q \ {0}). Q and Q∗ are naturally embedded in A and I, respectively.

Let us define an ordering on the set P, which consists of all finite sets Pi of primes p,
by P1 ≺ P2 if P1 ⊂ P2. It is evident that A(P1) ⊂ A(P2) when P1 ≺ P2. Spaces A(P)
have natural Tikhonov topology and adelic topology in A is introduced by inductive
limit: A = lim indP∈PA(P). A basis of adelic topology is a collection of open sets of
the form W (P) = V∞ × ∏

p∈P Vp ×
∏

p6∈P Zp , where V∞ and Vp are open sets in R
and Qp, respectively. Note that adelic topology is finer than the corresponding Tikhonov
topology. A sequence of adeles a(n) ∈ A converges to an adele a ∈ A if i) it converges
to a componentwise and ii) if there exist a positive integer N and a set P such that
a(n), a ∈ A(P) when n ≥ N . In the analogous way, these assertions hold also for idelic
spaces I(P) and I. A and I are locally compact topological spaces.
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3 p-Adic and adelic analysis

R,Qp,C,Qp(
√

τ),Cp,A, I, and the higher p-adic algebraic extensions, form a large space
for realization of various mappings and the corresponding analyses. However only some
of them have been used in modern mathematical physics.Thus, in addition to the classical
real and complex analysis, the most important ones are related to the following mappings:
(i)Qp → Qp , (ii)A → A, (iii)Qp → C, , (iv)A → C, (v)Qp → Qp(

√
τ) and

(vi) Qp(
√

τ) → C. We will give now an information about the first two cases.
Case (i)Qp → Qp. All functions from the real analysis which are given by infinite

power series
∑

an xn, where an ∈ Q, can be regarded also as p-adic if we take x ∈ Qp.
Necessary and sufficient condition for the convergence is |an xn|p → 0 when n →∞. For
example, p-adic exponential function is

exp x =
+∞∑
n=0

xn

n!
, (5)

where the domain of convergence is |x|p < |2|p. We see that convergence is here bounded
inside pZp. Note that

|n!|p = p−
n−n′
p−1 , (6)

where n′ is the sum of digits in the expansion of n with respect to p, i.e. n = n0 + n1p +
· · · + nkp

k. An interesting class of functions which domain of convergence is Zp has the
form Fk(x) =

∑
n≥0 n!Pk(n)xn, where Pk(n) = nk + Ck−1n

k−1 + · · · + C0 is a polynomial
in n with Ci ∈ Z (for various properties of these functions, see [21]). Some functions can
be constructed by the method of interpolation, which is based on the fact that N is dense
in Zp.

In this case derivatives, antiderivatives and some definite integrals are well defined.
However there is a problem to construct the p-adic valued Lebesgue measure.

Case (ii)A → A. This case is an adelic collection of real and p-adic mappings which
enables to consider simultaneously and on equal footing real and all p-adic aspects of
a classical Lagrangian (and Hamiltonian) system. In such case parameters for a given
system should be treated as rational numbers. Equations of motion must have an adelic
solution, i. e. function and its argument must have the form of adeles.

In the last two cases, i. e. (v)Qp → Qp(
√

τ) and (vi) Qp(
√

τ) → C, p-adic quadratic
extensions are used for values of functions and as values of the argument, respectively. The
analysis for (v)Qp → Qp(

√
τ) is developed and used for a new type of non-archimedean

quantum mechanics (see, monograph [22] and references therein ). Let us also mention
that some mappings Qp(

√
τ) → Qp(

√
τ) have been used for investigation of classical

dynamical systems (see, book [25] and references therein)

4 p-Adic and adelic superalgebra and superspace

As a next step to superanalysis we are going to review here real and p-adic superalgebra
and superspace along approach introduced by Vladimirov and Volovich [23], [24] and
elaborated by Khrennikov [26] (see also [22]). Then, in the way initiated by Dragovich
[27], we shall generalize this approach to the adelic case.
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Let L(Qv) = L0(Qv) ⊕ L1(Qv) be Z2-graded vector space over Qv, (v = ∞, 2, · · ·,
p, · · ·), where elements a ∈ L0(Qv) and b ∈ L1(Qv) have even (p(a) = 0) and odd
(p(b) = 1) parities. Thus L0(Qv) and L1(Qv) are vector subspaces of different parity. Such
L(Qv) space becomes v-adic (i. e. real and p-adic) superalgebra, denoted by Λ(Qv) =
Λ0(Qv) ⊕ Λ1(Qv), if it is endowed by an associative algebra with unity and multiplication
with parity defined by p(ab) ≡ p(a) + p(b) (mod 2). Product of two elements of the same
(different) parity has even (add) parity.

Supercommutator is [a, b} = a b − (−1)p(a)p(b)b a. Superalgebra Λ(Qv) is called (su-
per)commutative if [a, b} = 0 for any a , b which are elements of Λ0(Qv) and Λ1(Qv).

To obtain a Banach space from the commutative superalgebra (CSA) one has to in-
troduce the corresponding norm

||fg||v ≤ ||f ||v ||g||v , f, g ∈ Λ(Qv), (7)

which is at the end related to the absolute value | · |∞ for the real case and to p-adic norms
| · |p for p-adic cases.

As illustrative examples of commutative superalgebras one can consider finite dimen-
sional v-adic Grassmann algebras G(Qv : η1, η2, · · · , ηk) which dimension is 2k and gener-
ators η1, η2, · · · , ηk satisfy anticommutative relations ηiηj + ηjηi = 0. These ηi ηj can be
realized as: 1) product of annihilation operators ai aj for fermions, 2) exterior product
dxi ∧ dxj, and 3) as product of some matrices. One can write

G(Qv : η1, · · · , ηk) = G0(Qv : η1, · · · , ηk) + G1(Qv : η1, · · · , ηk), (8)

where G0(Qv : η1, η2, · · · , ηk) and G1(Qv : η1, η2, · · · , ηk) contain sums of 2k−1 terms with
even and add number of algebra generators ηi, respectively. Note that the role of com-
muting and anticommuting coordinates will play these sums with even and add parity
and not the coefficients in expansion over products of ηi. Infinite dimensional Grassmann
algebra can be also used as CSA.

Let Λ(Qv) be a fixed commutative v-adic superalgebra. v-Adic superspace of dimen-
sion (n,m) over Λ(Qv) is

Qn,m
Λ(Qv) = Λn

0 (Qv) × Λm
1 (Qv) , (9)

where

Λn
0 (Qv) = Λ0(Qv)× · · · × Λ0(Qv)︸ ︷︷ ︸

n

, Λm
1 (Qv) = Λ1(Qv)× · · · × Λ1(Qv)︸ ︷︷ ︸

m

. (10)

This superspace is an extension of the standard v-adic space, which has now n commuting
and m anticommuting coordinates.

The points of the superspace Qn,m
Λ(Qv) are

X(v) = (X
(v)
1 , X

(v)
2 , · · · , X(v)

n , X
(v)
n+1, · · · , X(v)

n+m)

= (x
(v)
1 , x

(v)
2 , · · · , x(v)

n , θ
(v)
1 , · · · , θ(v)

m ) = (x(v), θ(v)), (11)

where coordinates x
(v)
1 , x

(v)
2 , · · · , x(v)

n are commuting, with p(x
(v)
i ) = 0, and θ

(v)
1 , θ

(v)
2 · · · , θ(v)

m

are anticommuting (Grassmann) ones, with p(θ
(v)
j ) = 1. Since the supercommutator

[X
(v)
i , X

(v)
j } = X

(v)
i X

(v)
j − (−1)p(X

(v)
i )p(X

(v)
j )X

(v)
j X

(v)
i = 0, the coordinates X

(v)
i , (i =

1, 2, · · · , n + m) are called supercommuting.
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A norm of X(v) can be defined as

||X(v)||v =

{ ∑n
i=1 ||x(∞)

i ||∞ +
∑m

j=1 ||θ(∞)
j ||∞, v = ∞,

max1≤i≤n, 1≤j≤m ( ||x(p)
i ||p , ||θ(p)

j ||p ), v = p ,
(12)

where ||X(p)||p , ||x(p)
i ||p and ||θ(p)

j ||p are non-archimedean norms. In the sequel, to de-
crease number of indices we often omit some of them when they are understood from the
context.

We can now turn to the adelic case of superalgebra and superspace. Let us start with
the corresponding Z2-graded vector space over A as

L(A) =
⋃
P

L(P) , L(P) = L(R)×
∏
p∈P

L(Qp)×
∏

p6∈P
L(Zp) , (13)

where L(Zp) = L0(Zp)⊕L1(Zp) is a graded space over the ring of p-adic integers Zp (and
P is a finite set of primes p). Graded vector space (13) becomes adelic superalgebra

Λ(A) =
⋃
P

Λ(P) , Λ(P) = Λ(R)×
∏
p∈P

Λ(Qp)×
∏

p6∈P
Λ(Zp) , (14)

by requiring that Λ(R) , Λ(Qp) , and Λ(Zp) = Λ0(Zp) ⊕ Λ1(Zp) are superalgebras. Adelic
supercommutator may be regarded as a collection of real and all p-adic supercommuta-
tors. Thus adelic superalgebra (14) is commutative. An example of commutative adelic
superalgebra is the following adelic Grassmann algebra:

G(A : η1, η2, · · · , ηk) =
⋃
P

G(P : η1, η2, · · · , ηk) (15)

G(P : η1, · · · , ηk) = G(R : η1, · · · , ηk)

×
∏
p∈P

G(Qp : η1, · · · , ηk)×
∏

p6∈P
G(Zp : η1, · · · , ηk). (16)

Banach commutative superalgebra for Λ(P) defined in (14) obtains by taking all
of Λ(Q∞), Λ(Qp), Λ(Zp) to be Banach spaces. The Λ(P) will have the correspond-
ing Tikhonov topology. Then the corresponding Banach adelic space is inductive limit
Λ(A) = lim indP∈P Λ(P), and in this way it gets an adelic topology.

Adelic superspace of dimension (n,m) has the form

An,m
Λ(A) =

⋃
P
An,m

Λ(A) (P) , An,m
Λ(A) (P) = Rn,m

Λ(R) ×
∏
p∈P
Qn,m

Λ(Qp) ×
∏

p6∈P
Zn,m

Λ(Zp) , (17)

where Zn,m
Λ(Zp) is (n,m)-dimensional p-adic superspace over Banach commutative superal-

gebra Λ(Zp).
Adelic superspace points X have the coordinate form X = (X(∞), X(2), · · · , X(p), · · ·),

where for all but a set P it has to be ||X(p)||p = max1≤i≤n, 1≤j≤m ( ||x(p)
i ||p , ||θ(p)

j ||p ) ≤ 1,

i. e. x
(p)
i ∈ Λ0(Zp) and θ

(p)
j ∈ Λ1(Zp).
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5 Elements of p-adic and adelic superanalysis

Superanalysis is related to a map from one superspace to the other. Since we have
formulated here many superspaces which are distinctly valued, therefore one can introduce
many kinds of mappings between them and one can get plenty of superanalyses. For
instance, one can consider the following cases: real −→ real, p-adic −→ p-adic, adelic −→
adelic, real −→ complex, p-adic −→ complex, and adelic −→ complex. In the sequel we
will restrict our consideration to the cases without complex-valued functions. In fact we
will investigate two types of maps:

Fv : Vv → V ′
v , ΦA : W (P) → W ′(P ′) , (18)

where Vv ⊂ Qn,m
Λ(Qv), V ′

v ⊂ Qn,m
Λ(Qv), and W (P) ⊂ An,m

Λ(A)(P), W ′(P ′) ⊂ An,m
Λ(A)(P ′).

Case Fv. The function Fv(X) is continuous in the point X ∈ Vv if

lim
||h||v→0

||Fv(X + h)− Fv||v = 0 , (19)

and it is continuous in Vv if (19) is satisfied for all X ∈ Vv. This function Fv is superdif-
ferentiable in X ∈ Vv if it can be presented as

Fv(X + h) = Fv(X) +
n+m∑
i=1

fi(X) hi + g(X, h) , (20)

where fi(X) ∈ V ′
v and ||g(X, h)||v ||h||−1

v → 0 when ||h||v → 0. Then fi(X) are called
partial derivatives of Fv in the point X with respect to Xi and denoted by

fi(X) =
∂Fv(X)

∂Xi

=
∂Fv(x, θ)

∂xi

, fn+j(X) =
∂Fv(X)

∂Xn+j

=
∂Fv(x, θ)

∂θj

, (21)

where i = 1, 2, · · · , n and j = 1, 2, · · · ,m. The superdifferential is

DFv(X) =
n+m∑
i=1

∂Fv(X)

∂Xi

hi. (22)

If Fv is an (n + m)-component function then partial derivatives form (n + m)× (n + m)
Jacobi matrix. The above introduced derivatives are known as the right ones. One can
also introduce the left derivatives by change fi(X) hi → hi fi(X) in (20). Higher order
derivatives can be introduced in the analogous way. Note that partial derivatives with
odd coordinates anticommute: ∂

∂θ i
∂
∂θ j

= − ∂
∂θ j

∂
∂θ i

. Since in this approach coordinates xi

and θj are composed of coefficients in commutative superalgebra Λ(Qv) there exist the
corresponding Cauchy-Riemann conditions (for details, see, [23]). Note that superdiffer-
entiability is closely related to the Frechèt differentiability in the Banach spaces.

The corresponding integral calculus is based on appropriately constructed differential
forms [24]. Integration over noncommuting variables employs the standard rules

∫
dθ = 0 ,

∫
θ dθ = 1 . (23)

When one of the commuting coordinates xi is the time and the others are spatial in
the superspace Qn,m

Λ(Qv), the functions are called superfields in supersymmetric physical
models.
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Various aspects of p-adic superanalysis have been considered in detail and many of
them can be found in the papers [28], [29], [30], [31], [32].

The corresponding adelic valued functions (superfields) ΦA must satisfy adelic struc-
ture, i.e. ΦA(X) = (F∞ (X(∞)), F2 (X(2)), · · · , Fp (X(p)), · · ·) with condition ||Fp||p ≤ 1
for all but a finite set of primes P . According to this adelic property and the above v-adic
superanalysis one obtains the corresponding adelic superanalysis.

6 Concluding remarks

In this article we have given a brief review of real and p-adic analysis and superanalysis
on the Banach commutative superalgebra. An introduction to adelic superanalysis is
also presented. As a next step we plan to consider p-adic and adelic superanalysis with
complex-valued superfields, as well as to develop adelic theory of supersymmetry and to
construct p-adic analogs and adelic models of superstring and M-theory.
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New Facts about Berezinians
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2 G. S. Sahakian Department of Theoretical Physics,
Yerevan State University,

A. Manoukian Street, 375049 Yerevan, Armenia
khudian, theodore.voronov@manchester.ac.uk

Tools of supermathematics have become an essential part of the mathematical bag-
gage of theoretical physics. On the other hand, still there are many important ques-
tions corresponding to statements well-known in the ordinary case, answers to which
are not at all clear in the supercase. Here we discuss some of these problems. We
consider deep relations that arise in the supercase between Berezinian (superdetermi-
nant) and exterior powers. In particular, this allows to give a new expression for the
Berezinian in terms of polynomial invariants of a matrix. Details see in our paper [3].
Recall the relations between traces and (ordinary) determinant. If A is a 2 × 2 matrix(

a b
c d

)
, det A = ad − bc = 1

2

(
(a + d)2 − (a2 + 2bc + d2)

)
= 1

2

(
Tr 2A− Tr A2

)
and

det(1 + Az) = 1 + zTr A + z2 det A. This is a commonplace. In general, if A is an n× n
matrix, then one can consider the following polynomial of degree n:

RA(z) = det(1 + Az) =
n∑

k=0

ck(A)zk , (1)

the characteristic polynomial of the matrix A. (For our purposes it is more convenient
to consider the above polynomial instead of det(A − z).) One can easily calculate the
coefficients of this polynomial by taking the derivative with respect to z. We arrive at
the relation:

d

dz
det(1 + Az) =

n∑

k=1

kck(A)zk−1 =

det(1 + Az)Tr
(
(1 + Az)−1A

)
=

n∑

k=0

ck(A)zk

∞∑

k=0

(−1)ksk+1z
k ,

where we denoted sk(A) = Tr Ak. This leads to recurrence relations expressing ck(A) in
terms of sk(A):

c0 = 1, c1 = s1, . . . , ck+1 =
1

k + 1
(s1ck − s2ck−1 + . . . + (−1)ksk+1), . . . (2)

In particular,

det A = cn(A) if A is an operator in an n-dimensional space, (3)

393



and it can be expressed via sk(A). These are standard facts in linear algebra. What about
a generalisation of the above formulae to the supercase? Let V be a p|q-dimensional su-
perspace. One can describe it in the following way. Let V0 ⊕ V1 be the direct sum
of p-dimensional and q-dimensional vector spaces. Let {ei} (i = 1, . . . , p) and {fα}
(α = 1, . . . , q) be bases in the spaces V0, V1, respectively. Consider linear combinations∑p

i=1 aiei +
∑q

α=1 bαfα where coefficients ai are even elements of some Grassmann alge-
bra Λ and bα are odd elements of this Grassmann algebra. Such linear combinations are
considered as points of the p|q-dimensional superspace V . Let A be an even linear op-

erator on this space. The (super)matrix of the operator A has the form

(
A00 A01

A10 A11

)
,

where A00, A11 are p × p and q × q matrices, respectively, with even entries taken from
the Grassmann algebra Λ, and A01, A10 are p × q and q × p matrices, respectively, with
odd entries from the Grassmann algebra Λ. Such a (super)matrix is called even. The
Berezinian (superdeterminant) of an even matrix A is given by the famous formula due
to F. A. Berezin (see [1]):

Ber A =
det

(
A00 − A01A

−1
11 A10

)

det A11

. (4)

Berezinian is a multiplicative function of matrices, Ber (AB) = Ber A ·Ber B. Hence Ber
is well-defined on operators. Berezinian is related with supertrace in the same way as the
ordinary determinant, with trace: for an even supermatrix D

Ber eD = eTr D . (5)

We denote the supertrace of a supermatrix by the same symbol as the trace of an ordinary
matrix. Recall that for an even supermatrix

Tr D = Tr

(
D00 D01

D10 D11

)
= Tr D00 − Tr D11 .

Instead of the characteristic polynomial 1 one has to consider the characteristic rational
function RA(z) = Ber (1 + Az). We note that the straightforward use of expression 4
for the analysis of the characteristic function leads to a confusion. Let us step back and
consider the geometrical meaning of coefficients ck(A) in formula 1 for the ordinary case.
Suppose that {ei} is an eigenbasis of a linear operator A on an n-dimensional space V :
Aei = λiei (i = 1, . . . , n). Then

RA(z) = det(1 + Az) =
n∏

i=1

(1 + λiz) =
n∑

k=0

( ∏
j1<j2<...<jk

λj1 . . . λjk

)
zk =

n∑

k=0

ck(A)zk .

Consider the basis consisting of wedge products {ej1 ∧ . . . ∧ ejk
} (1 ≤ j1 < j2 < . . . <

jk ≤ n) in the exterior power ∧kV . Then λj1 . . . λjk
is the eigenvalue corresponding to the

basis vector ej1 ∧ . . . ∧ ejk
. Hence we see that for the polynomial det(1 + Az),

ck(A) = Tr ∧k A,

where we denote by ∧kA the operator induced by A in the exterior power ∧kV . This
formula can be straightforwardly generalised to the supercase (see [4], [3]). Suppose that
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{ei, fα} is an eigenbasis of a linear operator A in a p|q-dimensional superspace V : Aei =
λiei, Afα = µαfα. Here {ei}, i = 1, . . . , p, are even eigenvectors and {fα}, α = 1, . . . , q,
are odd eigenvectors. Then

RA(z) = Ber (1 + Az) =
∞∑

k=0

ck(A)zk =

i=p,α=q∏
i=1,α=1

1 + λiz

1 + µαz
=

p∑
r=0

∞∑
s=0

( ∏
j1<j2<...<jr

λj1 . . . λjr

)
zr

( ∏

β1≤β2≤...≤βs

(−1)sµβ1µβ2 . . . µβs

)
zs . (6)

Consider the basis {ej1 ∧ . . . ∧ ejr ∧ fβ1 ∧ . . . ∧ fβs} (1 ≤ j1 < j2 < . . . < jk ≤ p, 1 ≤
β1 ≤ . . . ≤ βs ≤ q, r + s = k) in the exterior power ∧kV . Then λj1 . . . λjrµβ1 . . . µβs is the
eigenvalue corresponding to the basis vector ej1 ∧ . . . ∧ ejr ∧ fβ1 ∧ . . . ∧ fβs . Hence in the
same way as above the coefficients ck(A) of the expansion of the characteristic function
at zero give traces of the exterior powers:

RA(z) = Ber (1 + Az) =
∞∑

k=0

ck(A)zk, where ck(A) = Tr ∧k A (k = 0, 1, 2, . . .) . (7)

Relations 2 between ck(A) and sk(A) = Tr Ak remain the same as in the ordinary case
because of 5. The essential difference is that now RA(z) is a fraction, not a polynomial as
in 1; there are infinitely many terms ck(A) in the power expansion 7. Consider now the
expansion of the characteristic function RA(z) at infinity. It leads to traces of the exterior
powers of the inverse matrix. Indeed, Ber (1 + Az) = zp−qBer A ·Ber (1 + A−1z−1). From
7 it follows that

RA(z) = zp−qBer A · Ber (1 + A−1z−1) = zp−qBer A

∞∑

k=0

ck(A
−1)z−k =

∑

k≤p−q

(
Ber A · cp−q−k(A

−1)
)
zk =

∑

k≤p−q

c∗k(A)zk (8)

near infinity, where we have denoted by

c∗k(A) = Ber A · cp−q−k(A
−1) = Ber A · Tr ∧p−q−k A−1, (k = p− q, p− q − 1, . . .) . (9)

The coefficient c∗k(A) can be interpreted as the trace of the representation on the space
Ber V ⊗∧p−q−kV ∗. In the ordinary case when V is an n-dimensional vector space so that
p = n, q = 0, then both 7 and 8 are the same polynomial. Comparing them, we see that

ck(A) = Tr ∧k A = c∗k(A) = det A · Tr ∧n−k A−1 . (10)

This is a well-known identity between minors of the matrix A and its inverse A−1. In
particular, for k = n we arrive at 3. Relation 10 holds for any invertible operator A. This
is due to a canonical isomorphism existing in the ordinary case between the spaces ∧kV
and det V ⊗ ∧n−kV ∗ :

∧kV ≈ det V ⊗ ∧n−kV ∗ . (11)
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What happens in the supercase? Both expansions 7 and 8 are infinite series. Claim: the
coefficients of both series form recurrent sequences. Indeed, we see from 6 that the
function RA(z) is the ratio of two polynomials of degrees p and q, respectively:

RA(z) = Ber (1 + Az) =
P (z)

Q(z)
=

1 + a1z + a2z
2 + . . . + apz

p

1 + b1z + b2z2 + . . . + bqzq
. (12)

Comparing this fraction with the expansion of RA(z) around zero we arrive at the recur-
rence relations

ck+q + b1ck+q−1 + . . . + bqck = 0 (13)

satisfied for all k > p − q. Comparing the fraction in 12 with the expansion of RA(z)
around infinity we again arrive at recurrence relations:

c∗k + b1c
∗
k−1 + . . . + bqc

∗
k−q = 0

satisfied for all k < 0. We see that both sequences {ck(A)} and {c∗k(A)} satisfy the same
recurrence relations of order q. It is convenient to consider these sequences for all integer
k by setting ck = 0 for all k < 0 and c∗k = 0 for all k > p−q. Combine these two sequences
in one sequence by considering the differences:

γk = ck − c∗k .

The sequence {γk} satisfies the same recurrence relations for all integer k:

γk + b1γk−1 + . . . + bqγk−q = 0, for all k .

Note that in this formula the terms ck = Tr ∧k A and c∗k = Ber A · Tr p−q−kA−1 are
simultaneously non-zero only in a finite range where k = 0, 1, . . . , p − q. Otherwise
γk = ck − c∗k equals either ck(A) for k > p− q or −c∗k for k < 0. The condition that {γk}
is a recurrent sequence of order q can be rewritten in the following closed form:

det




γk . . . γk+q

. . . . . . . . .
γk+q . . . γk+2q


 = 0 for all k ∈ Z . (14)

Using relations 13 for ck only, one can reconstruct the function RA(z) and all rational
invariants of the matrix A, including Ber A, via the first p + q traces ck = Tr ∧k A
(k = 1, 2, . . . , p + q), by a recursive procedure. However, equation 14 for the differences
γk = ck− c∗k gives much more. Formula 14 stands in the supercase instead of the equality
10 holding in the ordinary case. This leads to highly non-trivial relations between exterior
powers ∧kV and Ber V ⊗∧p−q−kV ∗ instead of the canonical isomorphism 11. Formula 14
also gives a closed expression for Ber A in terms of traces. Indeed, it follows from 7–9
that

Ber A = Tr ∧p−q A− γp−q . (15)

(In the ordinary case q = 0, γp−q = 0 we arrive at 3.) Now, by considering relation 15
and identity 14 for k = p− q we arrive at the formula

Ber A =

det




cp−q(A) . . . cp(A)
. . . . . . . . .

cp(A) . . . cp+q(A)




det




cp−q+2(A) . . . cp+1(A)
. . . . . . . . .

cp+1(A) . . . cp+q(A)




. (16)
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Here as before we set ck = 0 for k < 0. For example, let A be an even operator in a
p|1-dimensional vector space. Then

Ber A =

det

(
cp−1(A) cp(A)
cp(A) cp+1(A)

)

cp+1(A)
= cp−1(A)− c2

p(A)

cp+1(A)
.

The rational expression in 16 is essentially different from the original formula 4, where the
numerator and denominator are not invariant functions of the matrix A. Compared to
it, the numerator and denominator of the fraction in formula 16 are invariant polynomi-
als. One can show that these invariant polynomials are the traces of the representations
corresponding to certain Young diagrams. Namely, the numerator in 16 is equal to the
trace of the action of the operator A on an invariant subspace in the space of tensors
V ⊗N corresponding to the rectangular Young diagram Dp,q+1 with p rows of length q + 1.
Respectively, the denominator in 16 is equal to the trace of the action of the operator
A on an invariant subspace corresponding to the Young diagram Dp+1,q

1. This follows
from the well-known Schur–Weyl formula [5] which can be generalised to the supercase
(see e.g. in [2]) Denote the invariant polynomials in the numerator and denominator
of the fraction in 16 by Ber +(A) and Ber −(A), respectively. What is the meaning of
Ber +(A), Ber −(A) in terms of the eigenvalues of the operator A? Compare 16 with ex-
pression 12 for the characteristic function RA(z). Let {λ1, . . . , λp} and {µ1, . . . , µq} be the
eigenvalues of the even operator A as above. Then consider the top coefficients ap, bq of

the polynomials P (z), Q(z) in 12. It follows that ap =
∏

λi, bq =
∏

µα, and Ber A =
Q

λiQ
µα

.

Hence Ber +(A) = R · ap , Ber −(A) = R · bq , with a certain coefficient R. (Note that ap

and bq are not polynomials in the matrix entries of A.) One can explicitly find ap , bq by
solving straightforwardly a system of simultaneous equations corresponding to the linear
recurrence relations 13. In particular, these calculations give

R = det




cp−q+1(A) . . . cp(A)
. . . . . . . . .

cp(A) . . . cp+q−1(A)


 .

By considering 14 one can come to an important observation that R =
∏

i,α(λi−µa). Up
to a sign it is just the classical Sylvester’s resultant for the polynomials P and Q standing
at the top and bottom of the characteristic function RA(z) in 12. Thus for the invariant
polynomials Ber +(A), Ber −(A) we have:

Ber +(A) =
∏

i

λi

∏
i,α

(λi − µα) , Ber −(A) =
∏
α

µα

∏
i,α

(λi − µα) .

The polynomials Ber +(A), Ber −(A) appear in the analog of the Cayley–Hamilton theorem
for the supercase. In particular, the polynomial

PA(z) = Ber +(A− z)Ber −(A− z) · 1

R

is the minimal annihilating polynomial for a generic even matrix A, and its coefficients
are polynomial invariants of A.

1If A is an ordinary p × p matrix, then by 3, det A = cp(A) simply equals the trace Tr ∧p A on the
one-dimensional space of totally antisymmetric p-tensors, corresponding to the Young diagram Dp,1 with
p rows of length 1.
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Abstract

In the framework of usual superfield approach, we derive the exact local, co-
variant, continuous and off-shell nilpotent Becchi-Rouet-Stora-Tyutin (BRST) and
anti-BRST symmetry transformations for the U(1) gauge field (Aµ) and the (anti-)
ghost fields ((C̄)C) of the Lagrangian density of a four (3+1)-dimensional QED by
exploiting the horizontality condition defined on the six (4, 2)-dimensional super-
manifold. The long-standing problem of the exact derivation of the above nilpotent
symmetry transformations for the matter (Dirac) fields (ψ̄, ψ), in the framework of
superfield formulation, is resolved by a new restriction on the (4, 2)-dimensional su-
permanifold. This new gauge invariant restriction on the supermanifold, due to the
augmented superfield formalism, owes its origin to the (super) covariant derivatives.
The geometrical interpretations for all the above off-shell nilpotent transformations
are provided in the framework of augmented superfield formalism.

The current year 2005 has been declared as the “world year of physics” to mark the
100th anniversary of the epoch-making discoveries made by Einstein in his miraculous
year 1905. The year 2005 has also been a landmark year for the researchers, working
in the realm of Becchi-Rouet-Stora-Tyutin (BRST) formalism, because it has celebrated
the 30th birth anniversary of the discovery of BRST symmetries in the context of gauge
theories [1,2]. This formalism, during its three decades of existence, has found applications
in some of the frontier areas of research like topological field theories [3,4] and string field
theories [5].

The key ideas of the BRST formalism have deep connections with the mathematics of
differential geometry and (theoretical) physics of gauge theories as well as supersymme-
tries. One of its intuitive connections is with supersymmetry through the usual superfield
formulation [6] which provides the geometrical interpretations for the nilpotent (Q2

(a)b = 0)

and anticommuting (QbQab +QabQb = 0) (anti-)BRST charges (Q(a)b) in a beautiful man-
ner. There exist, however, some long-standing problems in this domain of research which
have defied their resolutions during the last 25 years. In our presentation, we shall touch
upon one such long-standing problem (connected with the superfield approach to BRST
formalism) and provide its resolution by exploiting the importance of gauge invariance.

Under the usual superfield approach [6], a D-dimensional Abelian gauge theory (en-
dowed with the first-class constraints in the language of Dirac’s prescription [7,8]) is
considered on a (D, 2)-dimensional supermanifold parameterized by D-number of space-
time (even) co-ordinates xµ (µ = 0, 1, 2, 3....D − 1) and a couple of (odd) Grassmannian
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variables θ and θ̄ (with θ2 = θ̄2 = 0, θθ̄ + θ̄θ = 0). In general, the (p + 1)-form su-
per curvature F̃ (p+1) = d̃Ã(p), constructed from the super exterior derivative d̃ (with
d̃2 = 0) and the super p-form connection Ã(p) (corresponding to a p-form (p = 1, 2...)
Abelian gauge theory) is restricted to be flat along the Grassmannian directions of the
(D, 2)-dimensional supermanifold due to the so-called horizontality condition ∗. Math-
ematically, this condition implies F̃ (p+1) = F (p+1) where F (p+1) = dA(p) is the (p + 1)-
form curvature defined on the ordinary D-dimensional manifold through the ordinary
exterior derivative d = dxµ∂µ (with d2 = 0) and ordinary p-form Abelian connection
A(p) = dxµ1 ∧ dxµ2 ... ∧ dxµp Aµ1µ2.....µp .

The above horizontality condition on the six (4, 2)-dimensional supermanifold leads
to the derivation of the nilpotent (anti-)BRST symmetry transformations for the gauge-
and (anti-)ghost fields of the (anti-)BRST invariant Lagrangian density of a given four
(3 + 1)-dimensional (4D) 1- and 2-form (non-)Abelian gauge theories [6]. However, it
does not shed any light on the nilpotent (anti-)BRST symmetry transformations that are
associated with the matter (Dirac) fields of the interacting 1-form (non-)Abelian gauge
theories where there is a coupling between the gauge field and the matter conserved
current, constructed by the Dirac fields. This issue (i.e. the derivation of the nilpotent
transformations for matter fields) has been a long-standing problem in the superfield
approach to BRST formalism.

In a recent set of papers † [10-13], the usual superfield formalism has been consistently
extended by invoking the additional restrictions on the six (4, 2)-dimensional superman-
ifold that are complimentary to the horizontality condition [6]. These additional restric-
tions on the supermanifold are the equality of (i) the conserved (super) matter current
[10,11] (as well as other conserved quantities [11]), and (ii) the gauge invariant quantities
owing their origin to the (super) covariant derivatives on the (super) matter fields [12,13].

The former set of restrictions [10,11] lead to the consistent derivation of the nilpotent
symmetry transformations for the matter fields. On the other hand, the latter restrictions
[12,13] lead to the exact and unique derivation of the nilpotent symmetry transformations
for the matter fields. We christen these extended versions of the usual superfield approach
to BRST formalism as the augmented superfield formalism. Both types of extensions
have their own merits and advantages. Any further (consistent) extension of the usual
superfield approach would be a welcome sign for the future of this area of research.

In our presentation, we first focus on the strength of the horizontality condition in the
exact and unique derivation of the nilpotent symmetry transformations for the gauge and
(anti-)ghost fields of a 4D interacting U(1) gauge theory with the Dirac fields. This inter-
acting Abelian system has been taken into consideration only for the sake of simplicity.
The ideas, proposed in our presentation, can be generalized to a non-Abelian interact-
ing gauge theory in a straightforward manner. Second, we concentrate on the consistent
derivation of the nilpotent transformations for the matter (Dirac) fields by exploiting the
equality of the conserved matter (super) current on the six (4, 2)-dimensional supermani-
fold. Finally, we obtain the exact and unique nilpotent symmetry transformations for the
Dirac fields by exploiting the equality of the gauge invariant quantity on the above su-
permanifold that owes its origin to the (super) covariant derivatives on the (super) Dirac
fields.

∗Nakanishi and Ojima call it the “soul-flatness” condition [9]. For the 1-form non-Abelian gauge theory,
F̃ (2) = d̃Ã(1) + Ã(1) ∧ Ã(1) and F (2) = dA(1) + A(1) ∧A(1) in the horizontality condition F̃ (2) = F (2) [6].

†The author is grateful to the “Dubna School” for his training in supersymmetry and related topics.
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Let us begin with the (anti-)BRST invariant Lagrangian density Lb for the interacting
four (3 + 1)-dimensional U(1) gauge theory in the Feynman gauge [14]

Lb = −1
4

F µνFµν + ψ̄ (iγµDµ −m) ψ + B (∂ · A) + 1
2

B2 − i ∂µC̄∂µC, (1)

where Fµν = ∂µAν − ∂νAµ is the antisymmetric field strength tensor for the U(1) Abelian
gauge theory that is derived from the 2-form dA(1) = 1

2
(dxµ ∧ dxν)Fµν

‡. As is evident,
the latter is constructed by the application of the exterior derivative d = dxµ∂µ (with
d2 = 0) on the 1-form A(1) = dxµAµ which defines the Abelian vector potential Aµ. The
gauge-fixing term (∂ · A) is derived through the operation of the co-exterior derivative δ
(with δ = − ∗ d∗, δ2 = 0) on the one-form A(1) (i.e. δA(1) = − ∗ d ∗ A = (∂ · A)) where
∗ is the Hodge duality operation. The fermionic Dirac fields (ψ, ψ̄), with the mass m
and charge e, couple to the U(1) gauge field Aµ (i.e. −eψ̄γµAµψ) through the conserved
current Jµ = ψ̄γµψ. The anticommuting (CC̄ + C̄C = 0, C2 = C̄2 = 0, Cψ + ψC = 0
etc.) (anti-)ghost fields (C̄)C are required to maintain the unitarity and “quantum” gauge
(i.e. BRST) invariance together at any arbitrary order of perturbation theory for a given
physical process §. The Nakanishi-Lautrup auxiliary field B is required to linearize the
quadratic gauge-fixing term −1

2
(∂ ·A)2, present in the Lagrangian density (1), in a subtle

way.
The above Lagrangian density (1) respects the following off-shell nilpotent (s2

(a)b = 0)

and anticommuting (sbsab + sabsb = 0) (anti-)BRST (s(a)b)
¶ symmetry transformations

[14]
sbAµ = ∂µC, sbC = 0, sbC̄ = iB, sbψ = −ieCψ,
sbψ̄ = −ieψ̄C, sbB = 0, sbFµν = 0, sb(∂ · A) = ¤C,
sabAµ = ∂µC̄, sabC̄ = 0, sabC = −iB, sabψ = −ieC̄ψ,
sabψ̄ = −ieψ̄C̄, sabB = 0, sabFµν = 0, sab(∂ · A) = ¤C̄.

(2)

The noteworthy points, at this stage, are (i) under the nilpotent (anti-)BRST transforma-
tions, it is the kinetic energy term (more precisely Fµν itself) that remains invariant. (ii)
The electric and magnetic fields Ei and Bi (that are components of Fµν) owe their origin
to the operation of cohomological operator d on the one-form A(1). (iii) The symmetry
transformations in (2) are generated by the local, conserved and nilpotent charges Q(a)b.
This statement, for the local generic field Σ(x), can be succinctly expressed as

sr Σ(x) = −i [ Σ(x), Qr ]±, r = b, ab, (3)

‡We adopt here the conventions and notations such that the 4D flat Minkowski metric is: ηµν = diag
(+1,−1,−1,−1) and ¤ = ηµν∂µ∂ν = (∂0)2 − (∂i)2, F0i = Ei = ∂0Ai − ∂iA0 = F i0, Fij = εijkBk, Bi =
(1/2)εijkFjk, Dµψ = ∂µψ + ieAµψ where εijk is the 3D totally antisymmetric Levi-Civita tensor and
electric and magnetic fields are Ei and Bi, respectively. In equation (1), γ’s are the usual 4×4 Dirac ma-
trices. Furthermore, the Greek indices: µ, ν, ρ... = 0, 1, 2, 3 in (1), correspond to the spacetime directions
and Latin indices i, j, k... = 1, 2, 3 stand only for the space directions on the 4D spacetime manifold.

§The full strength of the (anti-)ghost fields turns up in the discussion of the unitarity and “quantum”
gauge (i.e. BRST) invariance for the perturbative computations in the realm of non-Abelian gauge
theory where, for each loop diagram of the gauge (gluon) fields corresponding to a physical process, a
loop diagram consisting of only the (anti-)ghost fields is required to exist as its counterpart (see, e.g., [15]
for details).

¶We adopt here the notations and conventions followed in [14]. In fact, in its full glory, a nilpotent
(δ2

B = 0) BRST transformation δB is equivalent to the product of an anticommuting (ηC = −Cη, ηC̄ =
−C̄η, ηψ = −ψη, ηψ̄ = −ψ̄η etc.) spacetime independent parameter η and sb (i.e. δB = η sb) where
s2

b = 0.
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where Σ(x) = Aµ(x), C(x), C̄(x), ψ(x), ψ̄(x), B(x) and the (+)− signs, as the subscripts
on the square bracket, correspond to the (anti-)commutators for the generic local field
Σ(x) (of the Lagrangian density (1)) being (fermionic)bosonic in nature.

To derive the above anticommuting and nilpotent transformations s(a)b for the bosonic
U(1) gauge field Aµ and the fermionic (anti-)ghost fields (C̄)C, we exploit the usual su-
perfield formalism, endowed with the horizontality restriction on a six (4, 2)-dimensional
supermanifold. This supermanifold is parametrized by the superspace coordinates ZM =
(xµ, θ, θ̄) where xµ (µ = 0, 1, 2, 3) are a set of four even (bosonic) spacetime coordinates
and fermionic θ and θ̄ are a set of two odd (Grassmannian) coordinates. One can de-
fine a super 1-form Ã(1) = dZM ÃM where the supervector superfield ÃM (with ÃM =
(Bµ(x, θ, θ̄), F(x, θ, θ̄), F̄(x, θ, θ̄)) has the component multiplet superfields Bµ,F , F̄ .
These component superfields can be expanded in terms of the basic fields (Aµ, C, C̄),
auxiliary field (B) of the Lagrangian density (1) and some extra secondary fields, as [6]

Bµ(x, θ, θ̄) = Aµ(x) + θ R̄µ(x) + θ̄ Rµ(x) + i θ θ̄Sµ(x),
F(x, θ, θ̄) = C(x) + i θB̄(x) + i θ̄ B(x) + i θ θ̄ s(x),
F̄(x, θ, θ̄) = C̄(x) + i θ B̄(x) + i θ̄ B(x) + i θ θ̄ s̄(x).

(4)

It is straightforward to note that the local fields Rµ(x), R̄µ(x), C(x), C̄(x), s(x), s̄(x) are
fermionic (anticommuting) in nature and their number matches with the bosonic (com-
muting) local fields Aµ(x), Sµ(x),B(x), B̄(x), B(x), B̄(x) in (4).

All the secondary fields will be expressed in terms of basic fields (Aµ, C, C̄) and the
auxiliary field (B) due to the restrictions emerging from the application of horizontality
condition. The explicit forms of F̃ (2) and F (2), in the horizontality restriction, are:

F̃ (2) = F (2), F̃ (2) = d̃Ã(1) = 1
2
(dZM ∧ dZN)F̃MN , F (2) = dA(1) = 1

2
(dxµ ∧ dxν)Fµν .

(5)
The super exterior derivative d̃ and the connection super one-form Ã(1), in (5), are

d̃ = dZM ∂M = dxµ ∂µ + dθ ∂θ + dθ̄ ∂θ̄,

Ã(1) = dZM ÃM = dxµ Bµ(x, θ, θ̄) + dθ F̄(x, θ, θ̄) + dθ̄ F(x, θ, θ̄).
(6)

Mathematically, the above condition (5) implies the “flatness” of all the components of
the (anti-)symmetric super curvature tensor F̃MN that are directed along the θ and/or
θ̄ directions of the supermanifold. Ultimately, the soul-flatness (horizontality) condition
(d̃Ã(1) = dA(1)) of the equation (5) (with F̃ (2) = F (2)), yields ‖

Rµ (x) = ∂µ C(x), R̄µ (x) = ∂µ C̄(x), s (x) = s̄ (x) = 0,
Sµ (x) = ∂µB (x) B (x) + B̄ (x) = 0, B (x) = B̄(x) = 0.

(7)

The insertion of all the above values in expansion (4) leads to the derivation of (anti-
)BRST symmetries for the gauge- and (anti-)ghost fields of the theory as ∗∗

B
(h)
µ (x, θ, θ̄) = Aµ(x) + θ (sabAµ(x)) + θ̄ (sbAµ(x)) + θ θ̄ (sbsabAµ(x)),

F (h) (x, θ, θ̄) = C(x) + θ (sabC(x)) + θ̄ (sbC(x)) + θ θ̄ (sb sabC(x)),
F̄ (h) (x, θ, θ̄) = C̄(x) + θ (sabC̄(x)) + θ̄ (sbC̄(x)) + θ θ̄ (sb sabC̄(x)).

(8)

‖In the explicit computation of d̃Ã(1), we have taken into account dxµ∧dxν = −dxν ∧dxµ, dxµ∧dθ =
−dθ ∧ dxµ, dθ ∧ dθ̄ = dθ̄ ∧ dθ, etc., that emerge from the requirement of the nilpotency of d̃ (i.e. d̃2 = 0).
∗∗For the non-Abelian gauge theory where F (2) = dA(1) + A(1) ∧A(1), the off-shell nilpotent symmetry

transformations for the gauge (i.e. sbAµ = DµC) and (anti-)ghost fields (with sbC = 1
2C ×C, etc.) were

found in a beautiful paper by Bonora and Tonin with exactly the same kind of expansion as given in
(8) (see, [6] for details). The horizontality condition (F̃ (2) = F (2)) plays an important role in this case,
too.
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The above exercise provides the physical interpretation for the (anti-)BRST charges Q(a)b

as simply the generators (cf. (3)) of translations (i.e. Limθ̄→0(∂/∂θ), Limθ→0(∂/∂θ̄)) along

the Grassmannian directions of the supermanifold. It is obvious that now d̃Ã
(1)
(h) = dA(1),

where Ã
(1)
(h) = dxµB

(h)
µ + dθF̄ (h) + dθ̄F (h) is the modified version of the 1-form super

connection Ã(1) (cf. (6)) after the application of the horizontality (soul-flatness) condition.
We now derive the nilpotent symmetry transformations for the matter (Dirac) fields

(ψ, ψ̄) due to the invariance of the conserved matter current of the theory on the su-
permanifold. We start off with the super expansion of the superfields (Ψ, Ψ̄)(x, θ, θ̄)),
corresponding to the ordinary Dirac fields (ψ, ψ̄)(x) of the Lagrangian density (1), as
[10,12]

Ψ(x, θ, θ̄) = ψ(x) + i θ b̄1(x) + i θ̄ b2(x) + i θ θ̄ f(x),
Ψ̄(x, θ, θ̄) = ψ̄(x) + i θ b̄2(x) + i θ̄ b1(x) + i θ θ̄ f̄(x).

(9)

In the limit (θ, θ̄) → 0, from the above expansions, we get back the usual Dirac fields
(ψ, ψ̄) (of the Lagrangian density (1)) and the number of bosonic fields (b1, b̄1, b2, b̄2) match
with the fermionic fields (ψ, ψ̄, f, f̄) for the consistency with supersymmetry.

We construct the supercurrent J̃µ(x, θ, θ̄) with the following general super expansion

J̃µ(x, θ, θ̄) = Ψ̄(x, θ, θ̄) γµ Ψ(x, θ, θ̄) = Jµ(x) + θ K̄µ(x) + θ̄ Kµ(x) + i θ θ̄ Lµ(x), (10)

where the above components (i.e. K̄µ, Kµ, Lµ, Jµ), can be expressed in terms of the
components of the basic super expansions (9), as (see, e.g., [10])

K̄µ(x) = i(b̄2γµψ − ψ̄γµb̄1), Kµ(x) = i(b1γµψ − ψ̄γµb2),
Lµ(x) = f̄γµψ + ψ̄γµf + i(b̄2γµb2 − b1γµb̄1), Jµ(x) = ψ̄γµψ.

(11)

To be consistent with our earlier observation that the (anti-)BRST transformations (s(a)b)
are equivalent to the translations along the (θ)θ̄-directions of the supermanifold, it is
straightforward to re-express the expansion in (10) as

J̃µ(x, θ, θ̄) = Jµ(x) + θ (sabJµ(x)) + θ̄ (sbJµ(x)) + θ θ̄ (sbsabJµ(x)). (12)

It can be checked explicitly that, under the (anti-)BRST transformations (2), the con-
served current Jµ(x) remains invariant (i.e. sbJµ(x) = sabJµ(x) = 0). Thus, from (11), we
have

b1γµψ = ψ̄γµb2, b̄2γµψ = ψ̄γµb̄1, f̄γµψ + ψ̄γµf = i(b1γµb̄1 − b̄2γµb2), (13)

as the conditions for s(a)bJµ = 0. This, ultimately, implies: Kµ = Lµ = K̄µ = 0 in (10).
One of the possible solutions to the above restrictions, present in (13), is [10]

b1 = −eψ̄C, b2 = −eCψ, b̄1 = −eC̄ψ, b̄2 = −eψ̄C̄,
f = −ie [ B + eC̄C ] ψ, f̄ = +ie ψ̄ [ B + eCC̄ ].

(14)

It is evident that the above expressions are consistent but not uniquely determined by the
restriction J̃µ(x, θ, θ̄) = Jµ(x) on the supermanifold. However, it should be emphasized
that, barring the constant factors, the above solutions are very logical. For instance, for
the validity of b1γµψ = ψ̄γµb2, the pair of bosonic fields b1 and b2 should be proportional
to the fermionic fields ψ̄ and ψ, respectively. The corresponding equality can be achieved,
only by bringing in, the (anti-)ghost fields of the theory. There is no other possible choice.
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Thus, we judiciously choose b1 ∼ ψ̄C and b2 ∼ Cψ. Rest of the consistent choices of (14)
are made on similar lines of argument with appropriate constants i and e thrown in.

The stage is now set for the exact derivation of (14). To this end in mind, we begin
with the following gauge invariant restriction on the supermanifold [12]

Ψ̄(x, θ, θ̄) (d̃ + ieÃ
(1)
(h)) Ψ(x, θ, θ̄) = ψ̄(x) (d + ieA(1)) ψ(x), (15)

where the superfields Ψ and Ψ̄ are from (9). The r.h.s. of the above equation, expressed
in terms of the differential dxµ (as dxµψ̄(∂µ + ieAµ)ψ), is obviously a U(1) gauge invariant
quantity. The l.h.s. of the above equation yields the coefficients of the differentials dxµ, dθ
and dθ̄. The analogues of the latter two, as is evident from (15), do not exist on the r.h.s.

It is straightforward to note that the coefficients of dθ, collected from the l.h.s., should
be set equal to zero. This requirement leads to the following two independent relationships

−i ψ̄ (b̄1 + eC̄ψ) = 0, ψ̄ (if + eC̄b2 − eBψ) = 0. (16)

Similarly, the coefficients of dθ̄ equal to zero, implies the following relationships [12]

−i ψ̄ (b2 + eCψ) = 0, ψ̄ (−if + eCb̄1 + eBψ) = 0. (17)

Together, the above two equations, lead to the following results (for ψ̄ 6= 0)

b̄1 = −e C̄ ψ, b2 = −e C ψ, f = −ie (B + eC̄C) ψ. (18)

In fact, out of exactly four relations, only two in (16) and (17), are independent [12].
We shall focus now on the collection of the coefficients of dxµ, dxµ(θ), dxµ(θ̄) and

dxµ(θθ̄). The coefficient of the “pure” dxµ match from the l.h.s. and r.h.s. Exploiting the
inputs from (18), we set equal to zero the coefficient of dxµ(θ) and dxµ(θ̄). These imply

i [ b̄2 + e ψ̄C̄ ] [ Dµψ ] = 0, i [ b1 + e ψ̄C ] [ Dµψ ] = 0. (19)

The above conditions lead to the exact determination of b1 and b̄2 as: b1 = −eψ̄C, b̄2 =
−eψ̄C̄. Here, it will be noted that Dµψ 6= 0 for the QED with Dirac fields. Finally, we
collect the coefficients of dxµ(θθ̄) and set them equal to zero. This condition implies [12]

[ if̄ + eψ̄ (B + eCC̄) ] [ Dµψ ] = 0, (20)

where we have exploited the inputs from (18) and have inserted the values of b1 and b̄2

that were obtained earlier. It is obvious that, for Dµψ 6= 0, we obtain the exact value of f̄
as: f̄ = ie[B + eCC̄]ψ̄. Thus, from the restriction (15), we obtain exactly all the values of
(14). Insertions of the values of (14) into (9) leads to the following (see, [12] for details)

Ψ (x, θ, θ̄) = ψ(x) + θ (sabψ(x)) + θ̄ (sbψ(x)) + θ θ̄ (sb sabψ(x)),
Ψ̄ (x, θ, θ̄) = ψ̄(x) + θ (sabψ̄(x)) + θ̄ (sbψ̄(x)) + θ θ̄ (sb sabψ̄(x)).

(21)

This establishes the fact that the nilpotent (anti-)BRST charges Q(a)b are the translations
generators (Limθ̄→0(∂/∂θ)) Limθ→0(∂/∂θ̄) along the (θ)θ̄ directions of the supermanifold.

To summarize, the geometrical interpretations for (i) the (anti-)BRST transformations
s(a)b and their corresponding generators Q(a)b, (ii) the nilpotency property of s(a)b and
Q(a)b, and (iii) the anticommutativity property of s(a)b and Q(a)b, for all the fields of
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QED with Dirac fields, emerge in the framework of augmented superfield formalism.
Mathematically, these can be expressed, in an explicit manner, as illustrated below

sb ⇔ Qb ⇔ Limθ→0
∂

∂θ̄
, sab ⇔ Qab ⇔ Limθ̄→0

∂

∂θ
,

s2
(a)b = 0 ⇔ Q2

(a)b = 0 ⇔
( ∂

∂θ

)2

= 0,
( ∂

∂θ̄

)2

= 0,

sbsab + sabsb = 0 ⇔ QbQab + QabQb = 0 ⇔ ∂

∂θ̄

∂

∂θ
+

∂

∂θ

∂

∂θ̄
= 0.

(22)

The exact nilpotent (anti-)BRST symmetries for the matter (Dirac) fields are obtained
from the gauge invariant restriction (15) on the supermanifold which is different in nature
than the gauge covariant restriction of the horizontality condition (5) (see, [13] for details).
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Abstract
We present the construction of the mini-superambitwistor space, which is suited

for establishing a Penrose-Ward transform between certain bundles over this space
and solutions to the N = 6 super Yang-Mills equations in three dimensions.

The essential point underlying twistor string theory [1] is the marriage of Calabi-Yau
and twistor geometry in the space CP 3|4. This complex projective space is a Calabi-Yau
supermanifold and simultaneously the supertwistor space of the complexified, compacti-
fied Minkowski space. The interest in a twistorial string theory is related to the fact that
twistor geometry allows for a very convenient description of the solution spaces of classical
gauge theories [2, 3]. In such a description, spacetime is associated with a certain complex
manifold, its twistor space. Subsequently, the space of holomorphic vector bundles over
this twistor space is mapped to the solution space of the gauge theory via a so-called
Penrose-Ward transform.

Suitable twistor spaces are well-known for four-dimensional self-dual Yang-Mills the-
ory and its supersymmetric extensions, as well as for four-dimensional Yang-Mills theory
and its N = 3 supersymmetric extension, see [4, 5, 1, 6]. Via dimensional reduction, one
obtains so-called mini-twistor spaces upon which a description of the solution space to the
Bogomolny monopole equation [7] and its supersymmetric extensions can be constructed,
see e.g. [8, 9]. In this collection, the mini-twistor space suited for a Penrose-Ward trans-
form yielding solutions to the three-dimensional Yang-Mills-Higgs equations and their
N = 6 supersymmetric extension is evidently missing. This gap was filled in [10], and
here we will concisely report on the results and thus review the construction of the mini-
superambitwistor space.

Let us first recall that twistors were invented by Penrose to give a unified description
of General Relativity and quantum mechanics. Consider a light ray, which is given by the
set of points xαα̇ satisfying the equation xαα̇ = xαα̇

0 + tpαα̇. Here, xαα̇
0 is an arbitrary point

on the light ray and t ∈ R is a parameter. Taking a light ray which does not pass through
the origin, one can obviously choose xαα̇

0 to be null. Since one can decompose every null
vector into a pair of commuting two-spinors, we can rewrite the equation defining our
light ray as xαα̇ = cωαω̃α̇ + tλα̇λ̃α. Multiplication of this equation by λα̇ together with
the right choice of normalization c = (ω̃α̇λα̇)−1 gives rise to the incidence relation

ωα = xαα̇λα̇ . (1)

A twistor Zi is now a projective1 pair of two-spinors Zi = (ωα, λα̇) ∈ CP 3, which trans-

1the incidence relation is invariant under scaling
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forms under coordinate shifts xαα̇ → xαα̇ + rαα̇ according to the incidence relation.
The space CP 3 is the twistor space of the complexified, compactified Minkowski space

S4
c . Taking out the sphere S2 ∼= CP 1 = {(ωα 6= 0, λα̇ = 0)} which is incident to xαα̇ = ∞,

we can consider λα̇ as the homogeneous coordinates on the Riemann sphere CP 1. Due
to the incidence relation, the ωαs are homogeneous polynomials of degree one in λα̇ and
thus describe a section of the rank two complex vector bundle O(1)⊕O(1) → CP 1. This
bundle’s total space, which we denote by P3, is the twistor space of C4.

The incidence relation allows us furthermore to establish the double fibration

P3 C4

C4 ×CP 1

π2 π1¡
¡ª

@
@R

(2)

where π2(x
αα̇, λα̇) = (xαα̇λα̇, λα̇) and π1(x

αα̇, λα̇) = (xαα̇), from which one can easily read
off the following twistor correspondence: A point xαα̇ ∈ C4 defines a sphere S2 ∼= CP 1

x

embedded in P3, while a point p ∈ P3 is incident to a null two-plane C2
p in C4.

To obtain an N -extended supertwistor space, one can simply start from the projective
superspace CP 3|N , take out the CP 1|N corresponding to the point at infinity and arrive
at the supervector bundle

P3|N := C2 ⊗O(1)⊕ CN ⊗ ΠO(1) (3)

over the Riemann sphere CP 1. The operator Π simply inverts the parity of the fibre co-
ordinates of a vector bundle, and one has therefore N additional homogeneous Graßmann
coordinates η1, . . . , ηN . The incidence relation (1) is extended to

ωα = xαα̇λα̇ and ηi = ηα̇
i λα̇ , (4)

which naturally gives rise to the double fibration

P3|N C4|2N

C4|2N ×CP 1

π2 π1¡
¡ª

@
@R

(5)

Here, π2 is given by the extended incidence relations (4) and π1 is the obvious projection.
In the special case N = 4, the first Chern number of (the tangent bundle of) the

supertwistor space vanishes. This is due to the fact that Berezin integration is equivalent
to a differentiation and therefore the contribution of ΠO(1) to the total first Chern number
is −1. Altogether, we have a contribution of 2 from the tangent bundle to the Riemann
sphere TS2 ∼= O(2) and 1 from each bosonic O(1), which is cancelled by the −4 of the
fermionic line bundles ΠO(1). Thus, P3|4 comes with a holomorphic measure Ω3,0|4,0 and
this supertwistor space is a Calabi-Yau supermanifold.

One can now establish a relation between a topological string theory having P3|4 as
its target space and N = 4 self-dual Yang-Mills theory in four dimensions: The open
topological B-model on P3|4 with a stack of n space-filling D5-branes is equivalent to
holomorphic Chern-Simons theory on the same space, which describes the dynamics of a
gl(n,C)-valued connection (0, 1)-form A0,1 on a rank n complex vector bundle E → P3|4

[1]. The action of this holomorphic Chern-Simons theory reads as [1]

S =

∫
Ω3,0|4,0 ∧ tr

(
A0,1 ∧ ∂̄A0,1 +

2

3
A0,1 ∧ A0,1 ∧ A0,1

)
, (6)
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where Ω3,0|4,0 is the holomorphic measure on P3|4. (Some minor assumptions about the
explicit form of A0,1 have to be made at this point, see [6].) The corresponding equations
of motion are given by ∂̄A0,1 +A0,1 ∧ A0,1 = 0 and their solutions describe holomorphic
structures which promote the complex vector bundle E to holomorphic vector bundles
(E ,A0,1). Via a generalized Penrose-Ward transform using supertwistor spaces [1, 6], one
can map these holomorphic vector bundles to solutions to the N = 4 extended SDYM
equations on C4. These equations are the supersymmetric extensions of the self-dual
Yang-Mills equations Fµν = 1

2
εµνρσF

ρσ, which read in spinorial notation Fµν → Fαα̇ββ̇ =
εαβfα̇β̇ + εα̇β̇fαβ as

fα̇β̇ = 0 ,

∇αα̇χαi = 0 ,
¤φ[ij] = +1

2
{χαi, χj

α} ,

εα̇γ̇∇αα̇χ̃
[ijk]
γ̇ = −2[φ[ij, χ

k]
α ] ,

εα̇γ̇∇αα̇G
[ijkl]

γ̇δ̇
= −{χ[i

α, χ̃
jkl]

δ̇
}+ [φ[ij,∇αδ̇φ

kl]] ,

(7)

where the nontrivial fields (fαβ, χi
α, φ[ij], χ̃

[ijk]
α̇ , G

[ijkl]

α̇β̇
) have helicities (+1, +1

2
, 0,−1

2
,−1).

Neglecting the trivial field fα̇β̇, the field content of N = 4 self-dual Yang-Mills theory is
identical to the one of N = 4 super Yang-Mills theory, but the interactions in the two
theories are different.

Let us now turn our attention to another twistor space, the so-called superambitwistor
space, upon which a Penrose-Ward transform for the full N = 3 super Yang-Mills equa-
tions can be constructed. Important here is the observation that theN = 3 supermultiplet
is reducible and splits into a self-dual and an anti-self-dual part. One is thus naturally led
to glue together the twistor space P3|3 for N = 3 self-dual Yang-Mills theory with a dual
copy2 P3|3

∗ for the anti-self-dual part. Denoting the homogeneous coordinates on these
two spaces by (ωα, λα̇, ηi) and (ωα̇

∗ , λ
∗
α, ηi

∗), we can write the appropriate gluing condition
as the quadric equation

κ := ωαλ∗α − ωα̇
∗ λα̇ + 2ηi

∗ηi = 0 , (8)

which defines the superambitwistor space L5|6 as a subset of P3|3 ×P3|3
∗ .

To examine the geometry of L5|6 more closely, note that the appropriate incidence
relations for the space P3|3 × P3|3

∗ read as

ωα = xαα̇
R λα̇ , ηi = ηα̇

i λα̇ , ωα̇
∗ = xαα̇

L λ∗α , ηi
∗ = ηiα

∗ λ∗α . (9)

The quadric condition (8) is automatically and most generally solved, if we choose

xαα̇
R = xαα̇ − ηαi

∗ ηα̇
i and xαα̇

L = xαα̇ + ηαi
∗ ηα̇

i , (10)

and thus xαα̇
R and xαα̇

L are indeed right- and left-handed chiral coordinates on the chiral

superspaces C4|6
R and C4|6

L . These incidence relations, too, define a double fibration:

L5|6 C4|12

C4|12 ×CP 1 ×CP 1
∗

π2 π1¡
¡ª

@
@R

(11)

2The word dual here refers to the spinor indices and not to the line bundles underlying P3|3.
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Over the superambitwistor space, one can then establish a Penrose-Ward transform which
is a map between solutions to the N = 3 super Yang-Mills equations and certain holo-
morphic vector bundles over L5|6, see e.g. [6].

One can also find twistor spaces which describe self-dual Yang-Mills theory after a
dimensional reduction C4 → C3. In our conventions, one can make the following identifi-
cation of vector fields3

T3 :=
∂

∂x3
= − ∂

∂x12̇
+

∂

∂x21̇
∼ ∂

∂x[21̇]
. (12)

Dimensional reduction of the x3-direction thus implies eliminating the modulus x[αα̇]. On
the twistor space side, this can be done by changing the incidence relation on P3 =
O(1) ⊕ O(1) from ωα = xαα̇λα̇ to υ = xα̇β̇λα̇λβ̇. The latter equation defines sections

of the line bundle P2 := O(2) over the Riemann sphere CP 1. More formally, one has
(O(1) ⊕ O(1))/G = O(2), where G is the abelian group generated by the holomorphic
vector field on P3 which corresponds to T3 [9]. The space P2 is called the mini-twistor
space [7], and the corresponding double fibration reads as

P2 C3

C3 ×CP 1

ν2 ν1¡
¡ª

@
@R

(13)

After applying this reduction to the space P3|3×P3|3
∗ , we arrive at the space P2|3×P2|3

∗
together with the incidence relations

υ = yα̇β̇λα̇λβ̇ , ηi = ηα̇
i λα̇ , υ∗ = yα̇β̇

∗ λ∗α̇λ∗
β̇

, ηi
∗ = ηiα̇

∗ λ∗α̇ . (14)

Here, we adjusted the spinor indices anticipating that there is no distinction between left-
and right-handed spinors on C3. The quadric equation (8) is correspondingly reduced to
the equation (

υ − υ∗ + 2ηi
∗ηi

)∣∣
λ=λ∗

= 0 , (15)

and this condition defines the mini-superambitwistor space as a subset of P2|3×P2|3 [10].
Altogether, we have the dimensional reductions

P3|3 × P3|3
∗ → P2|3 × P2|3

∗
↓ ↓
L5|6 → L4|6

↓ ↓
CP 1 ×CP 1

∗ CP 1 ×CP 1
∗

(16)

The reduced quadric equation (15) is solved, if we choose the “chiral coordinates”

yα̇β̇ = yα̇β̇
0 − ηi(α̇

∗ η
β̇)
i and yα̇β̇

∗ = yα̇β̇
0 + ηi(α̇

∗ η
β̇)
i (17)

in the incidence relations.

3See also [9], where the explicit identification is slightly different.
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The incidence relations (14) determine together with the reduced quadric equation
(15) yielding (17) the dimensional reduction of the double fibration (11) to be

L4|6

L5|6

C3|12

C4|12

C3|12 ×CP 1 ×CP 1
∗

C4|12 ×CP 1 ×CP 1
∗

´
´́+

Q
QQs

´
´́+

Q
QQs

? ?

?

π2 π1

ν2 ν1

(18)

Although all the constructions seem to go through without difficulties, the geometry
of L4|6 contains some surprises. First of all, note that the reduced quadric condition (15)

is not imposed over the whole base CP 1×CP 1
∗ of the supervector bundle P3|3×P3|3

∗ , but
only over its diagonal ∆ := diag(CP 1×CP 1

∗), which is the subspace of the base for which
λ = λ∗. Considering the projection π : L4|6 → CP 1 ×CP 1

∗, we see that π−1(λ, λ∗) ∼= C2

for λ 6= λ∗, but π−1(λ, λ∗) ∼= C on the diagonal ∆. One can in fact show that L4|6 is
a fibration [10], but since its fibre dimension varies, it is evidently not a vector bundle.
However, we will see in the following, that this seemingly unpleasant property does not
impose any relevant obstructions.

First, let us find an interpretation of the geometries involved in the double fibration
for the mini-superambitwistor space which is contained in (18). Recall that for the well-
known double fibrations (2), (5) and (11), there is a nice interpretation in terms of flag
manifolds [3]. In the case of the double fibrations for the mini-supertwistor and mini-
superambitwistor spaces, we find a quite similar description. For simplicity, we restrict
our discussion to the bosonic subspaces, i.e. to the bodies of the considered superspaces.

After imposing reality conditions [9] on the spaces involved in the double fibration
(13), we obtain

P2
r R3

R3 × S2

ν2 ν1¡
¡ª

@
@R

(19)

The space R3 × S2 on the top is the space of oriented lines in R3 with one marked point.
Keeping the point and dropping the line evidently leads to an element of the space R3,
while keeping the line and dropping the point – or, alternatively, moving the point as
close as possible to the origin – leads to an element of P2

r = O(2) ∼= TS2. The projections
ν1 and ν2 in (19) have therefore a clear geometric meaning.

The real double fibration for the bosonic part of the mini-superambitwistor space,

L4
r R3

R3 × S2 × S2
∗

ν2 ν1¡
¡ª

@
@R

(20)

has a similar interpretation. The space R3 × S2 × S2
∗ is the space of two oriented lines

in R3 with a common marked point. Dropping the lines leads again to elements of R3,
while moving the point on one of the lines (together with the attached second line) to its
shortest distance to the origin yields an element of L4

r.
Ultimately, one is certainly interested in extending the discussion to the level of topo-

logical strings. Recall that the superambitwistor space is in fact a (local) Calabi-Yau
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supermanifold [1], and one can therefore use L5|6 as a target space for the topological B-
model. Although the mini-superambitwistor space L4|6 is not a manifold, one nevertheless
finds that a certain Calabi-Yau property still persists.

A Calabi-Yau manifold can be defined as a manifold whose tangent bundle has van-
ishing first Chern class. Chern classes of vector bundles in turn are related to certain
degeneracy loci of a set of generic sections: On a rank n vector bundle, the first Chern
class is Poincaré dual to the degeneracy loci of n generic sections. Straightforward calcula-
tions show, that the appropriate degeneracy loci for L5|6 and L4|6 are rationally equivalent
[10]. This is a strong hint that L4|6 comes with the necessary properties for using this
space as target space for a topological B-model. Furthermore, if the conjecture [11] by
Aganagic, Neitzke and Vafa is correct and L5|6 is indeed the mirror symmetry partner
of P3|4 then by applying dimensional reduction, it is only natural to conjecture that the
mini-superambitwistor space L4|6 is the mirror of the mini-supertwistor space P2|4.

As far as the Penrose-Ward transform is concerned, the discussion over L4|6 follows
essentially the lines of the discussion over L5|6. Since the mini-superambitwistor space
is only a fibration and not a manifold, we have to slightly extend the notion of a vector
bundle. We define an L4|6-bundle of rank n by a Čech 1-cocycle {fab} ∈ Ž1(L4|6,S),
where S is the sheaf of smooth GL(n,C)-valued functions on L4|6. This 1-cocycle takes
over the rôle of a transition function in an ordinary vector bundle. A holomorphic L4|6-
bundle is correspondingly defined by a holomorphic such Čech 1-cocycle. We call two
L4|6-bundles given by two 1-cocylces {fab} and {f ′ab} topologically equivalent, if there is
a Čech 0-cochain {ψa} ∈ Č0(L4|6,S) such that fab = ψ−1

a f ′abψb. In particular, an L4|6-
bundle is topologically trivial (topologically equivalent to the trivial bundle), if its defining
1-cocycle can be decomposed by a Čech 0-cochain according to fab = ψ−1

a ψb.
With these definitions, we can state that topologically trivial, holomorphic L4|6-

bundles, which become holomorphically trivial vector bundles upon restriction to any
CP 1 ×CP 1

∗ ⊂ L4|6 are equivalent to solutions of the N = 6 super Yang-Mills equations
on C3. The number of supersymmetries doubled in the dimensional reduction process, as
the complex supercharges in four dimensions are converted into two real supercharges in
three dimensions.

Recall at this point that the N = 3 and N = 4 super Yang-Mills equations are the
same and only the field content differs by an additional reality condition [4] in the case
N = 4; this condition renders the fourth supersymmetry linear. The N = 6 and N = 8
super Yang-Mills equations in three dimensions are identical in the same sense.

There is a further Penrose-Ward transform for ordinary Yang-Mills theory in four
dimensions, which can also be translated to a Yang-Mills-Higgs theory in three dimensions.
Here, one considers holomorphic vector bundles over a third-order thickening of4 L5 ⊂
P3 × P3

∗ . That is, instead of demanding that κ in (8) vanishes, we only impose the
condition that κ3 ∼ 0 and arrive at an infinitesimal neighborhood of L5 in P3×P3

∗ . For a
recent review on such complex manifolds which have additional even nilpotent directions,
see e.g. [12]. The Penrose-Ward transform, which can then be established [4, 5] maps
holomorphic vector bundles over the third-order thickening of L5 ⊂ P3 ×P3 to solutions
to the ordinary Yang-Mills equations on C4.

The corresponding mini-ambitwistor space L4 is obtained by simply dropping all
fermionic coordinates of L4|6. For the Penrose-Ward transform, one has in fact to consider

4All the spaces in the following are derived from the corresponding superspaces by putting their
fermionic coordinates to zero.
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a “subthickening”, i.e. the space L4 ⊂ P2×P2
∗ with the formal third-order neighborhood

of the diagonal ∆ in the base CP 1 × CP 1
∗ of the fibration L4 [10]. We can then estab-

lish a Penrose-Ward transform, which states that holomorphic L4-bundles over a third
order subthickening of L4 which become holomorphically trivial vector bundles upon re-
striction to any CP 1 × CP 1

∗ ⊂ L4 are in a one-to-one correspondence with solutions to
the Yang-Mills-Higgs equations on C3 up to L4-bundle equivalence and gauge equivalence
relations.

Summing up, we can state that there are twistor spaces for both Yang-Mills-Higgs the-
ory and N = 6 super Yang-Mills theory in three dimensions. Although these spaces are fi-
brations but no manifolds, they come with nice properties, and the mini-superambitwistor
space L4|6 possibly plays an important rôle as the mirror manifold of the mini-supertwistor
space P2|4. For future work, it remains to define a topological B-model on the mini-
superambitwistor space and to substantiate the above pronounced mirror conjecture.
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Harmonic Maps into Loop Spaces of
Compact Lie Groups

A. G. Sergeev
Steklov Mathematical Institute, Moscow

1 Introduction

In this paper we study harmonic maps from Riemann surfaces M to the loop spaces ΩG
of compact Lie groups G. The motivation to study such maps comes from a result by
Atiyah [1], asserting that the moduli space of G-instantons on R4 can be identified with
the space of based holomorphic maps from the Riemann sphere CP1 into the loop space
ΩG. Thus it’s natural to conjecture that the moduli space of Yang–Mills G-fields on R4

can be likewise identified with the space of based harmonic maps CP1 → ΩG.
For the construction of harmonic maps from Riemann surfaces to the loop spaces we

use the twistor approach. Recall that the main idea of this approach is to construct
for a given Riemannian manifold N the so called twistor bundle π : Z → N , where
Z is an almost complex manifold, which has the following property. For any almost
holomorphic map ψ : M → Z of any Riemann surface M into the twistor space Z the
projection π ◦ ψ : M → N of this map to N is harmonic. One can say that the twistor
approach allows to reduce the original ”real” problem of description of harmonic maps
from Riemann surfaces M to a given Riemannian manifold N to the ”complex” problem
of description of almost holomorphic maps from M to the almost complex manifold Z.
A survey of the general theory of twistor spaces is given in [5] (cf. also [10]), here we
are interested in a special case of the twistor construction for the Grassmann manifold
N = Gr(Cd). In this case the role of the twistor bundle π : Z → N is played by the
homogeneous flag bundles Fr(Cd) → Gr(Cd) so that harmonic maps ϕ : M → Gr(Cd)
arise as projections of almost holomorphic maps ψ : M → Fr(Cd) with respect to a
natural almost complex structure on Fr(Cd).

In order to use the twistor approach for the description of harmonic maps ϕ : M → ΩG
into the loop spaces ΩG, we embed the loop space ΩG isometrically into an infinite-
dimensional Grassmanian Grres(H), associated with a complex Hilbert space H. This
Grassmanian is the disjoint union of Grassmanians Gr(H) of virtual dimension r and
for each Grassmanian Gr(H) we can construct virtual flag bundles Fr(H) → Gr(H)
by analogy with the finite-dimensional situation. Using these bundles, we can construct
harmonic maps ϕ : M → ΩG as projections of almost holomorphic maps ψ : M → Fr(H).

Briefly on the content of the paper. We start by recalling basic properties of har-
monic maps of Riemannian manifolds in Sec.2. In Sec.3 we present a general idea of the
twistor approach to the study of harmonic maps and in Sec.4 define flag bundles over
the Grassmann manifolds. In Sec.5 we remind the Atiyah’s correspondence between G-
instantons on R4 and holomorphic spheres in ΩG, based on the Donaldson’s description
of G-instantons on R4 as holomorphic GC-bundles over the product CP1 × CP1 of two
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projective lines. In Sec.6 we introduce the Hilbert Grassmanian Grres(H) and Grassma-
nians Gr(H) of virtual dimension r. We construct also an isometric immersion of ΩG into
Grres(H) by which harmonic maps ϕ : M → ΩG can be considered as harmonic maps
into Grassmanians Gr(H). The latter harmonic maps may be constructed as projections
of almost holomorphic maps ψ : M → Fr(H) to virtual flag manifolds Fr(H).

2 Harmonic Maps. General Properties

Let ϕ : (M, g) → (N, h) be a smooth map of a Riemannian manifold M with a Riemannian
metric g into a Riemannian manifold N with a Riemannian metric h. We define the energy
of the map ϕ as the Dirichlet integral

E(ϕ) =
1

2

∫

M

|dϕ(p)|2volg . (1)

The norm of the differential may be computed in local coordinates as follows. Denote by
(xi) local coordinates at p ∈ M and by (uα) local coordinates at q = ϕ(p) ∈ N . Then

|dϕ(p)|2 =
∑
i,j

∑

α,β

gij ∂ϕα

∂xi

∂ϕβ

∂xj
hαβ

where ϕα = ϕα(x) are the components of ϕ, g = (gij) and h = (hαβ) are the metric tensors
of M and N respectively, and g−1 = (gij) is the inverse matrix of (gij), volg is the volume
element of the metric g.

Definition 1 A smooth map ϕ : M → N is called harmonic if it is extremal for the
functional E(ϕ) with respect to all smooth variations of ϕ with compact supports.

The Euler–Lagrange equation for the energy functional E(ϕ) is called otherwise the
harmonic map equation. In the local coordinates (xi) on M and (uα) on N , introduced
above, it has the following form

∆Mϕγ +
∑
i,j

gij
∑

α,β

NΓγ
αβ(ϕ)

∂ϕα

∂xi

∂ϕβ

∂xj

= 0 (2)

where ∆M is the standard Laplace–Beltrami operator of M , given by

∆Mϕγ =
∑
i,j

gij

{
∂2ϕγ

∂xi∂xj

−
∑

k

MΓk
ij

∂ϕγ

∂xk

}
.

Here, MΓk
ij denotes the Christoffel symbol of the Levi-Civita connection M∇ of M and,

respectively, NΓγ
αβ is the Christoffel symbol of the Levi-Civita connection N∇ of N .

In the particular case N = Rn the equation (2) becomes linear and reduces to the
Laplace–Beltrami equation ∆Mϕγ = 0, γ = 1, . . . , n, on the components of the map ϕ.

A non-trivial nonlinear example of harmonic maps is provided by the so called SO(3)-
model, arising in the ferromagnet theory. In this example we consider smooth maps
ϕ : R2 → S2 with finite energy E(ϕ) < ∞. The finite energy condition implies that such
maps should stabilize at infinity, i.e. ϕ(x) → ϕ0 for |x| → ∞. Therefore, ϕ extends to a
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map ϕ : S2 = R2 ∪ ∞ → S2 which has a topological invariant, called the degree of the
map ϕ:

degϕ =

∫

S2

ϕ∗vol .

Here, vol is the normalized volume form on S2. To have better formulas, it’s convenient
to introduce complex coordinates. We denote by z = x1 + ix2 a complex coordinate on
R2 and by w the complex coordinate in the image S2 \ {∞}, given by the stereographic
projection.

Then the energy of a map ϕ = w(z) in these coordinates will be given by the following
formula

E(ϕ) = 2

∫

C

|∂zw|2 + |∂z̄|2
(1 + |w|2)2

|dz ∧ dz̄| , (3)

while the degree of ϕ is computed, according to

degϕ =
1

2π

∫

C

|∂zw|2 − |∂z̄|2
(1 + |w|2)2

|dz ∧ dz̄| , (4)

Comparing the last two formulas, we obtain the estimate of the energy from below

E(ϕ) ≥ 4π|degϕ| .

It follows that the minimum of the energy E(ϕ) for a fixed k = deg ϕ is attained on
holomorphic functions w = ϕ(z) for k ≥ 0, and on antiholomorphic functions w = ϕ(z)
for k ≤ 0.

Fixing the asymptotic value ϕ0 by the SO(3)-invariance (we set ϕ0 = 1), one can write
down the minima of E(ϕ) for k ≥ 0 in the form

w = ϕ(z) =
k∏

j=1

z − aj

z − bj

where aj, bj are arbitrary complex numbers. In particular, the space of minima for a fixed
k is parametrized by 4k real parameters.

If we compare the harmonic map equation with the Yang–Mills duality equations
on R4 then the holomorphic (respectively, antiholomorphic) maps ϕ : R2 ∪ ∞ → S2

will correspond to the instanton (respectively, anti-instanton) solutions of the duality
equations. We shall see later that this correspondence can be established on a more deep
level.

It may be shown that in the case of SO(3)-model the energy functional E(ϕ) has
no critical points except for the described minima. In other words, there are no other
harmonic maps ϕ : R2 ∪∞ → S2 apart from the holomorphic and antiholomorphic ones.
We note that holomorphic and antiholomorphic maps yield the local minima of the energy
E(ϕ) also for maps between general complex manifolds.

Namely, suppose that our Riemannian manifold (M, g) is provided with a complex (or
almost complex) structure MJ , compatible with the Riemannian metric g, and, likewise,
the target manifold (N, h) has a complex (or almost complex) structure NJ , compatible
with the Riemannian metric h.
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Definition 2 A smooth map ϕ : M → N is called (almost) holomorphic iff the tangent
map ϕ∗ : TM → TN commutes with (almost) complex structures on M and N , i.e.

ϕ∗ ◦ MJ = NJ ◦ ϕ∗ ,

and it is called (almost)anti-holomorphic iff ϕ∗ anti-commutes with (almost) complex
structures on M and N .

Generalizing the phenomena, observed for the SO(3)-model, one may prove that for
(almost) Kähler manifolds holomorphic and anti-holomorphic maps ϕ : M → N always
realize the minima of the energy functional E(ϕ) but in general there exist another critical
points of E(ϕ), i.e. non-minimal harmonic maps.

3 Twistor Approach

To describe harmonic maps ϕ : M → N from Riemann surfaces into Riemannian mani-
folds, we are going to use the twistor approach.

Let us recall the informal formulation of the so called Penrose twistor program in
application to our problem:

Given a Riemannian manifold N , construct a twistor bundle π : Z → N with an almost
complex twistor space Z, establishing a 1–1 correspondence between objects of Rieman-
nian geometry on N and objects of holomorphic geometry on Z.

Thus, the twistor approach yields a method of studying the real geometry of Riemannian
manifolds via the complex geometry of their twistor spaces.

The first construction of a twistor space Z of a Riemannian manifold N was given by
Atiyah–Hitchin–Singer in [2] who proposed to take for Z the bundle of complex structures
on N , compatible with the Riemannian metric h. This bundle has a natural almost
complex structure J 1 which we call briefly the AHS-structure. (We do not give the precise
formulation of the AHS-construction here, referring for it to [2] and also to [5], since we
shall give another construction of the twistor bundle in the homogeneous situation below.)

Consider now the twistor space (Z,J 1) of our manifold (N, h). If the Penrose pro-
gram applies to our problem then we can expect that harmonic maps ϕ : M → N from an
arbitrary Riemann surface M into our manifold N should arise as projections of almost
holomorphic maps ψ : M → (Z,J 1). However, it’s not completely true. Projections
of almost holomorphic maps ψ : M → (Z,J 1) do satisfy some second-order differential
equations on N but these are the ultraharmonic equations, i.e. harmonic equations with
a wrong signature. So, if we want to construct harmonic maps by the twistor construc-
tion, we should replace the AHS-structure J 1 along some tangent directions in Z by the
opposite almost complex structure −J 1. In this way we get an almost complex structure
J 2, defined by:

J 2 =

{ −J 1 along vertical π − directions ,
J 1 along horizontal π − directions .

This almost complex structure was introduced by Eells–Salamon in [7] and will be called
briefly the ES-structure.

Now we can give a more formal definition of the twistor bundle:
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Definition 3 A smooth bundle π : Z → N with an almost complex manifold (Z,J 2) will
be called the twistor bundle of a Riemannian manifold N iff the projection ϕ := π ◦ ψ of
any almost holomorphic map ψ : M → Z of any Riemann surface M is a harmonic map
ϕ : M → N .

Note that the almost complex structures J 1 and J 2 on the twistor space Z are usually
non-integrable. More precisely, the AHS-structure J 1 is integrable ⇔ N is conformally
flat, while the ES-structure J 2 is never integrable. This result looks dissapointing at the
first glance since the non-integrable almost complex structures might be quite bizarre. For
example, such a structure may have no holomorphic functions at all. But our advantage
is that we are dealing not with holomotphic functions (i.e. holomorphic maps f : Z → C
from the twistor space Z) but with a dual object — holomorphic maps ϕ : M → Z from
a Riemann surface M into our manifold Z. Such a map ϕ : M → Z is holomorphic
with respect to the almost complex structure J 2 on Z iff it satisfies a ∂̄J -equation on
M , i.e. the Cauchy–Riemann equation with respect to the pulled-back almost complex
structure J := ϕ∗(J 2) on M . This structure J is integrable on M (like any almost
complex structure on a Riemann surface). So the integrability properties of the almost
complex structure J 2 on the twistor space Z are not essential for the problem, we are
considering.

4 Harmonic Maps into Grassmann Manifolds

We turn now to some particular class of Riemannian manifolds, namely, to the Grassmann
manifolds and give another (and quite explicit) construction of twistor bundles in this case.
The role of twistor spaces over the Grassmann manifolds is played by the flag manifolds
which we define now.

To define flag manifolds in Cd, we fix a decomposition of d into the sum of natural
numbers d = r1 + . . . + rn and denote r := (r1, . . . , rn).

Definition 4 A flag manifold F r(Cd) of type r in Cd consists of collections E =
(E1, . . . , En) of mutually orthogonal linear subspaces Ei of dimension ri in Cd such that
Cd = E1 ⊕ . . .⊕ En.

In particular, for r = (r, d− r) the flag manifold

F(r,d−r)(Cd) = {E = (E, E⊥) : dim E = r} = Gr(Cd)

coincides with the Grassmann manifold of r-dimensional subspaces in Cd.
We have the following homogeneous space representation for the flag manifold

F r(Cd) = U(d)/ U(r1)× . . .× U(rn) .

There is also another, complex homogeneous space representation

F r(Cd) = GL(d,C)/Pr

where P r is the parabolic subgroup of blockwise upper-triangular matrices of type r.
These representations imply that F r(Cd) has a natural complex structure, which we
denote again by J 1, and is a compact Kähler manifold.
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We shall construct now flag twistor bundles over the Grassmann manifold. These
bundles are parametrized by ordered subsets σ in {1, . . . , n}. For such a subset σ and
r := (r1, . . . , rn) we set r :=

∑
i∈σ ri and associate with σ the following homogeneous

bundle

π = πσ: Fr(Cd) =
U(d)

U(r1)× . . .× U(rn)
−→ U(d)

U(r)× U(d− r)
= Gr(Cd)

by assigning to a flag E = (E1, . . . , En) the subspace E :=
⊕

i∈σ Ei.
This homogeneous bundle generates a homogeneous decomposition of the complexified

tangent bundle TCF into the direct sum of the vertical and horizontal subbundles. Using
this decomposition, we can define a U(d)-invariant almost complex structure J 2 on Fr(Cd)
from the original complex structure J 1 on Fr(Cd) precisely, as in the previous Section.

Theorem 1 (Burstall–Salamon [4]). The constructed homogeneous flag bundle πσ:
(F r(Cd),J 2) → Gr(Cd) is a twistor bundle, i.e. for any J 2-holomorphic map ψ : M → F
its projection ϕ := πσ ◦ ψ : M → Gr(Cd) is a harmonic map.

Moreover, in the case M = CP1 Burstall [3] has proved also the converse of this
Theorem, namely: any harmonic map ϕ : CP1 → Gr(Cd) can be obtained as the projection

of a J 2-holomorphic map ψ : CP1 → Fr(Cd) with respect to some twistor bundle πσ :
Fr(Cd) → Gr(Cd). So the problem of description of harmonic spheres in the Grassmann
manifold Gr(Cd) reduces to the problem of description of J 2-holomorphic spheres in flag
manifolds Fr(Cd). The latter problem was solved by Wood in [11] (cf. also [4]) and,
though the solution, given in [11], is rather technical, the guiding idea is, roughly, the
following.

Any smooth map ψ : M → Fr(Cd) generates at any point p ∈ M an orthogonal
decomposition

Cd = E1(p)⊕ . . .⊕ En(p) ,

induced from Fr(Cd) by ψ. In other words, we have an orthogonal decomposition of the
trivial bundle M × Cd into the sum of subbundles E1, . . . , En. If the original map ψ was
J 1-holomorphic, i.e. holomorphic with respect to the canonical complex structure on
Fr(Cd), then the subbundles E1, . . . , En will be holomorphic with respect to the pulled-
back complex structure Jψ := ψ∗(J 1) on M . We want, starting from J 1-holomorphic
maps ψ : M → Fr(Cd), to convert them into J 2-holomorphic maps. From the definition
of the almost complex structure J 2 it’s clear that, in order to do it, we should replace
some of the holomorphic subbundles Ei by anti-holomorphic subbundles Ēi.

5 Loop Spaces and Yang–Mills Fields

We switch now to the infinite-dimensional target manifolds N , namely, we take for N the
loop space ΩG of a compact Lie group G. At the end of this section we shall explain why
this example is of special interest for us.

We denote by LG = C∞(S1, G) the loop group of G, i.e. the space of C∞-smooth
maps S1 → G where S1 is identified with the unit circle in C. The loop space ΩG of the
group G (or the basic loop space) is the homogeneous space of (right conjugacy classes)
of the group LG of the form

ΩG = LG/G (5)
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where the group G in the denominator is identified with the subgroup of constant maps
S1 → g0 ∈ G.

The loop group LG acts on ΩG by left translations. Denote by o the origin in ΩG,
given by the class of constant maps: o := [G]. The tangent space of ΩG at the origin o is
identified with the space Ωg = Lg/g.

The loop space ΩG has a natural symplectic structure, invariant under the action of
the loop group LG on ΩG. Due to the invariance, it’s sufficient to define its restriction
to To(ΩG) = Ωg. For that we fix an invariant inner product < ·, · > on the Lie algebra g

and consider a 2-form ω on Lg of the form

ω(ξ, η) =
1

2π

∫ 2π

0

< ξ(θ), η′(θ) > dθ , ξ, η ∈ Lg .

This formula defines a left-invariant closed 2-form on LG which extends to an invariant
symplectic structure on ΩG.

An invariant complex structure on ΩG is provided by the ”complex” representation
of ΩG = LG/G as a homogeneous space of the complex loop group LGC = C∞(S1, GC)
where GC is the complexification of the Lie group G. This representation has the form
(cf. [8] and also [9])

ΩG = LGC/L+GC (6)

where L+GC = Hol(∆, GC) is a subgroup of LGC, consisting of maps S1 → GC which can
be smoothly extended to holomorphic maps of the disc ∆ := {|z| < 1} → GC.

The introduced symplectic and complex structures on ΩG are compatible in the sense
that ω(J 1ξ,J 1η) = ω(ξ, η) for all ξ, η ∈ To(ΩG) and the symmetric form g1(ξ, η) :=
ω(ξ,J 1η) on To(ΩG)×To(ΩG) is positive definite and extends to an invariant Riemannian
metric g1 on ΩG. So, ΩG is a Kähler Frechet space, provided with a Kähler metric g1.

We are going to study harmonic maps from Riemann surfaces M to the loop spaces
ΩG. The motivation for such a study comes from a result of Atiyah [1] which asserts that
there is a 1–1 correspondence between the moduli space of G-instantons on R4 and the
space of based holomorphic maps f : CP1 → ΩG, sending ∞ to the origin o ∈ ΩG.

Motivated by this result, we can conjecture that we have also a 1–1 correspondence
between the space of based harmonic maps h : CP1 → ΩG and the moduli space of
solutions of full Yang–Mills G-equations on R4.

6 Harmonic Maps into Loop Spaces

We are going to study harmonic maps into loop spaces by embedding ΩG into an infinite-
dimensional Grassmanian Grtextres(H), called otherwise the Hilbert Grassmanian. We
begin with its definition which mimics the homogeneous space definition of the standard
Grassmanian Gr(Cd).

Let H be a complex Hilbert space, realized as the space L2
0(S

1,C) of square integrable
complex functions on the circle S1 with zero average over S1 (or its vector analogue
L2

0(S
1,Cd)).

Suppose that H has a polarization, i.e. a decomposition

H = H+ ⊕H− (7)
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into the direct orthogonal sum of infinite-dimensional closed subspaces. In the case of
H = L2

0(S
1,C) one can take for such subspaces H± = {γ ∈ H : γ(z) =

∑
±k>0 γkz

k}. Any
bounded linear operator A ∈ L(H) with respect to the polarization (7) can be written in
the block form

A =

(
a b
c d

)
.

Denote by GL(H) the group of linear bounded operators on H, having a bounded
inverse, and introduce the restricted group GLres(H), consisting of operators A ∈ GL(H),
for which the ”off-diagonal” terms b and c are Hilbert–Schmidt operators (briefly: HS-
operators). In other words, the group GLres(H) consists of operators A ∈ GL(H), for
which the ”off-diagonal” terms b and c are ”small” with respect to the ”diagonal” terms
a and d. We denote also by Ures(H) the intersection of GLres(H) with the group U(H)
of unitary operators in H.

As in the finite-dimensional situation, there is a Grassmann manifold Grres(H), called
the Hilbert Grassmannian, related to the group GLres(H).

Definition 5 The Hilbert Grassmanian Grres(H) is the set of closed subspaces W ⊂ H
such that the orthogonal projection pr+ : W → H+ is a Fredholm operator, and the
orthogonal projection pr− : W → H− is a Hilbert–Schmidt operator. Equivalently: a
subspace W ∈ Grres(H) iff it coincides with the image of a linear operator w : H+ → H
such that w+ := pr+ ◦ w is a Fredholm operator, and w− := pr− ◦ w is a Hilbert–Schmidt
operator.

We have the following homogeneous space representation of Grres(H):

Grres(H) = Ures(H)/ U(H+)× U(H−) .

This representation implies that Grres(H) is a Kähler Hilbert manifold.
The manifold Grres(H) has a countable number of connected components, numerated

by the index of the Fredholm operator w+ for a subspace W ∈ Grres(H), coinciding with
the image of a linear operator w : H+ → H. We shall say that a subspace W has the
virtual dimension d if the index of w+ is equal to d. Denote by Gd(H) the component
of Grres(H), consisting of subspaces W of virtual dimension d. Then Grres(H) is the
disjoint union of its components Gd(H).

Due to this decomposition, the study of harmonic maps of Riemann surfaces into
Grres(H) is reduced to the study of harmonic maps into the Grassmannians Gd(H) of
virtual dimension d which may be carried on along the same lines, as in the case of the
Grassmann manifold Gr(Cd). As in that case, for any decomposition d = r1 + . . . + rn

of d into the sum of natural numbers we define the corresponding virtual flag manifold
F = Fr(H) of type r = (r1, . . . , rn), consisting of collections W = (W1, . . . , Wn) of
mutually orthogonal subspaces Wi ⊂ H of virtual dimension ri. Next, for any ordered
subset σ ⊂ {1, . . . , n} we set r :=

∑
i∈σ ri and construct a homogeneous flag bundle

π:Fr(H) → Gr(H) by assigning to a flag W = (W1, . . . , Wn) the subspace W =
⊕

Wi.
We introduce the almost complex structures J 1 and J 2 on the flag manifold Fr(H), as
in the finite-dimensional situation. We have the following assertion, analogous to the
finite-dimensional case.

Theorem 2 The homogeneous bundle π : (Fr(H),J 2) → Gr(H) is a twistor bundle, i.e.
for any J 2-holomorphic map ψ : M → Fr(H) its projection ϕ := π ◦ ψ : M → Gr(H) is
a harmonic map.
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Due to this Theorem, one can produce harmonic maps M → Gr(H) by projecting
J 2-holomorphic maps M → Fr(H) to Gr(H).

We construct now an isometric immersion of the loop space ΩG into the Hilbert
Grassmannian Gr(H), mentioned in the beginning of this Section.

Assume that G is a matrix group, i.e. G is represented as a subgroup of U(n) for
some n. Then we have an isometric embedding LG → Ures(H), given by the map:
γ ∈ LG = C∞(S1, G) 7→ Mγ ∈ Ures(H) where the multiplication operator Mγ is defined
by

f ∈ H = L2
0(S

1,Cn) 7−→ (Mγf)(z) := γ(z)f(z) for z ∈ S1 .

It’s easy to check that Mγ ∈ Ures(H) if γ is smooth ([8]).
The constructed embedding of the loop group LG into Ures(H) induces an isometric

immersion ΩG → Grres(H). So we can consider harmonic maps M → ΩG as taking
values in Grres(H), thus reducing their study to the study of harmonic maps M →
Grres(H), i.e. to the problem, we have addressed above.

7 Conclusion

Suppose that our conjecture on the 1–1 correspondence between the moduli space of
Yang–Mills G-fields on R4 and the space of based harmonic spheres in ΩG, formulated at
the end of Sec.5, is true. What kind of description we get for Yang–Mills fields on R4 from
their interpretation as J 2-holomorphic spheres in virtual flag spaces Fr(H)? Since any
J 2-holomorphic sphere in Fr(H) can be obtained from a J 1-holomorphic one by a finite
number of replacements (of some holomorphic subbundles by antiholomorphic ones), our
construction in terms of Yang–Mills fields will give a procedure of constructing Yang–
Mills fields from instantons and anti-instantons by a finite number of reconstructions
(”Bäcklund-type” transformations).
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Poincaré Algebra Extension with Tensor
Generator

Dmitrij V. Soroka, Vyacheslav A. Soroka

Kharkov Institute of Physics and Technology
Akademicheskaya St. 1,
61108 Kharkov, Ukraine

dsoroka, vsoroka@kipt.kharkov.ua

Abstract

A tensor extension of the Poincaré algebra is proposed for the arbitrary dimen-
sions. Casimir operators of the extension are constructed. A possible supersym-
metric generalization of this extension is also found in the dimensions D = 2, 3, 4.

1 Introduction

There are many examples for the tensor ’central’ extensions of the super-Poincaré algebra
(see, for example, [1, 2, 3, 4, 5, 6, 7, 8]). However, there also exists the tensor extension
of the Poincaré algebra itself. In the present report we give the example of such an
extension with the help of the second rank tensor generator (see also [9, 10]). Such
an extension makes common sense, since it is homomorphic to the Poincaré algebra.
Moreover, the contraction of the extended algebra leads also to the Poincaré algebra. It is
interesting enough that the momentum square Casimir operator for the Poincaré algebra
under this extension ceases to be the Casimir operator and it is generalized by adding
the term containing linearly the angular momentum1. Due to this fact, an irreducible
representation of the extended algebra2 has to contain the fields of the different masses.
This extension with non-commuting momenta has also something in common with the
ideas of the papers [12, 13, 14] and with the non-commutative geometry idea [15]. It is
also shown that for the dimensions D = 2, 3, 4 the extended Poincaré algebra allows a
supersymmetric generalization.

2 Extension of the Poincaré algebra

The Poincaré algebra for the components of the rotations Mab and translations Pa in D
dimensions

[Mab,Mcd] = (gadMbc + gbcMad)− (c ↔ d),

1Note that this reminds the relation for the Regge trajectory, which connects the mass square with
the angular momentum.

2Concerning the irreducible unitary representations of the extended Poincaré group in (1 + 1) dimen-
sions see, for example, [11].
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[Mab, Pc] = gbcPa − gacPb,

[Pa, Pb] = 0 (2.1)

can be extended with the help of the tensor ’central’ generator Zab in the following way:

[Mab,Mcd] = (gadMbc + gbcMad)− (c ↔ d),

[Mab, Pc] = gbcPa − gacPb,

[Pa, Pb] = cZab,

[Mab, Zcd] = (gadZbc + gbcZad)− (c ↔ d),

[Pa, Zbc] = 0,

[Zab, Zcd] = 0, (2.2)

where c is some constant. By taking a set of the generators Zab as a homomorphism kernel,
we obtain that the extended Poincaré algebra (2.2) is homomorphic to the usual Poincaré
algebra (2.1). Moreover, in the limit c → 0 the algebra (2.2) goes to the semi-direct sum
of the commutative ideal Zab and Poincaré algebra (2.1).

Casimir operators of the extended Poincaré algebra are

Za1a2Z
a2a3 · · ·Za2k−1a2k

Za2ka1 , (k = 1, 2, . . .); (2.3)

P a1Za1a2Z
a2a3 · · · Za2k−1a2k

Za2ka2k+1Pa2k+1

+cZaa1Za1a2 · · · Za2k−1a2k
Za2ka2k+1Ma2k+1a, (k = 0, 1, 2, . . .); (2.4)

εa1a2...a2k−1a2kZa1a2 · · ·Za2k−1a2k
, 2k = D, (2.5)

where εa1...a2k , ε01...2k−1 = 1 is the totally antisymmetric Levi-Civita tensor in the even
dimensions D = 2k. In particular, there is a Casimir operator generalizing the momentum
square

P aPa + cZabMba, (2.6)

which indicates that an irreducible representation of the extended algebra contains the
fields having the different masses. Note that for the extended algebra there is no gen-
eralization of the Pauli-Lubanski vector of the Poincaré algebra. The expressions (2.3)
and (2.4) for the Casimir operators are valid for the extended Poincaré algebra (2.2) in
the arbitrary dimensions D, but the expression (2.5) is only true for the even dimensions
D = 2k.
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Note that in the case of the extended two-dimensional Poincaré algebra the Casimir
operators (2.3) and (2.4) can be expressed

Za1a2Z
a2a3 · · ·Za2k−1a2k

Za2ka1 = 2Z2k,

P a1Za1a2Z
a2a3 · · · Za2k−1a2k

Za2ka2k+1Pa2k+1

+cZaa1Za1a2 · · · Za2k−1a2k
Za2ka2k+1Ma2k+1a = Z2k(P aPa + cZabMba)

as degrees of the following generating Casimir operators:

Z =
1

2
εabZab,

P aPa + cZabMba,

where εab = −εba, ε01 = 1 is the completely antisymmetric two-dimensional Levi-Civita
tensor. In the case of the extended three-dimensional Poincaré algebra these Casimir
operators can be expressed

Za1a2Z
a2a3 · · ·Za2k−1a2k

Za2ka1 = 2(ZaZa)
k,

P a1Za1a2Z
a2a3 · · · Za2k−1a2k

Za2ka2k+1Pa2k+1

+cZaa1Za1a2 · · · Za2k−1a2k
Za2ka2k+1Ma2k+1a

= (ZaZa)
k(P aPa + cZabMba)− (ZaZa)

k−1(P aZa)
2

in terms of the following generating Casimir operators:

ZaZa,

P aPa + cZabMba,

P aZa,

where

Za =
1

2
εabcZbc

and εabc, ε012 = 1 is the totally antisymmetric three-dimensional Levi-Civita tensor. In the
case of the extended D-dimensional (D ≥ 4) Poincaré algebra the Casimir operators (2.3)
and (2.4) can not be expressed in terms of the finite number of the generating Casimir
operators.

Generators of the left shifts, acting on the function f(y) with a group element G,

[T (G)f ](y) = f(G−1y), y = (xa, zab)
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have the form

Pa = −
(

∂

∂xa
+

c

2
xb ∂

∂zab

)
,

Zab = − ∂

∂zab
,

Mab = xa
∂

∂xb
− xb

∂

∂xa
+ za

c ∂

∂zbc
− zb

c ∂

∂zac
+ Sab, (2.7)

where coordinates xa correspond to the translation generators Pa, coordinates zab corre-
spond to the generators Zab and Sab is a spin operator.

On the other hand, generators of the right shifts

[T (G)f ](y) = f(yG)

have the form

Da
def
= Pa

r =
∂

∂xa
− c

2
xb ∂

∂zab
,

Zab
r = −Zab =

∂

∂zab
. (2.8)

By taking into account (2.7) and (2.8), the Casimir operators (2.4) can be rewritten with
the help of the generators Da in the following way:

Da1Za1a2Z
a2a3 · · · Za2k−1a2k

Za2ka2k+1Da2k+1

+cZaa1Za1a2 · · · Za2k−1a2k
Za2ka2k+1Sa2k+1a, (k = 0, 1, 2, . . .).

Note that the algebra

[Mab,Mcd] = (gadMbc + gbcMad)− (c ↔ d),

[Mab, Pc] = gbcPa − gacPb,

[Mab, Dc] = gbcDa − gacDb,

[Pa, Pb] = cZab,

[Da, Db] = −cZab,

[Pa, Db] = 0,
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[Mab, Zcd] = (gadZbc + gbcZad)− (c ↔ d),

[Pa, Zbc] = 0,

[Da, Zbc] = 0,

[Zab, Zcd] = 0, (2.9)

formed by the generators Mab, Pa, Da and Zab, has as Casimir operators the operators
(2.3) and the following operators:

(P −D)a1Za1a2Z
a2a3 · · · Za2k−1a2k

Za2ka2k+1(P + D)a2k+1

+cZaa1Za1a2 · · · Za2k−1a2k
Za2ka2k+1Ma2k+1a, (k = 0, 1, 2, . . .). (2.10)

The algebra (2.9) can be considered as another extension with the help of the vector
generator 1

2
(P + D)a and tensor generator Zab of the Poincaré algebra formed by the

generators Mab and 1
2
(P − D)a. By using the expressions (2.7) and (2.8), the Casimir

operators (2.10) can be represented in the form

cZaa1Za1a2 · · ·Za2k−1a2k
Za2ka2k+1Sa2k+1a, (k = 0, 1, 2, . . .).

3 Supersymmetric generalization

In the dimensions D = 2, 3, 4 the extended Poincaré algebra (2.2) admits the following
supersymmetric generalization:

{Qα, Qβ} = −d(σabC)αβZab,

[Mab, Qα] = −(σabQ)α,

[Pa, Qα] = 0,

[Zab, Qα] = 0 (3.1)

with the help of the super-translation generators

Qα = −
[

∂

∂θ̄α
+

d

2
(σabθ)α

∂

∂zab

]
,

where θ = Cθ̄ is a Majorana Grassmann spinor, C is a charge conjugation matrix, d is
some constant and σab = 1

4
[γa, γb].

The rotation generators acquire the terms depending on the Grassmann variables θα

Mab = xa
∂

∂xb
− xb

∂

∂xa
+ za

c ∂

∂zbc
− zb

c ∂

∂zac
− (σabθ)α

∂

∂θα

+ Sab,
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whereas the expressions (2.7) for the translations Pa and tensor generator Zab remain
unchanged.

The validity of the Jacobi identities

[Pa, {Qα, Qβ}] = {Qα, [Pa, Qβ]}+ {Qβ, [Pa, Qα]}
and

[Mab, {Qα, Qβ}] = {Qα, [Mab, Qβ]}+ {Qβ, [Mab, Qα]}
for the supersymmetric generalization of the extended Poincaré algebra (2.2) verified for
the dimensions D = 2, 3, 4 with the use of the symmetry properties of the matrices C and
γaC and the relations (A.1)–(A.3) of the Appendix.

One of the generating Casimir operator in the dimensions D = 2, 3 is generalized into
the following form:

P aPa + cZabMba − c

2d
Qα(C−1)αβQβ, (3.2)

while the form of the rest generating Casimir operators in these dimensions are not
changed. Note that in the case D = 3 there is also the following Casimir operator:

ZaQα(C−1γa)
αβQβ.

One of the simplest Casimir operator (2.6) in D = 4 is also generalized into the form
(3.2). The supersymmetric generalization of the more complicated Casimir operators in
the four-dimensional case has the following structure:

P aZabZ
bcPc + cZabZbcZ

cdMda +
2c

5d
Qα(C−1σabZabσ

cdZcd)
αβQβ

+
c

2d
ZabZabQα(C−1)αβQβ,

P aZabZ
bcZcdZ

dePe + cZabZbcZ
cdZdeZ

efMfa

+
2c

5d
Qα

[
C−1σabZabσ

cd

(
ZceZ

efZfd +
3

10
ZghZhgZcd

)]αβ

Qβ

− c

20d

[
7ZabZ

bcZcdZ
da + 3(ZefZfe)

2
]
Qα(C−1)αβQβ.

An algorithm for the construction of the supersymmetric generalization of the Casimir
operators (2.4) is obvious and based on the use of the following commutation relations:

[
1

2d
Qα(C−1)αβQβ, Qγ

]
= Zab(σabQ)γ,

[
2

5d
Qα(C−1σabZabσ

cdZ̃cd)
αβQβ, Qγ

]
=

(
ZabZbcZ̃

cd +
7

10
ZbcZ̃

cbZad

+
3

10
ZbcZ

cbZ̃ad
)
(σadQ)γ,

where

Z̃ab = Zaa1Za1a2 · · ·Za2k−1a2k
Za2kb, (k = 0, 1, . . .).
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4 Conclusion

Thus, in the present report we proposed the extension of the Poincaré algebra with the
help of the second rank tensor generator. Casimir operators for the extended algebra are
constructed. The form of the Casimir operators indicate that an irreducible representation
of the extended algebra contains the fields with the different masses. A consideration is
performed for the arbitrary dimensions D. A possible supersymmetric generalization of
the extended Poincaré algebra is also given for the particular cases with the dimensions
D = 2, 3, 4.

It would be interesting to find the spectra of the Casimir operators and to construct
the models based on the extended Poincaré algebra. The work in these directions is in
progress.
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A Appendix

As a real (Majorana) representation for the two-dimensional γ-matrices and charge con-
jugation matrix C we adopt

γ0 = C = −CT = −iσ2, γ1 = σ1, γ5 =
1

2
εabγaγb = σ3;

{γa, γb} = 2gab, g11 = −g00 = 1, C−1γaC = −γa
T ,

where σi are Pauli matrices. The matrices γa satisfy the relations

γaγ5 = εabγ
b, γaγb = gab − εabγ5. (A.1)

For the Majorana three-dimensional γ-matrices and charge conjugation matrix C we
take

γ0 = C = −CT = −iσ2, γ1 = σ1, γ2 = σ3;

{γa, γb} = 2gab, g11 = g22 = −g00 = 1, C−1γaC = −γa
T .

The matrices γa obey the relations

γaγb = gab − εabcγ
c. (A.2)

At last, the real four-dimensional γ-matrices and matrix C are

γ0 = C = −CT = −i

(
0 σ2

σ2 0

)
, γ1 =

(
σ3 0
0 σ3

)
,
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γ2 = i

(
0 σ2

−σ2 0

)
, γ3 = −

(
σ1 0
0 σ1

)
,

{γa, γb} = 2gab, g11 = g22 = g33 = −g00 = 1, C−1γaC = −γa
T , γ5 =

1

4
εabcdγaγbγcγd.

The matrices γa and σab meet the relations

γaσbc =
1

2
εabcdγ

dγ5 +
1

2
(γcgab − γbgac), σabγc =

1

2
εabcdγ

dγ5 +
1

2
(γagbc − γbgac),

σabσcd =
1

4
(gadgbc − gacgbd − εabcdγ5) +

1

2
(σadgbc + σbcgad − σacgbd − σbdgac). (A.3)
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Abstract

By constructing a nilpotent extended BRST operator s̄ that involves the N=2
global supersymmetry transformations of one chirality, we find exact field redefini-
tions that allows to construct the Topological Yang Mills Theory from the ordinary
Euclidean N=2 Super Yang Mills theory in flat space. We also show that the given
field redefinitions yield the Baulieu-Singer formulation of Topological Yang Mills
theory when after an instanton inspired truncation of the theory is used.

1 Introduction

Topological Yang-Mills (TYM) theory was first constructed by Witten [1] in 1988 as the
twisted version of Euclidean N=2 Super Yang-Mills (SYM) theory in order to study the
topological invariants of four-manifolds. Soon after [1], it was shown by Baulieu and
Singer that TYM can be fully obtained as a pure gauge fixing term (i.e. as an exact
BRST term) [2].

Moreover, N=2 SYM and TYM are also intertwined together when physical calcu-
lations are considered. For instance, the instanton calculations of N=2 SYM by using
semi-classical approximation [3] and the ones of TYM, where no approximation is needed
to perform these calculations [4] give the same result. Since some position independent
correlators exist in supersymmetric gauge theories [5], one can interpret this result that a
subset of correlators of N=2 SYM coincide with a subset of the observables in TYM [4].
The non-renormalition theorems of N=2 SYM can also be proved by using twisted ver-
sion [6]. As a consequence, one may conclude that twisting can be thought as a variable
redefinition in flat space [7].

Therefore, two questions are in order: First of all, is it also possible to write the action
of N=2 SYM as an exact term like the twisted version of the theory and second, if twisting
can be thought as really a variable redefinition in flat space, is it possible to find these
field redefinitions explicitly?

The answers to both of the above questions are found to be affirmative [8] and the
strategy to find these answers is to use the BRST formalism (also called BV or field-
antifield formalism [9, 10]) that is extended to include global supersymmetry (SUSY).
[11, 12, 13, 14, 15].
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2 Extended BRST transformations and

N=2 SYM action as an exact term

The off-shell Euclidean N=2 SYM action [16] is given as1,

I = Tr

∫
d4x(

1

4
FµνFµν +

1

8
εµνλρFµνFλρ − λiD/λ̄i + MDµDµN −

−i
√

2

2
(λi[λ

i, N ] + λ̄i[λ̄i, M ])− 1

2
[M,N ]2 +

1

2
~D. ~D) (1)

where the (anti-hermitian) gauge field Aµ and the scalar fields M , N are singlets, the

Weyl spinors λiα λ̄i
α̇ are doublets and the auxiliary field ~D is a triplet under the SU(2)R

symmetry group.
Since, the action is translation, gauge and N=2 SUSY invariant one can define an

extended BRST symmetry [13]:

s = s0 − iξiQi − iξ̄iQ̄
i − iηµ∂µ (2)

where s0 is the ordinary BRST transformations, Qi , Q̄i are chiral and antichiral parts
of N=2 SUSY transformations and ξiα , ξ̄iα̇ and ηµ are the constant commuting chiral,
antichiral SUSY ghosts and constant imaginary anticommuting translation ghost respec-
tively. By choosing s-transformations of the ghosts suitably, the extended BRST operator
s becomes nilpotent [13] and one can construct a cohomology problem.

On the other hand, from the definition of s it is still possible to derive another nilpotent
operator by using a suitable filtration of global ghosts [17]. We choose this filtration to
be

N = ξ̄iα̇
δ

δξ̄iα̇

+ ηµ
δ

δηµ

; s =
∑

s(n) , [N , s(n)] = ns(n), (3)

so that the zeroth order in the above expansion is an operator that includes ordinary BRST
and chiral SUSY on the space of the fields of the N=2 vector multiplet M, N, Aµ, λi, λ̄

i, ~D

s̄ := s(0) = s0 − iξiQi , s̄2 = 0. (4)

The cohomology of s is isomorphic to a subset of the cohomology of the filtered operator
s̄ [17]. The s̄ transformation of the fields are given as,

s̄Aµ = Dµc− ξieµλ̄
i , s̄M = −[c,M ] + i

√
2ξiλi , s̄N = −[c,N ]

s̄λi = −{c, λi} − eµνξiFµν + ξi[M, N ] + ~τ j
i ξj. ~D , s̄λ̄i = −{c, λ̄i}+ i

√
2ēµξ

iDµN

s̄ ~D = −[c, ~D] + ~τ j
i (ξjeµDµλ̄

i + i
√

2ξi[λj, N ])

s̄c = −1

2
{c, c}+ i

√
2ξiξ

iN , s̄ηµ = s̄ξi = s̄ξ̄i = 0 (5)

Since, the actions of SYM theories can be represented as chiral (or antichiral) multiple
supervariations of lower dimensional gauge invariant field polynomials [18], it is straight-
forward to assume that the action can also be written as an s̄ exact term of a gauge
invariant field polynomial which is independent of Fadeev-Popov ghost fields2,

I = s̄Ψ. (6)

1Our conventions are explained in Ref.[8] in detail.
2In other words, we assume that the action can be chosen to be a trivial element of equivariant

cohomology of s̄. See for instance Ref.s[6] and the references therein.
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It is clear that Ψ, the so called gauge fermion in BV formalism, has negative ghost number,
Gh(Ψ) = −1. However, since no fields with negative ghost number has been introduced
and since we have chosen the gauge fermion to be free of Fadeev-Popov ghosts, the only
way to assign a negative ghost number to Ψ is to choose Ψ to depend on the negative
powers of the global SUSY ghosts:

Ψ =
1

ξkξk
ξi

∫
d4xψi (7)

where ψα
i is a dimension 7/2 fermion that is made from the fields of the N=2 vector

multiplet. The most general such gauge fermion that is covariant in its Lorentz, spinor
and SU(2)R indices is easy to find:

ΨE =
1

ξkξk
Tr

∫
d4x(

1

2
ξiλi[M, N ]− 1

2
ξi~τ j

i λj. ~D − 1

2
ξieµνλiFµν − i

√
2

2
MξieµDµλ̄i). (8)

The coefficients of the terms in Ψ are fixed in order that the s̄ variation of Ψ is free of
chiral ghosts:

IE = s̄ΨE

= Tr

∫
d4x(

1

4
FµνFµν +

1

8
εµνλρFµνFλρ − λiD/λ̄i + MDµDµN

− i
√

2

2
(λi[λ

i, N ] + λ̄i[λ̄i,M ])− 1

2
[M, N ]2 +

1

2
~D. ~D) (9)

This is exactly the N=2 supersymmetric Euclidean action, that is constructed by Zumino
[19], up to the topological term εµνλρFµνFλρ and the auxiliary term 1

2
~D. ~D.

Here, we should remark that, the action belongs to the trivial cohomology of s̄ and
therefore to that of the complete operator s, if and only if the functional space where s
is defined is the polynomials of the fields that are not necessarily analytic in the constant
ghosts.

3 TYM as a variable redefinition

After twisting physical nature of some fields are interpreted differently, i.e. some fields
become ghosts while some others become anti-ghosts [1]. In order to derive the topological
fields that have the correct dimensions and ghost numbers via field redefinitions the afore-
mentioned non-analyticity argument can be used. Since the SUSY ghosts ξi have ghost
number one and dimension 1/2, by studying the structure of the gauge fermion ΨE as
given in (8), the only consistent field redefinitions that assign the correct dimensionality
and ghost number to the topological fields[8] are found to be

Aµ = Aµ , ψµ = −ξieµλ̄
i , Φ = i

√
2ξiξ

iN , Φ̄ =
i√

2ξiξi
M (10)

η =
1

ξkξk
ξiλ

i , Xµν =
−2

ξkξk
ξieµνλi , Bµν =

−2

ξkξk
ξieµν~τ

j
i ξj. ~D (11)
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It is straightforward to show that when the above variable redefinitions are inserted
in the transformations3 (5),

s̄Aµ = Dµc + Ψµ , s̄ψµ = −{c, Ψµ} −DµΦ , s̄Φ = −[c, Φ] , s̄c = −1

2
{c, c}+ Φ

s̄Φ̄ = −[c, Φ̄] + η , s̄η = −{c, η}+ [Φ, Φ̄] , s̄Xµν = −[c,Xµν ] + F+
µν + Bµν

s̄Bµν = −[c, Bµν ] + [Φ,Xµν ]− (Dµψν −Dνψµ)+ (12)

one can exactly extract the scalar supersymmetry transformations δ introduced by Witten
[1] if one decomposes s̄ on the fields (Aµ, Φ, Φ̄, ψµ, η, Xµν) as s̄ = so + δ 4.

Similarly, the corresponding action that can also be found by these field redefinitions

Itop = s̄Ψtop = s̄T r

∫
d4x(−1

2
η[Φ, Φ̄] +

1

8
XµνF

+
µν −

1

8
XµνBµν + Φ̄Dµψµ) (13)

= Tr

∫
d4x(

1

8
F+

µνF
+
µν + ηDµψµ − 1

4
Xµν(Dµψν −Dνψµ)+ − Φ̄D2Φ−

− 1

2
Φ{η, η} − 1

8
Φ{Xµν ,Xµν}+ Φ̄{ψµ, ψµ} − 1

2
[Φ, Φ̄]2 − 1

8
BµνBµν). (14)

is exactly the Topological Yang Mills action [1] with an auxiliary field term . We remark
that the inclusion of the auxiliary field is crucial in order to write the action as an exact
term5.

In other words, TYM theory in flat Euclidean space can be obtained directly as vari-
able redefinitions from the ordinary N=2 SYM theory [8]. As it is obvious from the above
definitions of the topological fields, the ghost numbers and the dimensions that are as-
signed to the fields in the twisting procedure by hand, appears here naturally due to the
composite structure of the topological fields in terms of global ghosts ξi and the original
fields i.e. with respect to the power of ξi’s in the definitions.

4 Baulieu-Singer formulation of TYM

Aiming to incorporate the instantons into supersymmetric theories Zumino have con-
structed a supersymmetric field theory directly in the Euclidean space [19]. It is then
observed by Zumino that when one imposes for instance an anti self-dual field strength,
i.e. F+

µν = 0 with the restrictions M = λi = 0 the equations of motion from (1) reduce to
a simple form [19],

F+
µν = Fµν +

1

2
εµνλρFλρ = 0 , D2N =

i
√

2

2
{λ̄i, λ̄i} , eµDµλ̄

i = 0. (15)

that are invariant under the corresponding truncated SUSY.

3Here, F+
µν = Fµν + 1

2εµνλρFλρ is the self-dual part of the field strength Fµν .
4Note that this scalar SUSY generator can also be written as a composite generator, δ = −iξiQi where

Qi are the chiral SUSY generators.
5The reason why the action could not be written as an exact term in the original paper [1] is that the

twisted theory was obtained from the on-shell SYM. Note that, since Ψtop is gauge invariant, we have
Itop = s̄Ψtop = δΨtop.
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The equations (15) are also the saddle point equations in the context of constraint
instanton method [3]. On the other hand, similar equations are obtained in Baulieu-
Singer formulation of TYM without any approximation [4]. Since, both of the approaches
to the instanton calculations give the same result [4] and Wittens TYM [1] can be obtained
by using simple field redefinitions (10,11), it is natural to look for another analogy between
the above instanton inspired truncation of Euclidean N=2 SYM theory and the Baulieu-
Singer approach to TYM.

Indeed, when the above instanton inspired truncation is used to define another nilpo-
tent operator s̃,

s̃ = s̄|F+
µν=D/λ̄i=M=λi=0 , s̃2 = 0 (16)

such that
s̃Aµ = Dµc− ξieµλ̄

i , s̃λ̄i = −{c, λ̄i}+ i
√

2ēµξ
iDµN (17)

s̃N = −[c,N ] , s̃c = −1

2
{c, c}+ i

√
2ξiξ

iN (18)

and6

s̃M = i
√

2ξiλi , s̃λi = ~τ j
i ξj. ~D , s̃ ~D = 0 (19)

s̃-transformations are found to be exactly that of Baulieu-Singer [2] after performing the
field redefinition given in (10,11) [8].

On the other hand the gauge fermion that is compatible with the restrictions of Zumino
[19] has to be chosen slightly different then the one given for Euclidean case (8),

Ψinst. =
1

ξkξk
Tr

∫
d4x(−α

2
ξi~τ j

i λj. ~D − 1

2
ξieµνλiF

+
µν +

i
√

2

2
ξieµλ̄iDµM) (20)

so that the corresponding action is

I
(α)
inst. = s̃Ψinst. (21)

= Tr

∫
d4x(−α

8
BµνBµν +

1

4
BµνF

+
µν − λieµDµλ̄i + M(DµDµN − i

√
2

2
{λ̄i, λ̄i}) +

+
1

ξkξk
(−1

2
ξieµνλi[c, F

+
µν ] +

i
√

2

2
M{c, ξieµDµλ̄i}) ) +

1

ξkξk
Tr

∫
d4x∂µ(s̃

i
√

2

2
Mξieµλ̄i)

where we have used the definition of Bµν in order to have notational simplification.
First of all, the gauge fermion Ψinst (20) and the above action Iinst are exactly the

ones given in Baulieu-Singer approach [2] up to ordinary gauge fixing. However, if the
above relations are considered on their own, to be able to derive the instanton equations
(15) from the action functional without having any dependence on the constant ghosts,
the coefficient of Trξiλi[M,N ] in the Euclidean ΨE has to be chosen to vanish whereas

the coefficient α of Trs̃ξi~τ j
i λj. ~D can be left arbitrary. Therefore, the gauge fermion Ψinst

is the only consistent choice up to total derivatives that gives the right action to derive
the exact instanton equations, when the truncated transformations (17-19) are used.

6The reason why we do not set λi = ~D = 0 in Eq.(20) is that the pairs (M, ξiλi) and (ξi~τ j
i λj , ~D)

behaves like the trivial pairs (BRST doublets) It is known that the cohomology of an operator does not
depend on inclusion of such trivial pairs (see for instance [10, 17]).
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Abstract

Investigating the Dirac equation in curved backgrounds we point out the role
of the Killing-Yano tensors in the construction of the Dirac-type operators. The
gravitational and axial anomalies are studied for generalized Euclidean Taub-NUT
metrics which admit hidden symmetries analogous to the Runge-Lenz vector of the
Kepler-type problem. Using the Atiyah-Patodi-Singer index theorem for manifolds
with boundaries, it is shown that the these metrics make no contribution to the
axial anomaly.

1 Introduction

In the case of gravitational interaction, a consistent perturbative quantization is not
available, even if there are no fermions. It is of crucial importance in the construction of
any quantum theory for gravitation to understand the problem of anomalies which can
affect the conservation laws.

From the symmetry viewpoint, the following two generalization of the Killing vector
equation have become of interest in physics:

1. A symmetric tensor field Kµ1...µr is called a Stäckel-Killing (S-K) tensor of valence
r if and only if

K(µ1...µr;λ) = 0. (1)

The usual Killing vectors correspond to valence r = 1 while the hidden symmetries
are encapsulated in S-K tensors of valence r > 1.

2. A tensor fµ1...µr is called a Killing-Yano (K-Y) tensor of valence r if it is totally
anti-symmetric and it satisfies the equation

fµ1...(µr;λ) = 0. (2)

The K-Y tensors play an important role in models for relativistic spin-1
2

particles
having in mind that they produce first-order differential operators of the Dirac-type
which anticommute with the standard Dirac one.
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The family of Taub-NUT metrics with their plentiful symmetries provides an excel-
lent background to investigate the classical and quantum conserved quantities on curved
spaces. The Taub-Newman-Unti-Tamburino (Taub-NUT) metrics were found by Taub
[1] and extended by Newman-Unti-Tamburino [2]. The Euclidean Taub-NUT metric has
lately attracted much attention in physics. Hawking [3] has suggested that the Euclidean
Taub-NUT metric might give rise to the gravitational analog of the Yang-Mills instanton.
This metric is the space part of the line element of the celebrated Kaluza-Klein monopole
of Gross and Perry and Sorkin. On the other hand, in the long distance limit, neglecting
radiation, the relative motion of two monopoles is described by the geodesics of this space
[4]. The Taub-NUT family of metrics is also involved in many other modern studies in
physics like strings, membranes, etc.

In the Taub-NUT geometry there are four K-Y tensors. Three of these are complex
structures realizing the quaternion algebra and the Taub-NUT manifold is hyper-Kähler
[5]. In addition to these three vector-like K-Y tensors, there is a scalar one which has a
non-vanishing field strength and which exists by virtue of the metric being type D.

For the geodesic motions in the Taub-NUT space, the conserved vector analogous to
the Runge-Lenz vector of the Kepler type problem is quadratic in 4-velocities, and its
components are S-K tensors which can be expressed as symmetrized products of K-Y
tensors [5, 6].

In Section 2, considering the Dirac equation in curved spaces, we point out the role
of the K-Y tensors in the construction of new Dirac-type operators [7]. The Dirac-type
operators constructed with the aid of covariantly constant K-Y tensors are equivalent
with the standard Dirac operator. The non-covariantly constant K-Y tensors generates
non-standard Dirac operators which are not equivalent to the standard Dirac operator
and they are associated with the hidden symmetries of the space [8].

In the next Section we consider the generalization of the Euclidean Taub-NUT space
as it was done by Iwai and Katayama [9, 10, 11]. The extended Euclidean Taub-NUT
metrics still admits a Kepler-type symmetry as the standard Taub-NUT metric.

In Section 4 we investigate the gravitational anomalies pointing out the role of the
K-Y tensors to prevent the appearance of quantum anomalies for scalar fields.

The importance of anomalous Ward identities in particle physics is widely appreciated.
The anomalous divergence of the axial vector current in a background gravitational field
was large discussed in the literature and directly related with the index theorem. In even-
dimensional spaces one can define the index of a Dirac operator as the difference in the
number of linearly independent zero modes with eigenvalue +1 and −1 under γ5. The
index is useful as a tool to investigate topological properties of the space, as well as in
computing anomalies in quantum field theory.

In Section 5 we compute the index of the Dirac operator for the generalized Taub-
NUT metric with the APS boundary condition and we find that the extended Taub-NUT
metric does not contribute to the axial anomaly at least for not too large deformations of
the standard Taub-NUT metric.

The last Section contains some concluding remarks.
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2 Dirac equation on a curved background

In what follows we shall consider the Dirac operator on a curved background which has
the form

Ds = γµ∇̂µ. (3)

In this expression the Dirac matrices γµ are defined in local coordinates by the anticom-
mutation relations

{γµ, γν} = 2gµνI (4)

and ∇̂µ denotes the canonical covariant derivative for spinors. The essential properties of
this covariant derivative are summarized in the following equations

∇̂µγ
µ = 0,

∇̂[ρ∇̂µ] =
1

4
Rαβρµγ

αγβ (5)

where Rαβρµ denotes the components of the Riemann curvature tensor.
Carter and McLenaghan showed that in the theory of Dirac fermions for any isometry

with Killing vector Rµ there is an appropriate operator [7]:

Xk = −i(Rµ∇̂µ − 1

4
γµγνRµ;ν) (6)

which commutes with the standard Dirac operator (3).
Moreover each K-Y tensor fµν produces a non-standard Dirac operator of the form

Df = −iγµ(f ν
µ ∇̂ν − 1

6
γνγρfµν;ρ) (7)

which anticommutes with the standard Dirac operator Ds.

3 Euclidean Taub-NUT metrics

Let us consider the Taub-NUT space and the chart with Cartesian coordinates xµ(µ, ν =
1, 2, 3, 4) having the line element

ds2 = gµνdxµdxν = f(r)(d~x)2 +
g(r)

16m2
(dx4 + Aidxi)2 (8)

where
→
x denotes the three-vector

→
x= (r, θ, ϕ), (d~x)2 = (dx1)2 + (dx2)2 + (dx3)2 and

→
A is

the gauge field of a monopole

div ~A = 0 , ~B = rot ~A = 4m
~x

r3
. (9)

The real number m is the parameter of the theory which enter in the form of the functions

f(r) = g−1(r) = V −1(r) =
4m + r

r
(10)

and the so called NUT singularity is absent if x4 is periodic with period 16πm. Sometimes
it is convenient to make the coordinate transformation 4m(χ+ϕ) = −x4 with 0 ≤ χ < 4π.
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In the standard Taub-NUT geometry there are four Killing vectors Rµ
A, A = 1, 2, 3, 4

and there are known to exist four K-Y tensors of valence 2. The first three K-Y tensors
are covariantly constant

fi = 8m(dχ + cos θdϕ) ∧ dxi − εijk(1 +
4m

r
)dxj ∧ dxk,

Dµf
ν
iλ = 0 , i, j, k = 1, 2, 3. (11)

The fourth K-Y tensor is

fY = 8m(dχ + cos θdϕ) ∧ dr + 4r(r + 2m)(1 +
r

4m
) sin θdθ ∧ dϕ (12)

having a non-vanishing covariant derivative

fY rθ;ϕ = 2(1 +
r

4m
)r sin θ. (13)

In Taub-NUT space there is a conserved vector analogous to the Runge-Lenz vector
of the Kepler-type problem [5, 12]

→
K=

1

2

→
Kµν ẋµẋν =

→
p ×

→
j +

(
q2

4m
− 4mE

) →
r

r
(14)

where
→
p is the mechanical momentum,

→
j is the angular momentum, q is the so called

relative electric charge
q = g(r)(χ̇ + cos θϕ̇) , (15)

and the conserved energy is

E =
1

2
gµν ẋ

µẋν . (16)

The components Kiµν involved with the Runge-Lenz vector (14) are S-K tensors and can
be expressed as symmetrized products of the K-Y tensors fi, fY and Killing vectors Rµ

A

[6, 13]

Kiµν − 1

8m
(R4µRiν + R4νRiµ) = m

(
fY µλfi

λ
ν + fY νλfi

λ
µ

)
. (17)

Iwai and Katayama [9, 10, 11] generalized the Taub-NUT metric so that it still admit
a Kepler-type symmetry. It was proved that the extensions of the Taub-NUT metric do
not admit K-Y tensors, even if they possess S-K tensors [14, 15]. The only exception is
the original Taub-NUT metric which possesses four K-Y tensors of valence two.

The extended Taub-NUT metric, denoted by ds2
K , is defined on R4 − {0} by

ds2
K = f(r)(dr2 + r2dθ2 + r2 sin2 θ dϕ2) + g(r)(dχ + cos θ dϕ)2 (18)

where r > 0 is the radial coordinate, the angle variables (θ, ϕ, χ) parametrize the unit
sphere S3 with 0 ≤ θ < π, 0 ≤ ϕ < 2π, 0 ≤ χ < 4π, and f(r) and g(r) are functions given,
with constants a, b, c, d by

f(r) =
a + br

r
, g(r) =

ar + br2

1 + cr + dr2
. (19)

If one takes the constants

c =
2b

a
, d =

b2

a2
(20)
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with 4m = a
b
, the extended Taub-NUT metric becomes the original Euclidean Taub-

NUT metric up to a constant factor. In the original Kaluza-Klein context the Taub-NUT
parameter m is positive.

Spaces with a metric of the above form have an isometry group SU(2) × U(1) with
four Killing vectors. The remarkable result of Iwai and Katayama is that the extended
Taub-NUT space (18) still admits a conserved vector, quadratic in 4-velocities, analogous
to the Runge-Lenz vector of the following form

→
K=

→
p ×

→
j +κ

→
r

r
. (21)

The constant κ involved in the Runge-Lenz vector (21) is

κ = −aE +
1

2
c q2 (22)

where the conserved energy E is

E =

→
p

2

2f(r)
+

q2

2g(r)
. (23)

4 Gravitational anomalies

For the classical motions, a S-K tensor Kµν generate a quadratic constant of motion

K = Kµν ẋµ ẋν . (24)

In the case of the geodesic motion of classical scalar particles, the fact that Kµν is a
S-K tensor satisfying (1), assures the conservation of (24).

Passing from the classical motion to the hidden symmetries of a quantized system, the
corresponding quantum operator analog of the quadratic function (24) is [16, 17]:

K = DµK
µνDν (25)

where Dµ is the covariant differential operator on the manifold with the metric gµν .
Working out the commutator of (25) with the scalar Laplacian

H = DµD
µ (26)

we get

[DµD
µ,K] = 2Kµν;λD(µDνDλ) + 3K

(µν;λ)
;λD(µDν)

+{1

2
gλσ(K(λσ;µ);ν −K(λσ;ν);µ)− 4

3
K

[µ
λ Rν]λ};νDµ (27)

Concerning the hidden symmetry of the quantized system, the above commutator does
not vanishes on the strength of (1). Taking into account (1) we get:

[H,K] = −4

3
{K [µ

λ Rν]λ};νDµ (28)
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which means that in general the quantum operator K does not define a genuine quantum
mechanical symmetry [18]. On a generic curved spacetime there appears a gravitational
quantum anomaly proportional to a contraction of the S-K tensor Kµν with the Ricci
tensor Rµν .

It is obvious that for a Ricci-flat manifold this quantum anomaly is absent. However,
a more interesting situation is represented by the manifolds in which the S-K tensor Kµν

can be written as a product of K-Y tensors fµν [7].
The integrability condition for any solution of (2), written for K-Y tensors of valence

r = 2, is
R τ

µν[σ fρ]τ + R τ
σρ[µ fν]τ = 0 . (29)

Now contracting this integrability condition on the Riemann tensor for any solution of
(2) we get

fρ
(µRν)ρ = 0. (30)

Let us suppose that there exist a square of the S-K tensor Kµν of the form of a K-Y
tensor fµν [7]:

Kµν = fµρf
ρ

ν . (31)

In case this should happen, the S-K equation (1) is automatically satisfied and the inte-
grability condition (30) becomes

Kρ
[µRν]ρ = 0. (32)

It is interesting to observe that in this last equation an antisymmetrization rather than
symmetrization is involved this time as compared to (30). But this relation implies the
vanishing of the commutator (28) for S-K tensors which admit a decomposition in terms
of K-Y tensors.

Using the S-K tensor components of the Runge-Lenz vector (21) we can proceed to the
evaluation of the quantum gravitational anomaly for the generalized Taub-NUT metrics.
A direct evaluation [20] shows that the commutator (28) does not vanish.

In conclusion the operators constructed from symmetric S-K tensors are in general a
source of gravitational anomalies for scalar fields. However, when the S-K tensor is of the
form (31), then the anomaly disappears owing to the existence of the K-Y tensors.

5 Index formulas and axial anomalies

Atiyah, Patodi and Singer (APS) [19] discovered an index formula for first-order differ-
ential operators on manifolds with boundary with a non-local boundary condition. Their
index formula contains two terms, none of which is necessarily an integer, namely a bulk
term (the integral of a density in the interior of the manifold) and a boundary term de-
fined in terms of the spectrum of the boundary Dirac operator. Endless trouble is caused
in this theory by the condition that the metric and the operator be of ”product type”
near the boundary.

In our previous paper [20] we computed the index of the Dirac operator on annular
domains and on disk, with the non-local APS boundary condition. For the generalized
Taub-NUT metrics, we found that the index is a number-theoretic quantity which depends
on the metrics. In particular, our formula shows that the index vanishes on balls of
sufficient large radius, but can be non-zero for some values of the parameters c, d and of
the radius.
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Theorem 1 If c > −
√

15d
2

then the extended Taub-NUT metric does not contribute to the
axial anomaly on any annular domain (i.e., the index of the Dirac operator with APS
boundary condition vanishes).

Proof: We delegate the proof to Ref. [20].
The result is natural since the index of an operator is unchanged under continuous

deformations of that operator. In our case this would amount to a continuous change in
the metric. The absence of axial anomalies is due to the fact there exists an underlying
structure that does not depend on the metric. However for larger deformations of the
metric there could appear discontinuities in the boundary conditions and therefore the
index could present jumps. Our formula for the index involves a computable number-
theoretic quantity depending on the parameters of the metric.

We also examined the Dirac operator on the complete Euclidean space with respect to
this metric, acting in the Hilbert space of square-integrable spinors. We found that this
operator is not Fredholm, hence even the existence of a finite index is not granted.

We mentioned in [20] some open problems in connection with unbounded domains.
The paper [21] brings new results in this direction. First we showed that the Dirac operator
on R4 with respect to the standard Taub-NUT metric does not have L2 harmonic spinors.
This follows rather easily from the Lichnerowicz formula, since the standard Taub-NUT
metric has vanishing scalar curvature. In particular, the index vanishes.

Theorem 2 For the standard Taub-NUT metric on R4 the Dirac operator does not have
L2 solutions.

Proof: Recall that the standard Taub-NUT metric is hyper-Kähler, hence its scalar
curvature κ vanishes.

By the Lichnerowicz formula,

D2 = ∇∗∇+
κ

4
= ∇∗∇.

Let φ ∈ L2 be a solution of D in the sense of distributions. Then, again in distributions,
∇∗∇φ = 0. The operator ∇∗∇ is essentially self-adjoint with domain C∞c (R4, Σ4), which
implies that its kernel equals the kernel of ∇. Hence ∇φ = 0. Now a parallel spinor has
constant pointwise norm, hence it cannot be in L2 unless it is 0, because the volume of
the metric dsK

2 is infinite. Therefore φ = 0.

6 Concluding remarks

There is a relationship between the absence of anomalies and the existence of the K-Y
tensors. For scalar fields, the decomposition (31) of S-K tensors in terms of K-Y tensors
guarantees the absence of gravitational anomalies. Otherwise operators constructed from
symmetric tensors are in general a source of anomalies proportional to the Ricci tensors.

However for the axial anomaly the role of K-Y tensors is not so obvious. The topo-
logical aspects are more important and the absence of K-Y tensors does not imply the
appearance of anomalies.
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[15] I. I. Cotăescu and M. Visinescu, J. Phys. A: Math.Gen. 34, 6459 (2001).

[16] B. Carter, Phys. Rev. D16, 3395 (1977).

[17] R. G. McLenaghan and Ph. Spindel, Phys. Rev. D20, 409 (1979).

[18] M. Cariglia, Class. Quantum Grav. 21, 1051 (2004).

[19] M. F. Atiyah, V. K. Patodi and I. M. Singer, Math. Proc. Cambridge Philos. Soc.
77, 43 (1975).
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Abstract
With the help of the Penrose-Ward transform, which relates certain holomorphic

vector bundles over the supertwistor space to the equations of motion of self-dual
SYM theory in four dimensions, we construct hidden infinite-dimensional symme-
tries of the theory. We also present a new and shorter proof (cf. hep-th/0412163) of
the relation between certain deformation algebras and hidden symmetry algebras.

1 Introduction and conclusions

By analyzing the linearized [1] and full [2] field equations and by virtue of the Penrose-
Ward transform [3], it was shown that there is a one-to-one correspondence between the
moduli space of holomorphic Chern-Simons theory on supertwistor space and of self-dual
N = 4 SYM theory in four dimensions.1 This correspondence has then been used for a
twistorial construction of hidden infinite-dimensional symmetry algebras in the self-dual
truncation of SYM theory [7]. Therein, the results known for the purely bosonic self-dual
YM equations (see, e.g., Refs. [8]–[13]) have been generalized to the supersymmetric
setting. Here, we shall briefly report on those results thereby also presenting a new and
shorter proof of the relation between certain deformation algebras on the twistor side
and symmetry algebras on the gauge theory side. For the sake of clarity, the discussion
presented below is given in the complex setting only but, of course, it is also possible to
implement real structures (see, e.g., [2, 7] for details).
Acknowledgments: I would like to thank A. D. Popov and R. Wimmer for commenting
on the manuscript. This work was done within the framework of the DFG priority program
(SPP 1096) in string theory.

2 Preliminaries

2.1. Supertwistor space

The starting point of our discussion is the complex projective supertwistor space CP 3|N

with homogeneous coordinates [zα, λα̇, ηi] obeying the equivalence relation

(zα, λα̇, ηi) ∼ (tzα, tλα̇, tηi) (2.1)

1For reviews of twistor theory, we refer to [4, 5, 6, 12].
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for any t ∈ C∗. Here, the spinorial indices α, β, . . . , α̇, β̇, . . . run from 1 to 2 and the
R-symmetry indices i, j, . . . from 1 to N . In the following, we are interested in the open
subset P3|N := CP 3|N \ CP 1|N defined by λα̇ 6= 0. This space can be covered by two
patches, say U+ and U−, for which λ1̇ 6= 0 and λ2̇ 6= 0, respectively. On those patches we
have the coordinates

zα
+ := zα

λ1̇
, z3

+ :=
λ2̇

λ1̇
=: λ+ and η+

i := ηi

λ1̇
on U+,

zα
− := zα

λ2̇
, z3

− :=
λ1̇

λ2̇
=: λ− and η−i := ηi

λ2̇
on U−,

(2.2)

which are related by

zα
+ =

1

z3−
zα
−, z3

+ =
1

z3−
and η+

i =
1

z3−
η−i (2.3)

on U+ ∩U−. This in particular shows that P3|N , which we simply call supertwistor space,
is a holomorphic fibration over the Riemann sphere CP 1,

P3|N = O(1)⊗C2 ⊕ ΠO(1)⊗CN → CP 1. (2.4)

From this definition it is clear that global holomorphic sections of the fibration (2.4)
are degree one polynomials. In a given trivialization, they are locally of the form

zα
± = xαα̇λ±α̇ and η±i = ηα̇

i λ±α̇ (2.5)

and parametrized by the moduli (xαα̇, ηα̇
i ) ∈ C4|2N . Here, we also introduced the common

abbreviations

(λ+
α̇ ) :=

(
1

λ+

)
and (λ−α̇ ) :=

(
λ−
1

)
. (2.6)

Therefore, P3|N naturally fits into the following double fibration

P3|N C4|2N

F5|2N
π2 π1¡
¡ª

@
@R

(2.7)

where F5|2N ∼= C4|2N × CP 1 is called the correspondence space. The (holomorphic)
projections are given according to

π1 : (xαα̇, λ±, ηα̇
i ) 7→ (xαα̇, ηα̇

i ),
π2 : (xαα̇, λ±, ηα̇

i ) 7→ (zα
± = xαα̇λ±α̇ , z3

± = λ±, η±i = ηα̇
i λ±α̇ ).

(2.8)

Next let us take a closer look at the relations (2.5). Fixing a point (zα
±, λ±, η±i ) in

supertwistor space and solving (2.5) for (xαα̇, ηα̇
i ), one determines an isotropic (null) plane

C2|N in C4|2N . On the other hand, a fixed point (xαα̇, ηα̇
i ) ∈ C4|2N gives a holomorphic

embedding of the Riemann sphere into supertwistor space. Thus, we have

(i) a point p ∈ P3|N ←→ an isotropic plane C2|N
p ↪→ C4|2N ,

(ii) CP 1
x,η ↪→ P3|N ←→ a point (x, η) ∈ C4|2N .
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2.2. Holomorphy and self-dual SYM theory in the twistor approach

In order to study super gauge theory, some additional data on the manifolds appearing
in the double fibration (2.7) is required. Let us consider a rank n holomorphic vector
bundle E → P3|N which is characterized by the transition function f = {f+−} and its
pull-back π∗2E to the supermanifold F5|2N . For notational reasons, we denote the pulled-
back transition function by the same letter f . By definition of a pull-back, the transition
function f is constant along the fibers of π2 : F5|2N → P3|N . Therefore, it is annihilated
by the vector fields

D±
α := λα̇

±∂αα̇ and Di
± := λα̇

±∂i
α̇, (2.9)

where ∂αα̇ = ∂/∂xαα̇ and ∂i
α̇ = ∂/∂ηα̇

i . Spinorial indices are raised and lowered via the
ε-tensors, ε12 = ε1̇2̇ = −ε12 = −ε1̇2̇ = 1, together with the normalizations εαβεβγ = δγ

α

and εα̇β̇εβ̇γ̇ = δγ̇
α̇. Let ∂̄P and ∂̄F be the anti-holomorphic parts of the exterior derivatives

on the supertwistor space and the correspondence space, respectively. Then we have
π∗2∂̄P = ∂̄F ◦ π∗2, and hence, the transition function of π∗2E is also annihilated by ∂̄F .

Next we want to assume that the bundle E → P3|N is holomorphically trivial when
restricted to any projective line CP 1

x,η ↪→ P3|N . This condition implies that there exist
some smooth GL(n,C)-valued functions ψ = {ψ±}, which define a trivialization of π∗2E ,
such that f = {f+−} can be decomposed as

f+− = ψ−1
+ ψ− (2.10)

and
∂̄Fψ± = 0. (2.11)

In particular, this formula implies that the ψ± depend holomorphically on λ±. Applying
the vector fields (2.9) to (2.10), we realize by virtue of an extension of Liouville’s theorem
that the expressions

ψ+D+
α ψ−1

+ = ψ−D+
α ψ−1

− and ψ+Di
+ψ−1

+ = ψ−Di
+ψ−1

− (2.12)

must be at most linear in λ±. Therefore, we may introduce a Lie-algebra valued one-form
A such that

D±
α yA := A±

α := λα̇
±Aαα̇ = ψ±D±

α ψ−1
± ,

Di
±yA := Ai

± := λα̇
±Ai

α̇ = ψ±Di
±ψ−1

± ,
(2.13)

and hence
λα̇
±(∂αα̇ +Aαα̇)ψ± = 0,

λα̇
±(∂i

α̇ +Ai
α̇)ψ± = 0

(2.14)

and ∂̄Fψ± = 0. The compatibility conditions for the linear system (2.14) read as

[∇α(α̇,∇ββ̇)] = 0, [∇i
(α̇,∇αβ̇)] = 0 and {∇i

(α̇,∇j

β̇)
} = 0, (2.15)

where we have introduced

∇αα̇ := ∂αα̇ +Aαα̇ and ∇i
α̇ := ∂i

α̇ +Ai
α̇. (2.16)

Eqs. (2.15) have been known for quite some time and it has been shown that they are
equivalent to the equations of motion ofN -extended self-dual SYM theory [14, 15] on four-
dimensional space-time. Note that Eqs. (2.14) imply that the gauge potentials Aαα̇ and
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Ai
α̇ do not change when we perform transformations of the form ψ± 7→ ψ±h±, where the

h = {h±} are annihilated by the vector fields (2.9) and ∂̄F . Under such transformations
the transition function f = {f+−} of π∗2E transform into a transition function h−1

+ f+−h− of
a bundle which is said to be equivalent to π∗2E . On the other hand, gauge transformations
of the gauge potentials are induced by transformations of the form ψ± 7→ g−1ψ± for some
smooth λ-independent GL(n,C)-valued g. Under such transformations the transition
function f is unchanged. In fact, we have

Theorem 1 There is a one-to-one correspondence between equivalence classes of holo-
morphic vector bundles over the supertwistor space which are holomorphically trivial when
restricted to any CP 1

x,η ↪→ P3|N and gauge equivalence classes of solutions to the equations
of motion of N -extended self-dual SYM theory in four dimensions. In fact, Eqs. (2.13)
give the Penrose-Ward transform, i.e., the relation between fields on supertwistor space
and fields on space-time.

3 Hidden symmetries

3.1. Infinitesimal deformations

In order to study solutions to the linearized equations of motion (i.e., symmetries), one
considers small perturbations of the transition functions f = {f+−} of a holomorphic
vector bundle E → P3|N and its pull-back π∗2E → F5|2N , respectively. Note that any
infinitesimal perturbation of f is allowed, as small enough perturbations will, by Ko-
daira’s theorem on deformation theory, preserve its trivializability properties on the curves
CP 1

x,η ↪→ P3|N . This follows directly from H1(CP 1,O) = 0. Thus, we find

f+− + δf+− = (ψ+ + δψ+)−1(ψ− + δψ−) (3.17)

for the deformed transition function of π∗2E . Upon introducing the Lie-algebra valued
function

φ+− := ψ+(δf+−)ψ−1
− , (3.18)

and linearizing Eq. (3.17), we have to find the splitting

φ+− = φ+ − φ−. (3.19)

Here, the Lie-algebra valued functions φ± can be extended to holomorphic functions in
λ± on the respective patches, and which eventually yield

δψ± = −φ±ψ±. (3.20)

Moreover, we point out that finding such φ± from φ+− means to solve the infinitesimal
variant of the Riemann-Hilbert problem. Obviously, the splitting (3.19) and hence solu-
tions to the Riemann-Hilbert problem are not unique, as we certainly have the freedom
to consider new φ̃± shifted by some function function ω which is globally defined, i.e.,
φ̃± = φ± + ω. In fact, such shifts eventually correspond to infinitesimal gauge transfor-
mations.

Infinitesimal variations of the linear system (2.14) yield

δA±
α = λα̇

±δAαα̇ = λα̇
±∇αα̇φ± and δAi

± = λα̇
±δAi

α̇ = λα̇
±∇i

α̇φ±, (3.21)
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where the covariant derivatives have been introduced in (2.16). Note that they act ad-
jointly in these equations. The λ-expansion of Eqs. (3.21) eventually gives the infinitesi-
mal transformation δAαα̇ and δAi

α̇, which satisfy by construction the linearized equations
of motion. Note that the equivalence relations as defined at the end of Sec. 2.2 have an
infinitesimal counterpart. Therefore, we altogether have

Corollary 1 There is a one-to-one correspondence between equivalence classes of defor-
mations of the transition functions of holomorphic vector bundles over the supertwistor
space which are holomorphically trivial when restricted to any CP 1

x,η ↪→ P3|N and equiva-
lence classes of symmetries of N -extended self-dual SYM theory in four dimensions.

3.2. Hidden symmetry algebras

Suppose we are given some indexed set {δa} of infinitesimal deformations δaf+− of the
transition function of our holomorphic vector bundle π∗2E . Suppose further that the δas
satisfy a deformation algebra of the form

[δa, δb}f+− = fab
cδcf+−, (3.22)

where the fab
cs are generically structure functions and [·, ·} denotes the graded commu-

tator. Let us assume that the fab
cs are constant. Above we have seen that any such

deformation δaf+− yields a symmetry of N -extended self-dual SYM theory. So, given
such an algebra, what is the corresponding symmetry algebra on the gauge theory side?
To answer this question, we consider

[δ1, δ2] = (−)papbεa%b[δa, δb}, (3.23)

where εa and %b are the infinitesimal parameters of the transformations δ1 and δ2, respec-
tively, and pa denotes the Graßmann parity of the transformation δa. Explicitly, we may
write

[δ1, δ2]A±
α = δ1(A±

α + δ2A±
α )− δ1A±

α − δ2(A±
α + δ1A±

α ) + δ2A±
α (3.24)

and similarly for Ai
±; cf. also (3.21). Then one easily checks that

[δ1, δ2]A±
α = λα̇

±∇αα̇Σ±
12, with Σ±

12 := δ1φ
2
± − δ2φ

1
± + [φ1

±, φ2
±]. (3.25)

Note that we use the notation φ1
± = εaφ±a and similarly for φ2

±. Next one considers the
commutator

[δ1, δ2]f+− = δ1(f+− + δ2f+−)− δ1f+− − δ2(f+− + δ1f+−) + δ2f+−. (3.26)

Using the definition (3.18) and the resulting splittings (3.19) for the deformations δ1,2f+−,
one can show after some tedious but straightforward algebraic manipulations that the
commutator (3.26) is given by

[δ1, δ2]f+− = ψ−1
+ (Σ+

12 − Σ−
12)ψ−, (3.27)

where Σ±
12 has been introduced (3.25). By hypothesis (3.22), it must also be equal to

[δ1, δ2]f+− = δ3f+−, with δ3 = (−)papbεa%bfab
cδc, (3.28)
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i.e.,
[δ1, δ2]f+− = ψ−1

+ (φ3
+ − φ3

−)ψ−, (3.29)

where φ3
± = (−)papbεa%bfab

cφ±c. By comparing this equation with the result (3.27), we
therefore conclude

Σ±
12 = φ3

± + ω3 = (−)papbεa%b(fab
cφ±c + ωab), (3.30)

since the fab
cs are assumed to be constant. Here, ω3 (respectively, ωab) is some func-

tion independent of λ± and therefore representing an infinitesimal gauge transformation.
Combining this result with Eq. (3.25), we get the following

Theorem 2 Suppose we are given a deformation algebra of the form (3.22) with constant
fab

c. Then the corresponding symmetry algebra on the gauge theory side has exactly the
same form modulo possible gauge transformations.

It should be stressed that this theorem does, however, not give the explicit form of the
gauge parameter ωab. In order to compute it, one has to perform the splitting procedure
explicitly; see [7] for details.

3.3. Examples: Affine extensions of gauge type and superconformal symmetries

So far, we have been quite general. Let us now exemplify our discussion. Let Xa be some
generator of the gauge algebra gl(n,C) and consider

δm
a f+− := λm

+ [Xa, f+−], for m ∈ Z. (3.31)

For m = 0, the transformations of the components of the gauge potential are given by

δ0
aAαα̇ = [Xa,Aαα̇] and δ0

aAi
α̇ = [Xa,Ai

α̇]. (3.32)

Thus, they represent a gauge type transformation with constant gauge parameter (a global
symmetry transformation). The corresponding deformation algebra is easily computed to
be

[δm
a , δn

b ]f+− = fab
cδm+n

c f+−, (3.33)

where the fab
cs are the structure constants of gl(n,C), i.e., we get a centerless Kac-Moody

algebra. By virtue of our above theorem, we will get the same algebra (modulo gauge
transformations) on the gauge theory side (for explicit calculations see also [7]). Note
that such deformations can be used for the explicit construction of solutions to the field
equations [16].

Another example is concerned with affine extensions of superconformal symmetries. In
[7], it was shown that the generators of the superconformal algebra when viewed as vector
fields have to be pulled back to the correspondence space (and hence to the supertwistor
space) in a very particular fashion. Their pull-backs are explicitly given by

P̃αα̇ = Pαα̇, Q̃iα = Qiα, Q̃i
α̇ = Qi

α̇,

D̃ = D,

K̃αα̇ = Kαα̇ + xαβ̇Z α̇
β̇

, K̃iα = K iα, K̃ α̇
i = K α̇

i + ηβ̇
i Z α̇

β̇
,

J̃αβ = Jαβ, J̃α̇β̇ = Jα̇β̇ − 1
2
Zα̇β̇,

T̃ j
i = T j

i , Ã = A,

(3.34)
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where the untilded quantities, commonly denoted by Na in the sequel, are the usual vector
field expressions for the superconformal generators on four-dimensional superspace-time
and

Zα̇β̇ := λ±α̇λ±
β̇
∂λ± + λ̂±α̇ λ̂±

β̇
∂λ̄± . (3.35)

Here, (λ̂+
α̇ ) := t(−λ̄+, 1) and λ̂+

α̇ = λ̄−1
− λ̂−α̇ . Let us define the following (holomorphic)

action on the transition function:

δm
a f+− := λm

+Ñaf+−, for m ∈ Z, (3.36)

where Ña represents any of the generators given above. Note that the λ̄-derivative drops
out as f+− is holomorphic in λ±. For m = 0, we find

δ0
aAαα̇ = LNaAαα̇ and δ0

aAi
α̇ = LNaAi

α̇, (3.37)

where LNa is the Lie derivative along Na. Furthermore, one straightforwardly deduces

[δm
a , δn

b }f+− = (fab
c + ngaδ

c
a − (−)pamgbδ

c
a)δ

m+n
c f+−, (3.38)

what represents a centerless Kac-Moody-Virasoro type algebra. Here, the fab
cs are the

structure constants of the superconformal algebra. The gas are abbreviations for λ−1
+ Ñλ+

a ,

where Ñλ+
a represents the ∂λ+-component of Ña. Hence, this time we obtain structure

functions rather than structure constants and therefore we have to restrict our discus-
sion to a certain subalgebra of the superconformal algebra in order to apply the above
theorem. The most naive way of doing this is simply by dropping the special conformal
generators K̃αα̇ and K̃ α̇

i and the rotation generators Jα̇β̇. Then one eventually obtains
honest structure constants and can therefore use the theorem. However, in [7] we have
seen that one need not to exclude the rotation generators Jα̇β̇, since the structure func-
tions for the maximal subalgebra of the superconformal algebra which does not contain
K̃αα̇ and K̃ α̇

i are only dependent on λ±. By inspecting the formulas (3.21), we see that
such λ-dependent functions do not spoil the generic form of the transformations on the
gauge theory side, i.e., the corresponding symmetry algebra still closes. This is not the
case when K̃αα̇ and K̃ α̇

i are included as the structure functions also depend on xαα̇ and
ηα̇

i , respectively. For more details see [7].
Finally, let us stress that the existence of such such algebras originates from the fact

that the full group of continuous transformations acting on the space of holomorphic
vector bundles over the supertwistor space is a semi-direct product of the group of local
holomorphic automorphisms (i.e., complex structure preserving maps) of the supertwistor
space and of the group of one-cochains for a certain covering of the supertwistor space
with values in the sheaf of holomorphic maps of the supertwistor space into the gauge
group. This can be shown by following and generalizing the lines presented in the case of
the purely bosonic self-dual YM equations [12, 13].
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Abstract

We present the evidence for two conjectures related to the twistor string. The
first conjecture states that two super-Calabi Yaus – the supertwistor space and
the superambitwistor space – form a mirror pair. The second conjecture is that
the B-model on the twistor space can be seen as describing a 4-dimensional grav-
itational theory, whose partition function should involve a sum over “space-time
foams” related to D1 branes in the topological string.

1 Introduction

Witten’s reformulation of perturbative N = 4 supersymmetric U(N) Yang-Mills theory
as a topological string theory with the supertwistor space as target [1] has inspired a large
number of works that have extended the original insight and fulfilled one of the initial
expectations, namely that of simplifying the calculations of YM amplitudes by exploiting
the holomorphic properties they exhibit in twistor space (see [2] for a review of these
results and a fuller list of references). This achievement was in keeping with the gen-
eral philosophy of the twistor program, which has at its starting point the observation
that complicated field equations in Minkowski space can be recast in the form of sim-
pler cohomology problems via the so-called Penrose transform ([3] and [4] for a general
presentation).

By contrast, some puzzles that were pointed out by Witten from the beginning are
still unsolved. Probably the most important open question is that of the coupling (or
decoupling) of the closed string modes. While they can be ignored at tree level, they
inevitably contribute in loops and one has to find a way of disentangling them from
field theory, or else of making sense of field theory coupled to conformal supergravity.
In other directions there has been some progress, e.g. in extending the correspondence
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to situations with lower supersymmetry, and in setting up the correspondence using the
ambitwistor construction, which avoids breaking the parity symmetry between self-dual
and anti-self-dual solutions.

One remarkable aspect of Witten’s proposal is the fact that the complete 4-dim gauge
theory is described in terms of a topological string; in their usual applications to Calabi-
Yau compactifications, topological strings can describe only the F-terms of the corre-
sponding field theory. However the Calabi-Yau appearing here as the twistor space is not
part of some internal geometry, but it contains the space-time as well. Moreover, it is
a supermanifold. So even though formally the twistor topological string is not different
from its more usual incarnations, it encodes the physical information in a rather different
way. This begs the question of how much of the common lore concerning these models
can be directly applied to this situation. The most striking result of the investigations of
topological strings is the existence of mirror symmetry: Calabi-Yau spaces come in pairs,
and two spaces in a mirror pair must satisfy some conditions, e.g. relations between their
Hodge numbers. It is not entirely obvious whether this should extend to the case of super-
CY, and how. One problem is that a complete cohomology theory for supermanifolds is
still lacking (for discussions on these issues see [5, 6, 7]). Nevertheless, this question can be
addressed at a formal level, applying the usual techniques of gauged linear sigma model.
In section 2 we discuss these issues and present results obtained with S.P. Kumar [8].

In section 3 we look at the closed string sector, and try to interpret the D1 branes as
gravitational sources. This work was done with S. Hartnoll [9]. It can be argued that the
backreaction of the branes on the geometry is related, via the twistor correspondence, to
a transition between different gravitational instantons in 4 dimensions. This raises the
possibility of having a sector of 4-dim gravity that can be described by a gas of D1-branes;
in spirit this would be similar to the quantum foam description of the gravity sector of
the A-model topological string on CY 3-folds [10]. Whether such a description can be
useful in this case and whether may lead to some exact results remains to be seen.

2 Mirror symmetry

Let us now briefly review the twistor and ambitwistor constructions and the arguments
in favor of the existence of mirror symmetry put forward in [11, 12] and then in [8].

The (bosonic) twistor space Z = CP3 is a CP1 fibration over S4. The fibre over a
point p parametrizes almost-complex structures on TpS

4. There is a 1-1 correspondence
(Penrose-Ward) between rank r holomorphic vector bundles on Z, trivial when restricted
to the fibres, and SU(r) anti-self dual connections on S4 (or suitable open sets on both
sides). This is, in essence, because an ASD gauge field has a field strength of type (0, 2)
for any choice of complex structure compatible with the orientation. Topologically, the
bundle on Z is the pull-back of the gauge bundle on S4, and the holomorphic structure
is given by a (0, 1) connection A satisfying ∂̄A + A ∧ A = 0. The latter are the field
content and the equations of motion of holomorphic Chern-Simons theory, which in turn
is the effective space-time theory of the open string sector of the topological B-model on
a Calabi-Yau. The action is

S =

∫

Z
Ω ∧ (A ∧ ∂̄A+

2

3
A ∧A ∧A) . (1)

Here Ω is a (3, 0) form. Z is not a Calabi-Yau, but the problem is circumvented
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by adding fermionic coordinates. The total space is then taken to be CP3|4, which
can also be seen as a fermionic bundle Π(O(1) ⊗ C4) over the bosonic twistor space.
This is a super-CY, since it has a nowhere vanishing holomorphic volume form, Ω =
εµνρσεABCD zµdzνdzρdzσdψAdψBdψCdψD. The connection A becomes a superfield and its
component expansion

A = dz̄
(
A + ψIχI + ψIψJφIJ + ψIψJψKεIJKLχ̃L + ψ4G

)
(2)

yields the N = 4 SYM multiplet in a helicity basis. The Chern-Simons action reproduces
the action for self-dual YM fields, and the complete action is recovered by including the
contributions of D1 branes wrapped on rational curves in Z. The simplest case is when
the curves have degree 1; they are specified by equations

ωα̇ = xαα̇λα , ψI = θI
αλα . (3)

These equations admit a dual interpretation: a point (x, θ) in superspace defines a
fibre of the twistor space, and viceversa a point (λ, ω) ∈ Z defines a self-dual plane in
(complexified) Minkowski space1. It may be surprising that twistors, in principle well
apt to describe self-dual field configurations, may turn out to be the most useful way
of describing the complete perturbative sector of Yang-Mills. In fact, the breaking of
parity invariance is somewhat unsatisfactory, and can be avoided by using the ambitwistor
construction [13].

The idea underlying the ambitwistor construction is the fact that the classical equa-
tions of motion of N = 4 SYM follow from the condition of integrability of gauge fields
on supersymmetric null lines. A null line is the intersection of a self-dual and an anti-
self-dual plane, and so is defined by two points in two copies of CP3 with a condition
to ensure that the intersection of the corresponding planes is not empty. The suitably

supersymmetrized space turns out to be a quadric in CP3|3 × C̃P
3|3

:

N = {ωα̇ω̃α̇ − λαλ̃α + ψAψ̃A = 0 } . (4)

This is again a super-CY, and one could envision finding a topological string that lives
on this space and reproduces the full YM amplitudes. This seems to be a very non-trivial
problem (see attempts at its solution in [14, 15]).

As it has been argued in [11] the S-duality of physical string theory descends to
the topological sector. This implies the existence of an A-model realization of N = 4
Yang-Mills, where the D1-instantons would be replaced by worldsheet instantons (and
the D5-branes by NS5-branes). Given such an A-model description, one would expect the
mirror B-model to realize the perturbative Yang-Mills amplitudes classically, without the
help of instantons. The natural candidate for such a mirror is then the ambitwistor space.

Since the quadric N is a hypersurface in a toric variety, it is possible to use the
techniques explained in [16, 17] in order to find the mirror manifold. The homogeneous
coordinates of the toric variety correspond to chiral fields Φi in a (2, 2)-susy U(1) gauged
linear sigma model, and mirror symmetry amounts to performing a T-duality. A degree d
hypersurface is described in the sigma model via a superpotential W = P G(Φi), where P
is a field of charge −d. The vacuum equations set P = 0, G = 0. We also have to use the
results of [6], where it is shown that A-model observables on a hypersurface M ⊂ V can

1We ignore here all the issues concerning the signature of spacetime.
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be computed on a supermanifold that is a fermionic bundle over V . One gets it by simply
replacing the auxiliary field P with a fermionic superfield Ψ of charge d. In trading
M for the bundle one is throwing away all the information about the superpotential,
except its degree; this is not a problem since the parameters of W are complex structure
deformations to which the A-model is insensitive.

The T-duality action on the fermions is similar to the one on bosons: the phase of
Ψ dualizes into a bosonic twisted chiral multiplet Y , such that Y + Ȳ = Ψ̄Ψ while the
imaginary part is periodic. However one needs something more, namely two additional
fermions η, χ to preserve the virtual (bosonic minus fermionic) dimension of the space.
There must also be a superpotential W = −q Σ(Y − ηχ) + e−Y , to account for all the
massive excitations. It is now straightforward to apply these results to the hypersurface
(4) (see [8]). Let us note that the quadric has two Kähler moduli t1, t2 inherited from
the embedding, corresponding to the sizes of the two CP3. The computation yields the
following partition function for the Landau-Ginzburg B-model:

Z = et1

∫ ∏
a=1,2

[dxaduadvadηadχa]
∏

a

δ(uava +ηaχa−xa +1) δ(et1(e−t2−1)x1x2−1) . (5)

The δ-functions inside the integral contain the information on the geometry of the
mirror manifold. The first thing to note is that it has dimension (3|4) as expected. In the
limit t2 → 0 the partition function (5) can be interpreted as an integral in an affine patch of
CP3|4, thus confirming the conjecture that the latter and the quadric are mirror partners.
However for generic t2 the equations we find describe some deformation of the space.
Strictly speaking CP3 is a rigid manifold and does not have complex deformations, and the
same probably holds for its supersymmetric version. It is likely that one can make sense
of the deformations only in an affine patch. It would be interesting to understand better
these deformations, as they could give more insight into the nature of the corresponding
A-model deformations.

It is worthwhile to notice in this respect that the above derivation of the mirror
manifold is somewhat formal. One would like to substantiate the conjecture with the
computation of observables on both sides. This would require first of all a proper def-
inition of the observables, which has been problematic especially on the A-model side.
The S-duality conjecture described above suggests that there should also be a B-model
description in ambitwistor space, but, as already observed, at present this has not yet
been found.

3 A spacetime quantum foam

While most works on the twistor string have focused on the open string sector, it is also
interesting to consider the closed string sector, corresponding to conformal supergravity
[18]. Here the correspondence rests upon a generalization of Penrose’s construction that
associates a complex 3-fold Z to any 4-dimensional conformally self-dual (i.e. with a
self-dual Weyl tensor Cabcd ) Riemannian manifold M [19]. Specializing to the case
M = S4 one recovers the twistor space CP3 we have used so far. One consequence is that
deformations of the complex structure of Z correspond to perturbations of the metric of
M that preserve self-duality. We will argue that the effect of adding D1 branes in Z is
equivalent to considering blow-ups of the 4-dim space M, and that this may lead to a
quantum foam description of (a sector of) quantum gravity on M.
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Manifolds with self-dual Weyl tensor can be thought of as gravitational instantons, as
they minimize the action

∫
dvol CabcdC

abcd in a topological sector given by the value of the
Hirzebruch signature τ = b+

2 − b−2 . In the B-model realization, D1 branes act as sources
for the holomorphic form of the CY, whose periods parametrize the complex moduli.
Therefore adding D1 branes should be equivalent to consider complex deformations once
the backreaction is taken into account [20]. In a sense this means generalizing the twistor
correspondence to non-perturbative gravitational fluctuations. It is natural to conjecture
that the number of branes should correspond to the Hirzebruch signature. One can
increase the value of τ by taking the connected sum M#CP2; it is known that the
resulting manifold is again conformally self-dual. We have then the picture that a gas of
gravitational instanton can be described as a gas of D-branes in the B-model.

In order to understand what our goal is, it is helpful to compare to the S-dual descrip-
tion: the effective action for the A-model is a theory of Kähler gravity in 6 dimensions,
but (at least on toric manifolds) the strong coupling regime is more usefully described as
a “quantum foam” made up of successive blow-ups of the manifold at the corners of its
toric base [10]. The twistor string offers the possibility of a similar result for a version of
4-dimensional gravity that is dominated by instantons in some regime. We have explored
this issue in [9].

Although we conjecture that the picture presented above should be quite general, we
focus on a particular class of (asymptotically flat) self-dual Kähler manifolds, which are
blow-ups of C2 at a finite number of points. Their twistor spaces are explicitly known,
they have been constructed by Lebrun [21], and they have the special property of being
bimeromorphic to projective spaces, which makes them amenable to investigation with
algebraic-geometric techniques. In the following we outline the construction of the twistor
spaces and we show how this class of examples verifies our conjecture, in the sense that the
data of the Kähler geometry are captured by the periods of the holomorphic form on Z,
in turn related to the D1-brance charge. We add some details about the supersymmetric
version of the twistor spaces, which is necessary, just as in the flat case, in order to have
a well-defined topological string.

We start from the 4-fold B (a projective bundle over CP1×CP1) obtained as a quotient
of C7 by the following identifications

[z0, z1] ∼ λ[z0, z1] ,
[ζ0, ζ1] ∼ µ[ζ0, ζ1] ,
[x, y, t] ∼ ν[λn−1µx, λµn−1 y, t] .

(6)

The equation

F ≡ xy − t2
n∏

j=1

P j = 0 . (7)

defines a singular hypersurface Z̃ ⊂ B. The P j are n polynomials of the form P i =
ai

mnζmzn, and their zeroes are n curves {C i}n
i=1 in the base. We assume that the curves

are nondegenerate and generic, implying that they all mutually intersect at precisely two
points. Away from the curves the manifold Z̃ is a CP1 fibration over CP1 × CP1. Over
the curves the fibration degenerates to two spheres joined at a point, as illustrated in the
figure. The degeneration is regular except for the points where two curves intersect. Each
pair of curves intersect at two points, so there will be a total of n(n− 1) singular points.
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C 1

2

singular points

S3

The singularities are conifold points, and they can be smoothed by taking a small
resolution. The resulting manifold Z is smooth and is a twistor space2, since it has
a foliation by CP1 with normal bundle O(1) ⊕ O(1), and it has an antiholomorphic
involution under which the fibres are invariant. One can show that Z is the twistor space
of a blow-up of C2 at n points, and that b2(Z) = n + 1. The most important property of
Z for our purposes is that it contains a divisor D that is a section of the twistor fibration,
i.e. it intersects every fibre in one point. It can be written as {z = c} in terms of a local
coordinate z = z0/z1. The involution takes it to another divisor D̄ = {ζ = c̄}. For twistor
spaces of Kähler manifolds it is known that the line bundle corresponding to the divisor
D∪D̄ is K

−1/2
Z . This means that if s is a section of this line bundle, we can use it to write

a meromorphic 3-form globally defined on Z. Explicitly we take s = (z0 − cz1)(ζ0 − c̄ζ1),
and

ΩZ =
dz dζ dt

t s2
. (8)

This is in fact the Penrose transform of the Kähler form ω of the 4-manifold M. The
Penrose transform involves a contour integral on the twistor fibres. The Kähler moduli
of M are given by the integrals of ω on a basis of 2-cycles Σi ⊂ M. If we take the
corresponding 3-cycles Li ⊂ Z that include the chosen contours in the fibres, we obtain

∫

Σ

ω =

∫

L

ΩZ . (9)

This is the anticipated relation that allows us to describe the Kähler geometry of M in
terms of period integrals that are computed by the topological B-model on Z. We stress
again that this relation is not limited to the class of examples we study, rather it holds
for every self-dual Kähler 4-manifold.

Two observations are in order at this point. First, we wanted to understand the
complex deformations of Z as coming from D1 brane charge, as given by

∫
Ω = gsN . (10)

But the number N is an integer, so we might expect that the Kähler moduli of M will
also turn out to be quantized, exactly as it happens for the CY quantum foam of [10].

2This is true only after some additional blow-downs, we skip the details here. Note also that a
deformation of the conifold singularity, as opposed to the resolution, would not give a twistor space.
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It would be interesting to make this conjecture more precise. Second, the 3-form we
found is meromorphic. This could not be otherwise since Z is not Calabi-Yau, but we
need a holomorphic 3-form to define the B-model. We already know the solution from
the flat case: it is necessary to add fermionic coordinates. There is a general recipe for
producing a super-CY out of any twistor space, but for Lebrun’s manifolds we can use
a simpler approach. First we extend the projective bundle B adding a rank 4 fermionic
vector bundle E, with coordinates ηi, and define the super-twistor space ZS by a suitable
modification of the hypersurface equation. The ansatz

F → F = F +
F

ts2
η1η2η3η4 (11)

is well-defined provided the fermions are assigned the right scaling properties under (6).
Then we can define a holomorphic top-form on ZS using Poincare’s residue map. It is
given by

ΩZS
=

ΩB
dF . (12)

where ΩB is the unique form on B with a pole along F = 0. The form (12) is well-
defined and holomorphic, and it reduces to (8) if the fermions are integrated out. This
construction involved some arbitrary choices and it would be interesting to understand to
what extent these choices are fixed. Note that a similar holomorphic superform has been
suggested in [15] for the ambitwistor space.

Finally, we observe that an interesting question is whether the mirror symmetry be-
tween twistor and ambitwistor space extends beyond the flat case. Obviously it is neces-
sary to find appropriate supersymmetric generalizations so that one has Calabi-Yaus on
both sides, and for the ambitwistor space, at least to the author’s knowledge, the general
prescription is not known.

I would like to thank the organizers of the workshop “Supersymmetries and Quantum
Symmetries 05”, and S. Hartnoll for commenting on the manuscript.
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