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Abstract

There has been accumulating evidence for the existence of dark matter in the uni-

verse, but its nature remains a deep mystery. Weakly Interacting Massive Particles

(WIMPs) are likely dark matter candidates, which may scatter with nuclei and get de-

tected. Several experiments have been launched in attempts to detect WIMP-induced

nuclear recoils, but no conclusive detection has been confirmed. Now it is generally

believed that ton-scale detectors are required for sensitive WIMP detection, and this

may go beyond the reach of traditional low background technologies. Detectors us-

ing noble liquids such as argon offer this desired scalability, and argon has also been

shown to have excellent background rejection power from scintillation pulse shape

analysis. The problem with argon, however, lies in the cosmogenic 39Ar isotope in

atmospheric argon; it restricts the ultimate size of argon Time Projection Chambers

(TPCs) and also reduces the detectors’ WIMP sensitivity.

The DarkSide collaboration has successfully located underground sources of argon

with extremely low 39Ar levels that are below the sensitivity of all known measure-

ment techniques. Therefore, we developed a low background liquid argon detector

to measure the 39Ar concentration in this underground argon. The detector was

constructed with radio-clean materials and was carefully shielded from backgrounds.

Using the data acquired in an underground laboratory (∼1450 m.w.e.) combined with

Monte Carlo techniques, we obtained an 39Ar limit in samples of underground argon

at ∼0.65% of the concentration in atmospheric argon, ∼10 times better than the

previously best result. This measurement demonstrates the possibility of achieving

ultra-low background levels in argon-based detectors, and may extend the mass limit

of argon TPCs by ∼45 times. Multi-ton detectors using underground argon are ex-

pected to cover a large fraction of the WIMP parameter space predicted by popular

WIMP theories. I also discuss the possible application of the underground argon in

the detection of low mass WIMP interactions and coherent neutrino scattering.
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Chapter 1

Introduction to Dark Matter

Since the beginning of twentieth century, there has been accumulating evidence for

the existence of non-luminous matter, or dark matter, in the universe. Recent cosmic

microwave background observation has confirmed that such dark matter outweighs

luminous matter that largely makes up our known universe by a factor of ∼5. Though

immune to electromagnetic interactions, dark matter played an important role in the

formation and evolution of the“luminous world”. Various candidates for dark matter

have been proposed by physicists, and the search for dark matter via non-gravitational

approaches has become a flourishing field with rich physics.

1.1 Evidence for Dark Matter

1.1.1 Galaxy Rotation Curves

In the year of 1933, when Swiss astronomer Fritz Zwicky was examining the Coma

galaxy cluster, he found that the galaxies’ mass implied by luminosity didn’t match

the mass predicted by the virial theorem. He concluded that some non-luminous

matter must exist in the cluster of galaxies and account for the majority of the mass

distribution [1]. These non-luminous matter was named “dunkle Materie”, or dark

1



matter, by Zwicky.

It was not the first time unobserved mass was predicted in the history of astron-

omy. In 1846, French mathematician Urbain Le Verrier proved that the hypothetical

existence of a new celestial object could explain the deviation of the Uranus orbit from

that predicted by the gravitational laws. Following Verrier’s instructions, Johann

Gottfried Galle, director of the Berlin Observatory, discovered the planet Neptune in

the predicted region of the sky [2].

Zwicky’s estimate of dark matter density was later found to be inaccurate, but

the existence of mass other than luminous matter in the universe was confirmed by

many following observations. An important example is the discovery by Babcock.

In 1939 Babcock observed that stars in M31 galaxy were exhibiting an unexpectedly

high rotation velocity around the galaxy center, which could allow the stars to escape

the gravitational pull if only luminous matter existed [1].

The dark matter halo in NGC 2974 13

Figure 17. Best fit models of a dark halo represented by a
pseudo-isothermal sphere. The top panel has a stellar M∗/LI of
2.34 M⊙/L⊙,I from stellar population models, and the bottom
panel has M∗/LI = 3.8 M⊙/L⊙,I from the maximal disc model.
The red dots are our observations from the ionised gas (asymmet-
ric drift corrected) and H i gas. The rotation curves resulting from
the potentials of the halo, stars and gas are plotted separately,

where the first two are unconvolved. The bold line denotes the fit
to the data, and is the convolved rotation curve resulting from
the combined potential of halo, stars and gas.

find ρs = 1.1 ×10−3 M⊙ pc−3 and rs ≈ 1300′′, which cor-
responds to approximately 130 kpc.

Adopting H0 = 73 km s−1 Mpc−1, the critical density
is given by ρcrit = 3H2

0/8πG = 1.5 × 10−7 M⊙ pc−3. We
calculate the concentration parameter c, given that

ρs

ρcrit
=

200

3

c3

ln(1 + c) − c/(1 + c)
, (19)

and find c = 71 and c = 4.7 for the NFW profiles in
the M∗/LI = 2.34 M⊙/L⊙,I and M∗/LI = 3.8 M⊙/L⊙,I

models, respectively. These values are quite deviant from
the value that is expected from cosmological simulations
(c ∼ 10, Bullock et al. 2001). When fixing c = 10 and fit-
ting again an NFW halo to our observations with M∗/LI

and the scale radius as free parameters, we arrive at the
model shown in Figure 19. We find M∗/LI = 3.3 M⊙/L⊙,I

and rs ≈ 380′′ ≈ 38 kpc, with a minimal χ2 value of 87 for
27 − 2 degrees of freedom. We regard this model as more
realistic than the two other NFW profiles mentioned above,
but since also here the fit is not perfect, we cannot conclude
that therefore M∗/LI = 3.3 M⊙/L⊙,I is a better estimate
for the stellar mass-to-light ratio in NGC 2974, than the
value from the stellar population models.

The results of the halo models discussed above are sum-
marized in Table 4.

5.6 MOND

An alternative to including a dark matter halo in a galaxy
to explain its rotation curve at large radii, is provided by

Figure 18. Same as Figure 17, but now with a dark halo con-
tribution given by an NFW profile. The top panel has the stellar
M∗/LI value from population models (2.34 M⊙/L⊙,I), and the
bottom panel from the maximal disc model (3.8 M⊙/L⊙,I).

Figure 19. Best fit model of a dark halo with an NFW profile,
with a concentration parameter c = 10 as indicated by cosmolog-
ical simulation. This model has a stellar M/L of 3.3 M⊙/L⊙,I .
The red dots are the observations, and the black bold line the fit
to these observations. The contributions of halo, stars and gas are
plotted separately, where the first two curves are unconvolved.

Halo profile M∗/LI ρ0,ρs rc,rs c χ2

(M⊙/L⊙,I ) (M⊙ pc−3) (kpc)

Pseudo- 2.34 19 0.23 - 27
isothermal 3.8 0.06 5.4 - 133

2.34 1.1 2.1 71 44
NFW 3.8 0.0011 130 4.7 144

3.3 0.0067 38 10 87

Table 4. Comparison of the best fit models with a dark matter
halo, as described in the text.

Figure 1.1: The rotation curve of NGC 2974 (120 arcsec ∼12 kpc) [3].

Rotation curves of spiral galaxies have been extensively studied. For the majority

of the observed spiral galaxies, the velocity of stars remains approximately constant

even outside the optical disk where few stars exist. This observation holds true at a

radius as large as 12 kpc (1 kpc ≈ 3.26 light-years) in some galaxies. Fig. 1.1 shows

2



the measured rotation curve in the elliptical galaxy NGC 2974 compared with that

calculated based on the luminous mass distributions [3]. The gravitational force due

to stars and gases does not suffice to keep the galaxy bound, while the addition

of non-luminous matter could effectively compensate the difference. According to

Newtonian physics, the rotation velocity of celestial objects would drop as 1/
√
R

outside the matter distribution, so the observed rotation curve indicates that more

mass exist beyond the optical disk. The estimated mass density needs to vary as

1/R2 at large radii1 to produce a flat rotation curve.

1.1.2 Gravitational Lensing Measurements

The general theory of relativity states that the presence of matter warps the local

space-time structure, so the path of light can be significantly deflected in strong grav-

itational fields. This effect is called gravitational lensing and can be used to map out

the mass distribution of celestial objects. Techniques such as strong lensing, statistical

weak lensing and time-dependent micro-lensing have been developed and are widely

used in astronomy. For example, Abell 1689 is one of the most massive objects in

the universe, and it mass distribution has been derived from the gravitational lensing

effects measured using light from distant stars [4]. The enormous gravity produces

curved and/or multiple images of background objects, which could not be explained

by the observed galaxies and other visible matter. This discrepancy suggests that

non-luminous matter may exist in this galaxy cluster.

Another famous evidence for dark matter provided by gravitational lensing mea-

surements comes from the galaxy cluster 1E 0657-56 [5], which is better known as the

Bullet cluster because of the shape of its X-ray image. The Bullet cluster consists

of two colliding sub-clusters, and the different matter components exhibit strikingly

different spacial distributions in the collision, as illustrated in Fig. 1.2. The stars

1In this case the mass of a galaxy (halo) within a certain radius is proportional to the radius.
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Figure 1.2: The mass distribution of the Bullet Cluster; this plot includes optical image
of the galaxies, X-ray telescope data for the hot gas clouds (red) and gravitational leasing
results for total mass (blue).

of the galaxies, seen in optical image data, mostly pass through the collision site

without being significantly affected because of the gigantic intergalactic space; the

hot ionized gas clouds (shown in red), on the contrary, are seriously deterred due to

electromagnetic interaction in the collision, according to X-ray telescope images [6].

Gravitational lensing measurements, however, indicate that the center of the total

mass (shown in blue) approximately coincide with the galaxies, instead of with the

more massive intergalactic gases. In addition, the total mass around the galaxies

out-weights the mass of galaxies by orders of magnitude, and this matter content

doesn’t seem to be seriously slowed down by the collision.

The Bullet cluster is a very convincing piece of direct evidence for the existence

of dark matter. It shows that the dominant mass of some galaxy clusters couldn’t be

directly detected by optical techniques or X-ray telescopes, and it is free of collision

with luminous matter or with its own specie. This heavy and non-interactive mat-

ter, again, matches the expected properties of dark matter. Although dark matter

appears to be isolated from the luminous world, it manifests itself by the enormous
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gravitational attraction that holds together the galaxies clusters.

1.1.3 Cosmic Microwave Background Radiation

In 1964, when Bell Lab scientists Arno Penzias and Robert Wilson studied the noise

in a radio-wave antenna receiver, they found a mysterious microwave background [7].

This background persisted day and night, and was isotropic in the sky. It couldn’t be

explained by human activities as radio broadcasting or radar, and didn’t seem to come

from the Earth, the Sun, or the Milky Way. This background was later attributed

to the thermal relics of the big bang, usually referred to as the Cosmic Microwave

Background (CMB) radiation. The accidental detection of CMB radiation made one

of the greatest scientific discoveries in the twentieth century.

The big bang theory, which is the standard framework for modern cosmology,

states that our universe started from a singularity. All the fundamental particles were

contained in an extremely small region in a hot and dense state. As this high energy

density drove the universe to expand, the temperature dropped and the energies of

particles decreased. When the temperature of the universe came down to the level of

1-10 eV, protons started to combine with electrons and form neutral hydrogen atoms

because photons at this time did not have enough energy to re-ionize them. As the

recombination process completed, the universe became transparent to light, and the

relic photons have been freely propagating ever since2. The photons got fainter and

fainter due to expansion, and form the ∼2.7 K background radiation in the microwave

region that we observe today.

Because the CMB photons have been traveling nearly free after decoupling, the

current CMB image provides a snapshot of the early universe, and information of the

decoupling era can be retrieved. For example, the CMB energy distribution is found

to agree excellently with the black body radiation, which suggests, along with other

2CMB photons are only approximately free of collisions, because they can also scatter off free
electrons during and after the re-ionization epoch.
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facts, that radiation photons were once in thermal equilibrium with matter. Another

important characteristic of the CMB radiation is that the radiation is isotropic up

to the level of one part in 10,000 after the Doppler shift from the Earth’s motion is

corrected, which provides a direct validation of the homogeneous universe hypothesis

(the cosmological principle).

Figure 1.3: The fluctuation in the observed CMB temperature; the homogeneous back-
ground and the Doppler effects from the Earth’s motion have been subtracted [8].

The anisotropy of the CMB, as graphically illustrated in Fig. 1.3, however, yields

more important information about the universe’s evolution. Shortly after the big

bang, the universe was considered perfectly homogeneous and every part of it was

in causal contact. But during the inflation epoch, the dramatic inflation caused

the loss of causal connection and amplified the minute quantum fluctuations of the

universe into slight over-densities and under-densities. An over-dense region can grow

by attracting more mass, but the increased radiation pressure from photons tends to

resist the infall; as a result, an acoustic baryonic oscillation could form in regions

where causal contact was regained [9, 10]. This oscillation continued and increased

in size until the photons decoupled and the photon pressure vanished. During this

period, regions could have undergone different numbers of compression and rarefaction

cycles, and have different oscillating amplitudes, for varying sizes of over-densities and
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under-densities. Many cosmological parameters, including the universe expansion rate

and the matter/dark matter density played a role in this process.

The anisotropy of the CMB radiation provides a way to investigate the acoustic

oscillation states right before decoupling, and to restrict the values of some cosmo-

logical parameters. The temperature variation shown in Fig. 1.3 can be represented

by its decomposition into the spheric harmonics series [9, 10].

Θlm =

∫
Y ∗lm(n̂)

T (n̂)− 〈T 〉
〈T 〉 dΩ (1.1)

For a temperature field arising from Gaussian fluctuations, all the field information

is contained in the angular power spectrum, or equivalently in the two-point temper-

ature correlation function, Cl, defined as

〈Θ∗l′m′Θlm〉 = δl′lδm′mCl (1.2)

This angular power spectrum tells how much the CMB temperature varies from

point to point in the sky, and the value of Cl quantitatively describes the strength of a

fluctuation mode that appears l cycles across the whole sky. The degree l represents a

characteristic angular size of ∼180o/l for a fluctuation mode; the order parameter m

describes the angular orientation, which is irrelevant here since there is no preferred

direction in our universe. The recent result of the CMB power spectrum measured

by the WMAP team [11] is shown in Fig. 1.4.

Since many cosmological parameters functioned in the formation of the CMB

anisotropy, their values can be estimated from the CMB power spectrum. Some

of the fit values in the ΛCDM cosmological model by the WMAP experiments [11]

are listed in Tab. 1.1. Baryonic matter, including galaxies and intergalactic gases, is

estimated to account for only 4.6% of the total mass-energy of the universe, while cold

dark matter outweighs baryonic matter by a factor of ∼5. The rest of the universe is
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3

primarily on WMAP temperature fluctuation measurements. These data are the most recent in a series of polarization
measurements at l & 50. However, high-l polarization observations do not (yet) substantially enhance the power of
the full data to constrain parameters, so we do not include them in the nine-year analysis.

Fig. 1.— A compilation of the CMB data used in the nine-year WMAP analysis. The WMAP data are shown in black, the extended
CMB data set – denoted ‘eCMB’ throughout – includes SPT data in blue (Keisler et al. 2011), and ACT data in orange, (Das et al. 2011).
We also incorporate constraints from CMB lensing published by the SPT and ACT groups (not shown). The ΛCDM model fit to the
WMAP data alone (shown in grey) successfully predicts the higher-resolution data.

2.2.2. Baryon Acoustic Oscillations

The acoustic peak in the galaxy correlation function has now been detected over a range of redshifts from z = 0.1
to z = 0.7. This linear feature in the galaxy data provides a standard ruler with which to measure the distance ratio,
DV /rs, the distance to objects at redshift z in units of the sound horizon at recombination, independent of the local
Hubble constant. In particular, the observed angular and radial BAO scales at redshift z provide a geometric estimate
of the effective distance,

DV (z) ≡ [(1 + z)2D2
A(z) cz /H(z)]1/3, (1)

where DA(z) is the angular diameter distance and H(z) is the Hubble parameter. The measured ratio DV /rs, where
rs is the co-moving sound horizon scale at recombination, can be compared to theoretical predictions.

Since the release of the seven-year WMAP data, the acoustic scale has been more precisely measured by the Sloan
Digital Sky Survey (SDSS) and SDSS-III Baryon Oscillation Spectroscopic Survey (BOSS) galaxy surveys, and by the
WiggleZ and 6dFGRS surveys. Previously, over half a million galaxies and LRGs from the SDSS-DR7 catalog had
been combined with galaxies from 2dFGRS by Percival et al. (2010) to measure the acoustic scale at z = 0.2 and
z = 0.35. (These data were used in the WMAP seven-year analysis.) Using the reconstruction method of Eisenstein
et al. (2007), an improved estimate of the acoustic scale in the SDSS-DR7 data was made by Padmanabhan et al.
(2012), giving DV (0.35)/rs = 8.88± 0.17, and reducing the uncertainty from 3.5% to 1.9%. More recently the SDSS-
DR9 data from the BOSS survey has been used to estimate the BAO scale of the CMASS sample. They report
DV (0.57)/rs = 13.67± 0.22 for galaxies in the range 0.43 < z < 0.7 (at an effective redshift z = 0.57) (Anderson et al.
2012). This result is used to constrain cosmological models in Sánchez et al. (2012).

Figure 1.4: The angular power spectrum of CMB measured by WMAP (9 years’ data).

dominated by dark energy that is little understood today.

Parameter Symbol Value Unit
baryon density Ωb 0.046 Ω0, the critical density3

cold dark matter density Ωc 0.24 Ω0

dark energy density ΩΛ 0.71 Ω0

Hubble constant H0 69.3 km/s/Mpc
age of the universe t0 13.8 Gyr

Table 1.1: A selection of the cosmological parameters by fitting the WMAP CMB power
spectrum to the cold dark matter cosmology model with a cosmological constant [11].

The Planck experiment revealed their CMB analysis based on 15.5 months mea-

surements in March 2013 and provided the most up-to-date CMB power spectrum [12].

Although there is some tension between the Planck measurement and the WMAP re-

sults, they agree in general. These CMB observations provide some of the strongest

evidence for the existence of dark matter in the universe, and also yields the best

estimate of it s average density.

3The critical density, Ω0=3H2
0/8πG, is the average density at which the universe geometry is flat.
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1.2 Candidates of Dark Matter

It has been indicated that a variety of cosmological observations can not be explained

by known luminous matter in the Newtonian physics framework, while invoking non-

luminous dark matter has successfully reconciled the discrepancies. The nature of

dark matter, however, remains a deep mystery. Various models have been brought

up to explain the origin of dark matter, but none have been confirmed.

1.2.1 MOND and MACHOs

Although dark matter is the focus of this thesis, it is worth noting that alternative

possibilities exist. Since the discrepancies rise in the Newtonian framework, it might

be possible to modify the physics to reconcile with the observations. A somewhat suc-

cessful example is Modified Newtonian Dynamics (MOND) [13]. MOND requires the

gravitational acceleration g to asymptotically approach
√
gna0 in the low acceleration

limit, where gn is the Newtonian acceleration and a0 ≈ cH0/6 is a new cosmological

parameter with units of acceleration. In high acceleration regimes gn � a0, MOND

returns to Newtonian dynamics g ≈ gn. With this empirical modification, the rotation

curve of all galaxies become flat at sufficiently large radii (g =
√
GMa0/r2 = v2/r),

which also agrees with the galaxy luminosity observations M ∝ v4. Despite its suc-

cesses, MOND remains as an empirical modification and lacks physical basis in a

theoretical framework. In addition, MOND may have difficulties explaining phenom-

ena such as the bullet cluster collision4 and the structure formation of the universe. So

more work has to be done to make MOND competitive to the dark matter hypothesis

as an explanation of the observed discrepancies.

If dark matter does exist, it is natural to ask the question whether it can be non-

luminous baryonic matter. Massive Astrophysical Compact Halo Objects (MACHOs),

4Some authors argue that MOND is not ruled out by the offset between the total mass distribution
and the luminous mass distribution in the bullet cluster because the lensing analysis doesn’t include
MOND modification, which has not been developed.
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or celestial objects that are difficult to detect, are such a possibility. They include

black holes that are too dense for any light to escape, neutron stars and white dwarfs

that glow only faintly, and brown dwarfs and gas giants that are not massive enough

to start hydrogen fusion. If MACHOs are present in large quantities in the universe,

they may account for some of the missing matter. However, the overall baryonic

matter content in the universe is restricted by the big-bang nucleosynthesis analysis

that is restricted by the observed deuterium abundance relative to hydrogen, as well

as by the CMB observations [11,12]. Baryonic matters are also expected to participate

in the gravitational infall during structure formation, and thus are unlikely to remain

in the extended dark halo of galaxies. In addition, MACHO objects can be detected

by gravitational lensing effects, but not enough of them have been observed [14]. As

a result, MACHOs may not be a valid dark matter candidate.

Generally speaking, competitive dark matter candidates are assumed to be fun-

damental particles that are only subject to gravitational interaction and weak (scale)

interactions. They are expected to be produced in the early universe and remain at

high density in the universe today. We will review a few of these particle candidates

in the following sections.

1.2.2 Standard Model Neutrinos

If the dark matter content of the universe is made of non-baryonic, weakly interacting,

stable fundamental particles, the only candidate offered by the standard model of

particle physics is the neutrino [15]. Neutrinos don’t carry any electric charge so

they don’t emit or absorb light, and thus are dark; they only interact with matter

weakly so they can easily escape detection; they are predicted to be massless by the

standard model, but there has been strong evidence that neutrinos have a finite mass.

So Neutrinos appear to be a plausible candidate for dark matter.

As in the case of CMB photons, neutrinos were also created in the early universe.
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Electrons and positrons collided and annihilated into neutrino and antineutrino pairs;

neutrinos and antineutrinos similarly annihilated into electron-positron pairs; a ther-

mal equilibrium state may be maintained when the universe was hot. But as the

universe cooled down to the level of a few MeV, the annihilation processes ceased to

happen because of the low particle density, low collision energy and low interaction

cross section. As a result, neutrinos decoupled from the rest of the universe and

evolved independently after this point. Using a similar argument to that of CMB

photons, the remaining neutrino density in the present universe is estimated to be

∼100/cm3, which is a few times lower than that of CMB photons (∼400/cm3) [16].

We comment that when neutrinos were in thermal equilibrium with electrons in the

early universe, the neutrino densities were estimated to be comparable to that of pho-

tons; but as the temperature of the universe dropped below ∼1 MeV, the neutrino

number had been frozen while the photon content got boosted by the annihilation of

residual electrons and positrons.

At this number density, the total mass of all light neutrino species has to be at

the order of tens of electron-volts to account for the estimated dark matter density.

However, various neutrino mass measurements have suggested much smaller values

for neutrino mass; this rules out light neutrinos as major constituents of cosmic dark

matter. Moreover, when neutrinos decoupled from the universe (T ∼MeV), they

were still relativistic and would stream freely; they could iron out the primordial

density fluctuations of the universe and made structure formation difficult. It has

been estimated that if the dark matter particles were mainly relativistic at decoupling,

the primordial density fluctuations of the universe would have to be a few orders of

magnitudes higher than what is indicated by the CMB observations (δT/T ∼ 10−5).

Therefore, it is unlikely for relativistic particles to account for a large fraction of dark

matter, and the majority of it has to be non-relativistic, or cold at decoupling.

Hypothetical heavy neutrinos with conventional weak interactions could decouple
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from the universe at non-relativistic velocities. However, neutrino masses of &MeV-

GeV would result in unpractically high relic neutrino density in the current universe

and thus are not possible [16]. The well-measured Z boson decay processes by LEP

has also excluded the existence of any non-standard model neutrinos with masses

below half of that of Z boson (∼45 GeV). Heavier Dirac neutrinos (<1.4 TeV) are

expected to have a relatively strong coupling to nucleus and have been ruled out by

early direct detection experiments [17,18].

1.2.3 Weakly Interacting Massive Particles

Probably the most plausible particle candidate for dark matter is Weakly Interacting

Massive Particles (WIMPs). WIMPs are expected to interact with matter weakly and

gravitationally, and have masses at the level of GeV to TeV. Besides the motivation

from dark matter, WIMP-like particles are also naturally predicted by many theoret-

ical extensions to the standard model, such as supersymmetric particle physics5 [17].

Supersymmetry, or fermion-boson symmetry, was brought up as a solution to the

fine-tuning problem of the standard model. In a perturbative theory, the calculation

of the self energy of a scalar particle like Higgs boson usually leads to divergent results

if radiative loop corrections are included, and the coupling constant has to be fine-

tuned to avoid this difficulty. However, if all the particles appear in supersymmetric

multiplets, i.e. every fermion has a boson partner and vice versa, the radiative cor-

rections of supersymmetric partners would (mostly) cancel6 and the divergence can

be softened or removed. Supersymmetric partners of standard model particles have

not been observed in any experiments, so they are usually believed to be very massive

or immune to electromagnetic and strong interactions. In addition, heavy supersym-

metric particles are expected to decay to light ones, while the lightest is required to

5We comment that WIMPs also exist in other theories than supersymmetry, like the Kaluza-
Klein(K-K) resonance particles in the Universal Extra Dimension theory [19], and brane fluctuations
(branons) in some brane-world theories [20].

6In perturbative theories, a fermion loop carries a factor of -1 compared to boson loops.
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be stable by conservation laws. As a result, if supersymmetry exists, the universe

would be highly populated with a stable, massive particle that rarely interacts with

matter; this makes a well motivated dark matter candidate.

If such WIMP particles exist, they can be produced in the big bang along with

baryonic particles. When the universe was hot (the temperature T was greater than

the WIMP mass mχ), WIMPs were expected to be continuously created and anni-

hilated during collisions, and they may reach a thermal equilibrium with the rest of

the universe. But as the universe expanded and cooled down, heavy WIMPs were

no longer being produced, and at a certain time the WIMP density became so low

that they also stopped annihilating. As a result the total number of WIMPs in the

universe would freeze out and the rest may remain in the universe today. At a cer-

tain time the WIMP number density n is determined by the WIMP creation rate,

annihilation rate, and the expansion rate of the universe.

dn

dt
+ 3Hn =

d(na3)

a3dt
= 〈σv〉(n2

eq − n2) (1.3)

where a is the scale factor of the universe, H = (da/dt)/a is the Hubble constant

denoting the expansion rate of the universe, 〈σv〉 is the thermally averaged WIMP

annihilation cross section7, and neq is the equilibrium WIMP number density in case

of strong couplings (at high temperatures) [21]. n2
eq〈σv〉 determines the production

rate of WIMPs at a certain temperature; neq ∝ T 3 for relativistic WIMPs at high

temperature (T&mχ) and neq ∝ (mχT )3/2e−mχ/T for non-relativistic WIMPs (T.mχ)

in the late universe.

Eq. 1.3 can be approximately solved on the assumption of entropy conservation

throughout the evolution of the universe [22]. The result shows that the WIMP

density n closely follows the equilibrium density neq until the temperature of the

universe dropped below ∼1/10 of the WIMP mass. After this point the WIMP

7This quantity is usually believed to be largely independent of WIMP energy.
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number was frozen out, and the WIMP density was exclusively determined by the

expansion of the universe. As illustrated in Fig. 1.5, the relic density of the WIMP

particles strongly depends on the annihilation cross section 〈σv〉. For a certain WIMP

mass, a larger cross section (stronger coupling) indicates that the WIMP density

would follow the equilibrium density neq for a longer period, which decays exponential

with time, and thus the value gets highly suppressed.

Tð� T�Þ with it. Their evolution, determined by the com-

petition between production and annihilation, is described
by [6]

dn

dt
þ 3Hn ¼ dðna3Þ

a3dt
¼ h�viðn2eq � n2Þ; (1)

where n is the number density of �’s, a is the cosmological
scale factor, the Hubble parameter H ¼ a�1da=dt
provides a measure of the universal expansion rate,
and h�vi is the thermally averaged annihilation rate
factor (‘‘cross section’’). For the most part we use
natural units with ℏ � c � k � 1. When � is ex-
tremely relativistic (T � m), the equilibrium density
neq ¼ 3�ð3Þg�T3=ð4�2Þ, where �ð3Þ � 1:202. In contrast,

when � is nonrelativistic (T & m), its equilibrium abun-

dance is neq ¼ g�ðmT=ð2�ÞÞ3=2 expð�m=TÞ. If � could be

maintained in equilibrium, n ¼ neq and its abundance

would decrease exponentially. However, when the � abun-
dance becomes very small, equilibrium can no longer be
maintained (the �’s are so rare they cannot find each other
to annihilate) and their abundance freezes out. This process
is described next.

We begin by referring to Fig. 1, where the evolution of
the mass density of WIMPs of mass m, normalized to the
initial equilibrium WIMP number density, is shown as a
function of x ¼ m=T, which is a proxy for ‘‘time,’’ for
different values of h�vi. With this definition, the final
asymptotic value is proportional to the relic abundance,
as will be seen later. Later in this section it is explained
how this evolution is calculated, but first we call attention
to some important features. During the early evolution
when the WIMP is relativistic (T * m), the production
and annihilation rates far exceed the expansion rate and
n ¼ neq is a very accurate, approximate solution to Eq. (1).

It can be seen in Fig. 1 that, even for T & m, the actual
WIMP number density closely tracks the equilibrium num-
ber density (solid black curve). As the Universe expands
and cools and T drops further below m, WIMP production
is exponentially suppressed, as is apparent from the rapid
drop in neq. Annihilations continue to take place at a

lowered rate because of the exponentially falling produc-
tion rate. At this point, equilibrium can no longer be
maintained and, n deviates from (exceeds) neq. However,

even for T & m, the annihilation rate is still very fast
compared to the expansion rate and n continues to
decrease, but more slowly than neq. For some value of

T � m, WIMPs become so rare that residual annihilations
also cease and their number in a comoving volume stops
evolving (they ‘‘freeze out’’), leaving behind a thermal relic.

It is well known that weak-scale cross sections naturally
reproduce the correct relic abundance in the Universe,
whereas other stronger (or weaker) interactions do not.
This is a major motivation for WIMP dark matter. Note
that while for ‘‘high’’ masses (m * 10 GeV) the relic
abundance is insensitive to m, for lower masses the relic

abundance depends sensitively on mass, increasing (for the
same value of h�vi) by a factor of 2.
There are two clearly separated regimes in this evolu-

tion—‘‘early’’ and ‘‘late.’’ The evolution equation [Eq. (1)]
can be solved analytically by different approximations in
these two regimes. During the early evolution, when the
actual abundance tracks the equilibrium abundance very
closely (n � neq), the rate of departure from equilibrium,

dðn� neqÞ=dt, is much smaller than the rate of change of

dneq=dt. In the late phase, where n � neq, the equilibrium

density neq may be ignored compared to n and Eq. (1) may

be integrated directly. This strategy allows the evolution to
be solved analytically in each of the two regimes and then
joined at an intermediate matching point which we call x�.
Because the deviation from equilibrium, (n� neq), is

growing exponentially for x � x�, the value of x� is rela-
tively insensitive (logarithmically sensitive) to the choice
of ðn� neqÞ�.
Since the dynamics leading to freeze-out occurs during

the early, radiation dominated (� ¼ �R) evolution of the
Universe, it is useful to recast physical quantities in terms
of the cosmic background radiation photons. The total
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FIG. 1 (color online). Evolution of the cosmological WIMP
abundance as a function of x ¼ m=T. Note that the y axis spans
25 orders of magnitude. The thick curves show the WIMP mass
density, normalized to the initial equilibrium number density, for
different choices of annihilation cross section h�vi and mass m.
Results for m ¼ 100 GeV are shown for weak interactions,
h�vi ¼ 2� 10�26 cm3 s�1, (dashed red), electromagnetic inter-
actions, h�vi ¼ 2� 10�21 cm3 s�1 (dot-dashed green), and
strong interactions, h�vi ¼ 2� 10�15 cm3 s�1 (dotted blue).
For the weak cross section the thin dashed curves show the
WIMP mass dependence form ¼ 103 GeV (upper dashed curve)
and m ¼ 1 GeV (lower dashed curve). The solid black curve
shows the evolution of the equilibrium abundance for m ¼
100 GeV. This figure is an updated version of the figure which
first appeared in Steigman (1979) [11].
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gðTÞ is large. As may be seen from Fig. 4, both ð�=HÞ� and
	� depend strongly on mass. Our analytical framework
takes these effects into account.

3. Relic abundance

Having determined Yf [see Eq. (17)], calculating the

relic abundance is straightforward. The frozen out WIMP
abundance Yf is equal to the present day WIMP abundance

(Yf ¼ Y0), so that the cosmological WIMPmass fraction is

� ¼ mYfs0
�crit

¼ 8�G

3H2
0

�
mH�s0
h�vis�

�� ð�=HÞ�
1þ 	�ð�=HÞ�

�
; (19)

resulting in

�h2 ¼ 9:92� 10�28

h�vi
�
x�
g1=2�

�� ð�=HÞ�
1þ 	�ð�=HÞ�

�
: (20)

Note that this result has no explicit mass dependence but
x�, g�, and 	�, and ð�=HÞ� are all mass dependent. Recall
that the units for h�vi, here and elsewhere, are cm3 s�1.
For 10�1 
 mðGeVÞ 
 104 we find that 0:97 &
ð�=HÞ�=ð1þ 	�ð�=HÞ�Þ & 1:07, varying noticeably with
mass, as shown in Fig. 4. In most previous analyses the
term involving ð�=HÞ� in Eq. (20) is either ignored or
assumed to be unity. This small but non-negligible effect
is relevant for the low-mass regime, that is currently of
great interest, and retaining it we find

10 26h�vi ¼ 0:902

�
0:11

�h2

��
x�
g1=2�

�� ð�=HÞ�
1þ 	�ð�=HÞ�

�
: (21)

This result for h�vi as a function of the WIMP mass,
assuming a best-fit value for �h2 ¼ 0:11, is shown as
the dashed (red) curve in Fig. 5. This general result for
the relic abundance of a thermal WIMP, whether or not it is
a dark matter candidate, derived by an approximate ana-
lytic approach to solving the evolution equation [6,11]
agrees to better than �3% with the results of the direct
numerical integration of the evolution equation (solid
black curve in Fig. 5) described below in Sec. II C. For
analytic results accurate to�5%, the last factor in Eq. (21)
may be approximated by 1.02.

C. Numerical results and discussion

To compare with the approximate analytic results we
have calculated the relic abundance by numerically inte-
grating the WIMP evolution equation, Eq. (5). We trans-
form this equation into a simple dimensionless form,

dY

dx
¼ 


�
1þ 1

3

dðlngsÞ
dðlnTÞ

�
gs

g1=2�

1

x2
ðY2

eq � Y2Þ; (22)

where 
 � 2:76� 1035mh�vi and Yeq ¼
0:145ðg�=gsÞx3=2e�x (m is in GeV and h�vi in cm3 s�1).

An approximation made here is to use the nonrelativistic
expression for neq in Yeq. This has negligible impact on our

results. For m in the range 10�1–104 GeV and h�vi in the
range 10�26–10�25 cm3 s�1, 
 has values in the range
108–1014. The equation to be integrated is therefore nu-
merically stiff. We find it useful to make the replacement
W ¼ lnY and to integrate

dW

dx
¼ 


x2

�
1þ 1

3

dðlngsÞ
dðlnTÞ

�
gs

g1=2�

ðeð2Weq�WÞ � eWÞ; (23)

where W does not change by many orders of magnitude
over the range of integration. This significantly reduces the
computational effort. In particular, one can work with
lower precision and still determine the solution quite
accurately.
We integrated Eq. (23) from x ¼ 1 to x ¼ 1000 using

MATHEMATICA along with our own numerical routine em-

ploying a stiffness switching explicit-implicit method, for
106 equally distributed values of 
 in the fh�vi; logmg
plane. After finding W at x ¼ 1000, we transform back
to Y, allowing us to find �h2. After finding the values of
�h2 corresponding to these 106 points, we identify the
contour in the fh�vi; mg plane corresponding to the choice
�h2 ¼ 0:11.
In Fig. 5, the numerically integrated value of h�vi is

shown as a function of mass (solid black curve), verifying
our claim that the approximate analytic results agree with
the numerical results to better than 3% over this range of
WIMP masses. Most of the few percent systematic down-
ward shift of the analytic results can be traced to the
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FIG. 5 (color online). The thermal annihilation cross section
required for ��h

2 ¼ 0:11 as a function of the mass for a

Majorana WIMP. The solid (black) curve is from numerical
integration of the evolution equation and the dashed (red) curve
is for the approximate analytic solution in Eq. (20). Note that the
agreement between analytical and numerical results is better
than �3%. For comparison, the thin horizontal line shows the
canonical value h�vi ¼ 3� 10�26 cm3 s�1.
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Figure 1.5: Left: an illustration of the WIMP decoupling from the rest of the Universe as-
suming different masses and different interaction cross sections; Right: the required WIMP
annihilation cross section to account for the estimated dark matter density today [22].

The annihilation cross section 〈σv〉 required to produce the current dark matter

density is estimated to be 2.2×10−26 cm3/s for WIMP mass from 10 GeV up to 10 TeV,

and the value is approximately 5×10−26 cm3/s for WIMP masses below 1 GeV, as

shown in Fig. 1.5. The drop between 1 GeV and 10 GeV WIMP mass is a result

of the QCD transition in the universe when the temperature was at the QCD scale

(0.1-1 GeV). The WIMP creation and annihilation rate is expected to scale with the

degree of freedoms of the relativistic particles (the equilibrium part of the universe);

as the QCD transition took place a lot of degrees of freedom (quarks) were eliminated

and the WIMP decoupling around this time was strongly affected. The appearance of

the WIMP annihilation cross section at the weak scale is sometimes called the WIMP
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Miracle; just starting from the basic requirements that dark matter particles should

be massive and weakly interacting (hopefully, otherwise they can not be detected),

the remaining WIMP density from the big bang amazingly matches the expected dark

matter density today.

We comment that the lightest supersymmetric particle is sometimes assumed to

be a linear combination of the super-partners of photons, Higgs and Z bosons. The

mass is estimated to be associated to the weak scale, while the annihilation cross

section can be affected by many free parameters in supersymmetry theories. As a

result, much flexibility remains for the supersymmetric WIMP particles to make up

an important fraction of the dark matter content in the current universe.

1.2.4 The Axion

Another feasible dark matter candidate is the axion, which, unlike WIMPs, is a very

light particle but qualifies for cold dark matter [23]. The axion was invented to solve

the strong CP problem, or why strong interactions conserve CP symmetry while the

CP violation can be arbitrarily large8. Peccei and Quinn proposed a P-Q symmetry

that is spontaneously broken and leads to CP conservation; the axion is the psuedo-

Goldstone boson associated with this symmetry [24]. The mass of the axion, as well

as its coupling strength to quarks, electrons and photons, is predicted to depend on

a single parameter f [15].

ma ∼
106GeV

f
eV, g ∝ 1

f
(1.4)

The value of f , and thus the mass of the axion, is mainly constrained by cosmological

considerations [25]. Heavy axions can be produced at relatively high rate in the cores

of stars, but their coupling to matter is not strong enough to be contained in the

8For example, the neutron electric dipole moment is measured to be several orders of magnitude
smaller than the predicted value in the absence of CP conservation.
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stars. This heat loss from stellar cores would shorten stellar lifetimes and result in

fewer stars. Cosmological observations have put a upper limit of ∼10−2 eV on the

estimated axion mass [26].

Though they have a tiny mass, the axions may have decoupled non-relativistically

from the early universe and fall into the category of cold dark matter. The axions

are expected to be produced when the temperature of the universe approached the

QCD scale T ∼0.1-1 GeV. At this temperature the phase θ in the P-Q order param-

eter 〈φ〉 = feiθ prefers the θ=0 CP-invariant value, while it takes random values

at higher temperatures. In this way the P-Q symmetry is broken and the axions

are produced non-thermally; they receive a small mass by mixing with other neu-

tral pseudo-scalar mesons [24]. Due to the weak coupling, the axion condensate is

expected to decouple from the universe before it could reach a thermal equilibrium.

Therefore, the axions may have remained non-relativistic during the structure forma-

tion of the universe. The residual axion content in the current universe is estimated

to be Ωa ∼ f/1012 GeV, which puts a lower limit of 10−5 eV on the axion mass in a

flat universe Ωa < Ω ≈1 [15].

To sum up, the axion mass needs to fall in a region of 10−5 eV-10−3 eV to be a valid

dark matter candidate. Several ongoing experiments, such as ADMX [27], attempt to

search for the axion through axion conversion into photons in strong magnetic fields.

An axion mass sensitivity at the level of 10−6 eV may be expected.

1.3 WIMP Dark Matter Detection

Of all dark matter candidates, WIMPs are particularly attractive to physicists because

they are well motivated and have the properties required by cosmological considera-

tions. In addition, WIMPs, if they exist, may interact with baryonic matter weakly

and get detected with technologies that are already existing or being currently de-

16



veloped. Several experiments using a wide range of technologies have been launched

in attempts to directly or indirectly detect WIMP dark matter. Though the nature

of dark matter still remains unknown, much progress has been made toward setting

limits on WIMP model parameters.

1.3.1 Basic Theories in Direct WIMP Search

The hypothesis that high-density WIMP particles travel at galactic velocities in the

vicinity of the Earth provides the possibility of direct detection of dark matter. A

WIMP could transfer part of its kinetic energy to atomic matter during collisions,

and the energy transfer may produce ionizations and excitations that are detectable

with particle detectors. For large WIMP masses, the target particles typically gain

a velocity at the same level of WIMP velocity during elastic collisions; this velocity

corresponds to an energy of a few keV to hundreds of keV for heavy target particles

like nuclei. Contemporary direct dark matter experiments usually look for nuclear

recoils as a possible signature of WIMP dark matter interactions.

C.M.	
  Frame	
  θ	
  
WIMP	
  mχ	
  

Nucleus	
  mT	
  

Figure 1.6: An illustrative WIMP interaction with matter in the center of momentum frame.

Typical nuclear energy levels are at MeV scales and are not excited in low energy

WIMP scattering processes, so the collisions are usually taken as elastic. The energy

transfer to a target nucleus (mass mT ) during an elastic WIMP (mass mχ) collision,

usually called the WIMP-induced nuclear recoil energy ER, can be obtained:

ER = Eχr
1− cos θ

2
(1.5)
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where Eχ = mχv
2/2 is the incident energy of the WIMP particle, r = 4mTmχ/(mT +

mχ)2 is a constant kinematic factor, which is related to the reduced collision mass

µ = mTmχ/(mT + mχ) by 4µ2 = mχmT r, θ is the WIMP scattering angle in the

center of momentum frame. We primarily follow the conventions defined in Ref. [28]

in this analysis. It is obvious from Eq. 1.5 that the maximum recoil energy is:

ER ≤ Eχr =
1

2
mTv

2

(
2mχ

mχ +mT

)2

(1.6)

In the case of heavy WIMPs, mχ � mT , the recoil nucleus acquires a velocity twice

of that of the WIMP particle, and the maximum nuclear recoil energy scales up with

the target nucleus mass.

For low energy s-wave elastic scattering, the scattered final states are usually

isotropic in the center of momentum frame, which means the differential interaction

cross section doesn’t explicitly depend on the scattering angle.

dσ

dΩ
=
σ0

4π
,

dσ

d cos θ
=
σ0

2
(1.7)

where σ0 =
∫
dσ is the total cross section for all scattering angles. This total cross

section is determined by the type of interaction and is model dependent, but a general

form can be written as σ0 ∝ µ2G2 at 0 energy transfer [25, 29], where the reduced

mass µ arises from the kinematics and G is the coupling constant between WIMPs

and nuclei. In the case of W boson-mediated weak interactions, the coupling constant

is the Fermi constant of GF ∝ 1/m2
W and mW is the mass of W boson.

The differential cross section with respect to the recoil energy in the lab-frame
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can be obtained by combining Eq. 1.7 and the derivative of Eq. 1.5.

dER = −Eχr
2
d cos θ

dσ

dER
(Eχ) =

σ0

Eχr
Θ(Eχr − ER) (1.8)

where Θ(x) is the Heaviside step function which takes the value 1 for x > 0 and

vanishes for x < 0. The energy spectrum is flat below the maximum allowed energy

transfer in a single scattering.

We have assumed a mono-energetic WIMP flux in the above discussions, and the

WIMP energy distribution has to be considered to obtain the experimental nuclear

recoil energy spectrum. Suppose the WIMP velocity follows a distribution,

dn = f(~v)d3~v

and the integral over all WIMP velocities yields the estimated WIMP number density

n0 =
∫
dn ∼ 0.3GeV/mχ/cm

3; here we assume that one specie of WIMP particle is

responsible for the expected dark matter density in the Earth’s vicinity. Then the

nuclear recoil event spectrum can be calculated as:

dR

dER
=

∫
dσ

dER
vdn =

∫
σ0

Eχr
Θ(Eχr − ER)vdn

=

∫

v≥vmin

σ0

Eχr
vf(~v)d3~v (1.9)

where vmin is the minimum WIMP velocity to produce nuclear recoils at energy ER:

Eχ =
1

2
mχv

2 > ER/r, v ≥ vmin =

√
2ER
mχr

And the integration needs to be carried out over all possible WIMP velocities below
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the maximum velocity

v ≤ vesc

vesc is the velocity at which the WIMP particle would overcome the gravitational pull

of the galaxy and escape.

The velocity distribution of the WIMP particles is not known, but it is usually

assumed to be a Maxwell-Boltzmann distribution with a most probable velocity of v0

in the galactic frame,

dn =
n0

(
√
πv0)3

e
− v2
v20 d3~v = n0

4√
π

v2

v3
0

e
− v2
v20 dv (1.10)

For experiments installed on the Earth, the relative WIMP velocity is modulated by

the Earth’s motion in the galaxy. So the nuclear recoil event rate becomes:

dR

dER
=

∫ vesc

|~v−~vE |>vmin

σ0

Eχ,Er
|~v − ~vE|

n0

(
√
πv0)3

e
− v2
v20 d3~v

=

∫ vesc

|~v−~vE |>vmin

8√
π

n0σ0

mχrv3
0

v2

|~v − ~vE|
e
− v2
v20 dv (1.11)

In the simplest case of a WIMP detector at rest in the WIMP halo bombarded by

WIMPs with infinite escaping velocity, the integration can be carried out analytically

and yields the famous exponentially decaying nuclear recoil energy spectrum,

dR

dER
=

2√
π

n0v0σ0

E0r
e
− ER
E0r

=
R0

E0r
e
− ER
E0r (1.12)

where R0 is the total event rate over all nuclear recoil energies R0 = 2n0v0σ0/
√
π,

and E0 = mχv
2
0/2 is the WIMP kinetic energy at the most probable velocity. The

spectral shape is smoothly decreasing and featureless, which adds to the difficulties

of direct WIMP detection experiments.
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Figure 1.7: The hypothetical WIMP induced argon nuclear recoil spectra in June (high
Earth velocity) and in December (low Earth velocity). A WIMP nucleon interaction cross
section of 10−45 cm2 and a WIMP mass of 100 GeV is assumed in the calculation.

Since the Earth orbits the Sun with a period of one year, its velocity relative to

the galactic WIMP halo oscillates with time. The time-dependent velocity can be

practically parameterized as [30]

vE = (244 + 15 sin(2πt))km/s

The velocity takes its maximum value in June when the Earth’s orbital velocity is in

the same direction to that of the Sun, and the effective WIMP flux seen by a detector

is the largest. As a result, the overall WIMP interaction rate increases in June and

decreases in December, the rate of modulation is approximately 3% [30]. However,

this rate modulation amplitude changes sign with energy9, as illustrated in Fig. 1.7,

so the relative amplitude can be larger than 3% for binned data.

To compare the results of dark matter search with different target nuclei, it is usu-

ally convenient to report the cross section measurement of WIMP-nucleon scattering

σn,p instead of WIMP-nucleus cross section σ0. During a WIMP-nucleus collision, the

9This may be approximately taken as a variation in E0 in Eq. 1.12 (we note the formula does
not apply exactly to this case), the increased E0 value in June would require the differential rate to
decay more slowly and the low energy rate would decrease.
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WIMP may interact with any of the A nucleons, and the scattering amplitudes may

add coherently.

σ0 ∝
∣∣∣∣∣
A∑

i=1

fi(~p, ~p′)e
−i(~p′−~p)·~r

∣∣∣∣∣

2

∼
(

(Zfp + (A− Z)fn)F (~p′ − ~p)
)2

(1.13)

where fi is the scattering amplitude of WIMP with a nucleon, and the factor F (~q)

describes the interference between nucleons due to their relative positions. F (~q) is

called the nuclear form factor and is defined as:

F (~q) =
∑

j

ρje
i~q·~Rj =

∫
ρ(~x)ei~q·

~Rd3 ~R (1.14)

In this definition the interaction charge density ρi has been normalized to have unit

sum for the whole nucleus.

In the low momentum transfer limit, the De Broglie wavelength at the momentum

transfer q =
√

2ERMT can be large compared to the size of a nucleus (R∼fm), or

qR ∼ 0. In this case the nuclear form factor approaches to unit F (~q) ∼ 1; the

WIMP collision with different nucleons is indistinguishable and adds constructively.

If we further assume the WIMP interaction strengths with protons and neutrons are

the same, the WIMP-nucleus scattering amplitude is simply A times larger than the

WIMP-nucleon scattering amplitude, and the cross section is A2 times larger.

σ0 ∝ ((Zfp + (A− Z)fn)F (~q))2 = (Afn/p)
2, σ0 ∝ A2σn,p (1.15)

Though equal WIMP interaction strengths with neutrons and protons are usually

assumed in direct dark matter search experiment, it has been suggested by some

authors that different WIMP-neutron coupling from WIMP-proton coupling might

help solve contradictory experimental observations [31]. So a general formulation of
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the WIMP-nucleus interaction cross section is:

σ0

µ2
=
σn
µ2
n

(
fp
fn
Z + (A− Z)

)2

F 2(~q) (1.16)

The WIMP-nucleus reduced mass µ and WIMP-nucleon reduced mass µn are divided

by the cross section because they rise from the kinematic factors in the cross section

calculation instead of from the scattering amplitude. A relative ratio of fn/fp ∼-0.7

is suggested by Ref. [31] for 10 GeV WIMPs. We comment that the WIMP-neutron

scattering cross section σn is usually assumed to be proportional to the WIMP-neutron

reduced mass and the WIMP-neutron coupling strength. For example, the coherent

cross section for a non-relativistic Dirac neutrino scattering is calculated to be

σνD =
G2
F

8π~4
µ2
(
(A− Z) + (1− 4 sin2 θW )Z

)2
(1.17)

where GF is the Fermi weak coupling constant and θW is the Weinberg weak mixing

angle. The WIMP interaction with protons and neutrons are distinctively different;

actually the value of the Weinberg angle sin2 θW ∼ 0.24 causes the cross section to be

approximately proportional to the neutron number instead of the nucleon number.

To sum up, the total spin-independent WIMP interaction rate with a target nu-

cleus can be estimated as

R0 ∼ n0σ0v0 ∼
ρχ
mχ

µ2

µ2
n

σnv0

(
fp
fn
Z + (A− Z)

)2

(1.18)

where we have set the nuclear form factor F (~q) to be unit as we are working in the

low energy transfer limit, and we ignore the detailed structure of the WIMP velocity

distribution. The rate for a certain sensitive mass M of a target specie can be obtained
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by multiplying with the number of target atoms.

RM ∼ MNA

mT

ρχ
mχ

µ2

µ2
n

σnv0

(
fp
fn
Z + (A− Z)

)2

∼
(
MNAρχ
µ2
n

σnv0

)[
r

(
fp
fn
Z + (A− Z)

)2
]

(1.19)

The target-independent factors (first term) and the target-dependent factor (second

term) have been separated. Therefore, the unit mass WIMP interaction rate from

different experiments can be compared after the second term is taken care of.

Beside spin-independent interactions, WIMP and nuclei could also undergo spin

interactions. In this case, the sum over the scattering amplitudes from individual

nucleons gets complicated by the spin distribution inside a nucleus. The simplest

model assumes that the scattering amplitudes from nucleons with opposite spin states

cancel, and only unpaired nucleons contribute to the total cross section. However,

this simplified method doesn’t yield the correct nuclear properties for most nuclei,

especially for those far away from closed shells. More sophisticated models have been

developed, and the readers are referred to Ref. [32] for detailed discussions.

1.3.2 General Discussions on Direct WIMP Searches

With the basic theory of WIMP interaction with matter discussed in Sec. 1.3.1, the

WIMP event rate in a direct detection dark matter detector can be estimated. We

will compare this rate with the expected background rate, and discuss the general

requirements for WIMP detectors.

Current direct dark matter search experiments have reached a sensitivity beyond

10−44 cm2 with no conclusive detection of WIMPs, and in this section we will assume

a hypothetical WIMP-nucleon interaction cross section of 10−45 cm2 at a WIMP mass

of 100 GeV. The WIMP halo parameters will take the standard values: the WIMP

density ρ ≈ 0.3 GeV/cm3 in the vicinity of the Earth, the average WIMP velocity
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v0=220 km/s, the local escape velocity vesc=600 km/s, and the velocity of the solar

system is v0=230 km/s. The ILIAS dark matter online tool [33] and the nuclear form

factors provided by Ref. [30] are used in the calculation of WIMP interaction rates.
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Figure 1.8: Left: the expected nuclear recoil spectra induced by 100 GeV WIMPs through
spin-independent interactions with different target materials; Right: the argon nuclear recoil
spectra induced by WIMPs of different masses. The WIMP nucleon interaction cross section
is assumed to be 10−45 cm2 in both plots.

The expected WIMP induced nuclear recoil spectra in commonly used detector

targets are shown in Fig. 1.8. These spectra approximately resemble the exponentially

decaying spectral shape in the case of perfect Maxwellian WIMP velocity distribution

(Eq. 1.12). Heavy nuclei like xenon typically have a high WIMP interaction rate

because of the coherent factors of A2 and the kinematic factor of µ2 (reduced mass),

but the rate decays fast at high energy due to the nuclear form factors F (q) (q ∼
√

2mTE). The integrated WIMP interaction rates with Xe, Ge and Ar at different

energy thresholds are summarized in Tab. 1.2. As for WIMPs of different masses,

heavy WIMPs tend to produce high energy nuclear recoils, but the total interaction

rate is suppressed by the low WIMP flux (the total WIMP density ρ ∼ mχnχ is

fixed). On the contrary, light WIMPs may produce very high nuclear recoil rates but

they are concentrated in the low energy regions; as a result, an argon-based detector

with a typical nuclear recoil energy threshold above ∼20 keV would essentially have

no sensitivity to <10 GeV light WIMPs.
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Target Rate(/kg/yr) Rate(/kg/yr) Rate(/kg/yr) Rate(/kg/yr)
Atom 0-100 keV 10-100 keV 20-100 keV 30-100 keV
Argon 3.3 ×10−2 2.1 ×10−2 1.2 ×10−2 6.8 ×10−3

Germanium 1.3×10−1 7.7 ×10−2 4.2 ×10−2 2.2 ×10−2

Xenon 5.9 ×10−1 2.6 ×10−1 1.1 ×10−1 4.5 ×10−2

Table 1.2: The expected interaction rate of 100 GeV WIMP with argon, germanium, and
xenon targets at nucleon interaction cross section of 10−45 cm2 in 1 kg·yr exposure.

Compared to the extraordinarily low WIMP interaction rate, the cosmic ray back-

ground and environmental radioactivity background are enormous at the Earth’s sur-

face. Take 1 kg of typical crustal rock [34] as an example, the event rate due to U,

Th, K in a year is estimated in Tab. 1.3. We also estimate the background from

cosmic rays (CRs), where we use a dimension of 7.5 cm×7.5 cm×7.5 cm for this 1 kg

rock sample (assuming a rock density of 2.4g/cm3). The cosmogenic 39Ar activity in

argon extracted from the atmosphere is also listed.

Background Concentration Events in Additional Comments
Sources or Rate a year
U(rock) 1.7 ppm 6.6 ×108 In secular equilibrium, each 238U

decay includes several alphas,
gamma rays, and electrons

Th(rock) 8.5 ppm 1.1 ×109 similar to the U case
K(rock) 2.1% 2.1 ×1010

CR Muon 100-200/m2/s 2.7 ×107 1×107 neutrons, 7×106 electrons
and other cosmic ray particles

39Ar(argon) 1 Bq/kg 3.2 ×107

Table 1.3: The estimated background rate from U, Th, K decays in 1 kg of crustal rock in
a year; sea level cosmic ray radiation and 39Ar in atmospheric argon are also listed.

As can be seen, the background rate can be many orders of magnitude higher

than that of the expected WIMP interactions. So effective background suppression
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methods have to be developed for a sensitive WIMP detection. The basic requirements

for a feasible WIMP experiment would include:

1. Low radioactivity materials have to be used in the detector, especially for the

sensitive volume. High purity crystals and nobel liquids are widely used.

2. The experiment needs to be installed deep underground to reduce cosmic rays

backgrounds, and has to be shielded (actively/passively) from residual back-

grounds. Besides suppressing backgrounds, active shielding can also provide in

situ measurements of the background.

3. Event discrimination methods are desired to separate the WIMP-induced nu-

clear recoil events from the prevalent electron recoil backgrounds.

4. A dark matter detector needs to be sensitive to low energy nuclear recoil events,

especially for light WIMP detection.

1.3.3 Direct WIMP Search Experiments and Results

Several low background experiments have been launched in attempts to detect WIMP

interactions with nuclei. We will briefly review the search techniques and physical

results of the major experiments.

A long standing claim of positive evidence for dark matter interactions is made

by the DAMA collaboration. The DAMA experiment is located in the Gran Sasso

Labrotary, 3800 meters of water equivalent (m.w.e.) underground; it uses a scintil-

lating crystal NaI (Tl) to look for low energy WIMP interactions [35]. The original

DAMA/NaI setup consisted of nine 9.7 kg crystals, and each of them was seen by

two PMTs through low radioactivity light guides. The detectors were contained in a

well shielded copper box and were continuously purged with high purity nitrogen gas

to suppress radon backgrounds. These NaI crystals did not distinguish between nu-
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clear recoil events and electron recoil backgrounds, but had moderate rejection power

against electronic noise based on pulse shape information. 22
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FIG. 5: The residual rate measured by DAMA/NaI (red circles, 0.29 ton-yr exposure over 1995–

2002) and DAMA/LIBRA (blue triangles, 0.87 ton-yr exposure over 2003–2010) in the 2–6 keVee

energy interval, as a function of time. Data is taken from Refs. [28, 30]. The solid black line is the

best fit sinusoidal modulation A cos[2π
T (t−t0)] with an amplitude A = 0.0116±0.0013 cpd/kg/keV,

a phase t0 = 0.400± 0.019 yr (May 26 ± 7 days), and a period T = 0.999± 0.002 yr [30]. The data

are consistent with the SHM expected phase of June 1.

energy Enr by a multiplicative quenching factor as discussed in Appendix A. The modula-
tion amplitude cannot be given in terms of the nuclear recoil energy in a model-independent
way because the experiment does not distinguish between sodium and iodine recoils on an
event-by-event basis and the recoil energy corresponding to a given electron-equivalent en-
ergy, related by the nucleus-dependent quenching factor, differs between the two nuclei. In
Figure 6, the presence of a modulation is apparent below ∼6 keVee, while the data above
∼6 keVee are consistent with zero modulation amplitude.

Two possible WIMP masses can reasonably reproduce the observed modulation amplitude
spectrum: mχ ∼ 10 GeV (where sodium recoils dominate) and mχ ∼ 80 GeV (where iodine
recoils dominate) [58–63]. The predicted modulation spectrum for the two best-fit masses
and cross-sections, assuming the SHM and SI-only scattering, are shown in Figure 6. The
behavior of the amplitude below the current 2 keVee threshold differs for the two WIMP
masses, with the amplitude of the heavy candidate going negative. This is the phase reversal
feature in the annual modulation discussed in Section III A. Future iterations of the DAMA
experiment, which are expected to have lower thresholds, should be able to distinguish these
two possibilities.

The results of the DAMA experiment are in apparent contradiction with the null results
from other experiments, as will be discussed below. Other conventional explanations for
DAMA’s observed annual modulation have also been proposed [162], including radon con-
tamination and neutrons [163]. The modulating muon flux has been studied as a potential
contaminant in the experiment [161, 162, 164–166]. Thus far, most of these explanations
have been discounted (see Ref. [167] for a refutation of muons as a significant contaminant),
but uncertainty remains.

are the (bjk + S0,k) contributions and the Sm,k parameter. Hereafter, the index k is
omitted when unnecessary.
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Figure 6: Energy distribution of the Sm variable for the total cumulative exposure
1.17 ton×yr. The energy bin is 0.5 keV. A clear modulation is present in the lowest
energy region, while Sm values compatible with zero are present just above. In fact,
the Sm values in the (6–20) keV energy interval have random fluctuations around zero
with χ2 equal to 27.5 for 28 degrees of freedom.

In Fig. 6 the obtained Sm are shown in each considered energy bin (there ∆E = 0.5
keV). It can be inferred that positive signal is present in the (2–6) keV energy interval,
while Sm values compatible with zero are present just above. In fact, the Sm values
in the (6–20) keV energy interval have random fluctuations around zero with χ2 equal
to 27.5 for 28 degrees of freedom. All this confirms the previous analyses.

The method also allows the extraction of the the Sm values for each detector, for
each annual cycle and for each energy bin. Thus, following the procedure described
in ref. [15], we have also verified that the Sm are statistically well distributed in all
the six DAMA/LIBRA annual cycles and in all the sixteen energy bins (∆E = 0.25
keV in the 2–6 keV energy interval) for each detector. Moreover, that procedure also
allows the definition of a χ2 for each detector; the associated degree of freedom are
16 for the detector restored after the upgrade in 2008 and 96 for the others. The
values of the χ2/d.o.f. range between 0.7 and 1.22 for twenty-four detectors, and the
observed annual modulation effect is well distributed in all these detectors at 95%
C.L.. A particular mention is deserved to the remaining detector whose value is 1.28
exceeding the value corresponding to that C.L.; this also is statistically consistent,
considering that the expected number of detector exceeding this value over twenty-
five is 1.25. Moreover, the mean value of the 25 χ2/d.o.f. is 1.066, slightly larger
than expected. Although this can be still ascribed to statistical fluctuations (see
before), let us ascribe it to a possible systematics. In this case, one would have an
additional error of ≤ 4 × 10−4 cpd/kg/keV, if quadratically combined, or ≤ 5 × 10−5

cpd/kg/keV, if linearly combined, to the modulation amplitude measured in the (2 –
6) keV energy interval. This possible additional error: ≤ 4% or ≤ 0.5%, respectively,
of the DAMA/LIBRA modulation amplitude is an upper limit of possible systematic

11

Figure 1.7: The modulation analysis results from the DAMA experiment. Top: the mod-
ulation of the residual event rate in the energy window of 2-6 keVee in DAMA/Nai and
DAMA/LIBRA [22,24,25];

24

Figure 1.9: The rate modulation analysis of the DAMA experiment. Top: the modulation
of the residual event rate between 2-6 keVee in DAMA/NaI and DAMA/LIBRA [36–38];
Bottom: the modulation amplitudes at different energy ( keVee).

In 1998, DAMA/NaI reported the first evidence of event rate modulation be-

tween 2 keVee and 6 keVee at a 99.6% confidence level [37]. This result was obtained

based on a total exposure of 41 kg·yr, and events that had interactions with multi-

ple crystals excluded from the analysis. This modulation behavior was reproduced

with high statistics by the DAMA/LIBRA experiment [39], which is the successor

of DAMA/NaI. The combined exposure of ∼1.2 ton·year from both DAMA/NaI and

DAMA/LIBRA revealed a significance of 8.9σ for the annual modulation hypothesis

over the null result [38]. In addition, the phase of the modulation matches what is ex-

pected from the motion of Earth in the dark matter halo. The DAMA result, if can be
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confirmed, would provide a model-independent evidence for WIMP dark matter inter-

actions. Other explanations of the modulation, including cosmogenic backgrounds 10

and radon-induced backgrounds, were all refuted by DAMA modulation [41].

The DAMA claim of dark matter evidence was not supported by other direct

dark matter search experiments until 2011, when the Coherent Germanium Neutrino

Technology (CoGeNT) experiment reported an excess of low energy events beyond

the identified backgrounds. The CoGeNT experiment uses of a 440 g p-type point

contact (PPC) germanium crystal to look for low energy ionization events in the

Soudan underground laboratory (∼2100 m.w.e.) [42]. The PPC crystal is maintained

at liquid nitrogen temperature and is reported to have a modest electronic noise level

at a relatively large mass. The detector’s response to nuclear recoils was calibrated

with a 24 keV neutron beam [43], but it is not capable of differentiating between

nuclear recoils and electron recoils. Surface contaminations, on the contrary, may be

rejected using the time profile of the ionization signals.

In 2011, CoGeNT reported an event rate excess in the energy window of 0.4-

3.2 keVee based on ∼18.5 kg·days (8 weeks) of data, after the X-rays and Auger elec-

trons backgrounds from Ge, Cu, Ga isotopes were subtracted [44]. If these events

originated from WIMP interactions, they would correspond to a spin-independent

WIMP-nucleon scattering cross section of ∼6.7×10−41 cm2 for (7-12) GeV WIMPs.

This rate excess was confirmed with a longer exposure (∼150kg·days or 442 live

days), and the analysis result is shown in Fig. 1.10. The new CoGeNT data also

suggest a possible rate modulation [45]. The period of the modulation is estimated to

be 347±29 days, and its amplitude was very significant, approximately 16.6% of the

overall residual rate. The significance of the modulation is 99.4%, or 2.8σ, over null

hypothesis. Although CoGeNT and DAMA reported similar signals, the dark matter

interpretation of the two experiments do not coincide in the standard dark matter

10The peak time of cosmic muon flux at LNGS is measured to be ∼1 month later than that of
DAMA by the Borexino collaboration [40].
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picture. The WIMP mass and interaction cross section predicted by the two experi-

ments have little overlap, and CoGeNT observes the peak of event rate approximately

one month earlier than that of DAMA (Early June). CoGeNT later reported a high

rate of surface events contamination at low energy, and this brought the estimated

WIMP interaction cross section to 1-3×10−41 cm2 [46].

and the flat background level in the region �2–4:5 keVee.
Unfilled circles are obtained when a free overall normal-
ization factor multiplies the envelope of the individual
L-shell predictions in a background model containing
this envelope, an exponential and a constant background.
The resulting best-fit indicates a L-shell contribution just
10% short of the nominal prediction, well within its un-
certainty. Figure 2 shows the region of interest (ROI)
obtained when these irreducible spectra are fitted by a
sample model containing signals from WIMPs of mass
m� and spin-independent coupling �SI, and a free expo-

nential background. As in [1], this ROI is defined by the
upper and lower 90% C.L. intervals for the best-fit �SI,
whenever the lower interval is incompatible with a null
value. This ROI is meant to direct the eye to the region of

parameter space where the hypothesis of a WIMP signal
dominating the irreducible background events fares best,
but it does not include astrophysical or other uncertainties
listed next. Reasonable uncertainties in the germanium
quenching factor employed (Fig. 4 in [2], [10]) can shift
this ROI by�� 1 GeV=c2. The present uncertainty in the
fiducial bulk volume of this detector is O(10)% [1].
Departures from the assumption of a constant background
in the model above can also displace this region. A modest
contamination of the spectrum by surface events next to
threshold [1,6] would shift this ROI to slightly higher
values of m� and lower �SI. The additional exposure

collected since [1] results in a much reduced CoGeNT
ROI, one in the immediate vicinity of the parameter space
compatible with the annual modulation effect observed by
DAMA/LIBRA [11,12]. This region of �SI, m� space is

populated by the predictions of several particle phenom-
enologies. The reader is directed to references in [1] and
recent literature for examples. The same region has re-
ceived recent attention within the context of dark matter
annihilation signatures at the center of our Galaxy, and
anomalies in accelerator experiments [13]. Figure 2 also
displays limits from other searches, a subject treated again
below.
A search for a WIMP-induced annual modulation in

dark matter detector data requires an exceptional low-
energy stability in the device. Figure 3 shows that these
conditions are present for CoGeNT. The top panel displays
daily averages in the detector electronic noise. Excessive
excursions in this parameter would affect the stability of
the detector threshold. These are not observed. Precautions

FIG. 2. ROI extracted from the irreducible spectra in Fig. 1
(inset) under consideration of a light-WIMP hypothesis. A small
dotted line bisects it, approximately separating the domains
favored by the black dot (left) or unfilled circle (right) spectra
in Fig. 1. ROI definition and uncertainties able to shift it are
described in the text. The DAMA/LIBRA ROI includes present
uncertainties in its position [11], with the exception of ion
channeling [27], conservatively assumed to be absent. Solid
and dotted lines are CDMS limits from [7,28], respectively. A
dashed line corresponds to recent XENON100 claims [8].
Uncertainties in these constraints and those by XENON10 [24]
are examined in [22,25].

FIG. 1. Top: Uncorrected (i.e., prior to threshold efficiency
correction) spectrum displaying all expected K-shell EC cosmo-
genic peak positions. The dotted histogram shows the spectrum
before rejection of surface background events. Bottom:
Uncorrected low-energy spectrum following removal of surface
events. Dotted Gaussian peaks show the predicted L-shell EC
contribution, devoid of any free parameters (see text). A dashed
line traces their envelope. A second dashed line indicates the
combined threshold efficiency (triggerþ software cuts) [1], an
arrow pointing from it to the right scale. Inset: Spectra corrected
by this efficiency and stripped of L-shell contribution and flat
background component. Examples of light-WIMP signals are
overlapped on it (see text).
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FIG. 4: 90% C.L. upper limits on the WIMP-nucleon spin-
independent cross section as a function of WIMP mass. The
red (upper) solid line shows the limit obtained from the ex-
posure analyzed in this work. The solid black line shows
the combined limit for the full data set recorded at Soudan.
The dotted line indicates the expected sensitivity for this ex-
posure based on our estimated background combined with
the observed sensitivity of past Soudan data. Prior results
from CDMS [11], EDELWEISS II [12], XENON10 [13], and
ZEPLIN III [14] are shown for comparison. The shaded re-
gions indicate allowed parameter space calculated from cer-
tain Minimal Supersymmetric Models [20, 21] (Color online.)

a doubling of previously analyzed exposure, the observa-
tion of two events leaves the combined limit, shown in
Fig. 4, nearly unchanged below 60 GeV/c2 and allows
for a modest strengthening in the limit above this mass.

We have also analyzed our data under the hypothesis
of WIMP inelastic scattering [23], which has been pro-
posed to explain the DAMA/LIBRA data [24] . We com-
puted DAMA/LIBRA regions allowed at the 90% C. L.
following the χ2 goodness-of-fit technique described in
[25], without including channeling effects [26]. Limits
from our data and that of XENON10 [27] were com-
puted using the Optimum Interval Method [22]. Re-
gions excluded by CDMS and XENON10 were defined
by demanding the 90% C. L. upper limit to completely
rule out the DAMA/LIBRA allowed cross section in-
tervals for allowed WIMP masses and mass splittings.
The results are shown in Fig. 5. The CDMS data dis-
favor all but a narrow region of the parameter space al-
lowed by DAMA/LIBRA that resides at a WIMP mass
of ∼100 GeV/c2 and mass splittings of 80–140 keV.

The data presented in this work constitute the final
data runs of the CDMS II experiment and double the
analyzed exposure of CDMS II. We observed two can-

WIMP mass [GeV/c2]

W
IM

P
m

as
s s

pl
itt

in
g 

[k
eV

]

 

 

101 102 1030

20

40

60

80

100

120

140

160

180
DAMA/LIBRA allowed
CDMS excluded
XENON10 excluded

FIG. 5: The shaded green region represents WIMP masses
and mass splittings for which there exists a cross section com-
patible with the DAMA/LIBRA [24] modulation spectrum
at 90% C. L. under the inelastic dark matter interpretation
[23]. Excluded regions for CDMS II (solid-black hatched) and
XENON10 [27] (red-dashed hatched) were calculated in this
work using the Optimum Interval Method. (Color online.)

didate events. These data, combined with our previous
results, produce the strongest limit on spin-independent
WIMP-induced nuclear scattering for WIMP masses
above 42 GeV/c2 ruling out new parameter space.
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Figure 1.7: top left: Spin-independent WIMP-nucleon sensitivity curve of the CDMSII
results in 2009; bottom left: Spin-independent WIMP-nucleon sensitivity curve from the
CoGeNT data in 2011; right: The Modulating event rate in the CoGeNT experiment.25

are taken to ensure that this noise is as stable as possible:
for instance, by automatically refilling the detector liquid
nitrogen Dewar every 48 h, the crystal temperature and its
associated leakage current are held as constant as possible.
The second panel shows the stability of the trigger thresh-
old, derived from the difference between the daily average
baseline DC level in the triggering channel and a constant
(digitally fixed) discriminator level. The small excursions
observed correspond to a temperature drift in the digitizers
(NI 5102) and shaping amplifier (Ortec 672) of �1� C.
These small instabilities do not result in any minor smear-
ing of the energy resolution, given that the amplitude of
each event is referenced to its individual pretrigger DC
level. The effect of this small baseline drift should instead
be envisioned as a maximum shift of the threshold effi-
ciency curve in Fig. 1 by about �10 eV. The third panel
shows the calculation of by how much such a shift can
affect the counting rate in the region 0:5–0:9 keVee.
This calculation includes the exponential spectral shape

observed there. The correction is referenced to the date of
the threshold efficiency calibration employed (small arrow
in Fig. 3) and found to be negligible at less than 0.1%. This
correction would be larger for events below 0:5 keVee, not
considered here, and even smaller for count rates in
broader energy regions starting at 0:5 keVee. The fourth
panel indicates the magnitude of the correction required to
account for the exponential decay of L-shell EC radio
isotopes, prior to an annual modulation analysis. This
correction affects the 0:4–1:6 keVee region (Fig. 1), where
a light-WIMP can express a modulated signature. The
uncertainties in this correction, indicated in Fig. 3 in
parentheses, are modest even at the present exposure. A
direct comparison of these predictions with the low-energy
spectrum, as done in Fig. 1, demonstrates that they are
robust.
Figure 4 shows the temporal rate behavior in several

spectral regions following the correction for L-shell EC
activity, when applicable. Even with the present limited
exposure, a noticeable annual modulation can be observed

FIG. 4. Rate vs time in several energy regions (the last bin
spans 8 days). A dotted line denotes the best-fit modulation. A
solid line indicates a prediction for a 7 GeV=c2 WIMP in a
galactic halo with Maxwellian velocity distribution. Background
contamination and/or a non-Maxwellian halo can shift the am-
plitude of this nominal modulation (see text). Dotted and solid
lines overlap for the bottom panels.

FIG. 3. Assessment of the stability of the CoGeNT PPC at
Soudan (see text). First panel: daily average in detector elec-
tronic noise (shaping time 10 �s). Second panel: stability of the
trigger threshold level. Third panel: negligible correction to the
counting rate in the region 0:5–0:9 keVee induced by it. Fourth
panel: expected counting rate in this same region originating in
L-shell EC. The observed stability augurs well for WIMP
modulation searches using next-generation PPCs like those
planned for the upcoming expansion of CoGeNT (C-4),
MAJORANA, GERDA, and CDEX.
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Figure 1.10: top left: Spin-independent WIMP sensitivity curve for the 2011 CoGeNT
data; right: rate modulation in the CoGeNT data; bottom left: Spin-independent WIMP
sensitivity curve of the 2009 CDMSII-Ge results.

Another germanium-based dark matter experiment is the Cryogenic Dark Matter

Search (CDMSII) [47, 48]. CDMS uses an array of 19 germanium detectors (∼230 g

each) and 11 silicon detectors (∼105 g each) to detect low energy nuclear recoil events

in the Soudan mine. The detectors are maintained at ∼50 mK and instrumented with

both phonon sensors and charge electrodes. Comparison of the phonon signal with the
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ionization signal provides a powerful discrimination between nuclear recoil signals and

gamma ray backgrounds (>99.99% above the 10 keV nuclear recoil energy threshold).

The pulse shape of the phonon signals is also used to reject surface background

events11 at an efficiency of >96%. The probability of misidentifying electron recoil

events as nuclear recoils is estimated to be less than 10−6.

In 2009, CDMSII reported two suspicious events in 612 kg·days exposure (∼1 yr)

of Ge data [49]. The probability for the 2 observed events to be backgrounds was

∼23%, so they were not interpreted as significant evidence for WIMP interactions.

This observation set an upper limit of 7.0×10−44 cm2 on the spin-independent WIMP-

nucleon interaction cross section for 70 GeV WIMP at 90% confidence level12, as

shown in FIg. 1.10 (bottom left). The DAMA favored parameter space of WIMP-

interactions was largely ruled out. In 2011 CDMSII revealed a low energy analysis

(2 keV nuclear recoil energy threshold), but did not observe any excess of events

beyond the expected backgrounds; a conservative limit obtained by attributing all

residual events to WIMP interactions ruled out the original CoGeNT dark matter

interpretation [50]. In addition, the CDMS data did not have any significant event

rate modulation a above 5 keV nuclear recoil energy [51], as shown in Fig. 1.11.

However, in 2013, CDMSII reported 3 candidate events for dark matter interactions

with the Si detectors, which could translate to a WIMP-nucleon interaction cross

section of 1.9×10−41 cm2 for 8.6 GeV WIMPs [52]. This result approximately agreed

with that of CoGeNT with surface background correction [46].

Different from the crystal experiments, the Xenon experiment makes use of the

scintillating nobel gas xenon to detect low energy nuclear recoils in the Gran Sasso

Laboratory. The Xenon100 detector contains ∼60 kg (40 kg fiducial) of liquid xenon

in its sensitive volume, with another ∼100 kg in an outer cylinder functioning both

as shielding and as a veto [53]. The inner detector is designed to be a a two phase

11Surface events may be misidentified as nuclear recoils because of incomplete charge collection.
12This limit was pushed down to 3.8×10−44 cm2 for all CDMS Ge data combined.
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FIG. 1. (color online) The rate of CDMS II nuclear-recoil
band events is shown for the 5.0–11.9 keVnr interval (dark
blue), after subtracting the best-fit unmodulated rate, Γd,
for each detector. The horizontal bars represent the time
bin extents, the vertical bars show ±1σ statistical uncertain-
ties (note that one CDMS II time bin is of extremely short
duration). The CoGeNT rates (assuming a nuclear-recoil en-
ergy scale) and maximum-likelihood modulation model in this
energy range (light orange) are shown for comparison. The
CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than
0.06 [keVnr kg day]−1 are excluded at the 99% C.L.

For comparison, a similar analysis was carried out us-
ing the publicly available CoGeNT data [19]. Our analy-
sis of CoGeNT data is consistent with previously pub-
lished analyses [6, 7, 14]. Figure 3 shows the modu-
lated spectrum of both CDMS II and CoGeNT, assum-
ing the phase (106 days) which best fits the CoGeNT
data over the full CoGeNT energy range. Compatibil-
ity between the annual modulation signal of CoGeNT
and the absence of a significant signal in CDMS is de-
termined by a likelihood-ratio test, which involves cal-
culating λ ≡ L0/L1, where L0 is the combined max-
imum likelihood of the CoGeNT and CDMS data as-
suming both arise from the same simultaneous best-fit
values of M and φ, while L1 is the product of the maxi-
mum likelihoods when the best-fit values are determined
for each dataset individually. The probability distribu-
tion function of −2 lnλ was mapped using simulation,
and agreed with the χ2 distribution with two degrees
of freedom, as expected in the asymptotic limit of large
statistics and away from physical boundaries. The simu-
lation found only 82 of the 5×103 trials had a likelihood
ratio more extreme than was observed for the two ex-
periments, confirming the asymptotic limit computation
which indicated 98.3% C.L. incompatibility between the
annual-modulation signals of CoGeNT and CDMS for the
5.0–11.9 keVnr interval.

We extend this analysis by applying the same method
to CDMS II single-scatter and multiple-scatter events
without applying the ionization-based nuclear-recoil cut.
These samples are both dominated by electron recoils.
Figure 4 shows the confidence intervals for the allowed
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FIG. 2. (color online) Allowed regions for annual modulation
of CoGeNT (light orange) and the CDMS II nuclear-recoil
sample (dark blue), for the 5.0–11.9 keVnr interval. In this
and the following polar plot, a phase of 0 corresponds to Jan-
uary 1st, the phase of a modulation signal predicted by generic
halo models (152.5 days) is highlighted by a dashed line, and
68% (thickest), 95%, and 99% (thinnest) C.L. contours are
shown.
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FIG. 3. (color online) Amplitude of modulation vs. energy,
showing maximum-likelihood fits for both CoGeNT (light or-
ange circles, 68% confidence interval shown with vertical line)
and CDMS nuclear-recoil singles (dark blue rectangles, 68%
confidence interval given by rectangle height). The phase that
best fits CoGeNT over all energies (106 days) was chosen for
this representation. The upper horizontal scale shows the
electron-recoil-equivalent energy scale for CoGeNT events.
The 5–11.9 keVnr energy range over which this analysis over-
laps with the low-energy channel of CoGeNT has been divided
into 3 (CDMS) and 6 (CoGeNT) equal-sized bins.

Figure 1.11: Modulation analysis of CDMSII data (blue), compared to CoGeNT (orange).

Time Projection Chamber (TPC) and collects both the scintillation and ionization

signals. Comparison of the scintillation to ionization signal amplitudes provides a

powerful discrimination between nuclear recoil events and electron recoil backgrounds;

the rejection efficiency is reported to be ∼99.5% in the WIMP search window. The

ionization signals are also used to reconstruct the event positions in three dimensions,

which helps the rejection of surface-related backgrounds.

The most recent Xenon100 analysis revealed two candidate nuclear recoil events

in the energy window of 6.6 - 30.5 keV in 7.6 ton·days (225 live days) of data [54].

The background rate was estimated to be 1.0±0.2. This observation set a limit of

2×10−45 cm2 on the WIMP-nucleon interaction cross section for 55 GeV WIMPs; the

full 90% confidence level sensitivity curve is shown in Fig. 1.12. At the low mass

WIMP region, Xenon excluded the WIMP parameter space favored by DAMA and

CoGeNT using data from the Xenon10 detector [55], as is shown in Fig. 1.12. A

low energy threshold of ∼1.4 keV was obtained in this analysis by only using the

ionization signals.

The experiment CRESST (in Gran Sasso) has also reported observation of low

energy events that could not be explained by identified backgrounds [56]. The
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FIG. 3: New result on spin-independent WIMP-nucleon scat-
tering from XENON100: The expected sensitivity of this run
is shown by the green/yellow band (1σ/2σ) and the result-
ing exclusion limit (90% CL) in blue. For comparison, other
experimental results are also shown [19–22], together with
the regions (1σ/2σ) preferred by supersymmetric (CMSSM)
models [18].

the benchmark region fluctuates to 2 events is 26.4% and
confirms this conclusion.

A 90% confidence level exclusion limit for spin-
independent WIMP-nucleon cross sections σχ is calcu-
lated, assuming an isothermal WIMP halo with a lo-
cal density of ρχ = 0.3 GeV/c3, a local circular veloc-
ity of v0 = 220 km/s, and a Galactic escape velocity of
vesc = 544 km/s [17]. Systematic uncertainties in the en-
ergy scale as described by the Leff parametrization of [6]
and in the background expectation are profiled out and
represented in the limit. Poisson fluctuations in the num-
ber of PEs dominate the S1 energy resolution and are
also taken into account along with the single PE resolu-
tion. The expected sensitivity of this dataset in absence
of any signal is shown by the green/yellow (1σ/2σ) band
in Fig. 3. The new limit is represented by the thick blue
line. It excludes a large fraction of previously unexplored
parameter space, including regions preferred by scans of
the constrained supersymmetric parameter space [18].

The new XENON100 data provide the most strin-
gent limit for mχ > 8 GeV/c2 with a minimum of
σ = 2.0 × 10−45 cm2 at mχ = 55 GeV/c2. The max-
imum gap analysis uses an acceptance-corrected expo-
sure of 2323.7 kg×days (weighted with the spectrum of a
100 GeV/c2 WIMP) and yields a result which agrees with
the result of Fig. 3 within the known systematic differ-
ences. The new XENON100 result continues to challenge
the interpretation of the DAMA [19], CoGeNT [20], and
CRESST-II [21] results as being due to scalar WIMP-
nucleon interactions.
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events in the the range Enr > 1:4 keV are treated as
potential dark matter signal. The results are shown in
Fig. 3. If Qy were 40% higher (lower) below 4 keV, the
exclusion limits would be about !2 stronger (weaker) at
m! ¼ 7 GeV.

The exclusion limits and allowed regions shown in
Fig. 3 assume a simple Maxwell-Boltzman distribution
for the dark matter halo. Given the likelihood of significant
departures from this distribution [39], it is important to
understand if astrophysical uncertainties could alter the
incompatibility of our results with the positive detection
scenarios shown in Fig. 3. A method for doing so is
described in [40], and predicts that not less than#5 counts
keV$1 kg$1 day$1 should be observed in a xenon detector,
if the unexplained low-energy rise observed by the
CoGeNT detector [2] were due to dark matter scattering.
It can be seen from Table I that we observe an event rate of
#0:2 counts keV$1 kg$1 day$1 on the interval 1:4<Enr <
10 keV, indicating that the order of magnitude exclusion of
the CoGeNT regions shown in Fig. 3 is robust against
astrophysical uncertainties. Because of the preliminary
nature of the CRESST-II results we do not show a corre-
sponding allowed region, although it appears likely to lie
above the DAMA region, as shown in Fig. 3 of Ref. [41].

We have shown for the first time that it is possible to
perform a sensitive search for dark matter with a liquid
xenon time-projection chamber, using only the electron
signal. The advantage of this analysis is an increased
sensitivity to light (& 10 GeV) dark matter candidate par-
ticles, due to the approximate factor !5 decrease in the
detector energy threshold. For larger particle masses, stan-
dard analyses [15,23,42] offer superior sensitivity. The
present work appears to severely constrain recent light
elastic dark matter interpretations of the excess low-energy

events observed by CoGeNT and CRESST-II, as well as
interpretations of the DAMA modulation signal.
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limits on spin-independent "n for elastic dark matter scattering,
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Figure 1.9: The Xenon limit on WIMP parameter space. Top: sensitivity curve derived
from 225 days of Xenon100 data; bottom: low mass WIMP sensitivity curve obtained from
Xenon10 low energy analysis.
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Figure 1.12: The 90% confidence limit on the spin-independent WIMP-nucleon scattering
cross section from the Xenon experiment. Top: limit derived from 225 days of Xenon100
data; bottom: low energy analysis of Xenon10 data; the two 2010 Xenon100 limits come
from different quenching factors at low energy.

CRESSTII detector is a cryogenic thermometer based on CaWO4 crystals that collect

both the phonon signals and the scintillation signals. The energy of ionization events

is determined by the thermal channel, while the relative ratio of the scintillation sig-

nal is used in nuclear recoil events identification. The observed excess of low energy

events may be interpreted as light WIMPs (<50 GeV) interactions with oxygen, and

it is approximately consistent with the CoGeNT results.

We comment that several other dark matter experiments, including ZEPLIN [57],

EDELWEISS [58] and WArP [59], have also set limits on the spin-independent inter-
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actions of WIMPs; experiment like Xenon [60], Picasso [61] and COUPP [62] have

also made progresses in measurements of spin-dependent WIMP interactions. The

interpretations of some of these experiments appear contradictory, but they may get

reconciled by the large uncertainties in the WIMP model, and by the specific detector

backgrounds. A few examples of such flexibilities include local substructure of the

WIMP halo [36,46], inelastic WIMP-nucleus scattering [63], non-equal WIMP-proton

and WIMP-neutron interactions [31], and channeling effects in crystals [64].

1.3.4 Indirect Search and Accelerator Search of WIMPs

In addition to searching for WIMP-nucleon collisions, WIMPs may also be detected

by the observation of WIMP annihilations or WIMP-pair productions. These possi-

bilities motivate the indirect search and the accelerator search of WIMPs.

Although the WIMP annihilation rate is usually considered to be insignificant

after the WIMP-decoupling, WIMPs may still annihilate in highly concentrated re-

gions like in the center of galaxies. WIMP particles may fall into gravitational wells

and gradually lose kinetic energy by collisions; eventually they could get trapped

by gravity and create high concentration regions. When these WIMPs annihilate,

charged cosmic rays, gamma rays or neutrinos may be produced; once detected, they

can provide indirect evidence for WIMP dark matter.

An excess of high energy cosmic electron/positron was observed by the balloon-

borne experiment ATIC [66], and was later confirmed by the space-based measure-

ments of Fermi-LAT [67], PAMELA [68], AMS-II [69] and ground-based HESS [70],

some of which are shown in Fig. 1.13. ATIC observed a broad bump around 300-

800 GeV in the energy spectrum, and the AMS-II data also indicated a possible

leveling of the positron fraction between 250 GeV and 350 GeV in the spectrum. Cos-

mic positrons are usually attributed to interactions of cosmic rays with interstellar

materials, and the positron fraction R = [e+]/([e+]+[e−]) is expected to be monoton-
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  Figure 1.13: The positron fraction out of total electrons and positrons [65]. It is expected
to be decreasing for positrons produced by cosmic ray interaction with interstellar medium.

ically decreasing; so this excess of positrons may be considered as evidence for WIMP

annihilation in nearby regions13. However, this dark matter interpretation has to

assume a WIMP annihilation cross section that is 2-3 orders of magnitudes larger

than the expected value, and it could not explain the trivial result in the antiproton

measurement of PAMELA14. In addition, alternative explanations of the positron ex-

cess exist; for example, the synchrotron radiation of pulsars may be energetic enough

to produce electron-positron pairs but not for proton-antiproton pairs [71, 72]. As a

result, the WIMP interpretation of this positron measurements remains inconclusive.

Besides charged particles, gamma rays and neutrinos are also of great interest

in WIMP annihilation searches. Although some authors reported that a ∼130 GeV

gamma line from the galactic center is indicated by Fermi-LAT data [73], it largely

remains unconfirmed. It is generally agreed that no significant anomaly in cosmic

gamma rays has yet been confirmed in experiments. The upper limits on the WIMP

13Electrons and positrons can suffer significant energy loss during propagation in the galaxies.
14We note that some dark matter interaction models may explain the preferred lepton decays of

WIMP dark matter in an ad hoc way.
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annihilation processes set by the gamma ray observations have highly constrained

the WIMP interpretation of the positron measurements [74]. Compared to charged

particles and gamma rays, neutrinos are expected to be a more powerful probe into

the high density regions of the universe because they almost don’t get scattered by

stellar matter. No excess of high energy neutrinos has been observed from the Sun

or from the galactic center according to ICECUBE [75] and SuperKamiokande [76].

Besides putting tight constrains on the WIMP annihilation cross section, the neutrino

observation may also constrain the WIMP-nucleon scattering cross section because

this scattering processes largely determines the slow-down rate and capture rate of

WIMPs. In the assumption of equilibrium between WIMP capture and WIMP an-

nihilation, the annihilation neutrino flux is solely determined by the WIMP capture

rate, or equivalently, by the WIMP-nucleon scattering cross section.

To the contrary of annihilation processes, WIMPs may be produced in pairs in

high energy colliders. A higher rate of events with missing transverse energy than

what is predicted by the Standard Model could indicate WIMP productions. The

ALEPH experiment reported no observation of the Lightest Supersymmetric Particle

(LSP) in the large Electron-Positron collider (LEP) at center of momentum energy

up to 209 GeV and placed a mass limit of >43 GeV on LSP in the MSSM model [77].

The pp̄ collider Tevatron [78,79] and pp collider LHC [80,81] have reached TeV level of

center of momentum energy, and no excess beyond the Standard Model backgrounds

has been found.
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Chapter 2

Underground Argon for Direct

Dark Matter Search

Technologies of particle detection using noble elements have made much progress in

the past a few decades. The properties of argon and other noble gases have been

extensively studied, and they exhibit many attractive features to rare-event detection

experiments such as dark matter searches.

1. Extraordinarily high purity levels have been reached in noble gas detectors due

to their unique chemical properties. They can be free of long-lived primordial

U, Th, and K contaminants1.

2. Copious light can be emitted by noble liquid; the light yield of noble elements

is comparable to that of alkali halide crystals.

3. Noble gases scintillation rises from the relaxation of molecular excimers instead

of atomic excitons, so self-absorption of noble element scintillation is minimal.

4. Ionization electrons in noble liquid can remain free and be drifted over long

1Radon and its progeny could exist in noble gases, but can get highly suppressed by distillation
techniques. 39Ar and 85Kr may also be considered backgrounds in some experiments.
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distances with an external electric field, which makes large scale Time Projection

Chambers (TPCs) possible.

5. Noble liquid technologies that work at a small scale can be adopted in large

scales. This scalability is required by contemporary dark matter searches.

6. The scintillation and ionization signals of noble liquids can be used for event

identification, and provides background rejection power.

7. Unlike crystal detectors, noble element detectors don’t form defects after exci-

tations or ionizations, and can have relatively stable performance over time.

Several low background experiments use noble liquid as the detection medium.

For example, the Xenon experiment has been leading the search for WIMP dark

matter for many years, and a few other xenon-based experiments are also under

development. Liquid argon technology is relatively new for dark matter applications,

but it has been drawing increasing attention from researchers after its excellent pulse

shape discrimination power was revealed. The work of this thesis is to demonstrate

that argon detectors can be very competitive in future dark matter search experiments

with argon of extremely low 39Ar radioactivity levels.

2.1 Characteristics of Argon as a Scintillator

Argon is a bright scintillator. Approximately 50,000 photons can be emitted for 1 MeV

energy deposited by heavy relativistic particles [82], which is very close to that of NaI

crystals. The argon scintillation spectrum exhibits a broad peak structure around

128 nm (the second continuum); this feature is observed in liquid, solid argon, and

also in high density gaseous argon. In argon gas discharge experiments, scintillation

peak around 110 nm (the first continuum) may also be observed.
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2.1.1 The Scintillation Mechanism

Although most ongoing argon detectors use liquid argon as the detection medium,

the argon scintillation mechanisms are primarily studied in solid and gaseous argon.

The property of liquid argon scintillation is believed to be similar to that of solid

argon though temperature dependence may exist [83,84].

3290 MARLO MARTIN 

He 
1 I 1 ~, 

1 1 

Ne 1 ~ 1 1 1 1 1 FIG. 1. Schematic rep-
1 I 1 1 I 1 ~ resentation of ultra-

....--...A violet emssion continua 
"-I A....jr-+I .... ~""i""'-+-l-+..,.· +1 -+-1 --11-+1-+1 -+-1 --II--+I-r-I -I from rare gases. Lowest-

. lying atomic level is 
Kr ~ indicated by dashed 
f-I~ 1llllllllline. 

Xe ~, . ++-+-+--+-+-+-t-+-+-f---t-i !--?-+--t-:l-,- 1 1 1 1 1 1 1 1 1 I 

5 D ~ ~ 

hv (eV)---+ 

appreciable numbers. This point will be considered in 
greater detail in the next section. 

Figure 2 schematically indicates the set of processes 
described in the foregoing paragraphs. The remainder 
of this paper is primarily concerned with the dynamical 
trapping of an exciton, denoted by (2) in the figure. 
Section II contains a brief description of our knowledge 
of R2+ and R2* molecular states. Section III describes 
the method used in obtaining approximate diatomic 
molecule energy curves for the heavy rare gases. Sec­
tions IV and V are concerned with the two most 
promising R2* relaxation schemes; relaxation by phonon 
emission and a resonant transfer de-excitation mech­
anism. Section VI discusses the curious temperature 
dependence of the emission spectrum from solid xenon. 
A shorter version of the present work has been published 
elsewhere.1b 

II. RARE GAS EXCIMERS 

The existence of metastable diatomic molecule-ions 
has been known since the original observations of He2+, 
Ne2+, and Ar2+ by Ttixen.8 Considerable theoretical 
work on the He2+ system (and the closely related 
excimer He2* 9-15 has been reported in addition to exten­
sive experimental studies.16- 19 The corresponding sys­
tems for the heavier rare gases (denoted by R2+ and 
R2*) have been the object of experimental investiga­
tions, but relatively little theoretical work has been 
done on them. The only existing ab initio computations 
for R2+ systems are the single configuration studies of 
~e2+ and Ar2+ by Gilbert and WahJ.2° 

Although the above-mentioned studies are restricted 
to the formation of dimers, the possibility of existence 
of higher excimers cannot be ruled out, especially in the 
condensed phases. In order for such higher excimers to 
be prominent, they should possess an energy level con­
siderably lower than those attributed to the dimer. The 
existence of such a low-energy state could be masked 
in the ultraviolet luminescence spectrum if the inter­
nuclear separations involved are greater than that of 
the corresponding dimer. This would allow photon 
emission from the lower excimer level to a lower portion 
of the Rn repulsive ground state than would occur for 
the more tightly bound dimer. 

In order conclusively to rule out higher excimer 

formation it would be necessary to perform ab initio 
computations for a variety of nuclear configurations. 
In Appendix B we report the results of a Heitler-London 
type calculation on a linear chain of helium atoms. In 
this approximation the He/ system does not have an 
energy state lower than that of the dissociated He2*+ 
He system for the linear configuration considered. 
Although the computation of additional nonlinear con­
figurations might be of some importance, such work 
would have taken us far afield from the original purposes 
of this paper. It can further be argued that the forma­
tion of a higher excimer Rn * would probably take place 
through the intermediate formation of the dimer. For 
these reasons, plus the fact that none of the observed 
ultraviolet emission spectra offer direct evidence for Rn * 
formation (although the arguments of the previous 
paragraph prevent us from ruling this out), we restrict 
our consideration in what follows to the dimer case. 

An important characteristic of the R2* systems is that 
the excited electron is in a Rydberg-like state about the 
R2+ molecule-ion. 13 It is loosely bound and has little 
effect on the molecular binding energy. The general 
features of the R2+ system are thus expected to be 
repeated in the various states of R2* with respect to 
binding energy, shape of the adiabatic potential surface 
and location of the energy minimum. These expecta­
tions are confirmed in the case of helium with the 
exception of states for which avoided crossings lead to 
potential humps between the potential minimum and 
infinite internuclear separation.I3 Since R2* exists as a 
stable molecule only in an electronic excited state, it can 
make the transition to the repulsive state R2 by emission 
of a photon (ultraviolet photon for the rare gases; 
E ph'"'-'6--+20 eV). The presence of this ground state 
repulsive energy surface (whose energy above infinite 
separation is of the order of 1 eV at the internuclear 
distance corresponding to the R2* minimum)21 makes it 
difficult to assign accurate dissociation energies to the 
R2* system. This determination is further complicated 
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FIG. 2. Schematic 
energy level diagram 
showing possible com­
peting processes. (1) 
Ground state atom is 
excited to an exciton 
band; (2) exciton trap­
ping occurs by forma­
tion of R,* dimer; (3) 
ground state atom is 
excited to conduction 
band; (4) conduction 
electron trapped in to 
exciton state; (5) for­
mation of self-trapped 
hole analogous to 17k 
center; (6) self-trapped 
hole captures an elec­
tron to form R2*; (7) 
ultraviolet photon emis­
sion; and (8) ground 
state R, Jlys apart, 
releasing a burst of 
photons to the lattice. 
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Figure 2.1: Schematic energy levels of diatomic argon molecules (also applies to other rare
gases); the possible excitation/relaxation processes are also shown (see text) [83].

As an inert gas, argon atoms have a closed atomic shell. Neighboring atoms are

held together by a weak van der Waals force, and the binding is minimal even in

argon solids. However, once ionized argon will have a halogen-like shell structure

and can form strong covalent bonds with neighboring atoms. For example, a positive

Ar+ ion can share an orbital electron with a neutral argon atom and form a diatomic

molecular ion Ar+
2 . The binding energy is at the level of ∼1 eV, and the levels are

schematically illustrated in Fig. 2.1 [83]. Argon atoms in the excited states can form

diatomic argon molecules (dimers) in a similar way. The diatomic argon molecules

have a potential curve and well depth like that of molecular ions because the excited
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electron is only loosely bounded to the diatomic ion core, as in Rydberg atoms.

With the strong bonds to neutral argon atoms, the argon ions and excitons can

no longer freely migrate in argon crystals, and thus get self-trapped. This process

has been thoroughly studied with alkali halide crystals [85], in which closed shells

are formed at each lattice site, similar to that in an argon crystal. Lattice excitons

relieve the closed shell condition and opens up the possibility of covalent binding with

nearby lattice sites. This covalent interaction leads to a strong local deformation of

the lattice structure, and the excitons get trapped by their own distorted field. As

a result, covalent bonds are formed in a non-covalent solid, which can affect the

luminescence and energy transportation properties of a crystal.

The self-trapping process plays a key role in producing excited argon molecules.

Diatomic argon excimers can decay non-radiatively to the lowest excited electronic

energy level with the lowest vibrational energy, which don’t have other significant

decay channels than photon emission. The relaxation from this state to the continu-

ously repulsive electronic ground state produces photons with a continuous spectrum,

which is usually known as the second continuum. The emitted photons are in the

vacuum ultraviolet (VUV) region with a wavelength around 128 nm, and this energy

is below the lowest atomic energy level of argon atoms. This offset in energy is a

result of the released binding energy and the elevated ground state energy, both ris-

ing from the contracted internuclear distance in the diatomic molecules. Because the

internuclear distance changes with density and temperature, the second continuum

peak position varies with experimental conditions [84].

The lowest electronic energy level of diatomic argon can have two spin states: a

spin singlet state 1Σu and a spin triplet state 3Σu. The energies of the two states

are very close and can not be resolved in the emitted light due to the spread in the

repulsive ground state. The singlet state decays (E1 transition, allowed) quickly to

the ground state, and the lifetime is measured to be around 6-7 ns. The decay of the
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triplet state to the ground state (M1 transition, hindered) is nominally “forbidden”

by spin selection rules, but can happen at a much larger time scale. The triplet

lifetime is reported to be ∼1.6µs in liquid argon [86] and ∼3.2µs in gaseous argon

at 1 atmospheric pressure [87]. The two decay components are usually referred to as

the fast component and the slow component, and they make up most of the argon

scintillation light.

To sum up, the covalent bond formation and the scintillation process for argon

excitations can be expressed as

Ar∗ + 2Ar → Ar∗2 + Ar (2.1)

Ar∗2 → 2Ar + hν (2.2)

As for argon ionizations, the electrons have to first thermalize and recombine with

the ions to produce argon excitations

Ar+ + 2Ar → Ar+
2 + Ar (2.3)

Ar+
2 + e− → Ar∗∗ + Ar (2.4)

Ar∗∗ → Ar∗ + heat (2.5)

These processes are illustrated in Fig. 2.1 [83]. (1) Ground state atom is excited to

the exciton band; (2) exciton self-traps to form dimer in the lowest electronic energy

level; (3) ground state atom is excited to the conduction band; (4) conduction state

captures electron and form exciton state; (5) formation of self-trapped diatomic ions;

(6) diatomic ion captures an electron to form dimer; (7) ultraviolet photon emission;

(8) the two atoms in the ground state fly apart. Since both excitation and ionization

can be produced by charged particles in argon, the argon scintillation light includes

contributions from both the excitation band and the conduction band. The ratio of
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excitation to ionization has been estimated to be ∼0.2 in liquid argon, which was

confirmed by a series of measurements [82].

In low density argon gas, inefficient argon atom collision could lead to photon

emission from high vibrational states of the lowest electronic energy level in biatomic

argon molecules, and give rise to the first continuum, with an wavelength around

110 nm [87]. In high pressure gas or in the condensed phases, excited diatomic

molecules quickly relax to the lowest vibrational states and the second continuum

dominates the emission spectrum. We comment that a third continuum emission is

also reported in argon gas excited by heavy ions [88]. The wavelength is measured to

be around 200 nm and the lifetime ranges from nanoseconds to hundred nanoseconds

depending on the gas pressure.

2.1.2 The Scintillation Quenching Effects

Although argon has a high scintillation efficiency, the observed light yield values are

subject to various factors including the linear energy transfer(LET), the electric field,

and the impurity level. These factors can act in different stages of the scintillation

process and may quench the scintillation light output.

yield in liquid argon. In Fig. 2, a flat top response for
relativistic heavy particles from Ne to La is shown. The flat
level corresponds to the maximum scintillation yield as will
be shown later. Hereafter, therefore, we will take this level
to be unity of the relative scintillation yield.

Next, let us examine the sum of ionization and scintilla-
tion, namely, the sum total of the number of electrons
QðEÞ=e and the value of the relative scintillation yield SrðEÞ,
QðEÞ=eþ aSr, where ‘‘a’’ is the conversion factor from the
relative scintillation yield to the absolute number of photons

produced and is derived from the following relation at the
flat top level,

aSr0 ¼ �E=WphðmaxÞ: ð2Þ

If such a conversion factor ‘‘a’’ is used, the value
fQðEÞ=eþ aSrðEÞg=ðNi þ NexÞ should be unity in the absence
of photon-reduction processes as described later. Figure 3

shows the sum total of the scintillation and ionization values
divided by ðNi þ Nex 
 E=WphðmaxÞÞ as a function of
particle LET. The error bars of �5% in Figs. 2 and 3

comprise the counting errors as well as uncertainty factors
related to Wph(max) and beam location. As expected, the
ratio expressed as fQðEÞ=eþ aSrðEÞg=ðNi þ NexÞ for relati-
vistic particles other than Au was unity whereas the ratios
for Au, alpha particles and fission fragments as well as the
ratio for the 1MeV electron were smaller than unity. When
the relativistic particle response is flat, QðEÞ=eþ aSrðEÞ ¼
Ni þ Nex ¼ �E=WphðmaxÞ gives the total number of species,
namely, the total number of scintillation photons and ion
pairs produced by a single ionizing particle.

The LET dependence of the relative scintillation yield in
regions other than the flat top shown in Fig. 2 may be caused
by the escape of electron from recombination and/or the high
density quenching of the scintillation photon.

3.1 Effect of escape electrons
The reduction in scintillation yields in the low LET region

shown in Fig. 2 is explained as follows. According to the
Onsager theory,26) when an electron produced by an ionizing
particle is slowed down to thermal energy within the
Onsager radius from the parent ion, the electron cannot
escape from the influence of the parent ion and the electron-
ion pair recombines. Strictly speaking, the escape prob-
ability of the electron at the Onsager radius, where the
Coulomb energy is equal to the thermal energy, is e�1.
Conversely, an electron thermalized outside the Onsager
radius should be free from the influence of the parent ion
even if the external electric field may be nil. The electron
thermalization range in liquid argon is estimated to be
1500–1800 nm for liquid argon27) and 4000–5000 nm for
liquid xenon28) and they are beyond the Onsager radius
(127 nm for liquid argon and 49 nm for liquid xenon).
Therefore, it is reasonable to surmise that there exist a large
number of electrons that will not recombine with the parent

Fig. 1. (a) A set of the saturation curves of ionization (open symbols) and

scintillation (solid symbols) for relativistic Ne (�,�),1) Fe (�,�),1) La

(�,�),2) and Au (4,N)3) in liquid argon as a function of the electric field

strength. (b) A set of the saturation curves of ionization (open symbols)
and scintillation (solid symbols) for relativistic H (�,�)3) and He (4,N)3)

particles in liquid argon as a function of the electric field strength.
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show the yields for non-relativistic protons24) whereas small open circles
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Figure 2.2: The relative light yield of liquid argon with different ionizing particles [82];
closed markers stand for relativistic particles and open ones show non-relativistic particles.
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The scintillation efficiency of liquid argon has been studied with many ionizing

particles. Fig. 2.2 shows a summary of the relative light yield values, where the

closed markers show the measurements with relativistic particles and the open mark-

ers represent that for non-relativistic ones [82]. The highest light yield is achieved

with relativistic ions of medium mass and is scaled to unit. Relativistic and non-

relativistic electrons, which are commonly used in the energy calibration of argon

detectors, have a relative light yield of ∼80%. Alpha particles, as that from radioac-

tive alpha decays, have a relative scintillation efficiency of ∼70%, slightly lower than

electrons. The scintillation of fission fragments is highly quenched, with an efficiency

approximately 20% of that of heavy relativistic particles.

The light yield dependence on the LET value can be partially explained by the

recombination efficiency of argon ions with ionization electrons. As is discussed in

Sec. 2.1.1, the number of argon excitation produced by charged particles is only ∼20%

of that of ionizations, so a large fraction of the scintillation light is resulted from

recombined ionizations. In low LET tracks such as that of electrons and protons, the

ionization electrons may travel too far away from their associated ions as they scatter

and thermalize; as a result they can escape the (geminate) recombination process. In

high ionization tracks, on the contrary, the electrons may combine with other ions

(homogeneous recombination) and make scintillation light. The thermalization time

of ionization electrons can be as large as ∼0.9 ns in liquid argon [89], and they can

travel up to a few microns before reaching thermal energy [82].

The hypothesis of argon scintillation loss due to inefficient recombination can be

tested by combining the scintillation signals with the ionization signals. The ampli-

tudes of the combined scintillation-ionization signals for some particles are summa-

rized in Fig. 2.3 [82]. Compared to Fig. 2.2, Fig. 2.3 the electron and proton mea-

surements now have a consistent value, which confirms the competition between the

scintillation process and residual ionization signals. We comment that for two phase
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yield in liquid argon. In Fig. 2, a flat top response for
relativistic heavy particles from Ne to La is shown. The flat
level corresponds to the maximum scintillation yield as will
be shown later. Hereafter, therefore, we will take this level
to be unity of the relative scintillation yield.

Next, let us examine the sum of ionization and scintilla-
tion, namely, the sum total of the number of electrons
QðEÞ=e and the value of the relative scintillation yield SrðEÞ,
QðEÞ=eþ aSr, where ‘‘a’’ is the conversion factor from the
relative scintillation yield to the absolute number of photons

produced and is derived from the following relation at the
flat top level,

aSr0 ¼ �E=WphðmaxÞ: ð2Þ

If such a conversion factor ‘‘a’’ is used, the value
fQðEÞ=eþ aSrðEÞg=ðNi þ NexÞ should be unity in the absence
of photon-reduction processes as described later. Figure 3

shows the sum total of the scintillation and ionization values
divided by ðNi þ Nex 
 E=WphðmaxÞÞ as a function of
particle LET. The error bars of �5% in Figs. 2 and 3

comprise the counting errors as well as uncertainty factors
related to Wph(max) and beam location. As expected, the
ratio expressed as fQðEÞ=eþ aSrðEÞg=ðNi þ NexÞ for relati-
vistic particles other than Au was unity whereas the ratios
for Au, alpha particles and fission fragments as well as the
ratio for the 1MeV electron were smaller than unity. When
the relativistic particle response is flat, QðEÞ=eþ aSrðEÞ ¼
Ni þ Nex ¼ �E=WphðmaxÞ gives the total number of species,
namely, the total number of scintillation photons and ion
pairs produced by a single ionizing particle.

The LET dependence of the relative scintillation yield in
regions other than the flat top shown in Fig. 2 may be caused
by the escape of electron from recombination and/or the high
density quenching of the scintillation photon.

3.1 Effect of escape electrons
The reduction in scintillation yields in the low LET region

shown in Fig. 2 is explained as follows. According to the
Onsager theory,26) when an electron produced by an ionizing
particle is slowed down to thermal energy within the
Onsager radius from the parent ion, the electron cannot
escape from the influence of the parent ion and the electron-
ion pair recombines. Strictly speaking, the escape prob-
ability of the electron at the Onsager radius, where the
Coulomb energy is equal to the thermal energy, is e�1.
Conversely, an electron thermalized outside the Onsager
radius should be free from the influence of the parent ion
even if the external electric field may be nil. The electron
thermalization range in liquid argon is estimated to be
1500–1800 nm for liquid argon27) and 4000–5000 nm for
liquid xenon28) and they are beyond the Onsager radius
(127 nm for liquid argon and 49 nm for liquid xenon).
Therefore, it is reasonable to surmise that there exist a large
number of electrons that will not recombine with the parent

Fig. 1. (a) A set of the saturation curves of ionization (open symbols) and

scintillation (solid symbols) for relativistic Ne (�,�),1) Fe (�,�),1) La

(�,�),2) and Au (4,N)3) in liquid argon as a function of the electric field

strength. (b) A set of the saturation curves of ionization (open symbols)
and scintillation (solid symbols) for relativistic H (�,�)3) and He (4,N)3)

particles in liquid argon as a function of the electric field strength.
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Figure 2.3: The combined scintillation yield and ionization yield in liquid argon [82].

argon Time Projection Chambers (TPCs), the collection of ionization signals using

an electric field would lead to the loss of scintillation light yield. In the DarkSide-10

detector, the measured light yield for electron recoil events dropped by a factor of ∼2

at a drift field of 1 kV/cm.

However, the low light yield values for alpha particles, Au ions and fission frag-

ments remain unexplained. Another hypothesis, called the bi-excitonic quenching

effect, was developed to address this problem [90]. This theory predicts that in cases

of very high ionization density, free argon excitons may diffuse and collide before

bi-atomic excitons are formed.

Ar∗ + Ar∗ → Ar+ + Ar + e− (2.6)

In this process, two argon excitons are quenched into one2; the remaining energy is

carried away by the free electron, and is subsequently lost into heat by collision with

argon atoms. This bi-excitonic collision process can take place in the core of high

ionization tracks (also in the penumbra region for extremely high ionization tracks

like that of fission fragments, but not always), and causes the light yield to drop. For

2The excitation energy of argon is very close to the ionization energy.
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particle tracks with the same LET value, the energy partitions between the core and

the penumbra may be different, and this explains the reason why the light yield is

not a simple function of LET.

The ionizing particle specie not only affects the light yield, but also determines the

relative intensity between the fast and slow argon scintillation components. The fast

to slow scintillation ratio has been measured to be for ∼0.3, ∼1.3 and ∼3 for 207Bi

electrons, 210Po and 252Cf alphas, and 252Cf fission fragments respectively [86]. This

trend is opposite to that of organic scintillators, which typically have larger triplet

component for heavier ionizations. The spin relaxation time of thermal electrons is

usually estimated to be much larger than the recombination time, and thus the total

spin of the electron-ion pair is conserved. In this scenario, the spur recombination

model predicts that singlet formation is preferred in low ionization tracks, while the

singlet and triplet ratio in heavy ionization tracks would approach the statistical value

of 1:3 because electrons and ions can recombine randomly [91]. This theory obviously

doesn’t explain the case for argon scintillations.

xenon precludes discrimination at the levels achievable in
neon and argon based on timing alone. Consequently, a
dedicated WIMP detector based on liquid argon can be

realized that is conceptually simple and that does not
require the complication associated with high-field drift
of electrons.

In general, a WIMP particle (v) can be detected through
elastic scattering from a target nucleus (N),

vþN! v0 þN0; ð1Þ
by measuring the kinetic energy imparted to the recoiling
nucleus (N 0). The distributions of observed kinetic energies
from WIMP scatters on neon, argon, and xenon are shown
in Fig. 2, for a WIMP-nucleon spin-independent cross-sec-
tion of 10�42 cm2, a 100 GeV WIMP mass, and with the
standard assumptions for the distribution of WIMPs in
our galactic halo [6,7]. It is interesting to note that the inte-
gral rates in argon are equal to those in xenon for a thresh-
old near �10 keV, due to the increased form factor
suppression in xenon at higher nuclear recoil energies. If
the material in which the nucleus recoils is a scintillator,
the generated scintillation photons can be used to measure
this energy. Shown in Table 1 are the scintillation parame-
ters for liquid neon, argon, and xenon (see Refs. [8–13]) for
nuclear recoil events (inferred from measurements with fis-
sion fragments) and for electrons. Experimental determina-
tion of the scintillation parameters in liquid neon is
currently being performed in support of the CLEAN [14]
experiment.

In general, ionizing radiation in noble liquids will lead to
the formation of dimers in either singlet or triplet states.
These states will have characteristic lifetimes (s1 and s3)
and are produced with different amplitudes (I1 and I3),
depending on the liquid and the ionizing radiation. Here
we exploit these differences to separate electron from
nuclear recoil events in liquid argon.

To estimate experimental sensitivity, a detector with a
photosensitive coverage of 75% has been assumed. Nomi-
nal photomultiplier tube (PMT) properties assumed are
shown in Table 2, which have been extrapolated from
properties of PMTs used in the XENON [2] experiment.
The conceptual experimental design is shown in Fig. 3.
six PMTs, each with a 4 in. sensitive diameter are immersed
in liquid argon, and view an inner sensitive region, which is
opaqued from activity in the outer region using an optical
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Table 1
Scintillation parameters for electrons and nuclear recoils in noble liquids
from Refs. [8–13]

Parameter Ne Ar Xe

Yield (·104 photons/MeV) 1.5 4.0 4.2
Prompt time constant s1 (ns) 2.2 6 2.2
Late time constant s3 2.9 ls 1.59 ls 21 ns
I1/I3 for electrons 0.3 0.3
I1/I3 for nuclear recoils 3 1.6
k(peak) (nm) 77 128 174
Rayleigh scattering length (cm) 60 90 30

Quenching for nuclear recoils has been assumed to be 25% for all mate-
rials. The ratio of prompt to late photons (I1/I3) provides the background
discrimination.

180 M.G. Boulay, A. Hime / Astroparticle Physics 25 (2006) 179–182

Figure 2.4: The scintillation waveform of electron recoils and nuclear recoils in liquid ar-
gon [92]; the dotted lines show the singlet and triplet components.

Fig. 2.4 shows the liquid argon scintillation waveforms excited by electrons and

by fission fragments, which are normalized to have equal amplitudes of the fast com-
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ponent. In an argon-based dark matter detector, the expected nuclear recoil signals

induced by WIMP collisions would have a fission fragment signature, while the pre-

vailing gamma ray and 39Ar backgrounds would produce electron recoil waveforms.

The big difference in the scintillation waveforms offers the possibility of pulse shape

discrimination to reject electron recoil backgrounds in dark matter searches. The

background discrimination power has been predicted to be 108 or higher [92], which

lays the foundation for argon-based dark matter searches.

The exponential decay lifetimes of the two states, however, are observed to not

vary with the particle species. The values are measured to be ∼7 ns for the fast

(singlet) component and ∼1.6µs for the slow (triplet) component in liquid argon

(∼3.2µs in gaseous argon). The constant lifetime values indicate that the process to

form singlet and triplet dimer spin states completes at a time scale smaller than the

fast component lifetime. Otherwise, if the spin states can be created or altered as the

photon emission process goes on, the exponential shape of the two components may

be biased and the observed lifetime value may vary. A plausible process to explain the

abnormal spin state statistics is the super-elastic scattering between argon excimers

and thermalized electrons [86,93].

1Σu + e− →3 Σu + e− (2.7)

This process can convert an argon excimer in the singlet state into the triplet state and

thus enhance the triplet scintillation. The recombination time for low ionization tracks

as that for electrons is relatively long, so the super-elastic collision of thermalized

electrons is enhanced and the triplet component is boosted.

In addition to the argon exciton quenching and argon dimer quenching processes,

the presence of certain impurities in argon can also quench the scintillation light

output. Ideally pure argon is transparent to its scintillation light because the scintil-
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lation energy of the second continuum light is below the atomic energy level; however,

the absorption spectrum of some impurities such as water and oxygen may overlap

with the scintillation spectrum of argon and absorb the scintillation light. In addi-

tion, electronegative impurities like nitrogen [94] and oxygen may undergo destructive

collision with the argon excimers and cause non-radiative relaxations to the ground

state. Therefore, the number density of argon excimers would undergo a faster decay

compared to the case of no electronegative imputies.

d [Ar∗2]

dt
= −(

1

τ
+ F ([X]))[Ar∗2] (2.8)

where [Ar∗2] is the concentration of argon excimers, τ is the lifetime of the argon ex-

cimer states without impurity, and F ([X]) is the quenching probability for an impurity

level of [X] [95]. This is equivalent to an effective lifetime of 1/τ ′ = 1/τ + F ([X]),

or τ ′ = τ/(1 + F ([X])τ), which indicates that the observed lifetime of argon scin-

tillation would decrease as the impurity level increases. The fraction of light loss

(non-radiative argon excimer relaxation) is F ([X])τ .
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time constant of the fast component and its photoelectron yield remain constant within errors. From
table 1 the average value forτ1 is 11.3± 2.8 ns and is compatible with values obtained earlier [14].
In contrast, the time constantτ2 of the slow component and its photoelectron yield clearly increase
with gas purity. Our result forτ2 is in good agreement with a previous measurement in dense gases,
3.2± 0.3 µs [5], but is more precise.

For each measurement, two batches of data were taken consecutively, the second about 10–15
min later than the first. The number of photoelectrons decreased slightly between the first and the
second batches. However, with cooling, the second batch contained slightly more photoelectrons.
This suggests in the first case outgassing of water moleculesand, in the second case, freezing water
on the walls of the vessel. Nitrogen contamination, on the other hand, does not lead to a strong
suppression of VUV light [13]. Hence the partial pressure ofwater might be responsible for the
non-radiative destruction of the triplet states.

We have also investigated the nature of the slow and fast components by using two PMTs
installed, one at the bottom, the other at the top of a gas vessel. One of the PMT photocathodes
was covered with a 5 mm thick quartz plate. With the quartz absorber one observes a very strong
suppression of the slow component (figure 9) while the fast component is not affected. The mea-
sured absorption spectrum in figure 9 right shows that light with a wavelength below 160 nm is
strongly absorbed. This indicates that the slow component consists dominantly of VUV light (sec-
ond continuum around 128 nm), while the fast component is mainly composed of UV light with
wavelength from the third continuum above 160 nm [14].

4. Slow to fast population ratio

Sinceτ1 andA do not depend on gas purity, we can determine the ratio of slowto fast populations
by measuring the light yield as a function ofτ2 and extrapolating to pure argon gas. Indeed,
the light yields being proportional toA andB, the populationB1 of the long-lived state is given
by B = B1Γγτ2, whereΓγ is the radiative width, while the population of the short-lived state is
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Figure 5. Examples of (averaged) signals collected with the WArP 2.3 lt prototype [Left] (integrated signal)
and with the 0.7 lt test detector [Right] (direct anode signal). Waveforms are all normalized to the same
(unitary) max pulse-height.

The fitting behavior (green curve in figure 6) compared to data shows an increasing discrep-
ancy at higher O2 concentrations, as possibly due to incomplete dilution of impurities into the
liquid. This trend might be explained by a saturation effect of the solute (Oxygen) in the LAr sol-
vent. Similar indications have been reported by other groups [14]. The relatively short time scale
(hours to day) of the measurements performed prevents to draw any definite conclusion on long
term effects.

A different parameterization of the fitting function for the slow component lifetime has been
then used, depending on the O2 concentration under saturation hypothesis:

1
τ ′T

=
1
τT

+ kQβ
(

1− e−
[O2]

β

)
(5.1)

where the β parameter represents the concentration scale where saturation becomes effective (β =

13 ppm from fit) and at first order it reduces to the original fitting function (eq. (2.6)).

The red curve in figure 6 shows the result of the fit with the modified parameterization. This
model considerably improves the scaling with O2 concentration and decreases the overall χ2, with-
out changing at all the results reported above in table 1.

The goodness of the overall fit (saturation model) is satisfactory (C.L.' 90%).

Residual concentration of non-electronegative contaminants in LAr cannot be excluded, e.g.
[N2] up to a maximum level of 0.5 ppm (according to the specifications of the 6.0 GAr used for
filling in both experimental set-up’s here employed). Scintillation light quenching process in LAr
due to Nitrogen contamination is in fact known to be rather effective (e.g. with rate constant kQ(N2)
= 0.11 µs−1ppm−1 [19]). This allows to compute an upper limit for the long-lived component
lifetime assuming the N2 concentration at its maximum level. The range of variability is thus
defined as 1.21 µs ≤ τT ≤ 1.28 µs.
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Figure 2.5: Average argon scintillation waveforms with different levels of contaminants.
Left: air contaminants in gaseous argon, (a) 10−2 mbar, (b) 10−3 mbar, (c) 10−4 mbar, (d)
10−5 mbar. [96]; Right: oxygen contaminant in liquid argon [95].

This quenching effect has been studied by introducing controlled amount of elec-
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tronegative impurities into gaseous argon [96] and liquid argon [97]. The averaged

scintillation waveforms with different levels of contaminants are shown in Fig. 2.5.

The loss of lifetime and scintillation light is minimal in the fast component of argon

scintillation due to the small value of F ([X])τ , while the quenching effect of the slow

component is dramatic. Therefore, the slow component lifetime of argon scintillation

can be used to monitor the argon purity, and its value can be used to correct the

light yield loss. We comment that in a two phase argon Time Projection Chamber

(TPC) the ionization electrons can also be captured by electronegative impurities, so

it is critical for an argon-based detector to achieve a high purity level.

2.2 Argon-Based Dark Matter Detectors

Because of the excellent properties of argon, it is used, or to be used, in many rare-

event detection experiments including dark matter searches. Some experiments rely

on the argon scintillation signals to reconstruct physical events, some collect the

ionization signals in Time Projection Chambers (TPCs), and others may combine

both scintillation and ionization for an analysis.

The ICARUS experiment [98], although it is not a dark matter experiment, has

made great contribution to the noble liquid technology that is currently used in many

direct dark matter search experiments. ICARUS aims to detect solar neutrinos, at-

mospheric neutrinos, supernovae neutrinos, and accelerator neutrinos via various neu-

trino interactions with argon atoms. When ionization tracks are produced by neutrino

induced interactions in the liquid argon volume, the residual ionization electrons that

escape the recombination process are drifted towards the anode by an uniform electric

field3. The drifted charge signals are then collected by parallel wire planes with differ-

ent orientations to get comprehensive projections of the ionization tracks. The track

information of ionization density, particle range, and event position can be extracted

3The electric field also prevents some electrons to be recombined.
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and used for event identifications. The argon scintillation signals are also detected

by WLS-coated PMTs to produce a start signal used in drift time calculations. The

ICARUS T600 detector, which has a sensitive mass of 500 tons of liquid argon, is the

the largest LAr-TPC ever built; it has been in operation in the Laboratori Nazionali

del Gran Sasso (LNGS) laboratory since 2010.

The WIMP Argon Project (WArP) [59] uses a two-phase argon TPC to detect

elastic WIMP collisions with argon atoms. The WArP detector takes a new TPC

design and collects both the scintillation and ionization signals using photomultiplier

tubes (PMTs). Similar to ICARUS, an electric field is used to drift the ionization

electrons towards the TPC anode, where, on the contrary, a thin layer of argon gas

is maintained to amplify the ionization signals. The ionization electrons are first ex-

tracted into the gas by a strong electric field, and then are accelerated to collide with

argon atoms and create scintillation light. The distribution of the secondary scintilla-

tion light across the PMT array is used to reconstruct the x-y position of the primary

ionizations, while the time interval between the scintillation and ionization signals

tells the z position of the event. Because the argon scintillation light is in the Vac-

uum UltraViolet (VUV) region, a wavelength shifting flour, TetraPhenyl Butadiene

(TPB), is coated on the reflector and on the PMT windows to convert the light into

the visible region. Both the scintillation and ionization signals are used for energy

estimation and event identifications. A 2.3 L prototype TPC [99] was operated at

LNGS and provided important R&D studies on the argon scintillation properties and

the scintillation-to-ionization discrimination method. A 100 L detector with an active

argon veto system was also constructed in LNGS, but the project was discontinued

due to technical issues.

The DarkSide experiment [100] shares the fundamental principles with WArP, but

uses more innovative techniques to further suppress the backgrounds. For example,

the DarkSide detector is going to use low-39Ar argon as the detection medium, which
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is critical for ton-scale TPC-type dark matter detectors such as the DarkSide-G2

detector to operate without serious pile-up. The DarkSide experiment implements a

liquid scintillator detector to efficiently detect neutrons, which are the most dangerous

backgrounds in direct dark matter detection, and also a water Cherenkov detector

surrounding the scintillator veto to tag cosmic ray events. In addition, extraordinarily

low radioactivity cryogenic PMTs are under development with a collaborative effort

between the DarkSide collaboration and the Hamamatsu Corp, Japan. The DarkSide

experiment will be discussed in detail in Sec. 2.4.

ArDM [101] is another double phase argon TPC that collects both the scintillation

and ionization signals from WIMP induced argon nuclear recoils. But different from

WArP and DarkSide, ArDM extracts the ionization electrons into the gas phase and

collects them with Large Electron Multiplier (LEM) detectors. The LEM units are

expected to amplify the electron signal by ∼4 orders of magnitude, and are sensitive

to position, allowing the primary ionization position to be estimated. As for the scin-

tillation signal collection, the wavelength shifter TPB is coated on the inner surface

of the reflectors and also on the PMT window to enhance light collection; due to the

installation of LEM detectors in the top of the detector, the scintillation light is only

collected by PMTs at the bottom. A 3 L prototype detector has been constructed

and tested, and a 1 ton dark matter detector is under development.

The DEAP/CLEAN experiments [102, 103] take a single phase design and only

collect the liquid argon/neon scintillation light produced by WIMP interactions. Both

experiments build detectors with a spherical sensitive volume viewed in 4π by PMTs

and WLS-coated reflectors, and will use the pulse shape discrimination method to

reject electron recoil backgrounds. Based on the study with a 7 kg prototype DEAP

detector, a 3,600 kg detector is being developed by the DEAP collaboration and will

commission soon, expecting a WIMP sensitivity as low as 10−46 cm2. The CLEAN

experiment also plans to switch to liquid neon target for background measurement in
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addition to operating with liquid argon target for dark matter detection. The esti-

mated WIMP interaction rate with neon is approximately 5 times lower than that of

argon above a certain energy threshold, so by changing the target materials the WIMP

interaction channels could be effectively “switched on or off”. The MiniCLEAN de-

tector will host 500 kg of liquid argon in its sensitive volume, and a water shielding

will be installed to function as an active veto system. The projected sensitivity is at

the level of 10−45 cm2, and a ton scale CLEAN detector is under consideration.

Besides the dark matter detectors, many neutrino detection experiments like

ICARUS also use, or plan to use, liquid argon technology, like LBNE [104], LArTPC [105],

Glacier [106], ArgoNeuT [107], and microBooNE [108]. The readers are referred to

the references for detailed information about these argon-based experiments.

2.3 Discovery of Underground Argon

2.3.1 The 39Ar Problem

As has been discussed, argon is a promising target for direct dark matter detec-

tion experiments. It has high scintillation light yield and exhibits an extraordinarily

high discrimination power between WIMP induced nuclear recoils and electron recoil

backgrounds. In addition, as required by modern dark matter searches, argon-based

particle detection technology can be scaled to large masses, and more importantly,

large quantities of high purity argon are commercially available at low costs. Argon

makes up approximately 1% of the atmosphere and can be extracted and purified

industrially by liquid air distillation techniques.

Argon-based dark matter experiments, however, must confront the presence of

the intrinsic 39Ar background. The 39Ar isotope is a beta emitter with an endpoint
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Figure 2.6: The 39Ar decay electron energy spectrum; data from LBNL.

energy of 565 keV and half life of 269 yr.

39Ar → 39K + e− + ν̄e (2.9)

The decay electron energy spectrum is shown in Fig. 2.6. 39Ar is present at an activity

of ∼1 Bq/kg in commercial argon derived from the atmosphere; the corresponding iso-

tope abundance ratio is 39Ar/40Ar∼8×10−16 [109]. As 39Ar decays in the atmospehre,

its concentration is maintained at a stable level by cosmogenic neutron activation on

the stable argon isotope 40Ar.

40Ar (n, 2n) 39Ar

Human activities, such as nuclear bomb tests and nuclear power plants, also con-

tribute to the production of 39Ar, but this contribution is estimated to be relatively

small compared to the cosmogenic. The 39Ar activity in pre-nuclear age samples has

been compared to that in modern air and an upper limit of 5% was set on the relative

abundance of anthropogenic 39Ar activity in the atmosphere [110].

Although the relative 39Ar abundance of ∼8×10−16 appears small, the background

due to 39Ar decay electrons in a large scale detector using atmospheric argon can be
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enormous. For example, the 39Ar decay rate in a 1 ton of atmospheric argon is ap-

proximately 3×1010 in one year. Meanwhile, the expected WIMP induced signal rate

is at the level of 10/ton/yr above a 20 keV energy threshold, assuming that the dark

matter density of ∼0.3 GeV/cm2 in the Earth’s neighborhood can be attributed to

100 GeV mass WIMPs, and we have assumed that the WIMP-nucleon elastic scat-

tering cross section is 10−45 cm2 [30]; This estimate leads to a signal-to-background

ratio close to 10−10 and challenges argon-based direct dark matter searches.
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TABLE III. Estimated mean values of f p vs energy, where ξ =
90 ns. The main sources of uncertainty are systematic, stemming
from voltage effects and differences in the measured signals between
the two PMTs.

Energy (keVee) ˆf p, electronic ˆf p, nuclear

5–6 0.391 ± 0.012 0.566 ± 0.018
6–7 0.376 ± 0.011 0.595 ± 0.018
7–8 0.361 ± 0.011 0.607 ± 0.019
8–9 0.349 ± 0.011 0.625 ± 0.019

9–10 0.339 ± 0.010 0.638 ± 0.020
10–11 0.334 ± 0.010 0.640 ± 0.020
11–12 0.328 ± 0.010 0.649 ± 0.020
12–13 0.322 ± 0.010 0.663 ± 0.020
13–14 0.319 ± 0.010 0.658 ± 0.020
14–15 0.314 ± 0.009 0.675 ± 0.020
15–16 0.311 ± 0.009 0.683 ± 0.021
16–17 0.309 ± 0.009 0.678 ± 0.021
17–18 0.304 ± 0.009 0.685 ± 0.021
18–19 0.302 ± 0.009 0.682 ± 0.021
19–20 0.299 ± 0.009 0.684 ± 0.021
20–21 0.297 ± 0.009 0.690 ± 0.021
21–22 0.295 ± 0.009 0.695 ± 0.021
22–23 0.292 ± 0.009 0.699 ± 0.021
23–24 0.290 ± 0.009 0.690 ± 0.021
24–25 0.288 ± 0.009 0.688 ± 0.021
25–26 0.289 ± 0.009 0.695 ± 0.021
26–27 0.288 ± 0.009 0.696 ± 0.021
27–28 0.285 ± 0.009 0.696 ± 0.021
28–29 0.284 ± 0.009 0.701 ± 0.021
29–30 0.283 ± 0.009 0.708 ± 0.021
30–31 0.281 ± 0.009 0.701 ± 0.021
31–32 0.282 ± 0.009 0.689 ± 0.021

of interest, and that value is used for the analysis presented in
this paper.

For energy bins of width 1 keVee between 5 and 32 keVee,
we form histograms of the electronic and nuclear recoil
f p statistics. To estimate the expected value of f p , ˆf p , we
fit a Gaussian function to the empirical distributions. In
Table III and Fig. 8, we present the estimated mean f p for both
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FIG. 8. (Color online) Estimated mean f p vs energy for both
event classes, where ξ = 90 ns.

classes of events in the energy range of interest. We estimate the
systematic uncertainty on the values in Table III to be 3%. This
uncertainty estimate comes from changing the PMT voltage by
− 75 V and from variations in the measured signals between the
two PMTs. The mean values of the f p distributions for the two
event classes are closer at low energies than at high energies,
possibly because dE/dx for nuclear recoils decreases at low
energies while it increases for electronic recoils. Therefore, the
PSD improves at higher energies both because of increased
photoelectron statistics and because of increased separation
between the mean f p values.

We estimate the ERC as the number of tagged electronic
recoil events with f p > ˆf p, nuclear divided by the total number
of electronic recoil events, where ˆf p, nuclear is the estimated
mean f p for nuclear recoils of that energy. This restriction sets
a nuclear recoil acceptance level of approximately 50%. Since
the shielding, coincidence, and timing cuts do not eliminate all
neutron backgrounds in the detector, a background estimation
Nbg is made by measuring the rate of background neutrons
R bgn and assuming that the background is dominated by these
neutrons hitting in accidental coincidence with γ rays (R γ ) in
the liquid scintillator during the time allowed by the time-of-
flight cut:

Nbg = R bgn × R γ × TOF × Ta, (9)

where Ta is the acquisition time of the data. To enable
comparison with the measured ERC, we divide Nbg for each
energy bin by the total number of electronic recoil events in
that bin.

Figure 9 shows the ERC observed using the prompt fraction
method. We also plot the background estimation, two PSD
projections based on the statistical model described below,
and the ERC observed by applying a multibin method of PSD
described in the next section. We convert the energy axis in
Fig. 9 to keV of nuclear recoil energy (keVr) from keVee by
dividing all electron equivalent energies by a constant nuclear
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FIG. 9. (Color online) Measured electronic recoil contamination
obtained by using the prompt fraction method and the multibin
method. Also shown are the background estimation and model
predictions described in the text. We include a model with the
additional noise set to 0 for comparison. No contamination events
above 69 keVr were observed by use of either method. The energy
axis has been scaled from keVee to keVr by use of a constant nuclear
recoil scintillation efficiency of 0.29 as discussed in the text.

035801-7

Figure 2.7: The probability of misidentifying an electron recoil as nuclear recoil in the pulse
shape discrimination, measurement by the microCLEAN experiment [111].

The pulse shape discrimination of argon scintillation has the potential to suppress

the 39Ar background rate within a certain energy window to a very low level [92].

However, the power of the pulse shape discrimination method decreases dramatically

at low energies, as illustrated in Fig. 2.7 [111]; meanwhile, the expected WIMP events

are highly populated in the low energy windows (exponential-like spectral shapes). As

a result, the WIMP sensitivity of argon-based dark matter detectors is compromised

due to the presence of the 39Ar backgrounds. Tab. 2.1 shows the reported/expected

energy thresholds of different dark matter experiments, where we can see argon de-

tectors typically have high energy threshold values.

53



Detection Technology Experiment Energy Threshold
Gemanium Bolometer CDMS [48] ∼10 keVr 4

CoGeNT [44] 0.4 keVee∼2 keVr 5

NaI Crystal DAMA [38] 2 keVee∼7 keVr 6

CaWO4 Crystal CRESST [56] ∼12 keVr 7

Noble Liquid Xenon [112] ∼2 keVee, ∼7 keVr
ArDM [101] 30 keVee∼100 keVr8

DEAP [102] 20 keVee∼ 70 keVr

Table 2.1: The reported/expected energy thresholds of a few dark matter experiments.

An additional approach to seek a higher background rejection power is to collect

the ionization signals (using time projection chambers) and take advantage of the

scintillation-to-ionization discrimination method. This method is expected to yield

an electron recoil background rejection power of 10-100 in addition to the pulse shape

discrimination. Unfortunately, the 39Ar activity in atmospheric argon also restricts

the ultimate size of argon TPC detectors. A TPC uses an electric field to drift and

collect the ionization electrons; the drift velocity in liquid argon at a medium field

of a few kV/cm is a few millimeters per microsecond [113], so the drift time is a ton

scale detector (∼1 m dimension) is estimated to be ∼500µs. At an 39Ar activity of

∼1 Bq/kg, the expected 39Ar rate in such a detector would be ∼1000 Hz, which means

∼50% of the ∼500µs electron drift windows would contain one or more 39Ar decay

signals. This “pile-up” problem is expected to cause a serious dead time issue and

also other difficulties in such experiments, and thus restricts the size of argon-based

TPC detector to below ∼1 ton.

4The CDMS experiment uses an energy threshold of 10 keVr in their dark matter analysis, but
also did a 2 keVr low threshold analysis to cross check with CoGeNT and DAMA [50].

5The 2 keVr value of the CoGeNT threshold is estimated from the CDMS values.
6The nuclear quenching factors of NaI(Tl) are 0.3 and 0.09 for Na and I respectively [35].
7The nuclear quenching factors in CaWO4 crystal are reported to be 0.1, 0.06, 0.04 for O, Ca,

and W respectively [56].
8We use a nuclear quenching factor of 0.29 to estimate the nuclear recoil energy based on electron

recoil energy for argon scintillation detectors [111].
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2.3.2 Search for low-39Ar Argon underground

The 39Ar problem in dark matter searches can be mitigated if argon with low 39Ar

content is available at large quantities. Two traditional methods have been established

for isotope separation: centrifugation and thermal diffusion [114]. However, both

approaches become prohibitively expensive and time-consuming on a multi-ton scale.

We have pursued naturally occurring sources of low 39Ar argon instead.

Most of the stable argon isotope 40Ar in the Earth’s atmosphere was produced by

the electron capture decay of the long-lived 40K nuclide present in natural potassium

within the bulk earth, which then emerged to the Earth surface.

40K + e− → 40Ar + νe

It has been estimated that the atmosphere contains approximately half of the 40Ar

that has been produced by 40K decays since the Earth’s accretion [115], while the rest

is still present underground and can be found in gas wells at useful concentrations.

The argon at underground sites is also shielded from cosmic rays, which are primarily

responsible for the 39Ar production in the atmosphere. Therefore, it is expected that

argon from underground sources may have a low 39Ar radioactivity.

Argon samples extracted from ground water at a number of locations have been

studied [110, 116]. In some cases the 39Ar activity was measured to be very low

(<5% atmospheric), and some were comparable to the atmospheric value, while others

contain significantly more 39Ar (up to 16 times higher) than that in the atmosphere.

A compilation of the measurements are shown in Tab. 2.2. The specific 39Ar activity

is observed to vary dramatically from location to location, and the aquifer types also

play an important role.

The large variation of the 39Ar activity in the underground argon samples indi-
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Location Aquifer Sample 39Ar %modern
Stripa mine, Sweden Granite Borehole N1 1600

Borehole V1 330
Augraben, Germany Karstic - 61

Krautbuckel, Germany Karstic - 31
Buscheletten, Germany Karstic 1 <6.8

2 <4.7
Lincoln, UK Triassic sandstone 5 samples < 5

3 samples 55-95
Zurzach, Switzerland Granite 1 (1976) 375

2 (1976) 380

Table 2.2: The 39Ar activity in argon samples extracted from ground water [110,116].

cates that significant 39Ar production is present under the Earth’s surface. Ref. [117]

estimates that 39Ar can be efficiently produced by the stopped muon capture process

on 39K at shallow depths, although the hadronic component of cosmic rays is heavily

attenuated; the relative 39Ar concentration from shallow underground sites could be

up to 100 times higher than the atmospheric value. At large depth (>1,800 m.w.e.),

the muon flux is highly reduced, and the production of 39Ar from the (n, p) reaction

on stable potassium dominates [116,118].

39K(n, p)39Ar

Neutrons at deep underground locations are produced mainly by radioactivities of

primordial U and Th9. U and Th can produce neutrons in two ways: 1) alpha decays

from the U, Th chains can produce neutrons by the (α, n) reactions on light nuclei,

and 2) spontaneous fission decay of U and other heavy nuclide. For typical crust

compositions [34], it is estimated that approximately 4,500 (α, n) neutrons (∼1,500

from U chain and 3,000 from Th chain, both assuming chain secular equilibriums) are

produced in 1 kg of crustal rock per year [120], and the spontaneous fission process

9The cosmic ray muon spallation on heavy nuclei is more important at shallow depth (<100) [119]
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of U contributes another ∼700 neutrons/kg/yr. It has been estimated that the 39Ar

concentration in argon of deep crustal origin could be lower than the atmospheric

value by from a few times to a few hundred times [117].

Due to the underground production of 39Ar the search for low-39Ar argon was very

difficult. We studied the argon samples extracted from several gas fields, of which the

National Helium Reserve was found to be a promising source [121]. The crude helium

gas at this site was separated in the production of natural gas and contained argon in

a relatively pure state. The argon component was then extracted from this crude gas

with a zeolite gas separation system in Princeton University, as will be discussed in

Sec. 3.3.1. The 39Ar activity in the purified gas was measured with a low background

gas counter in the Bern University, Switzerland, and no evidence of 39Ar was reported

at a detection sensitivity of 5% atmospheric [122]. For technical reasons, however,

air was used to burn residual methane and hydrogen in the crude helium production

plant, and in doing so, the underground argon was subject to contamination of 39Ar

from the atmosphere. The crude helium would have to be purified directly to avoid air

contact. Because of this complication, the National Helium Reserve was not pursued.

Compared to the Earth’s crust, which has uranium and thorium at ppm levels, the

Earth’s mantle is expected to contain these elements at the ppb level, as compared

in Tab. 2.3 [34, 123]. As a result the neutron flux from the (α, n) process would

be greatly reduced10; the neutron yield of average mantle rock is estimated to be

30 n/kg/yr, which is more than two orders of magnitude lower than the crust values.

The 39Ar production rate from the (n, p) process is determined by the neutron

flux, and thus by the concentration of alpha emitters (uranium and thorium), as well

10The composition of the light elements does not differ by orders of magnitude in the crust and
in the mantle.
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Element Continental Crust Earth Mantle
U 1.7 ppm 8ppb
Th 8.5ppm 29ppb
K 2.14% 550ppm

Table 2.3: Concentrations of radioactive elements in the Earth’s crust and mantle [34,123].

as by the potassium concentration,

[39Ar] ∝ Φ(n)× [K] ∝ {[U], [Th]} × [K]

whereas production rate of 40Ar only depends on the potassium concentration.

[40Ar] ∝ [K]

Therefore, the relative 39Ar isotope abundance highly depends on the concentration

of the alpha emitters uranium and thorium,

[39Ar]

[40Ar]
∝ Φ(n) ∝ {[U], [Th]}

and it should be 2-3 orders of magnitude lower for mantle gas compared to deep

crustal gas. Combining with the previous analysis for crustal gas, it is expected

that the mantle argon could have an 39Ar concentration 1,000 lower than that of the

atmospheric argon.

Based on helium, neon, argon, krypton and xenon measurements, the gas in the

CO2 gas fields in the US southwest is believed to be derived from the Earths upper

mantle [124–126]; these fields should therefore be a good source of argon low in 39Ar.

Argon samples from the Reliant Dry Ice facility on the Bravo Dome CO2 gas field in

Bueyeros, New Mexico were investigated. First samples showed no evidence of 39Ar,

but later measurements yielded increased 39Ar levels, possibly due to the decrease
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in well pressure as the CO2 deposit at that site was consumed. The Kinder Morgan

CO2 extraction facility in Cortez, Colorado, was then studied and has been shown to

be a reliable source of argon with low 39Ar radioactivities.

2.3.3 Argon Collection from Underground Sources

The concentrations of argon in the underground gas streams range from tens of ppm

to hundreds of ppm, and it has to be enriched for any practical use. The low concen-

tration levels also require large quantities of crude gas to be processed, and industrial

scale processing plants have to be used.

A Pressure Swing Adsorption (PSA) plant was developed by the Princeton group

at the Kinder Morgan CO2 plant in Cortez, Colorado to concentrate the argon content

in the crude CO2 gas [127]. A PSA system uses an adsorbent material to separate a

certain gas specie from a gas mixture based on the gas’s affinity for the adsorbent.

When the adsorbent bed is in contact with the gas mixture, it selectively retains a

certain gas specie. After the adsorbent reaches its maximum retaining capacity it can

be regenerated by lowering the absorbed specie’s partial pressure and the adsorbed

gas will be released. If two adsorption units are operated 180 degrees out of phase,

the regeneration of one unit and the adsorption processes of the other unit can take

place in parallel, so a near-continuous gas production can be realized. A schematic

of such a PSA cycle is shown in Fig. 2.8 [128].

A PSA system is also called a VPSA system if it uses (partial) vacuum for the

absorbent to release the withheld gas. The VPSA plant used for the argon extraction

operates with a pressure of ∼23 psia for gas processing and a partial vacuum of ∼30

- 50 mbar absolute for absorbent bed regeneration. The system consists of two stages

in series, with each stage composed of two adsorption columns operated 180o out of

phase. The first stage is to remove CO2 that dominates the input gas stream, and the

adsorbent, zeolite NaX, has a high selectivity for CO2 over argon. The output gas
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Fig. 1. Six-step, two-bed PSA cycle. 

Local equilibrium between the gas and solid 
phases. 
Linear, uncoupled adsorption equilibrium 
isotherms. 
Negligible axial dispersion. 
Negligible axial pressure gradients. 
Constant pressure during feed and purge steps. 
Isothermal operation. 
No radial dependence in velocity or composition. 
Identical columns: identical lengths, cross- 
sectional areas and interstitial void fractions. 
Complete purification of the light component 
using the least possible amount of adsorbent. 

In order to satisfy the requirement of linear iso- 
therms it was decided to test the adsorption of air on 
zeolite molecular sieve 5A. It is important to note that 
the air used in the PSA experiments reported here 
contains three components: N, (78.26 v01.“/~), 02 
(20.80 vol.%) and Ar(0.94 vol.“/,). Argon adsorption 
on molecular sieve 5A from 0 to 60°C and up to 4.67 
bar (3500mm Hg) is essentially identical to that of 
oxygen. The 02-Ar pair is therefore treated as a single 
component and the ternary mixture as a binary. 

The high-pressure feed step imposes a square wave 
change in feed gas composition and proceeds until 
breakthrough occurs. If the feed gas is enriched in the 
preferentially adsorbed component (A) and enters a 
bed whose contents are dilute in that component, then 
the square wave in composition is maintained along the 
bed and the etlluent gas composition undergoes a 
square wave shift. The theory predicts this shock 
phenomenon and the time that it takes the shock to 
traverse the length of the packed bed. For the case 
when the packed bed is initially saturated in the less 
strongly adsorbed component (B) prior to the instan- 

taneous change to a mixed feed gas, the theory states: 

CH = tSH = - YA 

Q 1N 
where 

y*= [c+(l-E)k*]. t21 
In the precursor paper (Knaebel and Hill, 1985), the 
parameter that described the interactions of each 
adsorbate with the adsorbent bed was pi = cly,. 

Rearranging eq. (1) yields the effective isotherm 
slope 

The theory also provides a relation between com- 
positions and volumetric flow rates at two points in the 
bed: 

QIN 1+ (B- 1)YO”T y= 
QOUT l+(P-l)Y,N 

where 

P= 
E+(l---E)kg YB 
&+(1--&E)&* =r, 

The second specific objective is concerned with the 
overall performance of the PSA process. An important 
measure of the effectiveness of a PSA process is the 
recovery of light component. It is defined as the net 
product flow rate of the light component divided by the 
light-component feed rate. For the six-step process of 
Fig. 1, the BLI theory predicts complete clean-up of the 
light component and a recovery given algebraically as 

I?,,= (1-D) l- 
( 

1 
PC1 -Yr) > 

where 

It is apparent from the above relations that the 
properties and interactions of the adsorbates with the 
packed bed of adsorbent are contained in the terms Y,, 
and yB. 

3. EXPERIMENTAL PROGRAM 

The relevant properties of the components, par- 
ameters that describe the PSA process, and the per- 
formance of the process itself were evaluated in a 
sequence of related experiments. The most fundamen- 
tal of these, for example, the interstitial void fraction, 
the particle density and the adsorption isotherms, were 
determined in separate experiments by simple batch- 
wise displacement and manometric experiments, re- 
spectively. These are described below in Section 3.1. 

Subsequently, the results of those experiments were 
used to interpret independent, cyclic flow experiments 
in which the effective isotherm slope and PSA recovery 
of a light component were measured. These exper- 
iments are described in Section 3.2. 

Figure 2.8: An illustration of the operating cycle of a two-bed PSA processing unit [128].
Gas processing in one column and regeneration of the other column are in parallel.

stream from the first stage is enriched in argon, but is dominated by N2. This gas is

then stored a buffer tank at ∼40 psig before being processed in the next stage. The

second VPSA unit utilizes zeolite Li-LSX as the absorbent, which exhibits optimal

selectivity for nitrogen over argon, in order to remove the nitrogen content.

The argon concentration can be increased to∼5% in the VPSA product gas stream

from the original value of 600 ppm. Helium is the dominant contamination because

it doesn’t get suppressed in either stage of the plant; nitrogen is the next dominant

although it has been strongly reduced. A summary of the gas concentrations can be

found in Tab. 2.4. The VPSA plant has a processing capacity of 0.5 kg argon per

day, and as of early 2013, more than 135 kg of underground argon has been collected

from the Kinder Morgan plant at Cortez, CO. This gas will be used in the DarkSide-

50 dark matter detector, which will be the first argon-based dark matter detector

utilizing low-39Ar activity argon.
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Gas Specie Original Concentration VPSA Output Distillation Output
CO2 96% ∼0 ∼0
N2 2.4% 40% ∼1,000 ppm
He 4,300 ppm 55% ∼0
Ar 600 ppm 5% 99.9%

Table 2.4: The composition of the underground argon gas at each purification stage.

The helium and nitrogen content of the collected underground argon gas was

then suppressed using a cryogenic fractional distillation column [129] constructed

at Fermilab, Chicago, IL. A distillation column uses the differences in the liquids’

volatilities to separate a certain component from a liquid mixture. The temperature

in a distillation column is tuned to boil off the liquid mixture at the bottom (re-

boiler), and to condense the vapor at the top (condenser). The vapor created at

the liquid-gas interface consists of that of each components11, but as it ascends, the

less volatile components preferably get condensed and the concentrations of the more

volatile components increase with height. A distillation column can be divided to

many stages by installing condensing plates, where the less volatile gas condenses

and the released heat will re-vaporize the condensed more volatile liquids. As this

process goes on, the vapor on the top would eventually consists solely of the most

volatile component, while the liquid at the bottom mainly contains the least volatile

component. Therefore, the separation of the liquid mixture is realized.

The cryogenic distillation column in our underground argon purification system

is illustrated in Fig. 2.9. It consists of a 318 cm long stainless steel tube filled with

a packing material (Sulzer Chemtech, EX Laboratory Packing), making it equivalent

to 58 distillation stages. The whole system is contained in a double wall cryostat,

and the thermal gradient is maintained by a cryocooler at the top and a heater at the

bottom. The crude argon gas from the VPSA plant is liquified by another cryocooler

11The vapor composition is determined by the Raoult’s law in the ideal case.
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Figure 2.9: A schematic of the cryogenic distillation column used for argon purification.

before being injected into the distillation column; the product argon is collected at

the re-boiler at the bottom and the nitrogen and helium are exhausted at the top.

This system can be operated in two modes: the continuous mode and the batch mode.

In the continuous mode a steady gas flow is fed into the column and a high processing

capacity is obtained, while in the batch mode the input flow is turned off, so a high

purity can be achieved through iterative distillations.

The distillation system is capable of reducing the nitrogen content in the crude

argon by more than 3 orders of magnitude and reducing helium by more than 5 orders

of magnitude. The collection efficiency of argon is estimated to be ∼70-80%. The

processing capacity is approximately 1 kg of argon product per day, which matches

the argon production rate in Cortez, CO.

2.3.4 Early 39Ar Activity Measurements

During the search for low-39Ar argon, the 39Ar activities in the collected underground

argon gas samples were measured using a low background gas proportional counter
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at the Low Level Counting Underground Laboratory [122] in the University of Bern,

Switzerland. The laboratory is located 35 m below the Earth’s surface (70 m.w.e.),

where the cosmic ray muon flux is reduced by a factor of ∼10.

Fig. 2.10 (left) illustrates the experimental setup for the 39Ar measurement. The

gas proportional counter was constructed with high-conductivity oxygen-free (OFHC)

copper and other low-radioactivity materials. It was shielded from external back-

grounds by a 5 cm thick low-radioactivity ancient-lead cylinder, which, in turn, was

contained by another gas proportional detector operated in the anti-coincidence mode.

The whole setup was surrounded by 12 cm of lead shielding and 40 cm low radioactiv-

ity concrete (the wall of the laboratory). During the measurements, the gas counter

was filled with ∼100 cm3 of argon gas at a pressure of 10 bar. The energy deposition

of the 39Ar decay electrons in the sensitive volume was typically below 35 keV due to

the compact size. The collected anode charge signal was digitized by a 7-bit Multi-

Channel Analyzer (MCA), and the data between the channels 20-127 were used in

the 39Ar analysis [121].
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counting in underground, low-background proportional
counters [24,28]. 39Ar concentrations detectable by this
method are typically !5% of atmospheric value [23]. We
note that activation of 40Ar in the sample during the three
months exposure to the surface flux of cosmic rays is
negligible within the accuracy of our measurement.2

The measurements reported here were performed at the
Low Level Counting Underground Laboratory at the
Physics Institute at the University of Bern, located under-
ground at a depth of 70m water equivalent. This is, to our
knowledge, the only facility where a number of low
background proportional counters are dedicated to
routine measurements of the 39Ar/Ar ratio in samples of
various origins for environmental and climatic studies [25]
(Fig. 2).

The laboratory is located at a depth of 35m, providing a
reduction of the muon flux by a factor of !10 [24]. The lab

walls are constructed utilizing a special concrete selected
for its low radioactivity content, in order to minimize the
gamma-ray flux within the lab. The main components
of the detector and of the counting system are shown in
Fig. 2. A 100 cm3 proportional counter (dimensions: 25 cm
length and 2.2 cm diameter), built of high-conductivity
oxygen-free copper, is filled with the sample gas at a
pressure of 10 bars and placed in a cylindrical lead shield
5 cm thick (see Fig. 2). Only a fraction of the b-particle
decay energy is released within the counter before they
reach its wall. The deposited energy is recorded by a 7-bit
Multi-Channel Analyzer (MCA), with a linear energy
range of 0–35 keV; events with energies greater than 35 keV
are recorded as saturated events in the last MCA channels
and included in the analysis.
For background reduction, the proportional counter is

constructed with low background materials and uses an
anti-coincidence proportional counter to reduce back-
ground. The assembly is inserted in a second, larger,
cylindrical proportional detector, which acts as an anti-
coincidence counter. The passive shielding is complemen-
ted by an external lead shield 12 cm thick. The lead shields
were built using lead from ancient ship wrecks with very
low 210Pb intrinsic activity.
The detector background is comparable to the rate due

to 39Ar in atmospheric argon and must be determined
accurately. The background of the whole counting system
is measured in a separate run using argon, depleted in
39Ar by at least a factor of 20–50 through differential
thermal diffusion at Monsanto Co. (Miamisburg OH, USA;
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Fig. 2. Schematic of the setup utilized to measure the 39Ar/Ar ratio at the
University of Bern Low Level U. Lab. For 39Ar measurements, the
counters are filled with a P4.8 mixture (4.8% methane, 95.2% argon) at
pressures in the range 5–25 bars. The measurements are performed at a
depth of 35m. Low activity lead shield and an anti-coincidence
arrangement provide a further reduction of the background count rate.

2The activation on the surface is lower than the average activation time
in the atmosphere, given that most of the 39Ar production takes place in
the upper layers of the atmosphere. The e-folding activation time in the
atmosphere is the 39Ar meanlife, i.e. 269 years. Therefore an upper limit
for the activation in three months is given by: 3mos=269 year ¼ 0:1%.

D. Acosta-Kane et al. / Nuclear Instruments and Methods in Physics Research A 587 (2008) 46–51 49

Anti-coincidence counter

Figure 2.10: Left: an illustration of the low background gas proportional counter used for
the 39Ar activity measurement at the University of Bern; Right: the counting rates in the
digitizer channels, where the maximum energy deposition is ∼35 keV.

The residual background of the proportional counter was evaluated with an argon
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sample depleted of 39Ar through differential thermal diffusion, which was estimated

to have less than 3% of 39Ar compared to atmospheric. This observed background

rate was subtracted from the atmospheric argon rate and the underground argon

rate, which were then compared to determine the relative 39Ar level in the under-

ground samples. The system had an sensitivity of ∼5% atmospheric 39Ar level, and

it represented the best 39Ar decay measurement at that time. The argon samples

extracted from the National Helium Reserve and from the Kinder Morgan CO2 plant

both showed no evidence of 39Ar at this sensitivity.

The 39Ar sensitivity of the Bern facility was restricted by the relatively high back-

ground level and the small sample size, which were difficult to improve. Therefore,

alternative technologies were investigated to seek a better 39Ar sensitivity. The Accel-

erator Mass Spectrometry (AMS) method was reported to have a sensitivity around

∼5% atmospheric value in 39Ar counting [130]; so an effort was made to improve the

AMS sensitivity but the background from 39K couldn’t get efficiently reduced. Re-

cently, Atomic Trap Trace Analysis (ATTA) has obtained 39Ar/40Ar sensitivity below

the atmospheric level, and the authors expect to increase the sensitivity to the level

of 0.1% atmospheric with improvements in the future [131], but large uncertainty

remains in this schedule.

Limitation in the existing 39Ar measurement techniques motivates the work of

this thesis. A customized, low background, liquid argon detector is proposed to

pursue a sensitivity of 39Ar level below 1% atmospheric value in kilogram size samples.

This project is expected to exploit the potential power of argon-based dark matter

detectors. It will also provide insights on the PMT background study, wavelength

shifter study, reflector study, and the impurity quenching effects, which are important

for all argon-based scintillation experiments.
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2.4 The DarkSide Program

DArCSciDE (commonly referred to as DarkSide) is the acronym for Depleted Argon

Chamber for Scintillation and Drifted Electrons. The experiment aims to detect, or

set limit on, the WIMP dark matter interactions with argon. The DarkSide collabo-

ration involves 26 research groups and Universities from 7 countries: 12 institutions

from the USA, 6 from Italy, 4 from Russia, 1 each from China, Poland, Ukraine and

the United Kingdom [132].

Because the WIMP interaction rate with matter is expected to be very low, the

background in a dark matter detector has to be suppressed to extremely low levels

for sensitive dark matter detections. In addition to exclusively using low radioac-

tivity materials to construct the detector, the DarkSide experiment also uses a few

innovative technologies to reduce the background levels, including using the low-39Ar

underground argon as the target, combining the pulse shape discrimination of argon

scintillation with the scintillation-to-ionization discrimination to reject electron recoil

backgrounds, and implementing a high efficiency neutron veto detector [133] to sup-

press the most dangerous neutron background. All DarkSide detector aim to achieve

background-free operations in a few years’s exposure.

2.4.1 The Two-Phase Argon TPC

The most prevailing background in an argon-based dark matter detector is the 39Ar

decay electrons; the 39Ar activity in atmospheric argon (∼1 Bq/kg) is several orders

of magnitude higher than the estimated WIMP interaction rate. This background

is suppressed in the DarkSide experiment by 3 approaches: 1) the low-39Ar activity

underground argon is used as the target, 2) the argon scintillation light is collected and

the pulse shape discrimination method is used to reject electron recoil backgrounds,

3) the ionization electrons are also collected and the scintillation-to-ionization ratio
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supplies additional rejection power against electron recoils.

The DarkSide detector is designed to be a two phase argon TPC. It contains

a liquid bulk at the bottom as the target for WIMP interaction, and a thin layer

of argon gas at the top for ionization electron detection. When a WIMP particle

collides with an argon atom, the recoil argon nucleus produces scintillation light.

Some electrons in the argon nucleus ionization track may escape the electron-ion

recombination process, and are drifted towards the gas phase with a uniform electric

field. At the liquid-gas interface, a strong electric field is applied to extract the

electrons into the gas, accelerate them and produce argon gas scintillation. The

distribution of the secondary scintillation light, along with the electron drift time,

gives an estimate of the scintillation event position. To efficiently collect the argon

scintillation light, a wavelength shifting fluor, TetraPhenyl Butadiene (TPB), is used

to convert the light into the visible range for better reflection and detection.

A 10 kg prototype of the DarkSide detector, usually referred to as DarkSide-10,

has been constructed and used to study the performance of this specific TPC de-

sign. As illustrated in Fig. 2.11, the DarkSide-10 detector contains ∼10 kg of atmo-

spheric argon in its sensitive volume, which is seen by 7 × 2 low-radioactivity PMTs

(Hamamatsu R11065) from the top and from the bottom. The sensitive volume is

surrounded by high reflectivity materials (3M Vikuiti specular reflector film in some

runs and high-crystalline PTFE in other runs), which are coated with the TPB wave-

length shifter. A quartz diving bell is mounted on the top of the sensitive volume

and maintains the gas pocket using a heater (resistor) in a boiling arm. The electric

field is defined by transparent cathode/anode plates (quartz, coated with the con-

ductor Indium-Tin-Oxide) and parallel field rings with increasing high voltage. The

anode/cathode plates are also coated with the wavelength shifter.

The DarkSide-10 detector has been operated both in a ground level laboratory in

Princeton University and deep underground in the LNGS laboratory in Gran Sasso,
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Figure 2.11: The DarkSide-10 inner detector. The sensitive argon volume is enclosed by
the cylinder and seen by PMTs both from top and bottom; the black and orange strips are
the field rings.

Italy. The detector performance is in a relatively stable phase after problems were

exposed, diagnosed and fixed. The detector’s response to electron recoil events is

studied with 39Ar and external gamma ray sources; the best scintillation light yield

is measured to be ∼9 p.e./keV at null field [100], representing the highest value ever

reported by argon detectors. Its ability to detect nuclear recoils is investigated with

an Americium-Beryllium (AmBe) neutron source, and preliminary studies have been

carried out on the electron recoil background rejection power of the scintillation pulse

shape discrimination and of the scintillation to ionization discrimination.

Based on the success of DarkSide-10, the first DarkSide detector with WIMP

detection sensitivity, DarkSide-50, has been constructed and will be commissioned in

LNGS soon (late 2013). The basic design is the same as the 10 kg prototype detector,

but the sensitive volume is increased to ∼50 kg and the low-39Ar underground argon

will be used. All the building materials have been pre-screened for low radioactivity

and the assembly was done in a radon-free cleanroom (class 100). The PMTs are

also upgraded to a lower radioactivity model Hamamatsu R11065-20 12 and the PMT

12DarkSide is currently experiencing technical problems with the R11065-20 PMTs and may switch
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number is increased to 38 (19 on the top and 19 on the bottom). The DarkSide-

50 TPC is housed inside a 4 m diameter stainless steel sphere filled with boron-

loaded liquid scintillator, which serves as an active neutron veto [133]. The neutron

veto detector, in turn, is contained in a 11 m diameter cylindrical water Cherenkov

detector. This graded shielding setup is illustrated in Fig. 2.12. The scintillator and

water shielding detectors are also expected to host the DarkSide-G2 detector, a two

phase TPC containing 3.3 tons of underground argon in the sensitive volume (2.8 tons

fiducial), after the completion of DarkSide-50 measurement.

Figure 2.12: A schematic of the DarkSide-50 detector (the cylinder in the middle) along
with the liquid scintillator neutron veto detector (the sphere with PMTs) and the water
Cerenkov detector (the volume with PMTs outside the sphere).

2.4.2 The Active Neutron Veto Detector

As has been discussed, the DarkSide-50 TPC will be contained in a liquid scintillator

detector to suppress the neutron backgrounds. Neutrons are believed to be the most

dangerous background in all dark matter detectors because they can scatter from

argon nuclei and produce nuclear recoils in the same way as WIMP particles.

back to the R11065 model for the first measurement.
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Dark matter detectors are usually located deep underground, where the neutron

flux is greatly reduced compared to the Earth’s surface. However, neutrons can also

be produced underground in two ways: 1) neutrons from cosmic muon spallation and

2) fission neutrons and (α, n) neutrons rising from the decays of U and Th. The

former process can be enhanced in high atomic number materials, such as lead used

in gamma ray shielding, but the flux goes down quickly as the depth increases. The

latter rises from the detector components and rocks around the experiment, which

becomes the dominant neutron source at large depths.

Passive neutron shielding is commonly used in low background experiments. Low

atomic number material, such as water and polyethylene, can be used to slow down

neutrons; high neutron capture cross section materials like boron and gadolinium can

be added to the neutron modulators to increase the shielding power against neutrons.

Large dark matter detectors may also use the neutron multiple scattering process

to reject neutrons13, but this rejection power is expected to be very low in small

detectors at the currently sub-ton scales. As for the passive shielding scheme, it is

not effective in attenuating high energy cosmogenic neutrons, and it couldn’t reduce

the neutron background emerging from the detector components.

The neutron background in the DarkSide experiment is handled with a scintillator

veto detector surrounding the argon TPC [133]. If a neutron deposits a detectable

amount of energy in the veto before or after scattering with argon atoms in the

TPC, the resulted argon nuclear recoil will be associated with the neutron event and

rejected from the WIMP analysis. This active veto scheme doesn’t require the neu-

trons to be removed as in the case of passive shielding; it equivalently reduces the

neutron attenuation length to the neutron interaction length and gives 1 m of scin-

tillator veto a similar shielding power to ∼4 m of water. Besides, in the case that

a neutron produces an argon nuclear recoil and then gets captured by the detector

13The mean free path of MeV level neutrons is several centimeters in liquid argon, and they are
the most dangerous background to produce low energy nuclear recoils.
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components, the capture gamma rays may also get recorded by the veto detector and

helps reject the neutron background. To enhance the neutron detection efficiency in

the veto detector, the DarkSide experiment uses a high scintillation efficiency scin-

tillator Pseudocumene (PC) that is loaded with a high neutron capture cross section

material trimethyl-borate (TMB). The PC scintillator is also used in the Borexino

solar neutrino experiment and has exhibited excellent stability and scintillation prop-

erties [134].

The boron isotope 10B exists at a relative abundance ratio of 20% in natural boron,

and it has a very high capture cross section (∼4,000 barns) for thermal neutrons.

10B + n → 7Li(1015 keV) + α(1775 keV) 6.4%

→ 7Li
∗
(839 keV) + α(1471 keV), 7Li

∗ → 7Li + γ(478 keV) 93.7%

The (n, α) capture channel is believed to be superior to the traditional (n, γ) channels

in neutron detections because alpha particles are highly localized and can be fully

contained in compact detectors. On the contrary, capture gamma rays usually have

very high energies and are only efficiently captured in large detectors. The scintillation

of alpha and lithium in PC is known to be quenched; their combined scintillation

output is measured to be equivalent to 50-60 keV (gamma ray energy not included)

electron events [135, 136]. At least 20-30 photoelectrons are expected to be detected

by the veto PMTs at a conservative light yield value of 0.5 p.e./keV, which has been

confirmed by an independent neutron measurement with this scintillator mixture14.

DarkSide-50 will be the first dark matter detector using a large volume of low-39Ar

argon as the target, and also the first one with an active neutron veto system. In

3 years’ operation (100 kg·yr exposure), the DarkSide-50 detector is anticipated to

14Optical simulations predict a higher light yield of 0.8-0.9 p.e./keV, and the simulation method
has been verified with measurements using a 20 L chamber filled with the scintillator mixture. This
20 L scintillator chamber was also used in the neutron capture measurement.

70



achieve a sensitivity of 1-2×10−45 cm2 for WIMPs at the mass of 100 GeV. Thanks

to the virtue of noble liquid technology, the DarkSide-G2 detector can be built using

the same techniques as DarkSide-50. The G2 detector will reach a sensitivity of 2

×10−47 cm2 in 5 years’ operation (14 ton·yr exposure), and covers a large fraction of

the WIMP parameter space predicted by common supersymmetry theories.
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Chapter 3

The Low Background Liquid Argon

Detector

The 39Ar measurement at the University of Bern indicated that argon extracted from

certain underground sources has a low 39Ar content, which could make very large

argon-based WIMP dark matter detectors possible. To further investigate the effects

of the residual 39Ar content in underground argon on argon-based WIMP experiments,

a more precise evaluation of the 39Ar concentration becomes necessary.

As discussed in Sec. 2.3.4, the sensitivity of the Bern measurement was mainly

limited by the size of the argon sample. Only a few grams of argon was contained in

the sensitive volume, and the recorded energy spectrum was background dominated.

To improve the signal to background ratio and to pursue a higher 39Ar sensitivity,

argon in a condensed phase should be used. A low background detector, taking

advantage of the well-developed liquid argon scintillation technology, was proposed

for this measurement.

A low background experiment should minimize the contamination both from ex-

ternal background radiation and from internal component radioactivity. Construction

material of the detector components need to be carefully screened for low radioac-
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Figure 3.1: A schematic diagram of the low background detector. The active volume
of liquid argon is surrounded by a PTFE cell coated with WLS, and viewed by a low
background PMT. Copper and lead shielding reduces external backgrounds, and an external
liquid argon bath provides cooling for the inner detector.
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tivity, and relatively high radioactivity parts should be separated from the sensitive

volume. In addition, a shielding system has to be implemented to suppress external

backgrounds including environmental gamma rays, cosmogenic and radiogenic neu-

trons. Underground locations are often used because they offer reduced fluxes of

cosmic rays and cosmogenic neutrons.

For the 39Ar measurement, a low background detector with passive shielding was

designed and built. The design of the detector changed somewhat as upgrades were

carried out during the course of running, but the main features can be seen in Fig. 3.1,

which shows the detector in the configuration used in the 2011 measurement. The

detector contained 0.56 kg of liquid argon as the active volume in a 2.5-inch inner

diameter, 5.25-inch high “cup” made of highly crystaline PTFE. The inner surfaces

of the PTFE container and the fused silica top window were coated with ∼300µg/cm2

of p-Terphenyl to shift the 128 nm ultraviolet argon scintillation light into the visible

range. The photons were detected by a low background 3-inch photomultiplier tube

(PMT) above the cup. The cup and PMT were enclosed within a 3.5-inch diameter

copper and stainless steel sleeve, which was sealed at the top by a Conflat flange.

The side and bottom of the sleeve were surrounded by 2 inches of oxygen-free high

conductivity (OFHC) copper shielding; a loose-fitting 2.5-inch thick copper plug was

inserted into the sleeve above the PMT to complete the inner shielding.

3.1 Inner Detector Components

3.1.1 Wavelength Shifter and Reflector

As discussed in Sec. 2.1, the argon scintillation light is in the ultraviolet region. The

so-called second continuum light that is critical to the pulse shape discrimination

method in argon-based detectors has a peak around 128 nm in its emission spectrum.

Collection of UV light at this wavelength is extremely difficult for a few reasons:
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1) few materials reflect vacuum UV light because because the high photon energy

is strongly ionizing; 2) PMTs are widely used in scintillation experiments, but only

a few window materials are transparent to vacuum UV light. Lithium fluoride and

magnesium fluoride have cutoff wavelengths around 105 nm and 120 nm respectively,

but they are very expensive. Quartz, as used in the Hamamatsu R11065 PMTs cuts

off light below the wavelength of 180 nm; 3) Common PMT photocathode material

are most sensitive to visible light. For example, the R11065 tubes has a peak quantum

efficiency at 420 nm. As a result, the argon scintillation light needs to be converted

to longer wavelength to be effectively reflected and collected.

Photo-fluorescent materials that absorb short wavelength photons and emit long

wavelength photons can be used as wavelength shifters (WLSs). The wavelength

shifting process starts with the excitation of the fluorescent molecules into high energy

electronic levels after the absorption of incident radiation. In a condensed medium

like a solid or a liquid, collisions between molecules rapidly lead to the relaxation of

vibrational energy and and leave the molecules in the lowest vibrational level of the

first excited electronic state, which is usually a spin singlet state denoted as S1. If

this S1 state can remain 10−9 s or longer, fluorescent is emitted during the molecule

relaxation to the vibrational levels of the ground state. The non-radiative loss of the

vibrational energy leads to the conversion of incident light toward longer wavelengths.

The spread of the absorption spectrum is determined by the vibrational energy levels

of the (first) excited electronic state, while the fluorescent spectrum displays the

vibrational spacing of the ground state [137]. Therefore, if these vibrational energy

levels have similar structures, a reflection symmetry between the absorption and

emission spectra can result, as observed in some scintillators.

Many organic materials exhibit appropriate properties to be qualified as WLSs.

A WLS is characterized by its absorption spectrum, emission spectrum, quantum
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WLS Molecular Chemical Abs. Emis. Decay
Name Formula Structure Peak Ave. Time

PTP C18H14 275nm 342nm 0.9 ns

PPO C15H11NO 305nm 370nm 1.5 ns

POPOP C24H16N2O2

http://upload.wikimedia.org/wikipedia/commons/3/34/POPOP.svg

1 of 1 2/10/13 1:29 PM

355nm 415nm 1.3 ns

PMP C18H20N2

N
N

295nm 415nm 3 ns

TPB C28H22 345nm 473nm 1.7 ns

Table 3.1: Basic properties of commonly used WLS chemicals [137–139].

efficiency and time response. Generally speaking, high quantum efficiency and fast

fluorescence decay time are preferred to preserve the statistics and the time profile

of the primary scintillation process. As for the spectrum preference, an experiment

seeks the maximal absorption of primary scintillation light and best match between

the emission spectrum and the spectrum response of the light detection devices used.

Large separations between the absorption and emission spectra are preferred because

they reduce the self-absorption effect, and in some cases a secondary WLS can be

used to reduce light loss due to self-absorption.

Commonly used WLSs include p-Terphenyl (PTP), 1,1,4,4-Tetraphenyl-1,3-butadiene

(TPB), 1-phenyl-3-mesityl-2-pyrazoline (PMP), 2,5-Diphenyloxazole (PPO), and 1,4-

bis(5-phenyloxazol-2-yl) benzene (POPOP). Some basic photo-physical properties of

these chemicals are summarized in Tab. 3.1, and their absorption/emission spectra

are shown in Fig. 3.2. Spectrum data for PTP, PPO and POPOP are taken from

Ref. [140], while data from Ref. [139] are used for PMP and Ref. [137] for TPB.

Slight differences are observed between measured spectra due to different solvent and

different solute concentration. Quantum yields are also reported at different values
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Figure 3.2: The absorption and emission spectra of commonly used WLSs. Data are col-
lected from Ref. [137, 139, 140]. Both absorption and emission peaks are scaled to unit to
better preserve the mirror symmetry.
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in Ref. [137, 139,140] possibly due to the differences in experimental conditions such

as excitation wavelengths, chemical purity, and solvent materials, and the values are

not included in this summary.

The reflectors that are interesting to this argon scintillation experiment include

Spectralon, 3M Vikuiti Enhanced Specular Reflector (ESR) film, and highly crys-

talline PTFE (Teflon). Spectralon, which is a PTFE-based thermoplastic resin, gives

the highest diffusive (Lambertian) reflectance of any known material over a large

window of wavelength (UV-Vis-NIR). The nominal reflectance for thick Spectralon

reflectance material (&1cm) is >99% from 400 to 1500 nm and >95% from 250 to

2500 nm, according to the manufacturer Labsphere [141]. On the contrary, the non-

metallic, multi-layer polymer ESR film manufactured by the 3M company is a spec-

ular reflector that maintains 98% reflectance across the visible light spectrum [142].

PTFE, which is well known for its high thermal stability and low friction coefficient,

also provides a high diffusive reflection over a wide range down to <300 nm. Since it

is a bulk reflector, longer wavelength light has a higher transmission probability, and

its reflectivity gradually drops as the wavelength increases. Usually thick PTFE parts

are used to achieve high reflectance. Beside functioning as a good reflector, PTFE is

also widely used in low background experiments because of its low radioactivity 1.

The reflectivity of commonly used reflectors has been extensively studied, and

a compilation of measurement is given in Ref. [145]. The reflectivity reported for

Spectralon, 3M foil and PTFE tapes are shown in Fig. 3.3. The measured reflectivity

is generally consistent with the values reported by the manufacturers, but were lower

for some wavelengths. The reflectance of several other reflectors used by DarkSide

and other dark matter search experiments, including Tetratex film (TTX), Tyvek film

and Lumirror film, are also measured in Ref. [145].

The 3M ESR film exhibits a cutoff in reflectivity for short wavelengths below

1The U, Th, K contents in some raw PTFE powder are reported to be very low [143], but the
lead content may be relatively high [144].
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Figure 3.3: Reflectance of Spectralon, 3M foil and PTFE tapes measured by Ref. [145].

395 nm, and a similar effect is observed around 325 nm for Lumirror. To avoid un-

necessary light loss due to this cutoff effect, the choice of reflector has to be made

considering the choice of WLS, and vice versa. For example, if 3M foil is to be used in

an argon scintillation detector, WLSs with longer emission wavelength such as TPB

is preferred. On the other hand, if PTP is chosen as the WLS, Spectralon or PTFE

gives a better overall light collection performance.

Cold Finger

Reflector To
 be Coated

Thickness
Monitor

Crucible
Heater

Movable ShutterPump Port

LN2 Filing
Port

Figure 3.4: The vacuum evaporation system used for WLS coatings.
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WLSs can be coated onto reflector surfaces by vacuum evaporation, or by painting

or spraying the WLS solution with a volatile solvent; the former is believed to produce

coatings with better uniformity than the latter [146]. A vacuum evaporation system,

as illustrated in Fig. 3.4 has been constructed by the Princeton group and is used

for WLS coating in this experiment. The evaporation chamber can be pumped down

to a typical vacuum level of 10−6 mbar in a few hours by a turbo-molecular pump

that exhausts into a mechanical pump. Then liquid nitrogen is applied to the cold

trap (cold finger), which removes residual moisture from the chamber and reduces

the pressure down to 10−7 mbar. At this pressure level, the WLS chemical (inside a

Pyrolytic Boron Nitride (PBN) crucible (16 ml)) is heated by a Sorensen heating unit,

and this process is controlled by a Eurothern 2216 PID controller. Once the desired

temperature (150C for PTP and 200C for TPB) is reached, the shutter is opened and

a coating begins to form on the reflector; the coating thickness is measured in real

time by a crystal thickness monitor. A detailed operating procedure of this vacuum

evaporation system can be found in Appendix B.

The optimum coating thickness, at which the highest overall conversion effi-

ciency is observed, is reported to be ∼100µg/cm2 for TPB and 200-400µg/cm2 for

PTP [147]. In practice we usually aimed for ∼300µg/cm2 in the case of PTP, and

100-200µg/cm2 for TPB (in case of under-thickness due to non-uniformities).

3.1.2 PhotoMultiplier Tube

Choosing an appropriate PMT is crucial for the experiment to achieve a high light

collection efficiency and a low radioactive background. When the detector was first

constructed, a Hamamatsu R6233-100 super-bialkali Photomultiplier tube [148] was

used because of its high quantum efficiency (∼35% at 350 nm). However, the tube

was not rated for cryogenic operation, nor was it low in radioactivity. A 26” long

3” diameter acrylic light guide was used to separate the PMT from the liquid argon
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volume, so the PMT could be maintained at room temperature and its background

contribution to the sensitive volume was also reduced.

Several early measurements suffered significant light loss in the light guide despite

of the use of reflector wraps. In addition, the high outgassing rate from the acrylic

posed a problem to argon purity, as it would seriously quench the slow component of

argon scintillation. Fortunately a high quantum efficiency, low radioactivity, cryogenic

PMT (model Hamamatsu R11065) became available, so the R6233-100 PMT was

replaced and the acrylic light guide removed.
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Figure 3.5: The spectral response of R11065 PMTs reported by Hamamatsu.

The Hamamatsu PMT R11065 has a high quantum efficiency (∼30%) special bial-

kali photocathode and a 3” diameter synthetic silica window. The 12-stage dynodes

and other parts are encapsulated in a kovar metal case. The kovar alloy is well known

for its low thermal expansion rate (5×10−6/C), which makes it robust against ther-

mal shocks. The feedthrough for the leads to the dynodes is made of another low

thermal expansion (3×10−6/C) material, borosilicate glass. The radioactivity of 3

sample R11065 tubes was measured with a low background high purity germanium

gamma ray detector at Gran Sasso National Laboratory, and the results are reported

in Tab. 3.2.
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Decay Chain Measurement Point R11065 (mBq) R11065-10 (mBq)
232Th 228Ra 6 ± 1 <2.2

228Th 6 ± 1 < 1.1
238U 234Th 190 ± 40 < 70

234mPa 80 ± 40 < 62
226Ra 18 ± 1.2 4.2 ± 0.6

235U 235U 8 ± 2 <1.7
40K 40K 79 ± 10 17 ± 5

60Co 60Co 8.8 ± 5.4 < 0.7
54Mn 54Mn 1.3 ± 0.4 < 0.34

Table 3.2: The measured radioactivity of a Hamamatsu R11065/R11065-10 PMT.

Figure 3.6: Comparison of the PMT feedthroughs. left: borosilicate glass feedthrough on a
R11065 PMT; right: high purity ceramic feedthrough on a R11065-10 PMT

Further investigation into the PMT radioactivity revealed that the borosilicate

feedthrough was a significant source of background. Then a modified version R11065-

10 was developed where the borosilicate glass piece was replaced with high purity

ceramic plate. The measured radioactivities of the new R11065-10 tubes are compared

to that of the R11065 tubes in Tab. 3.2.

Although the modified R11065-10 tubes were measured to have low radioactivity

level, they were found to fail high voltage tests in pure argon gas. The dielectric

strength of argon gas is approximately 5 times smaller than that of air, or nitrogen,

and this makes high voltage systems vulnerable in argon-rich environment. Electric

82



breakdown was observed at an anode voltage of .1500 V, and it was believed to

happen around the anode lead. As shown in Fig 3.6, the surface of the ceramic plate

near the edge is metalized to make a seal with the kovar case. However, since the

kovar case shares the cathode potential, this joint brings the photocathode potential

barely 1 mm away from the anode potential and may cause the breakdown.

Hot  
Gas 
Inlet

Gas 
Vent

Thermal
Meter
Probe

 O-ring 
seal

Epoxy

PMT

Base

PVC

60-70C

Photocathode

Figure 3.7: Customized oven to cure epoxy on the ceramic feedthrough of a R11065-10
PMT. left: schematic of the system; right: a picture of the oven.

Hamamatsu Japan planned to increase the space between the leads and the metal

rim to 2.5 mm in a newer PMT model, but such a tube was not readily available.

Instead, a temporary solution of coating the conducting part of the ceramic plate and

the kovar leads with a thin layer of low outgassing rate, cryogenic epoxy (Masterbond

EP29LPSP [149]) was made.

The cryogenic epoxy requires a minimum temperature of 55 C to cure, but the

R11065-10 PMT is only rated up to 50C (operation and storage). Above 50 C, part

of the photocathode may evaporate and cause the quantum efficiency to decrease. To
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address this problem, a customized oven was built to cure the epoxy. As illustrated in

Fig 3.7, the rear end of the PMT with the epoxy layer was sealed in a PVC cell, and

hot nitrogen gas flowed from a heating tube into the bottom of the oven. The flow

rate of the nitrogen gas and the power of the heating tube were regulated to maintain

a stable temperature of 60-70 C inside the oven, and the PMT window measured room

temperature during this curing process. This epoxy coating survived cryogenic tests

and enabled the PMT to function at 1600V in pure argon gas.

Ceramic Plate Kovar Case
Decay Chain Mass Con. Rate Mass Con. Rate

U 10 ppb 2.47 mBq/PMT 0.2 ppb 0.37 mBq/PMT
Th 10 ppb 0.81 mBq/PMT <0.01 ppb <6.1µBq/PMT
K <1000 ppb <0.62 mBq/PMT 6 ppb <0.03 mBq/PMT

Table 3.3: The radioactive isotopes in parts of a R11065-10 tube measured by GDMS.

It is worth noting that although the ceramic feedthrough significantly reduces the

PMT background, it is still responsible for most of PMT radioactivity. One sample

R11065-10 PMT was dissected and sent to Evans Analytical for GDMS analysis. The

U, Th, K levels in different components are listed in Tab 3.3. Higher purity synthetic

ceramic feedthrough is currently under development in a collaborative effort between

Princeton University and the OxiMaTec GmbH Company in Germany, and a purity

level of <2.5 ppb U, <1.4 ppb Th and 8 ppm K has been achieved.

3.1.3 High Voltage and Signal Readout System

The operation of a PMT requires a high voltage divider and a readout circuit, which

are usually integrated on a circuit board (PMT base). In order to minimize the

amount of underground argon used in the measurement, the liquid argon level was

set to be slightly above the PMT window. As a result the PMT base had to be
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exposed to the low-dielectric strength argon gas, which put the high voltage system

at the risk of electric breakdown.

Printed Circuit Board (PCB) bases have been designed for the DarkSide R11065

PMTs to be used in liquid argon, but they were tested to spark in argon gas at

∼1000 V in high voltage tests. Fig. 3.8 shows a picture of the DarkSide PMT base.

The material used is FR4 (successor of G10) grade glass-reinforced epoxy laminate,

which is flame resistant and provides excellent electrical insulation. But the com-

pact size of the surface mount components makes this design vulnerable to voltage

breakdown. Coating the boards with cryogenic epoxy improved the working voltage

to ∼1300 V, which did not suffice safe PMT operations in this experiment.

Figure 3.8: The front and back of a positive high voltage PCB board for R11065 PMTs.

Motivated by the idea that increasing the physical size of the electronic compo-

nents can improve the robustness of the high voltage system in argon gas, we decided

to build a customized PMT base with regular size cryogenic components. The circuit

design followed that of the DarkSide R11065 PMT bases, as shown in Fig. 3.9.

A PMT circuit consists of a high voltage divider and a signal readout system. The

voltage divider circuit distributes voltage among the dynodes and creates an interstage

potential gradience. This voltage difference drives the photocathode electron signal
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Figure 3.9: High voltage divider circuits designed by DarkSide collaborators at the FNAL
for Hamamatsu R11065 PMTs. left: a positive HV scheme; right: a negative HV scheme.
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toward the anode and amplifies it at each dynode. The simplest voltage dividing

system is a resistor chain. What is more, a chain with equal interstage resistance

yields the highest overall gain if a certain total voltage is given. However, the over-

simplified model has to be complicated in practice [150].

1. To efficiently collect the primary photoelectrons, the voltage between the pho-

tocathode and the focusing grid needs to be increased. Similarly increasing the

voltage across the first a few stages can improve the secondary emission prob-

ability, which, in turn, improves the output signal-to-noise ratio, pulse height

dispersion, and also the electron transit time spread.

2. Exposing a PMT to a large number of photons in a short period of time can

draw plenty of charge from the last dynodes and may alter the chain voltage

distribution. For example, a voltage of ∼1500 V applied to the resistor chain

in Fig. 3.9 creates a chain current around 0.1 mA, while a pulse of 10 primary

photoelectrons in 10 ns requires a current of 0.01 mA from the last dynode at

a gain of 106. This fast current could change the voltage distribution on the

dynodes and cause the overall gain to drop. A common solution is to mount

decoupling capacitors in parallel to the last a few dynodes. These capacitors

can supply charge to the dynodes during arrival of pulses and recharge outside

the duty cycles. In this way the interstage voltages can be maintained at a

stable level during operations.

3. If a high secondary electron density is created in the last stages, the electric

field can be partially screened and cause the gain to drop. This is called the

space charge effect and be mitigated by increasing the interstage voltage of the

last dynodes, usually called a tapered chain scheme.

If a positive high voltage scheme is adopted, as illustrated in the circuit in the left

of Fig 3.9, the photocathode is at ground potential, and photoelectrons are drifted
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towards the anode that is at positive high voltage. Therefore, a high pass filter

circuit (R29, C11-C12) is required to separate the output pulse signal from the high

voltage. The high resistance R42-R43 are introduced to guarantee an equal voltage

distribution between C11 and C12 for safe operations.

Noise from various sources needs to be filtered to improve the output signal quality.

For fast pulse operations, damping resistors (R37 in the positive circuit) are usually

installed at the last dynode(s) to suppress “ringing” at time scales of nanoseconds.

In addition, the undesired ground loop current can be reduced by introducing a

dissipative resistor (R55) between the high voltage ground and the signal ground.

Furthermore, high frequency noise from the high voltage supply/cable or from the

last dynodes can be passed to ground via a filter circuit (R39-R40, C9-C10).

The capacitors C9-C12 and the resistors in parallel (R39-40, R42-43) have to take

half of the cathode-anode voltage and are most likely to cause the electric breakdown

in the test of the PCB bases in argon gas. To reduce the risk of voltage breakdown for

the customized base, capacitors of large dimensions from the CryoCircuits Inc were

used exclusively in the base construction, as shown in Fig 3.10. This feature helped

the base survive high voltage tests up to 2000 V in argon gas. In order to reduce the

increased level of radioactive background from the increased size capacitors, the two

filter circuits were mounted away (3”) from the resistor chain.

In addition to the increasing dimension of components, the value of the termi-

nation resistor (R29) was also increased in the customized base. The principle of

impedance match requires the input/output impedance of electronics to have the

same value, conventionally chosen to be 50 Ohm, to that of data transmission cables.

In this way, the signal reflection is minimized, but the cost is that half of the charge

collected from the dynode is dissipated on the termination resistor. A 1MOhm ter-

mination resistor was used in the customized base and directs essentially all anode

charge to the 50 Ohm transmission cable. No noticeable reflection noise was observed
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Figure 3.10: A positive high voltage divider board made of cryogenic components mounted
on stress-relieved acrylic disks; the diameter of the disks is 2.5”.

presumably because the matched impedance between the transmission cable and the

data acquisition system suppressed the returning signal.

The customized base was used in the 2011 measurement. Later on, negative high

voltage tests on the R11065 PMTs were carried out by the DarkSide collaboration,

and the successful result suggested an alternative solution to the electric breakdown

problem. In a negative high voltage scenario, the anode is at ground potential and no

high pass filter is needed for signal readout. What’s more, since the high frequency

noise from the last dynodes has a direct path to ground, there is no need for a filter

circuit either. Therefore, the possibility of high voltage breakdown in argon gas is

significantly reduced even for a PCB base. However, extreme care has to be taken

to ensure safe operations at negative high voltage because the kovar case shares the

photocathode voltage and is at high voltage.

Typical FR4 or G10 PCBs have a high radioactivity level and thus are not ideal

for low background applications. The DarkSide collaborators at Fermi National Ac-

celerator Laboratory (FNAL) designed a new Cuflon PCB board where copper traces
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Figure 3.11: Left: a cuflon negative high voltage board for R11065 PMTs; Right: the inner
detector (2012) with a PTP-caoted Spectralon cell, a R11065-10 PMT and a cuflon base.

were printed on thin Teflon sheets, as shown in Fig 3.11. Thanks to the low radioac-

tivity level of Cuflon and the small size of surface-mount components, this new system

would have a much lower background than the customized base.

A few sample cuflon bases were tested in argon gas up to the maximum rated

voltage (1800 V), and no electric breakdown was observed. A Cuflon board was used

with a low background R11065-10 PMT in the 2012 underground argon measurement;

the inner detector setup is shown in Fig 3.11, which also has a Spectralon scintillation

cell with PTP coating.
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3.2 Shielding from Backgrounds

3.2.1 Gamma Ray Shielding

The omnipresence of primordial radioactive isotopes results in a wide range of ra-

diation backgrounds, of which gamma rays are among the most dangerous because

of the high penetrating power. The continental crust contains approximately 2 ppm

of U, 10 ppm of Th and 20,000 ppm of K, which produce a flux of approximately 10

gamma rays/cm2/s above 50 keV at 1 m above ground [119]. Sensitive volumes of low

background experiments have to be shielded from these gamma ray contaminations.
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Figure 3.12: Gamma ray attenuation length in water, copper and lead, data from NIST
X-Ray Mass Attenuation Coefficients table [151].

Gamma rays interact with matter mainly through 3 channels: 1) the photoelectric

effect, in which a low energy gamma ray is absorbed by an atom and the energy

transfer frees an orbital electron. The cross section can be approximated as σP.E. ∝

Z4−5/(~ω)3.5. 2) Compton scattering, where one gamma ray transfers part of its

energy to a (near-)free electron. The effective scattering cross section scales with

the electron density, or the atomic number Z: σC.S. ∝ Z. 3) pair production, where

an electron-positron pair is produced by a high energy gamma ray (>1.02 MeV) in

the Coulomb field of a heavy nucleus. Its cross section is proportional to Z2 of the
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absorber material. Fig. 3.12 shows the gamma ray attenuation length in lead, copper

and water at different energies [151], and high atomic number materials like lead

and copper are widely used in gamma ray shielding. The highest energy naturally

occurring gamma ray (2.6 MeV from 208Tl) has an attenuation length at the level of

centimeters in lead. 8” of lead shielding, as is used in the low background detector,

can suppress this gamma ray rate by at least 3 orders of magnitude.

Figure 3.13: Gamma ray shielding of the low background detector. Left: the lead castle;
the wall thickness is 8” around the detector sensitive volume, 6” around the flanges and
feedthroughs, and 4” to the top. Right: the outer copper shielding that hangs inside the
lead castle; another 2.5” thick copper plug closes the top inside the inner detector cylinder.

The U and Th levels in lead are typically low, but the intrinsic lead radioactivity

210Pb (22 yr half-life) could be high. 210Pb decays to 210Bi by emitting a low energy

electron (and a gamma ray), with a decay energy of ∼ 64 keV. These low energy radia-

tions hardly escapes the self-absorption of lead, but the energetic electrons (1.16 MeV

end point) from 210Bi decay can produce bremsstrahlung gamma rays and charac-

teristic X-rays, which may emerge from the lead surface. Since low energy gamma
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rays are subject to strong self-absorption, the spectrum of lead gamma rays emerging

from the surface exhibits a peak around 170 keV [119]. The concentration of 210Pb

in commercial lead ranges from the Bq/kg level up to a few kBq/kg, while the lowest

reported value is less than 20 mBq/kg for antique Roman lead. A lead brick sample

from the low background detector shielding was measured with a silicon detector at

the University of Alabama to have approximately 64±7 Bq/kg of 210Pb [152].

In order to attenuate the residual gamma rays from the lead, 2” of oxygen-free

high-conductivity (OFHC) copper was installed between the lead castle and the inner

detector. Electrolytic copper is known to be one of the highest purity materials avail-

able because it has a high reduction potential and can be effectively separated from

radionuclides during electrolysis. However, neutron activation in copper may pro-

duce radioactive isotopes including 56−58Co, 60Co, 54Mn, 59Fe, and etc [153]. So cop-

per exposed to cosmic rays or other neutron sources could contribute non-negligible

backgrounds in low radioactivity experiments.

3.2.2 Muon Veto

High energy particles from the Sun and from the galaxies, which consist of ∼90%

protons and ∼10% alpha particles, constantly bombard the Earth’s top atmosphere

at a rate of ∼1000 /m2/s. These primary cosmic particles can produce massive sec-

ondary cosmic rays by collision with atoms in the atmosphere. For example, a single

high energy particle may spall atomic nuclei and generate a hadronic cascade, the

components of which, in turn, may produce more electromagnetic sub-showers. As

the shower reaches the ground, it can extend over a large area (miles). Most of the

hadronic components of the secondary cosmic ray are stopped by the atmosphere,

but the penetrating particles including muons and neutrons may reach the ground.

The intensities of the secondary cosmic ray components at sea level are estimated to

be charged pions : protons : electrons : neutrons : muons ' 1 : 13 : 340 : 480 :
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1420 [119], with a muon flux of 100-200 /m2/s. More information about cosmic rays

can be found in the review article Ref. [154].

Of all cosmic ray components, muons are particularly interesting. The half life

of muons is τ=2.2µs, so a naive estimate of muon path cτ ∼ 660 m is far less than

the depth of the atmosphere (∼10-100 km). However, muons are produced with high

kinetic energies, and the relativistic correction enables them to travel many kilome-

ters in the Earth frame. High energy charged particles lose energy mainly through

ionization and radiation, but the radiation (bremsstrahlung) energy loss of muons is

suppressed by the large mass (106 MeV). Muons typically lose a few MeV of energy

for every g/cm2 of interaction length, and can penetrate the atmosphere and also into

the continental crust. Detailed discussion of muon interactions with matter can be

found in Ref. [155].

A variety of backgrounds can be induced by cosmic rays in a detector [156]. 1)

Prompt interactions: electrons and protons can be stopped in the detector shielding,

but muons may go through the shielding and hit the sensitive volume. 2) Cosmic

bremsstrahlung: muons can produce showers of particles in the shielding and thus

give rise to event rate in the detector volume. 3) Delayed events: neutrons can be

produced by muons in (high atomic) materials like lead, and they can excite or be

absorbed by some nuclei which later decay, resulting in delayed signals.

Although cosmic ray muons cannot be stopped by passive shielding, active veto

systems can be used to tag events that are in time coincidence with muons. 2” of

EJ-200 plastic scintillator panels, manufactured by ELJEN Technology and loaned

by FNAL to Princeton University, are installed around the lead shielding of the low

background detector. Events in the inner detector that are in time coincidence with

veto signals are attributed to muon interactions and are discarded. It is estimated

that at least ∼10 MeV of ionizing energy would be deposited by a muon event in

the veto panels. The energy is subsequently converted into scintillation light, and
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Figure 3.14: The muon veto panels mounted outside the lead shielding.

two Hamamatsu R550 PMTs are mounted diagonally on each panel to collect this

light. The PMT signals are fed into LeCroy 623B amplitude discriminator channels,

which produce 50 ns long logic pulses if the preset threshold is passed. A LeCroy

fan-in/fan-out module takes all the discriminator outputs and uses logical operations

to determine if a veto trigger shall be sent out. The veto signal is then passed to the

data acquisition system and is recorded along with the inner detector signal.

A conservative trigger algorithm is used in the veto system. The discrimination

threshold on each veto PMT channel is individually set to yield a signal rate about

twice the estimated muon rate on surface. For example, the dimension of the top

scintillator panel is 34” by 34”, and the estimated muon passing rate is ∼150/s while

horizontally placed; so the discrimination level for each PMT on this panel is set to

yield approximately 300 Hz of veto signals. At this threshold level, gamma rays from

a 22Na source can be observed, which indicates a threshold at the level of 1 MeV. The

fan-in/fan-out module is configured to be a logic OR so that a veto signal is generated

whenever at least one PMT sees a valid signal. In this way, we hope to minimize the
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unvetoed muon rate while the dead time is at a relatively low level. All 5 veto panels

produce a typical veto rate of 1000 Hz - 2000Hz, and result in a dead time of ≤ 1%

with a veto window of a few microseconds.

3.2.3 KURF Laboratory

As has been discussed, cosmic ray muons cause background contamination in all ex-

periments because they are almost impossible to shield against. An active muon veto

system can suppress the cosmogenic backgrounds that are in time coincidence with a

prompt muon signal, but has little effect on delayed cosmogenic events. In addition,

cosmogenic neutrons activations on detector components may produce gamma rays

seconds, or even days, after the associated muon event. There is no practical way

for these events to be tagged and rejected. What’s more, the muon veto efficiency

may be affected by the system coverage, the signal collection efficiency, and statistical

fluctuations. Even if the veto efficiencies is high, the un-vetoed cosmogenic event rate

can be significant with the large cosmic ray flux at surface.

Low background experiments can be housed at underground locations to suppress

the cosmic ray background. The dense continental crust (∼3g/cm3) serves as a more

effective shield against muons compared to the atmosphere. The overall interaction

depth of the 10-100 km high atmosphere is ∼1000g/cm2, which is comparable to only

3 meters of typical rock. The average muon energy is ∼4 GeV at sea level and the

typical energy loss is estimated to be ∼2 MeV/(g/cm2), so muons are expected to

be attenuated at a scale of ∼2 kg/cm2 [119]. Reduction factors of many orders of

magnitude in the cosmic muon flux have been reported in underground laboratories

such as LNGS and SNO. Fig 3.15 shows the estimated (and measured) muon flux for

different depths of overburden.

The Kimballton Underground Research Facility (KURF) [158] is hosted by the

Lhoist North America (LNA) Kimballton mine in Ripplemead, VA. The experimen-
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Figure 20.5: Vertical muon intensity vs depth (1 km.w.e.= 105 g cm−2 of standard
rock). The experimental data are from: �: the compilations of Crouch [32], �:
Baksan [33], f: LVD [34], v: MACRO [35], �: Frejus [36]. The shaded area at
large depths represents neutrino induced muons of energy above 2 GeV. The upper
line is for horizontal neutrino-induced muons, the lower one for vertically upward
muons.

Contained and semi-contained events reflect neutrinos in the sub-GeV to multi-GeV
region where the product of increasing cross section and decreasing flux is maximum. In
the GeV region the neutrino flux and its angular distribution depend on the geomagnetic
location of the detector and, to a lesser extent, on the phase of the solar cycle. Naively,
we expect νµ/νe = 2 from counting neutrinos of the two flavors coming from the chain
of pion and muon decay. This ratio is only slightly modified by the details of the decay
kinematics, but the fraction of electron neutrinos gradually decreases above a GeV as
parent muons begin to reach the ground before decaying. Experimental measurements
have to account for the ratio of ν̄/ν, which have cross sections different by a factor of 3 in
this energy range. In addition, detectors generally have different efficiencies for detecting
muon neutrinos and electron neutrinos which need to be accounted for in comparing

June 14, 2000 10:39

Figure 3.15: Left: Qualitative illustration of muon flux at moderated depth; the nucle-
onic component contains >97% secondary neutrons [119]. Right: a compilation of muon
flux measurements in large-depth underground locations; the shaded region represents the
neutrino induced muon flux above 2 GeV energy [157].

tal hall, as shown in Fig. 3.16, is located at the 14th level of the mine, with ∼1700 ft of

limestone overburden above it. This is equivalent to ∼1450 meters of water shielding

and is expected to suppress the cosmic muon flux by 4 orders of magnitude. The

airborne radon concentration in the laboratory was measured to be ∼37 Bq/m3 in

winter times and ∼122 Bq/m3 in summer times [159], which is comparable to the

typical values at surface laboratories. The KURF lab also features drive-in access,

providing convenient transportation for personnel and equipments. The lab is ad-

ministrated by Professor R. Bruce Vogelaar and Doctor S. Derek Rountree from the

physics department of Virginia Polytechnic Institute and State University in Blacks-

burg, VA. Many users of the lab, including the Princeton 39Ar measurement group,

also contributed to the upgrading and maintenance of the lab.

The cosmic ray muon flux in the KURF experimental hall was measured with

two of the muon veto scintillator panels operated in coincidence mode. The two

29”x50” panels were placed horizontally with one on top of the other, separated by
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Figure 3.16: Left: the location of KURF along with other US underground facilities; Right:
The Butt Mountain synclinorium and the position of the KURF experimental hall.

approximately 6”. The discrimination levels on the PMT output signals were set at

very low values so that each scintillator panel yielded a signal rate orders of magnitude

higher than the expected muon rate. In this case the real muon coincidence rate is

negligible compared to the trigger rate, and the false coincidence rate can be estimated

as the product of trigger rates from both panels:

RF.C. = RP.1 ·RP.2 · τ

= 78.7 Hz× 89.4 Hz× 2µs

= 1.41× 10−2 Hz

where the coincidence window is set to be 2 µs.

The false coincidence rate was also studied by examining the correlation of the

trigger time in the two channels. A muon penetrating the two panels would lead to

simultaneous signal triggers, while the trigger time difference of random coincidence

events will spread out uniformly. From this approach, the false coincidence rate was

estimated to be RF.C. = 1.52× 10−2 Hz for the same 2 µs coincidence window, which

is very close to the result from simple event rates calculation.

After the false coincidence events were statistically subtracted, the remaining
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(“true”) coincidence event rate was calculated to be RC = 1.20× 10−2 Hz, or 1.27×

10−2 Hz/m2 if normalized by the surface area of the scintillator panels. A simple

Monte Carlo simulation indicated that approximately 20% of muons would hit one

panel and miss the other with the assumption of cos2θ angular distribution for the

residual muons at KURF. This correction factor of ∼0.8 brought the muon rate up to

Rµ = 1.6×10−2 Hz/m2, or R ' 1µ/m2/min. This value is approximately 10,000 times

lower than the typical cosmic muon flux of 100-200 Hz/m2 at sea level, as expected

from the previous estimation based on depth.

In addition, the uniformity of the light collection efficiency in the scintillator

panels, and also the deviation of muon angular distribution from cos2θ law at KURF,

can lead to further corrections to the reported results. We assumed this measurement

results to be accurate within a factor of 2. However, at the level of muon rate at

KURF, other sources of background are believed to dominate, so this measurement

of the muon flux is sufficient for background analysis.

3.3 Preparation of Argon for Measurements

3.3.1 Purification of Underground Argon

As discussed in Sec. 2.3.3, a VPSA unit was used to extract argon from the raw carbon

dioxide gas at the Cortez site [127]. The gas product in the 2009-2010 operations

contained ∼70% nitrogen, ∼27.5% helium, and ∼2.5% argon by volume, and it was

improved to ∼40% nitrogen, ∼55% helium and ∼5% argon in 2011 runs. Further

purification of the product gas using a cryogenic distillation column has been shown

to reduce the nitrogen content by approximately 3 orders of magnitude and the helium

content by more than 5 orders of magnitude [129].

Before the distillation column was commissioned, the argon product from the

VPSA unit was purified with a zeolite column operated at Princeton University. The
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zeolite system contains 18 kg of Zeochem’s Zeox Z12-07 zeolite in a 30L aluminum gas

cylinder to absorb the nitrogen content in the gas mixture. This zeolite, consisting of

beads with diameters between 0.4 mm and 0.8 mm, has a reported nitrogen adsorption

capacity of at least 21 mL/g at STP. The gas to be processed was fed into the zeolite

column at a flow rate of 10 L/min, producing an effluent stream of concentrated argon

and helium. This enriched argon gas was then passed through a 6 L stainless steel

bottle that was immersed in liquid nitrogen and filled with 2 kg of OVC 4x8 activated

charcoal (manufactured by Calgon Carbon). This cryogenic charcoal trap captured

the argon and allowed the helium to escape. During this process, a small fraction of

argon was trapped in the zeolite column. It was recovered by purging the saturated

zeolite column with helium; the desorbed gases were captured in another cryogenic

charcoal trap for further reprocessing.

The argon gas processed by this system had a nitrogen concentration less than 1%

by volume, as measured by a SRS UGA 300 residual gas analyzer. During the pro-

cessing of a recent batch of underground argon from the Cortez site, we demonstrated

that iterations of these processes can bring the nitrogen level below 0.1%.

Gas in

Gas out

High Purity 
Calcium Granule

Stainless Steel Tray

Carbolite
2 kW Oven

Calcium 
Filled Trays

Figure 3.17: The hot calcium trap used for argon gas purification.
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Further treatment of the argon gas from the zeolite column and that from the

distillation column, involved the use of hot calcium to remove the remaining impuri-

ties. A calcium trap, illustrated in Fig. 3.17, held trays that were filled with granules

of >98.0% purity calcium within a Conflat-sealed stainless-steel cylinder. The cylin-

der was first heated to above calcium’s melting point (842 degrees Celsius) for a

short time to expose a fresh layer of calcium, and then the temperature was reduced

slightly for the gettering actions. The argon gas flow through the hot calcium oven

was controlled at ∼1 L/min to allow effective reactions between the calcium and the

impurities. Stable solids such as calcium nitride were produced and remained in the

trays, while argon passed directly through and got collected in a cryogenic charcoal

trap. The cycles of refreshing by overheating the calcium could be repeated for several

times until the calcium was largely consumed. Then the trap was opened, cleaned,

and reloaded with fresh calcium.

3.3.2 The Detector Gas Handling System

Before the underground argon sample was filled into the low background detector

for measurement, it was purified again in the detector’s gas handling system. The

components of the system, shown in Fig. 3.18, were connected with copper/stainless

steel tubing and Swagelok fittings (Conflat seals on the detector chamber). A Pfeiffer

HLT 570 helium leak detector was used to ensure a leaking rate below 10−8 mbar·L/s

level in the system. The functionalities of the system include: 1) evacuate the detector

to high vacuum levels to remove impurities; 2) purify the argon gas as it is filled into

the detector; 3) condense the input argon gas into liquid phase and maintain a stable

cryogenic condition; 4) recover the argon gas efficiently after each measurement.

A turbo-molecular pump (Pfeiffer Vacuum HiCube) was used to evacuate the

gas plumbing and the detector chamber. Typical vacuum levels of 10−6 mbar were

obtained with several hours to a few days continuous pumping; purging the system
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Figure 3.18: The gas handling system of the low background detector. The argon samples
are purified as the detector is being filled, and can be fully recovered without loss with the
liquid nitrogen cooled charcoal trap.

with high purity argon gas was found to be effective in speeding up this process.

Usually 2-3 days of pumping/purging period were used before the 39Ar measurements

to suppress the outgas from detector components. In some situations when quick

detector assembly and filling were desired, the copper sleeve of the inner detector

was baked to high temperatures (>100C) while being pumped; meanwhile the inner

parts were pumped in a separate vacuum chamber at room temperature to avoid

re-evaporation of WLSs. A quick assembly and additional 2-3 hours of pumping were

found to yield acceptable argon purities.

Once the vacuum reached the desired level, the filling process began. The calcium

trap described earlier and a Mono-Torr zirconium metal getter were used to remove

residual impurities such as water, oxygen, and nitrogen from the argon. The two

purification units were usually turned on to warm up (including overheating the

calcium) a few hours before the filling started. The argon gas was purified by the

calcium oven, passed through a filter to remove particle contaminants from the oven,
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and was then fed into the SAES getter. The SAES getter can absorb oxide and

nitride impurities and form irreversible chemical bonds; it is reported to be capable

of reducing impurities down to below 1 ppb level [160].

The inner detector and the copper shielding were cooled by a bath of commercial

liquid argon in the double-wall cryostat. The liquid level in this bath was maintained

by a Teragon LC10 liquid level controller, which read electric signals from two Teragon

LS10-48 liquid level sensors and controlled a solenoid valve. The solenoid valve was

mounted on a liquid argon storage tank and controlled the liquid argon flow to the

cold bath. This liquid level system was designed for liquid nitrogen use, but was

certified to work with liquid argon by the manufacturer. Because argon is usually

used in the gaseous phase, the storage liquid argon tanks provided by Airgas are

by default equipped with high value pressure relief valves (230 psi) to prevent argon

gas from being wasted. Typical solenoid valves, however, are designed to operate

at low pressures, as in the case of liquid nitrogen systems. Therefore, modification

of reducing the relief pressure to 22 psi (as on regular liquid nitrogen tanks) was

requested to Airgas for this experiment.

The detector chamber was pressurized to slightly above the atmospheric during the

cooling process to minimize impurity contamination due to potential leaks under the

thermal shock. As the system temperature dropped to liquid argon temperature, the

clean argon gas started to condense and get collected in the bottom scintillation cell.

The liquid level was monitored with two PT1000 thermal sensors that are mounted

slightly above the top of the cell. The PT1000 sensors exhibit different resistance

values at different temperature and are widely used as temperature sensors. They

can also be used as liquid sensors because liquid argon conduct heat more efficiently

than gaseous argon and thus is more effective in keeping the PT1000 sensors cold.

The resistance value of PT1000 (∼1000 Ohm at room temperature) was observed to

decrease by a factor of 2 when there is a gas-to-liquid phase change.
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After the liquid argon was filled into the detector, the purity would gradually

drop due to the accumulation of impurities. But no argon recirculation and re-

purification were attempted in this experiment for a few reasons: 1) most of our

39Ar measurements lasted less than a few weeks, and this moderate deterioration

was tolerable; 2) the outgassing rate of the detector components such as PTFE and

copper was low, and it was further reduced by the cryogenic temperature and the

pumping/purging procedure; 3) a recirculation system required a boiler in the liquid

volume and may introduce backgrounds to the sensitive volume. The degradation

rate of argon scintillation light yield was measured to be less than 0.5% per day if the

detector preparation was appropriate, and it was monitored and corrected in analysis.

Safety features were also implemented in this system. In case of power failure or

liquid argon shortage, liquid argon in the detector may boil off, cause the pressure

to build up, and create hazards. An emergency venting/recovering system was de-

signed to address this possibility. The pressure relief valve RV2 (shown in Fig. 3.18)

was programmed to direct the over-pressured argon gas (&20 psia) into a activated

charcoal trap cooled by liquid nitrogen2. Another pressure relief valve RV1 was set to

vent argon directly into air to protect the experiment in case RV2 failed. The relief

pressure of RV1 was set at ∼30 psia, well below the maximum operating pressure of

3 bar (44 psia) for the Hamamatsu R11065 PMT.

After the 39Ar measurements were completed, the charcoal trap was used to re-

cover the underground argon gas. In this case the pressure relief valve RV2 was

bypassed and argon in the inner detector was driven to flow directly into the charcoal

trap that was under partial vacuum. The argon vapor pressure at liquid nitrogen

temperature was ∼0.3 bar (4-5 psia), and this was further reduced by the absorption

of charcoal. A partial vacuum of 5-10 psia was usually observed at a continuous argon

gas flow rate of <2 L/min, and the value could drop to a few psia when the flow was

2This charcoal trap was baked and pumped to high vacuum before use, and was tested to be
capable of absorbing kilograms of argon at cryogenic temperatures.
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stopped. It is worth noting that the latent heat required to boil off liquid argon may

cause the detector temperature to drop below the argon freezing point if the argon

transfer rate was too high. Electrical heaters were used in some runs to heat up the

argon bath and speed up the recovery process.

The recovered underground argon gas can be transferred from the charcoal trap

into an aluminum gas bottle using similar principles. The trap was heated to 140-

150 C and created a high pressure to drive the argon to flow into the liquid nitrogen-

cooled gas bottle. The absence of mechanical compressors in the transferring processes

reduced the possibility of impurities contaminations in the gas.

3.4 Data Acquisition System

During the main measurement campaign, data acquisition of the low background

detector was carried out using CAEN V1720B waveform digitizers. A V1720 unit

houses 8 channels of 12 bit, 250 MS/s waveform digitizers with an input range of

2 V; the V1720B sub-model is equipped with an extended buffer size of 10 MB. Up

to 21 such V1720(B) units can be installed in a single CAEN VME8100 crate, and

individual digitizer boards can communicate with each other via optical links. In this

measurement we only used one V1720B digitizer board for the two data channels (

one for the inner detector PMT and one for the logic veto signal). A data acquisition

computer can control a digitizer board directly through a fiber-optic interface, but if

there are multiple digitizer modules being used a VME crate controller can be used

to communicate with all boards. Firmware of the digitizers was provided by CAEN,

while the online and offline analysis software was developed by graduate students in

the DarkSide collaboration, with Ben Loer making the major contribution.

As illustrated in Fig. 3.19, the output of the inner detector PMT was digitized

directly. This signal also provided the trigger to the data acquisition system, deter-
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Figure 3.19: The data acquisition system of the low background detector. The inner PMT
signal was digitized directly, while the veto PMT signals were discriminated and their logical
OR was sent to a second digitizer channel.

mined by a voltage threshold and the pulse polarity. Typical trigger threshold in

the underground measurements was at the order of a few photoelectrons, while it

was set at higher values in the surface measurements to avoid excessive trigger rate

rising from low energy backgrounds. Signals from the ten veto PMTs were processed

by LeCroy 623B amplitude discriminators to produce 50 ns logic pulses, the logical

OR of which was fed into a second digitizer channel. For each valid trigger, 15µs

of data were recorded, beginning 5µs before the trigger time. Events with one or

more veto signals in the pre-trigger window (-5-0µs)3 can be rejected as cosmogenic

backgrounds, while delayed coincidence events separated more than 5µs apart were

not vetoed. In the low muon environment at KURF, the application of the muon

veto had no noticeable effect on the data; the veto was therefore disabled to avoid

the (small) dead-time induced by random coincidences.

Before the CAEN system was acquired by the 39Ar measurement project, a Prince-

ton Gamma Technology (PGT) Quantum Multiple Channel Analyzer (System 8000

MCA) was used in the data acquisition, as illustrated in Fig 3.21. Pulses from the

inner PMT were integrated and amplified by an Ortec pre-amplifier (model 113),

3because of the relative delay of the veto signal in the logical operation modules, we allowed the
veto signal to appear slightly after the inner PMT trigger.
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Figure 3.20: The electronics rack and daq system. Left: the red front-panel crate on the
top is the CAEN VME 8100 unit housing one CAEN V1720B digitizer board and one crate
controller board; the two smaller units on top of VME crates are the DC power supply to
the PT1000 sensors and the controller to the liquid argon level maintaining system; the
rest are (from top to bottom): high voltage power supply to the inner PMT and (pre-
)amplifiers, oscilloscope, logic modules for the veto signal processing, and HV distributor
and HV power supply for the veto PMTs. Right: the data acquisition computer showing
some online analysis results.

which was further boosted by an Ortec spectroscopy amplifier (model 672). The am-

plified pulse height was then digitized by the MCA to produce an energy spectrum.

The MCA unit could take a gate signal to operate in coincidence or anti-coincidence

mode, which allowed the selection or the rejection of the muon induced events. The

muon gate signals were triggered by the logical OR of the discriminated veto signals

in a gate generator. No scintillation waveform was saved, nor was the timing infor-

mation. For waveform studies, a Tektronix Digital Phosphor Oscilloscope DPO7354

was used. The DPO7354 unit is a 4 channel, 40 GS/s sampling rate, 3.5 GHz band
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width oscilloscope with many advanced functionalities. It is capable of recording up

to 40,000 waveforms in a single acquisition in the fast-frame mode.
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Figure 3.21: The DAQ system in the preliminary stage of the low background detector.

A system for monitoring the detector status was developed by Pablo Mosteiro and

Dave Holtz for the 39Ar measurement. It provided remote access to the detector status

during the underground operation at KURF. A MKS Type 740B Baratron Pressure

Transducer and a NI SUB TC01 thermal meter probe were installed to monitor the

pressure and temperature inside the detector. The pressure and temperature mea-

surements were read into a National Instruments (NI) cRIO 9002 compact RIO real

time controller and the values were displayed on a computer via LabView interface.

The status of the liquid level controller system was also monitored by the LabView

program, but no active control was attempted. History of the detector status was

recorded automatically for later reference, and VNC connections were used to provide

realtime remote access to this monitoring system.
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Chapter 4

Measurements and Results

The measurement of 39Ar activity in the underground argon with the low background

liquid argon detector was carried out in two major stages. The first stage involved the

construction of the low background detector and a series of initial tests in a ground

level laboratory in Princeton University from 2009 to 2010. Despite of a low light yield

and a moderate level of background, the system revealed the first underground argon

energy spectrum that clearly showed the low 39Ar concentration compared to that in

atmospheric argon. Following the first measurement, substantial parts of the system

were upgraded to achieve a lower background rate and a higher light yield. This stage

of the measurement is referred as the main measurement campaign, which included

both surface measurement in Princeton University and underground operations in the

KURF laboratory. The most stringent upper limit of 39Ar content in the underground

argon, 0.65% compared to the 39Ar in the atmosphere, was obtained from the 2011

underground measurement after identified backgrounds are subtracted. The 2012

underground campaign, though suffering from higher background from unidentified

sources, confirmed the low 39Ar limit in the batch of underground argon to be used

in the DarkSide-50 dark matter detector below 1-2% atmospheric value.
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4.1 Preliminary Studies

This low background 39Ar counting project began in late 2009. At that time the

design of the inner detector employed a 26” long acrylic light pipe to separate the

room temperature-rated Hamamatsu R6233-100 PMT from the liquid argon sensitive

volume, as illustrated in Fig. 4.1. The light guide also helped suppress the background

radioactivity from the PMT at the cost of non-negligible light loss. The detector setup

shown in Fig. 4.1 was configured to operate with an ultra-low radioactivity liquid

scintillator during a preliminary study of the detector performance and background

level. For liquid argon operations, the top flange was replaced by a 5-way cross to

house necessary gas and electric feed-throughs.
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The data acquisition, as discussed in Sec. 3.4, was carried out with a PGT Sys-
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tem 8000 Multiple Channel Analyzer (MCA). Signals from the R6233-100 PMT were

integrated and amplified by an Ortec charge pre-amplifier and an Ortec spectroscopy

amplifier before being recorded by the MCA. The Ortec amplifier has an adjustable

gain up to 1,500, which makes it possible to study the system’s single photoelec-

tron (SPE) response and determine the absolute light yield for high gain PMTs like

the Hamamatsu R11065. The SPE structure of the relatively low gain (∼ 105 )

Hamamatsu R6233-100 PMT1, however, was not observed. So direct light yield mea-

surements were not possible in some preliminary measurements.

4.1.1 Background Study with Pseudocumene

Before the low background detector was tested with liquid argon, the detector back-

ground rate was evaluated with∼1 kg of high purity liquid scintillator sealed in a fused

silica cell. The liquid scintillator used was 1,2,4-trimethylbenzene, commonly known

as pseudocumene or PC, which is also used in the solar neutrino experiment Borex-

ino [161]. PC has a high scintillation yield of ∼12 photons/keV with a peak around

290 nm in the emission spectrum. The wavelength shifter (WLS) 2,5-diphenyloxazole

(PPO) was dissolved at a concentration of 1.5 g/L to shift the PC light into longer

wavelength (∼360 nm) to increase the light collection efficiency. The Borexino scin-

tillator was demonstrated to have an ultra low radioactivity level with 0.4 mBq/kg

14C and 0.2µBq/kg of 210Po. The same quality scintillator was used to in this study.

Fig. 4.2 shows the energy spectra in the low background detector with the Borex-

ino liquid scintillator. The energy scale was determined by fitting 22Na and 137Cs

calibration spectra to the Monte Carlo simulated ones, assuming a linearity between

the energy deposition and the observed photon numbers. A peak between 120 keV

and 350 keV was observed in the un-vetoed energy spectrum, but was absent after

the muon anti-coincidence cut was applied. This group of cosmogenic events were

1The maximal voltage rating for the Hamamatsu R6233-100 PMT is 1,500 V, but it was operated
at 1,000 V to avoid high voltage breakdown in argon gas.
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Figure 4.2: The background spectra taken with liquid scintillator in the preliminary stage
of the low background detector with and without a muon veto system.

attributed to Cerenkov radiation induced by relativistic cosmogenic particles in the

acrylic light guide because they disappeared after the light guide was eliminated in

the second stage of the measurement.

Since the energy regions below 100 keV in both spectra were dominated by high

rate background events, the energy threshold in this background estimation was set

to be 100 keV. The event rate in the 100 keV - 800 keV energy window was integrated

to be 5.4 Hz before muon veto and 0.36 Hz after muon veto, which confirmed that

the dominant background had a cosmic ray origin. The background reduction factor

due to the active muon veto was approximately 15, and more than half (∼2.8 Hz) of

the cosmogenic events appeared around the peak at 250 keV. If a similar background

rate existed in the argon measurement, the expected 39Ar sensitivity would be ∼40%

atmospheric with muon veto from a simple rate estimation. The sensitivity was

limited by residual comic ray backgrounds at the Earth’s surface.

The effect of the acrylic light guild in light collection was also evaluated with

the liquid scintillator [162]. As illustrated in Fig. 4.3, the amount of light collected

through the 26” long acrylic light guide was only ∼40% of that measured without a

light pipe. However, since the aim of the low background detector was to measure

the relative 39Ar abundance in underground argon compared to atmospheric argon,
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Figure 4.3: The relative light collection efficiency in the detector with different lengths of
acrylic light pipe [162].

the absolute light yield was not critical. We comment that a higher light yield would

improve the energy resolution of the detector appreciably.

4.1.2 First Direct Evidence of 39Ar Depletion

After the liquid scintillator tests, the low background detector was modified and tested

for liquid argon operations. The first underground argon measurement took place in

September 2010. A ∼3/8” thick Teflon container with an aspect ratio of height:inner

diameter ∼3:1 was used to contain the liquid argon sample (active mass ∼1.15 kg).

The inner surface of the Teflon container was coated with the WLS Tetraphenyl

Butadiene (TPB) at a thickness of 200-300µg/cm2 to shift the ultraviolet argon scin-

tillation light into the visible region to be collected by the PMT.

Approximately 16 hours of atmospheric argon data (out of 2 days operation) and

28 hours of underground argon data (out of 4 days operation) were acquired with the

muon veto system. Data with the veto system disabled were also collected to study

the cosmogenic backgrounds. The operation time was limited because no automatic

liquid argon level maintaining system was implemented at this time.

The recorded underground argon energy spectrum after muon anti-coincidence
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cut is shown in Fig 4.4. This underground argon spectrum was observed for the first

time, and it was clearly different from that of the atmospheric argon. The atmospheric

argon data showed an excess of events below 800 keV, and this feature was attributed

to the 39Ar decay electrons. The absence of such events in the underground argon

spectrum confirmed its relatively low 39Ar activity.
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Figure 4.4: The energy spectra of underground argon and atmospheric argon observed in
Sept. 2010 with the low background detector.

The event rate between 100 keV and 800 keV was 0.24 Hz/kg in the underground

argon and 0.92 Hz/kg in the atmospheric argon data after muon veto cut. The rate

difference of 0.68 Hz/kg in this energy window corresponded to a overall 39Ar activity

difference of ∼0.87 Bq/kg, which corresponded to a limit of ∼10-15% on the 39Ar

abundance in underground argon relative to atmospheric. However, the systematic

uncertainties were believed to be large due to the smeared energy spectra. Spectrum

fit was also attempted assuming a smooth background (two exponentials), which

yielded ≤5% 39Ar activities. The uncertainties, again, were difficult to determine,

due to incomplete knowledge of backgrounds.

The residual event rate of 0.24 Hz/kg from 100 keV to 800 keV in the underground

argon was comparable to that observed in the liquid scintillator (0.36 Hz for ∼1 kg).

The exact mass and volume of the scintillator was not measured, so we could not
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have a direct comparison. However, the event rate in the high energy region of the

liquid scintillator data roughly agreed with that in 1 kg of liquid argon, as illustrated

in Fig. 4.5; if we further assume the liquid scintillator spectrum represented the

intrinsic detector background, the 39Ar activity in the underground argon spectrum

was consistent with 0.
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Figure 4.5: Left: comparison of the detector backgrounds measured with liquid scintillator
and with underground argon; Right: comparison of the 137Cs calibration spectra taken with
liquid scintillator and with liquid argon in Sept. 2010.

The slightly higher event rate in the liquid scintillator data at low energies was

partially explained by the differences in sensitive volumes, masses and scintillation

materials, and partially by the differences in electronic noise. The exponential noise

spectrum at low energies was pushed down by approximately a factor of 2 in the liquid

argon data. We believe this was due to an increase of light yield2. In addition, the

configurations of the veto system were improved before the liquid argon measurement,

so the rate of cosmogenic events that escaped the anti-coincidence system would be

smaller. This may explain the reduced event rate between 200 keV and 400 keV, as

indicated by Fig.4.5.

Although a higher light yield was observed in the liquid argon measurement, the

energy resolution was considerably worse, as illustrated in Fig. 4.5. The Compton

2We comment that the absolute light yield of argon can be >2 times higher than that of liquid
scintillator, but light loss is more significant in the liquid argon measurement due to variations in
WLS efficiency and reflection efficiency.
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scattering edge was clearly seen in the liquid scintillator data, but was not recognizable

in the liquid argon data. A few factors were blamed for this difference.

1. The relatively small density of liquid scintillator and the low atomic number

favored single Compton scattering of 137Cs gamma rays, and this gave rise to

a clear Compton edge; while multiple scattering or even full energy deposition

were likely to happen in liquid argon, which smeared the Compton edge.

2. The light collection efficiency in the PTFE container exhibited a large spatial

variation due to light loss during the wavelength shifting process and reflections.

A factor of ∼2 in light collection efficiency was observed between scintillation

at the near-PMT end and the far-PMT end of the argon volume, as will be

discussed in Sec. 4.2.2.

3. The light yield in the argon measurement degraded as impurities released by

the detector components accumulated. And because the MCA system produced

an energy spectrum for a run of events that extended a period of time, only

run-level energy calibration was possible. The variation of light yield resulted

in further smearing of energy spectrum.

The cosmogenic background in the liquid argon measurement was also studied.

The energy spectrum with cosmogenic contamination is shown in Fig. 4.6. We didn’t

observed a peak structure around 200 keV like that in the scintillator data (Fig. 4.2);

instead, a bump around 100 keV was visible in the spectral shape. If this bump feature

had the same origin as the peak in the cosmogenic spectrum in the liquid scintillator

measurement, the large shift in energy scale was suggesting that they were photon

signals produced outside the active detector. For a photon background outside the

scintillation cell, the apparent energy scale is calculated as:

E =
Number of Photons

Light Yield
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Figure 4.6: The background energy spectra in the low background detector (using under-
ground argon) with and without the muon veto cut.

which appears at lower apparent energy for higher light yield. This argument also

applied to the electronic noise in the very low energy regions. If we choose the

same analysis window of 100-800 keV, the rate of the vetoed events was 1.81 Hz/kg,

significantly lower than the value of ∼5 Hz in the liquid scintillator measurement.

This confirmed the migration of some cosmogenic events out of the analysis window.

The lifetime of the slow component of argon scintillator was studied with a Tek-

tronix oscilloscope. Usually 1,000 or more waveforms were averaged and a single

exponential χ2 fit was done in the time window of 1-7µs to estimate the lifetime.

Typical values of 1.2-1.3µs were observed in the atmospheric argon run, and the val-

ues were 1.44-1.55µs in the underground argon measurement. The average lifetime

degradation rate was at the level of ∼0.1µs/day, while it was observed to increase

in the very beginning of the measurement (∼0.05µs in the first 36 hours for the

underground argon run).
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4.2 Detector Upgrading

Based on the preliminary studies, we made substantial upgrades and carried out

several tests with the low background detector from 2010 to 2011. Several detector

components, including the PMT and the acrylic light pipe, the copper/lead shielding

and muon veto, the WLS and reflector, as well as the data acquisition system, were

modified or replaced to achieve a better performance.

4.2.1 Upgrade to Cryogenic PMTs

After the performance of the Hamamatsu R11065 PMTs was studied by the DarkSide

collaboration, one such tube was acquired by the low background detector. This PMT

model has a special bi-alkali photocathode that exhibits a high quantum efficiency

(∼30-35% at ∼400 nm) and can be stably operated at liquid argon temperature. It

also has a high gain of ∼106 and a low radioactivity level, as discussed in Sec. 3.1.

A custom-built high voltage divider and signal readout circuit was mounted on this

PMT to avoid high voltage breakdown in argon gas. The acrylic light pipe became

unnecessary and was removed from the system.
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Figure 4.7: Background spectra taken with a R6233-100 PMT (with light guide) and with
a R11065 PMT using liquid scintillator. Left: without muon veto; Right: with muon veto.

Fig. 4.7 shows the energy spectra taken with the R11065 PMT compared to that

with the R6233-100 PMT using liquid scintillator. The event rate in the un-vetoed
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spectrum was significantly reduced, especially around the bump feature at 200 keV.

This improvement was attributed to the removal of the acrylic light guide and sup-

ported the Cerenkov radiation hypothesis of the events at the bump. In this new

configuration, the event rate in the energy window of 100-800 keV was integrated to

be 0.25 Hz and 0.96 Hz for the cases with and without muon veto cuts, compared to

the values of 0.36 Hz and 5.4 Hz in the old setup.

The light collection efficiency, or equivalently the observed light yield value, was

expected to increase by a factor of &2 without the light pipe, based on the mea-

surement in Fig. 4.3. This was confirmed by the suppression of electronic noise to

lower apparent energy levels. As a result, a lower than 100 keV energy threshold was

possible for the 39Ar analysis. We note that typical (gamma ray) backgrounds have

decaying spectral shapes with increasing energy, while the 39Ar spectrum is rising

below 200 keV, so the contrast may increase the 39Ar sensitivity for the spectral fit

approach.

Following the removal of the acrylic light guide, the inner detector chamber was

shortened; the copper-lead shielding and also the muon veto panels were adjusted to

get a better coverage for the inner detector. A 2.5” thick copper plug was installed

above the PMT base to achieve a 4π copper coverage. During this process, all O-

ring sealed flanges on the inner detector were replaced by Conflat flanges to reduce

potential leaks from air during operation3.

4.2.2 Light Collection Study

The large spatial variation of the light collection efficiency in the argon container was

blamed for the serious smearing of the energy spectrum, so the sources of the spatial

dependence were investigated. The light source used in this study was a thin layer

of WLS excited by a 210Po alpha source, as illustrated in Fig. 4.8. The WLS was

3The O-rings were not rated for cryogenic sealing purposes, and one of them was observed to
leak when the liquid argon level got close to the top flange.
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coated on a glass slide4, which was loosely pressed to a 210Po needle source using a

spectralon clamp. The energy spectrum of the scintillation light, as shown in Fig. 4.8,

consisted a of a low energy peak and a continuum up to a cutoff. The low energy

peak rose from energy deposited by normal incidence alphas5, and the high energy

cutoff corresponded to full energy deposition of alphas at large incident angles. A

detailed discussion on the spectrum can be found in Sec. A.2.1.
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Figure 4.8: Left: the configuration of the light source used in the light collection efficiency
study; Right: a typical energy spectrum taken with the alpha-WLS light source.

The light collection measurements were made in a dark box, with the alpha-WLS

light source placed at different positions in the PTFE container. A variation factor

of ∼2 was observed between the light collection efficiency at the bottom and the top

of the container. As a control measurement, the PTFE cup was lined with a layer of

3M ESR film, which is know to give close to unit reflectivity over the TPB emission

spectrum, and this configuration didn’t show noticeable variations in light collections.

However, once the 3M film was coated with TPB, the variation factor of ∼2 in light

collection was observed again. In order to evaluate the effects of the glass slide, we

also measured the light collection with the alpha source directly on the TPB coating

of the 3M film. An increase of photon number by a factor of 2-3 was observed, but

the spatial variation factor of ∼2 remained.

4Quartz slides were used in some measurements to reduce ultraviolet light loss.
5The alpha range in WLS is much larger than the coating thickness in this experiment.
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Reflector Materials Relative Light Collection Efficiency6

and WLS Configuration Middle/Top Bottom/Top
PTFE, H:D∼3:1, TPB coated 0.7 0.5

3M foil, H:D∼3:1 ∼1 ∼1
3M foil, H:D∼3:1, TPB coated 0.7 0.5

Special PTFE, H:D∼2:1 - 0.8
Special PTFE, H:D∼2:1, PTP coated - 0.6

Table 4.1: The relative light collection efficiency for different reflector-WLS configurations.

These results were suggesting that the WLS coating was primarily responsible for

the light loss. A explanation for the 3M film measurements was that the WLS changed

the reflection type from specular to diffusive, which increased the average number of

reflections and thus increased the light loss. The WLS quantum efficiency was also

known to cause non-negligible light loss. The spatial variation in an uncoated PTFE

cell (highly crystalline, mostly diffusive reflection, aspect ratio 2:1) was measured to

be 1:0.8, but the variation increased to 1:0.6 after it was coated with WLS.

A optical simulation was used to cross check the measurement results. In the case

of pure Lambertian reflection, an angular-independent reflectivity of 95% was found

to induce a spatial variation of ∼2 at an aspect ratio of height:diameter=3:1. This

equivalent reflectivity of 95% included both the light loss at the reflector interface

and that in the WLS. The simulation also suggested that an aspect ratio to 2:1 could

suppress the spacial variation to ∼1:0.65 and increase the overall light collection

efficiency by 40-50%. We adopted this new aspect ratio in the upgrading to a highly

crystalline PTFE cell at a cost of losing 1/3 of the active mass.

As reported by Ref. [147], the WLS chemical PTP is more transparent to its

emission light and has a higher quantum efficiency, compared to TPB. Therefore, we

switched from TPB to PTP in the hope of improving the light collection. Because the

3M ESR film exhibits a reflectance spectral cutoff around 350 nm, where the emission

6Uncertainty at the level of 5-10% should be expected in these reported values.
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peak of PTP lies, we rejected the possibility of using 3M film as the reflector. A highly

crystalline PTFE cell with height:diameter=2:1 was built for the new measurements.

The light collection measurement was reported in Tab. 4.1, which approximately

agreed with the simulation. The improvement of energy resolution with this new

system could be seen in Fig. 4.9.
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Figure 4.9: Comparison of the atmospheric argon spectra in the preliminary measurement
and after upgrading. The upgrades include replacing the R6233-100 PMT with a R11065
PMT, removing the acrylic light guide, switching to PTP WLS, and reducing the argon
container aspect ratio to height:diameter=2:1 using highly crystalline PTFE.

4.2.3 Investigation of Neutron Backgrounds

At a residual event rate at the level of ∼ 10−3 Hz/keV/kg in the low background

detector, cosmogenic neutron backgrounds may be significant. As we know, elastic

neutron scattering can produce argon nucleus recoils, and these background could be

rejected based on pulse shape discrimination. This possibility was studied using a

40 GS/s Tektronix oscilloscope to take waveform data in the fast-frame mode. The

fast-frame mode enables users to take waveforms continuously, and tens of thousands

of waveforms could be recorded in a single acquisition. The waveforms were saved in

the text (.txt) format for offline pulse shape analysis.
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Figure 4.10: Left: the ratio of prompt argon scintillation to total scintillation for events at
different energies, analyzed on the oscilloscope data; Right: spectra of the electron recoil
and nuclear recoil events in the waveform data, compared to the MCA data.

The pulse shape analysis of the oscilloscope data, as shown in Fig. 4.10 (left),

revealed two groups of events: one with a high fraction of prompt argon scintillation

that was attributed to nuclear recoils and other high ionization events, and the other

one with a low prompt fraction that came from electron recoils. The Fprompt param-

eter, defined as the fraction of argon scintillation light within 200 ns from the trigger7,

was used to distinguish the two group of events. The higher Fprompt band exhibited

a fast decreasing trend because of saturation effects; events with high Fprompt values

had large prompt signal amplitudes, and they got truncated if they went beyond the

range of the oscilloscope. Similar saturation happens to electron recoil events too,

but at a larger energy scale because of the low Fprompt values.

The energy spectra of the electron recoil events and nuclear recoil events are shown

in Fig. 4.10. The nuclear recoil rate went beyond the electron recoils at the energy of

∼250 keV and dominated the event rate in higher energy regions. As a result, a lower

background rate can be obtained in the 39Ar measurement after the nuclear recoil

events were rejected with the Fprompt parameter. However, dead time effect was

observed in the oscilloscope data acquisition and not all valid triggers were recorded8,

7This time window is different from the 100 ns window used in the CAEN digitizer data analysis.
8We note it could be related to the oscilloscope settings. When the trigger was set at values less

than half division of the oscilloscope voltage scale, almost no triggers were observed.
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so no absolute background rate was directly derived in this analysis. We comment that

the overall event spectrum of the waveform data matched the PGT data reasonably

once the rates were scaled, and the high Fprompt backgrounds approximately counted

for half of the residual event rate. It is worth noting that the “bump” structure around

100 keV electron recoil events in Fig. 4.10 was later identified to rise from inelastic

neutron interactions, which couldn’t be rejected by pulse shape analysis but was

significantly reduced by operating the detector underground.

Following the waveform study with the Tektronix oscilloscope, CAEN V1720B

digitizers were acquired for waveform acquisition in the low background detector. A

V1720B unit houses 8 channels of 12 bit 250 MS/s flash ADC waveform digitizers

with 2 V dynamic input range, and can transfer data in real time to a data acquisition

computer via fiber optic links. With a circular buffer design, the digitizer modules

were rated for zero dead time operations.

4.3 Data Analysis in the Main Measurements

After the low background detector was upgraded, waveform signals from the inner

detector PMT were directly digitized by the CAEN digitizers, and the muon veto

signals were logically summed and then digitized by another channel of the digitizers.

The data acquisition was triggered by a voltage threshold on the inner PMT channel,

and 15µs (-5 - 10µs) of waveform data were recorded at each valid trigger. The unix

timestamp and a nanosecond resolution trigger time were also recorded with each

waveform. These raw data were processed offline to reconstruct the physical events.

4.3.1 Energy Calibration and Light Yield

In scintillation detectors, the event energy is usually estimated based on the total

number of detected photons, or equivalently the integral of the scintillation waveform
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in our case. In the low background detector data analysis, the integration was car-

ried out by simply summing over all the digitizer samples after a flat baseline was

subtracted. The baseline value was determined by the average of waveform values in

the pre-trigger window after sparse pulses were removed9.

The translation from waveform integral to energy was realized by taking calibra-

tion with events of known energy. The calibration sources used in this project were

137Cs, 22Na and 39Ar. The 137Cs source was used regularly to monitor the detec-

tor’s energy response, while the 22Na source was only used in early measurements to

check the linearity of liquid argon scintillation. When the detector was operated with

atmospheric argon, the 39Ar electrons were also used as a calibration source.

In external gamma ray calibrations, the 137Cs and 22Na sources were introduced

to a designated position outside the cryostat, at the same height as the center of the

argon container. Because the gamma rays had to penetrate the cryostat, the liquid

argon bath, the copper shielding (2”), the copper wall of the inner detector chamber,

and the PTFE cell, before hitting the active argon volume, significant attenuation

was expected. So strong gamma sources of 10µCi were used to increase statistics.

The calibration spectra were then compared to Monte Carlo simulated spectra to

estimate the detector’s energy scale.

Typical 137Cs calibration spectra are shown in Fig. 4.11. A 137Cs nucleus decays

to an excited state of 137Ba by nuclear beta decay, followed by the emission of a

661.7keV gamma rays with 85.1% branch ratio. The Compton edge of these gamma

ray events was hardly recognizable due to multiple scatterings, and the Compton

continuum region was also populated by interaction of gamma rays that had lost

part of their energy in the shielding. Full energy deposition was unlikely because of

the relatively small detector dimension of Φ2.5” × 5.2” compared to the attenuation

length of ∼4” of 661 keV gamma rays in liquid argon. Because of the broad energy

9A varying local baseline algorithm was also used in some situations, when the baseline exhibited
irregular fluctuations at the time scale of microseconds or larger (usually due to electronic noise).
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resolution, especially from the spacial variation of light collection, the end point of

the 137Cs calibration spectra extended to 800 keV in this example.

Energy/keV
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Figure 4.11: An example fit of two 137Cs calibration spectra – the energy scales of the two
calibration runs differed by ∼20% before scaling; the Geant4 Monte Carlo simulated 137Cs
energy spectrum is also plotted (without statistical smearing).

Besides broadening the energy spectrum, the varying light collection efficiency in

the argon container also caused the observed 137Cs spectra to depend on the source

positions. Although a calibration source holder was installed to ensure the same

source position for all calibration measurements, the 137Cs calibrated energy scale was

not well defined. As a result, the 137Cs calibration data were not used to determine

the energy scale but to monitor the relative change during operation.

Given two 137Cs calibration measurements, the relative energy scale was deter-

mined by spectral comparison. One of the two 137Cs spectra was set to be the ref-

erence, and the other one was multiplied by a scaling factor and compared to the

reference. Three algorithms were used in the comparison: 1) standard χ2 test, 2)

likelihood test [163], and 3) Kolmogorov-Smirnov test; the three approaches usually

yielded results within 1% variation. This calibration method only considered the en-

ergy scale drift but ignored the change in resolution. Fig 4.11 show the energy spectra

of two 137Cs calibration runs, the original energy scales of which differed by ∼20%

but matched reasonably well after scaling.
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The same calibration method was used on the 39Ar decay spectrum when the

detector was operated with atmospheric argon. Because of the low 39Ar event rate

(∼1 Bq/kg and .1 kg active mass), usually hours of data were combined in the spec-

tral comparison. This calibration agreed with the 137Cs calibration to better than 1%

during stable operations. In addition, the 39Ar spectra were believed to give a better

estimate of the detector’s absolute energy scale because the 39Ar decay events were

uniformly distributed within the active volume and their energy spectrum already

included the effects of the spacial dependent light collection.
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Figure 4.12: A fit of the subtracted 39Ar spectrum to the ideal one convolved with an
Gaussian energy resolution function: Gaus(E, σ

√
E); the red curve is the fit and the blue

one shows the spectrum with perfect energy resolution.

During continuous data acquisitions, usually one 137Cs calibration run was taken

every day. Then a continuous correction function (typically polynomials) was derived

from the 137Cs calibrations, and from 39Ar calibrations if possible. This event-by-event

correction was applied to both atmospheric and underground argon data to bring them

to the same energy scale, and the difference between the atmospheric and underground

argon spectra (live time normalized) was fitted to the ideal 39Ar spectrum with energy

resolution. This fit determined both the energy scale and the energy resolution of the

detector. For example, the fit shown in Fig 4.12 yielded an 39Ar rate of 0.59 Hz for
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∼0.56 kg of argon, a light yield of 0.22 keV/p.e., or 4.5 p.e./keV in the conventional

units, and an energy resolution function of σ(E) = (2.7
√

E/keV )keV .

Besides the energy scale of a detector, another useful parameter describing the

detector’s performance is the light yield, defined as the number of photons detected

for unit energy deposition. The light yield is important to understand the detector’s

energy resolutions. In the absence of instrumental noise, the energy resolution of a

scintillation detector is restricted by the observed photon statistics:

σ(E) = E

√
F

N(E)

where N(E) is the photon number detected for energy deposition of E and F is the

Fano factor [164]. This represents the ultimate energy resolution a detector could

achieve. In the case of argon scintillation, the light yield is even more important in

understanding the pulse shape discrimination power.
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Figure 4.13: An example fit of a single photo-electron integral histogram to one Gaussian
centered at 0 representing the pedestal and another Gaussian representing the SPE peak.

The light yield value can be calculated if the detector’s response to single photon,

or single photoelectron in our case, is measured. SPE data are usually acquired by

sending controlled laser pulses to the PMT photocathode, but can also be studied by
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picking out the small pulses in the tail of big pulses. We took the latter approach

because we didn’t implement a laser system in the low background detector. The

selected pulses were then integrated to fill a histogram, as shown in Fig 4.13, which

was then fitted to the expected SPE function:

f(x) = Aspee
− (x−µspe)2

σ2spe + Apede
− x2

σ2
ped

The first Gaussian peak represents the SPE integral and the second one centered at

0 represents the pedestal rising from baseline fluctuations. Due to the presence of

multiple photon occupancy, the fit was carried out below where contributions from

double photoelectron pulses became important. Similarly, we excluded the regions

close to 0 in the fit because of the finite threshold in SPE pulse finding.

Typical light yields of 4-7 photo-electron (p.e.) per keV of energy deposition were

observed in the low background detector. The best values were achieved by pumping

and purging the inner detector chamber at high temperature for several cycles; at the

same time the heat-sensitive components including the scintillation cell and the PMT

were being pumped and purged at room temperature in a different vacuum chamber.

Then the parts were quickly assembled in an argon-rich atmosphere for more pumping

and purging cycles.

As impurities released from the inner detector components accumulated the ar-

gon purity degraded and the light yield decreased. As shown in Fig. 4.14, the typical

degrading rate of light yield was around ∼0.5%/day in carefully prepared measure-

ments, and this low rate was probably due to the low outgassing rate at cryogenic

temperatures. For our average measurement periods of 1-2 weeks, the overall light

yield degrading was not expected to be larger than 10%. No in-run purification of

argon was implemented in the 39Ar measurements, and it was believed to be effective

to monitor and correct the energy scale with calibration sources.
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Figure 4.14: The relative light yield decrease in the atmospheric argon measurement in
June 2011; this plot combined both the 137Cs calibration and 39Ar calibration; the errors
are not explicitly shown because they are significantly smaller than 1%.

In addition to calculating the light yield, the SPE integral could also be used

to estimate the gain of the photomultiplier tube. For example, the fit shown in

Fig 4.13 yielded an SPE peak around 18 counts in a 12 bit CAEN digitizer with 2 V

dynamic input range. Considering the 250 MHz sampling rate and the 50 Ohm input

impedance, the charge collected by the CAEN 1720B digitizer channels is:

Q =
18× 2V

212 × 50Ω× 250MHz
∼ 7× 10−13C

With a MOhm termination resistor on the R11065 PMT base, essentially all anode

charge was transferred to the 50Ω CAEN digitizer, so the gain is estimated as:

G =
Q

e
∼ 4.4× 106

which is at the same order of the nominal PMT gain (5× 106).

It is worth noting that the gain of a PMT, and thus the integral of SPE pulses,

is subjective to operating conditions. For example, the R11065 PMT gain with the

customized base was observed to increased by 10-15% when it was cooled from room
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temperature to liquid argon temperature. This was possibly due to the temperature

dependence of base electronic components. Even at “stable” operation conditions,

the gain could drift up to 5% within a few days. In addition, an empirical rule of the

PMT gain dependence on the voltage is that the gain approximately increases by a

factor of ∼2 for every 100 V increase of voltage.

4.3.2 Study of Slow Argon Scintillation

As discussed in Sec. 2.1, the argon scintillation light consists of a fast component and

a slow component, and the ratio of the two strongly depends on the species of exciting

particles. This property provides the basis of pulse shape discrimination that makes

argon-based dark matter detection possible. However, the slow component of liquid

argon scintillation can be highly quenched by electronegative impurities, in which

case the light yield and the background rejection power degrade. So study of the

slow component lifetime of argon scintillation is critical in monitoring the detector’s

purity level and scintillation efficiency.

Because of the exponential decay of argon scintillation over time, the intensity

of photons drops quickly. Even for high energy events that contain thousands of

photons, the scintillation waveforms mostly consist of discrete photoelectron pulses

after a few microseconds. Thousands of waveforms have to be summed/averaged to

yield a continuous waveform for a statistically acceptable fit. In order to evaluate the

goodness of fit and the uncertainties of the lifetime value, appropriate error bars need

to be assigned to the summed/average waveform.

In the simplest situation where all waveforms to be analyzed have the same am-

plitude, the error bar at each sampling point can be computed statistically. Let ai(tj)

denote the sample value at time tj in the ith waveform, the averaged waveform and
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associated error bars are:

〈a(tj)〉 =
1

N

∑

i

ai(tj)

σ(a(tj)) =

√
1

N

∑

i

(ai(tj)− ā(tj))2 (4.1)

In practice, however, we didn’t have a mono-energetic signal with high enough

rate to carry out this simple lifetime analysis, and often waveforms of very different

amplitudes needed to be combined to yield enough statistics (keep in mind that the

ultimate goal of this project was to reduce background and to achieve a low event

rate). So it was desirable to appropriately propagate the the waveform uncertainties

in the averaging process.

A straightforward way to combine the waveforms with different amplitudes is

to take the direct sum S(tj) =
∑

i ai(tj), as in Eq. 4.1. Intuitively, this summed

waveform can be interpreted as a single waveform with enormous photon statistics

acquired by the system with a perfectly linear response. To evaluate the uncertainties

in this sum, the equation can be rewritten as

S(tj) =
∑

i

ai(tj) =
∑

i

(
ai(tj)∑
j ai(tj)

·
∑

j

ai(tj)

)
(4.2)

which can be taken as the weighted average of the normalized waveform
ai(tj)

Ai
, with

the weight Ai =
∑

j ai(tj) being the waveform integral. Equivalently, we can study

the weighted average instead of the sum, and then the error at each bin is well defined.

〈a(tj)

A
〉 =

1∑
iAi

∑

i

(
(
ai(tj)

Ai
) · Ai

)

σ(
a(tj)

A
) =

√
1∑
iAi

∑

i

(
(
ai(tj)

Ai
− 〈a(tj)

A
〉)2 · Ai

)
(4.3)
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We comment that the interpretation of this direct sum of waveforms as the

weighted average of the normalized waveforms is only an approximation, and correc-

tions can be made to this algorithm. However, when different approaches are taken to

combine the waveforms, similar weighting mechanisms and uncertainty calculations

are expected to be still valid.
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Figure 4.15: An example of the averaged electron recoil waveforms. left: zoomed-in picture
of the pre-trigger baseline; right: an exponential fit to the slow component waveform.

Fig 4.15 shows an example of the averaged waveform over thousands of electron

recoil scintillation events, where the exponential slow component is very prominent.

A χ2 fit was conducted in the time window of [0.75, 7.5] µs, and the lifetime was

determined to be 1.55µs, with an amplitude of 74% compared to the total observed

scintillation light.

An interesting phenomenon is that when many waveforms were averaged, the re-

sultant baseline waveform before the trigger time split into two parallel sub-waveforms,

as illustrated in Fig 4.15 (left). One possible explanation is that each of the 250 MHz

CAEN V1720 digitizers consists of two 125 MHz sub-digitizers, the clocks of which

were intentionally misaligned 4 ns apart to double the frequency. If this hypothesis

is true, a slight offset between the ground potential of the two sub-digitizers could

result in the double baseline phenomenon. However, in order for this hypothetical

ground potential offset to survive the average over many waveforms, samples from
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each sub-digitizers have to be aligned exactly in all waveforms. This is only possible

if triggers from the two sub-digitizers are not distinguished in determining the data

acquisition window. It would introduce a 4 ns uncertainty in the trigger time.

It is shown in Fig. 2.5 that the slow argon scintillation is very sensitive to the elec-

tronegative impurity level, while the fast component doesn’t get significantly affected.

Therefore, the light yield dependence on argon purity is dominated by the quenching

of slow component. In this case the overall light yield can be estimated based on the

observed slow component lifetime. Assuming the argon scintillation only consists of

two independent exponential components,

f(t) =
As
τs
e−

t
τs +

At
τt
e
− t
τt

where the “A”s represent the scintillation amplitudes, the “τ”s represent the scin-

tillation lifetimes, and the subscripts “s” and “t” stand for singlet (fast component)

and triplet (slow component) respectively.

Fig. 2.5 also indicates that the initial intensity of the slow component scintilla-

tion (before the quenching effects start) is not affected by the impurity levels, which

indicates that the ratio of At to τt can be taken as a constant.

At
τt

=
At0
τt0

, At =
τt
τt0
At0 (4.4)

where τt0 and At0 stand for the slow scintillation amplitude and lifetime at zero im-

purity level. Therefore, the total amount of light from both scintillation components,

or equivalently the observed light yield, can be factored as a linear function of the

slow component lifetime:

A = As + At = As +
τt
τt0
At0 ∝ 1 +

At0
As

τt
τt0

(4.5)
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It’s worth noting that if the light yield variation in an argon scintillation detector

is exclusively resulted from the relaxation of the slow component, the light yield as

a function of the slow component lifetime also depends on the ratio of fast-to-slow

scintillation amplitude. As a result, the nuclear recoil energy in an argon detector

can not be corrected based on gamma ray/electron calibrations if slow component

relaxations are involved. Over-corrections of nuclear recoil energy can be caused by

gamma ray calibrations, because nuclear recoils have a smaller slow component and

the effect of slow component quenching is not as significant.

The light yield dependence on the lifetime of slow argon scintillation was studied

with an 241Am source. The 241Am source was embedded in the bottom of the inner

detector chamber (outside) to provide a real time calibration. 241Am nuclei decay to

237Np by emitting alpha particles of 5.6 MeV accompanied by a series of gamma rays.

The most prominent gamma ray branch is at 59.5 keV (36% branch ratio) and was

used to monitor the light yield drift. A typical 241Am spectrum is shown in Fig. 4.16,

which was compared to the Monte Carlo simulated 241Am spectrum with a Gaussian

resolution. The simulated spectrum with perfect energy resolution is also shown.
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Figure 4.16: Left: the calibration spectra of 241Am gamma rays in atmospheric argon;
Right: the degradation of light yield and slow component lifetime.

Approximately 200 hours of data were acquired with the 241Am source, which were

combined in 1 hour bins in the analysis. The position of the 60 keV 241Am gamma
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ray peak, and also the lifetime of the slow component scintillation were evaluated

by χ2 fits in the binned data. To reduce uncertainties from the averaging algorithm,

only events around the 60 keV energy peak were included in the waveform study. The

values of slow component lifetime and the relative light yield are shown in Fig. 4.16.

The degradation rate of the observed light yield was approximately ∼2.95%/day10.

The lifetime values, however, exhibited a slower decreasing rate in the first 1.5 days

and a faster rate afterwards. Similarly, the slow component amplitude relative to

the fast(Fig. 4.17) showed a turnover point around 1 day, having increasing values

before this point and decreasing values after this point. One hypothesis to explain

the conflicting observations is that as the detector components released impurities

into the argon volume, some impurities like water may prefer to condense on the cold

surfaces of the argon container. As a result, the purity of argon degraded slowly,

but the scintillation light was still absorbed by the impurities. After the water layer

saturated the surface, all impurities came into the argon volume and a faster degra-

dation in lifetime was resulted. We comment that during some measurements the

slow component lifetime was observed to increase in the very beginning, and at the

same time the light yield kept decreasing. To avoid complexity, data from the first

1.5 days were excluded from this analysis.

The assumption that the slow component amplitude (normalized to the fast com-

ponent) is proportional to the slow component lifetime (Eq. 4.4) was first tested. The

241Am data are shown in Fig. 4.17, and a proportionality was observed. The slope

was determined to be At/As = 1.85τt(µs), corresponding to a ratio of 0.34 for the

fast to slow scintillation amplitude at a lifetime of 1.6µs. This ratio was reported to

be approximately 0.3 in Ref. [86], approximately consistent to our value. Plugging

10This value was larger than the typical values of <1% due to a possible leak, so we took advantage
of the large lifetime variation in this measurement for light yield study.
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Figure 4.17: Left: the evolution of the slow component amplitude (normalized to the fast
component amplitude) in the 241Am measurements; Right: The dependence of the slow
component amplitude on the slow component lifetime.

the factor of 1.85 into Eq. 4.5, we can get an estimate of the light yield as:

At
As

= 1.85τt, A = As + At ∝ 1 + 1.85(
τt
µs

) (4.6)

This function agrees with the measured light yield data (Fig. 4.16) within 1.5%

over the lifetime range of 1.15-1.4µs (the first 1.5 days of data were excluded), and

the discrepancy may be large for lifetime values outside the fit window. Fitting the

light yield to a linear function of the slow component lifetime returned a slope of 7.2

instead of 1.85; this difference was believed to rise from the light collection process.

For example, a low lifetime value indicated a high impurity level in the detector,

and the impurities can also absorb the scintillation light in addition to quenching the

scintillation. Since Eq. 4.6 only considers the quenching effects, it underestimates

the light yield dependence on the impurity level (slow component lifetime) of argon.

We comment that the light yield and lifetime measurement with another detector

in Princeton University11 revealed a similar factor of At/As = 1.87τs(µs), but the

observed light yield dependence on slow component lifetime was different, indicating

11This detector was dedicated to light yield study for the DarkSide project and was usually referred
to as the 3” detector.
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the light absorption process varies between experiments.

4.3.3 Data Quality and Cuts

In a rate counting experiment like the 39Ar measurement, it is critical to understand

the event acceptance and the live time loss. While we made every effort to reduce

the background event rate, we were also trying to maintain a high event acceptance

level. As will be seen, the event loss due to hardware and software cuts were minimal

in the low background detector.

The V1720 series digitizers were reported by CAEN to have 0 dead time with a

circular memory buffer design. According to the data analysis with the DarkSide-10

detector, which used similar V1720(B) modules in a very intensive data acquisition

situation (250µs data acquisition window for 8 or 14 independent channels, >1,000 Hz

while operated at surface), the system’s dead time was predominately resulted from

the write speed of the data-recording hard disk. This risk was significantly reduced in

the low background detector because of its low event rate (.1 Hz in the underground

operations) and compact data size (2 channels 15µs data acquisition window). What’s

more, the digitizer model V1720B has an extended buffer size (10MS/ch).

However, anomalies such as system instabilities, data acquisition software failure,

or hard drive communication errors, could result in unexpected loss of live time.

Electronic noise and statistical effects such as event pileup could also cause some

valid events to be rejected by the analysis software. The possibility of dead time in

the low background detector data was studied from two approaches: the distribution

of event time and the distribution of time interval between successive events. The

former approach, being intuitive, tells if loss of live time at large time scales exist or

not. The left figure in Fig. 4.18 shows a time spectrum of the event rate in a high

rate 137Cs calibration run taken underground in July 2012. The average event rate

was estimated to be 169.2 Hz, and the instant rates at different times of the run were
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within statistical fluctuations. If the data acquisition system was in a faulty state for

a finite time, we would observe a drop in the event rate in this time window.
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Figure 4.18: Dead time study of a 137Cs calibration run. Left: the event rate spectrum;
Right: distribution of the time interval between successive events, and the insert figure
shows the details of the first 600µs.

The limitation of this simple algorithm is that it doesn’t help to identify systematic

dead time. If the data acquisition system takes a certain time to recover from each

acquisition, live time would be lost after every valid trigger; then the event rate would

remain flat in time, but constantly lower than the true rate. The second approach of

checking the time interval between successive events, however, allows such possibilities

to be investigated. If a process causes a repeated live time loss, the observed time

interval spectrum would exhibit a deficit at the relevant time scales. We will show

that the expected distribution of the time interval between neighboring events is a

simple exponential, depending on the average event rate λ.

For a group of events that occur randomly with certain probability λ in unit time,

the expected number of events in a time interval τ is λτ , and the observed events

number in this time window follows the discrete Poisson distribution:

P (k;λτ) =
e−λτ (λτ)k

k!
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The probability for at least one event to occur before t = τ is:

P (k > 0;λτ) =
∑

k>0

P (k;λτ) = 1− P (0;λτ) = 1− e−λτ

which could be equivalently interpreted as the probability for the first occurrence

time t to be smaller than τ :

P (t < τ ;λ) = 1− e−λτ

which is a cumulative probability distribution function. Taking the derivative, we will

get the differential distribution function f(t) for the first occurrence time t, which is

also the interval between two subsequent events.

f(t) = λe−λt

The figure on the right of Fig. 4.18 shows an example of the exponential distri-

bution on the same 137Cs calibration data set. The slope λ, or the rate parameter of

the Poisson distribution, was fitted to be 169.4 Hz, which agreed excellently with the

previous rate calculation. The insert figure shows the time interval distribution for

the first 600 µs, which allows us to study the possibility of dead time at small time

scales. No statistically significant deficit was observed in the spectrum after 10µs,

which was the end of the data acquisition window after each trigger. The absence of

dead time in the high rate 137Cs calibration run indicated that it was even less likely

for the low rate 39Ar measurements to have significant dead time.

However, the time interval spectrum in Fig. 4.18 (right) reveals a deficit in the

first 10µs. This is an effective dead time due to analysis techniques. Pulses that

arrive within the 10µs acquisition window of another event, usually referred to as

pileup events, were excluded from the analysis. Typical argon scintillation waveforms
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last for 7-8 µs, so two pulses within a 10µs time window usually had significant

overlap and were difficult to unfold. Even if the two pulses can be separated, the

later one is usually not fully contained in the 10µs acquisition window. In addition,

the pileup events rate was estimated to be insignificant and sophisticated analysis

was not necessary. For example, the 10µs acquisition window in the 170 Hz 137Cs

calibration run lead to a loss of live time at the level of

Dead Time = Rate× Time Window = 170Hz × 10µs = 1.7× 10−3 = 0.17%.

As for the 39Ar measurement runs, the typical rate was .1 Hz, which translated into

a dead time of . 1×10−5, essentially negligible. As a result, no attempt to resolve the

pileup events were made, and overlapping pulses would be rejected in the analysis.

As has been discussed, the event time distribution can be altered by live time loss

at large scales (minutes or longer), but is blind to systematic dead time occurring at

small scales (at µs level). On the contrary, the time interval distribution approach

tracks repeated systematic dead time, but doesn’t help occasional loss of live time.

For example, if the data acquisition system crashes or suspends for a while, it only

contributes one insignificant data point to the time interval distribution and may get

overlooked. So it is important to combine both approaches for a complete study on

the dead time issue.

Besides the data acquisition process, dead time can also be caused in the analysis

by applying software cuts. An explicit software cut was the validation of baseline.

Because the waveforms recorded by the CAEN V1720B digitizers carried an offset

(baseline) it had to be subtracted before useful analysis could be done. The baseline

was usually assumed to be a constant offset from 0, and was determined by the flat

waveform section before the trigger. Small pulses, if existing in this window, were

excluded from the baseline calculation. Typical distributions of baseline mean and
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variance within a data run are shown in Fig. 4.19. A baseline was considered bad if it

exhibited larger than normal fluctuations or if its mean value drifted at unreasonably

large rates. In typical data runs approximately 1 out of 105 waveforms were rejected

for having invalid baselines, and visual checks identified that most of the failing ones

were not physical events.
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Figure 4.19: The mean digitizer baseline value and the standard deviation in an atmospheric
argon run taken at KURF, the units are in digitizer sample counts.

A drifting baseline algorithm was also investigated. It calculated a locally averaged

baseline and allowed this average to vary at relatively large time scales (microseconds

or longer). This method was helpful in reducing electronic noise in some waveform

studies. With this algorithm, even fewer waveforms failed the validation check because

of the additional flexibility. However, due to its high computation demand and poorly

understood uncertainty, this algorithm was not used in the 39Ar analysis.

Other software cuts applied in the analysis included a pulse height cut and a pulse

shape discrimination cut. The former requires the signal amplitude to not saturate

the digitizer, and also to pass a certain threshold to reject electronic noise. The PMT

gain and the cuts were configured in a way that the 39Ar analysis window of 50-

800 keV was not impacted. The pulse shape discrimination cut was to reject nuclear

recoil and other heavy ionization backgrounds; the cut efficiency and acceptance will

be discussed as we analyze the specific data sets.
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4.3.4 Monte Carlo Simulation

As shown in the energy calibration discussion, Monte Carlo simulation played an

important role in understanding the detector’s performance when direct calculations

were not possible. The simulation tool used in this project was the Geant4 pack-

age [165, 166], a toolkit to simulate the passage of particles through matter. Geant4

is capable of handling complicated detector geometries and allows users to specify

the materials to be used and the physics processes to be included. The particle

tracking and navigating processes are handled by the Geant4 core, but users are

allowed to take control at various stages, including run level (G4UserRunAction),

event level (G4UserEventAction), particle level (G4UserStackingAction), track level

(G4UserTrackingAction) and interaction level (G4UserSteppingAction).

Figure 4.20: The simplified detector geometry used in the Geant4 simulation.

The geometry of the key components of the low background detector was pro-

grammed in the Geant4 simulation, but many approximations were taken. For exam-
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ple, the inner detector chamber was simplified to a hollow copper cylinder with two

end caps, while the top flanges and feedthroughs were ignored. Similarly the cryostat

and the veto panels were approximated as a cylinder and a box respectively. Geome-

tries of the inner detector components were followed to the best of our knowledge.

In many calibration simulations and radioactive background simulations, radioac-

tive decays were involved. However, the time tracking algorithm in native Geant4 was

found to be incapable of maintaining necessary time resolution at large time values.

Geant4 records all time information in the unit of nanoseconds, and the global time,

defined as the time in the laboratory frame since the start of the event, can get too

large to be sensitive to nanosecond variations. For example, a double accuracy vari-

able can represent numbers ranging from 10−308 to 10308, but it could not differentiate

1016+1 from 1016. The global time in Geant4 is defined as a double accuracy variable,

and its value can exceed 1016ns (116 days) if long lived radionuclides are simulated.

When this happens, two interactions separated by nanoseconds may be mistaken as

simultaneous and the analysis is biased.

We solved this problem by defining an upper limit for the global time. Every time a

new particle was pushed into the particle stack, its global time was compared with this

limit in the G4UserStackingAction class. If the limit was exceeded, the particle was

terminated in the current event after the particle information was stored. Then these

stored particles would be regenerated as primary particles in the next event. Because

the time limit was at the level of 100 days, no interactions other than radioactive

decays would be affected by this fix.

The output of the Geant4 simulation was interaction information (or hit in the

Geant4 terminology) that happened in the sensitive volumes. In order to compare

with physical events, the saved hit information had to be clustered according to the

detector’s expected response to particle interactions. For example, the low back-

ground detector was blind to the position of scintillation events, so interactions that
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occurred at different positions in the argon volume, such as multiple gamma ray scat-

tering, needed to be combined. On the contrary, the detector was able to resolve

events separated by several microseconds, and such Geant4 hits had to be resolved

as different events even if they were be produced by the same primary particle.

Besides simulating the calibration sources, the Geant4 tool was also used to simu-

late the detector backgrounds in the 39Ar measurements. The radioactivity of various

detector components were measured or estimated, and these values were extrapolated

into detector background in the 39Ar analysis region using the Geant4 simulation tool.

This will be discussed in Sec. 4.5.1.

4.4 The Main Measurement Campaign

As the low background detector was under upgrading in early 2011, it was operated

and tested for several cycles in Princeton University. During this time, the analysis

techniques discussed in the Sec. 4.3 were developed. We also developed a few ap-

proaches to estimate the 39Ar content in the underground argon sample based on the

atmospheric argon and underground argon data acquired during these operations.

In summer 2011 the detector was relocated to the Kimballton Underground Re-

search Facility (KURF laboratory) in Ripplemead, VA. The rocks above the KURF

lab provided a 1450 meters of water equivalent shielding against cosmic rays, and

the muon flux in the lab was measured using the plastic muon veto panels to be ∼1

µ/m2/s, or ∼10,000 times lower than that at surface. The first 39Ar measurement at

KURF took place from May 2011 to June 2011, using an early (2009) underground

argon sample from the Cortez site. The data yielded an upper limit of 0.65% on

the 39Ar content in the underground argon compared to atmospheric after identified

backgrounds were subtracted.

Then the low background detector was upgraded again in the hope of reducing
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backgrounds that were identified in the 2011 measurement, and a new measurement

campaign was launched in 2012. A ∼1 kg sample of underground argon taken from a

batch of ∼100 kg processed by a fractional distillation column [129] in Fermilab was

used in the 2012 measurement, and this batch was to be used in the DarkSide-50

dark matter detector. A low 39Ar level was confirmed, but the limit was higher than

the 2011 measurement because of unidentified backgrounds.

In each of the measurement campaigns, the detector was first filled with high

purity atmospheric argon (≥99.9997% before being purified by the detector’s gas

handling system) manufactured by AirGas East to study the detector performance,

which also set the reference for the 39Ar study. Then the detector was warmed

up, pumped and purged before the underground argon sample was filled. To keep

consistent background levels for the 39Ar analysis, no change other than the gas

sample was made between the two measurements.

4.4.1 The Measurement at Surface

Approximately 94 hours of atmospheric argon data and 376 hours of underground

argon data were acquired in the surface measurement campaign from Feb 2011 to

March 2011. Typical light yield values ranged from 6-6.5 p.e./keV, and the slow

component lifetime was observed between 1.45µs and 1.55µs. The detector operation

was very stable, as illustrated in Fig. 4.21 (left). The slow component lifetime in the

underground argon measurement increased sharply in the first two days, and then

decreased very slowly at a rate of 0.004µs/day. The light yield was decreasing at a

rate of ∼0.4%/day for 18 days.

The trigger rate in the underground argon runs was approximately 3.7 Hz, and

2.5 Hz of them had one or more muon veto signals. The distribution of veto signal

time relative to the inner PMT trigger time is shown in Fig. 4.21. The prominent peak

at time 0 was attributed to prompt interaction of cosmic muons or other high energy
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Figure 4.21: Left: the lifetime of the slow component argon scintillation observed in the
underground argon measurement in March 2011; Right: the arrival time of muon veto
signals relative to the trigger time of the inner PMT signal.

particles with argon, and the flat part of the spectrum after time 0 was explained as

false coincidences. Events with veto signals between -5µs and 0 included both false

coincidences and delayed coincidences, and were rejected in the analysis. Dead time

due to the 5µs veto window was estimated to be ∼1% at an average veto rate of

∼2000 Hz, and the false coincidence rate was calculated to be ∼0.5% of the valid veto

rate.
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Figure 4.22: Left: the Fprompt value at different energies measured in the March 2011
underground argon measurement. The upper band was attributed to nuclear recoils and
other heavily ionizing particles; the lower band was attributed to electron recoil events.
Right: The Fprompt distribution for events at the energy around 50 keV.

The Fprompt distribution of underground argon data after the muon veto cut is

shown in Fig. 4.22 (left). The Fprompt parameter was defined to be the fraction of
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argon scintillation light in the first 100 ns after the trigger, which was reported to

be most sensitive to interacting particle species. Similar to the data acquired with

the Tektronix oscilloscope shown in Fig. 4.10, two group of events with distinctive

Fprompt values were observed. The events with higher Fprompt values included

neutron induced argon nuclear recoils and other heavily ionizing particles, and the

lower Fprompt ones were electron recoil events. The Fprompt values in the upper

band decreased after 600 keV because they saturated the digitizer; similar saturation

effect also happened to the lower band but at much higher energies. Unlike direct

dark matter search experiments that reject electron recoils and retain nuclear recoil

events, we retained the electron recoil events for the 39Ar analysis.

The Fprompt cut was chosen to reject as many nuclear recoil events as possible

and retain a high electron recoils acceptance. Because the Fprompt discrimination

power decreases at low energies [102,167], we chose an analysis threshold of 50 keV to

avoid significant signal loss and background contamination. The Fprompt cut was set

at 0.5, independent of energy, which yielded an electron recoil acceptance of >99.9%

at 50 keV and a background rejection efficiency of >99% according to Gaussian fits.

At higher energies the Fprompt discrimination power was expected to be higher. We

note that the events in the upper band with decreasing Fprompt values after 600 keV

were rejected by a digitizer saturation cut.

The underground argon spectra with and without cuts are shown in Fig. 4.23.

The atmospheric argon spectrum with both muon cut and PSD cut are also plotted

as a reference. The event rate in the underground argon data before any cuts was

1.75 Hz/kg from 50 keV to 800 keV, and it was reduced to 0.38 Hz/kg after the muon

veto cut was applied. The pulse shape discrimination cut brought the rate further

down to 0.26 Hz/kg, where approximately half of the events were associated with the

bump structure around 100 keV. This bump structure was observed in the atmospheric

argon spectrum, and it was later identified to rise from inelastic neutron scattering
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Figure 4.23: The underground argon (UAr) spectrum measured in March 2011, with differ-
ent cuts; the atmospheric argon (NAr) spectrum with cuts is also shown. The underground
argon spectrum with only muon cut decreased sharply around 700-800 keV because the
digitizer saturation cut removed most of the high Fprompt events.

with 19F nuclei in PTFE.

A simple estimation of 39Ar activity in the underground argon sample can be

made by comparing the rate with that of the atmospheric argon. The event rate

between 50-800 keV in the atmospheric argon data was measured to be 1.13 Hz/kg,

0.87 Hz/kg higher than that in the underground argon. Based on the ideal 39Ar spec-

trum, 89.8% of the decay events occur in the 50-800 keV energy window, from which

we can derive an overall 39Ar rate difference of 0.97 Hz/kg between the atmospheric

and underground argon. We comment that a perfect energy resolution was assumed

in this estimation, but in practice a finite energy resolution would cause events to

spread out. Considering the rising spectrum shape of 39Ar decays around 50 keV,

events would be lost to lower observed energy on average, so the difference of 39Ar ac-

tivity between the atmospheric argon and underground argon could be ≥0.97 Bq/kg.

Since the 39Ar activity in atmospheric argon was reported to be ∼1 Bq/kg, the 39Ar

level in the underground argon sample was consistent with 0.

The background in these measurements was also studied. Fig. 4.24 (left) shows the

Fprompt distribution of events rejected by the muon veto coincidences. The events
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Figure 4.24: Left: the Fprompt distribution of events in coincidence with muon veto signals;
Right: the Fprompt distribution of events without muon coincidence signals; the insert
figures show the distribution below 2.5 MeV.

that saturated the digitizer are also shown, so the Fprompt values in the upper band

noticeably decrease as energy goes up. It can be seen that most of these cosmogenic

backgrounds lie in the electron recoil band, but the Fprompt distribution extended

up to Fprompt ∼1 at low energies. The unit Fprompt events were usually assumed

to be Cherenkov radiations, and the events with Fprompt values between the electron

recoil band and the Cherenkov radiation band were explained as mixtures of the two

types. A simple model to predict the effective Fprompt value of such mixture events

could be described as

F ′p(E
′) =

E × Fp(E) + EC
E + EC

=
(E ′ − EC)× Fp(E ′ − EC) + EC

E ′

where E is the energy of the electron recoil event, EC is the equivalent Cherenkov

radiation energy, E ′ = E + EC is the apparent energy of the mixed event, Fp(E) is

the Fprompt value of electron recoil events, and F ′p(E
′) is the effective Fprompt value

for the mixed energy E ′. An example of the model predicted F ′p(E
′) curve is shown

in Fig. 4.24 (insert of the left plot), which followed the data reasonably.

In addition to the electron recoils and Cherenkov radiations, there is also a group

of high energy events (500-2500 keV electron equivalent energy, or keVee) with high
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Fprompt values. The spread of these events was very similar to that of the events

without muon coincidences, as shown in Fig. 4.24 (right). The rate of these events

was approximately 1% of that without veto signals, which was consistent with random

muon coincidence rate. High Fprompt value cosmogenic events also existed in very

high energy windows from 4000 keVee up to 10000 keVee (saturation effects were not

corrected, and the real energy could be higher), but they were effectively removed by

applying the muon veto cut.

The high Fprompt events from 500 keVee to 2500 keVee (uncorrected) were found

to dominate the residual events in high energy regions after muon veto cut. A peak

structure can be observed at∼1700 keVee with Fprompt∼0.55, shown in Fig. 4.24 (right).

The energy can be corrected to ∼3000 keVee if we assume an unbiased Fprompt value

of 0.75, as that for very low energy events. Because of the high rate (∼0.2 Hz/kg),

these events were attributed to cosmic ray interactions. Cosmic rays are the most

prevalent background next to environmental gamma rays at the Earth’s surface, but

gamma rays were expected to be highly attenuated by the lead shielding and copper

shielding in the low background detector. Even if gamma rays penetrate the shielding

and hit the detector they would appear in the electron recoil band. We comment that

this cosmic ray explanation was confirmed by the underground measurement, where

the rate of these events were significantly reduced. Since these events couldn’t be

efficiently rejected by the muon veto system, they were believed to originate from

neutral cosmic ray particles, or delayed muon interactions.

One possible explanation of these high Fprompt events was argon nuclear recoil

induced by high energy cosmogenic neutrons. If this is the case, the observed electron

equivalent energy needed to be corrected with a relative quenching factor of 0.25-0.3

to obtain the original nuclear recoil energy [59, 168, 169], which would be ∼10 MeV.

Kinematic calculations dictate that a neutron can not transfer more than ∼10% of

its kinetic energy to an argon nucleus in an elastic scattering, and this would lead
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to a neutron energy of ≥100 MeV. Cosmogenic neutrons at such high energy are

known to exist [170], but only at insignificant rates. What’s more, in the case of low

energy elastic neutron-nuclei scattering, the nuclear recoil spectrum is flat below the

maximum allowed energy transfer

ER ≤ 4EnmnM/(mn +M)2

where E is the incident neutron energy, as illustrated in Fig. 4.25. Generally we don’t

expect such a prominent peak in the nuclear recoil spectrum12.
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Figure 4.25: Left: the illustrative energy spectrum of recoiled argon nuclei from elastic
scattering with mono-energetic neutrons; the scattering is assumed to be isotropic and at
low energies; Right: the cross section of (n, α) reaction on 40Ar.

An alternative possibility was ions produced by neutron interactions in argon.

Alpha particles or protons can be produced by (n, α) or (n, p) reactions in argon,

and their scintillation don’t get seriously quenched as nuclear recoils. As shown in

the surface background study in Sec. A.3.2, alpha decays can produce similar high

Fprompt events. In this scenario, the peak at ∼3 MeV may be explained as ∼3-

4 MeV for alpha particles or protons13, which is a reasonable energy scale for neutron

interaction products. For example, the cross section resonance in Fig. 4.25 (right)

12The nuclear form factor may induce peaks in the recoil energy spectrum, but the amplitude is
not expected to be so significant.

13If alphas and protons have a smaller Fprompt value than that of nuclear recoils (0.75 as we used

in this correction), the particle energy could be even lower, like 2-3 MeV.
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could produce an alpha peak in the MeV range. However, the cross section for such

interactions does not seem to be large enough to account for the observed event rate.

We comment that the rate of these high Fprompt events was similar to that of the

inelastic neutron scattering on 19F in PTFE, but the 19F scattering cross section is

hundreds of times larger. Therefore, the origin of these events remains unknown.
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Figure 4.27: The low background detector with 1ft of water shielding.
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Figure 4.26: Left: a picture of the low background detector with 1ft of water shielding on
the side; the top was not installed when the picture was taken. Right, the high Fprompt
value (nuclear recoils and other heavy ionizations) events spectra (top) and the electron
recoil event spectra (bottom) with and without water shielding.

Because various backgrounds in the low background detector were believed to

associate with neutrons, 1 ft of water shielding was installed around the detector

during one measurement in an attempt to reduce neutron backgrounds, as illus-

trated in Fig 4.26. The water shielding reduced the high Fprompt events rate by

3.6×10−2 Hz/kg below 100 keV, while making little difference at higher energies. The

spectrum of the reduced events had an exponential decay shape with a decay energy

scale of ∼17 keVee, and they were attributed to neutron induced nuclear recoils. The

high Fprompt events at higher energy were not significantly affected, indicating that
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they were produced by very high energy neutrons14 or other cosmic ray particles.

We were not able to study the effects of the water shielding on the inelastic neu-

tron scattering rate on 19F (110 keV) because the calibration 241Am gamma rays were

dominating the electron recoil spectrum below 250 keV.The rate reduction of high

energy electron recoils was minimal (∼ 1×10−3 Hz/kg/100keV).

4.4.2 Measurement at KURF - 2011

Different approaches, including rate analysis, background simulation and spectral fits,

were attempted to evaluate the 39Ar activity in the underground argon sample from

Princeton measurements, but the sensitivity was restricted by the high cosmic ray

flux. The low background detector was then relocated to the Kimballton Underground

Research Facility (KURF) in Ripplemead, VA. The limestone above the underground

laboratory provided ∼1450 meters of water equivalence shielding against cosmic rays,

and the cosmic muon rate was measured to be ∼10,000 times lower than that at

surface. The level of airborne radon concentration in the lab was reported to be

comparable to the surface values.

Figure 4.27: Left: a mine forklift lifting lead bricks for the detector shielding; Right: the
lab F250 truck loaded with two liquid argon dewars; from left to right: Prof. R. Bruce
Vogelaar, Geoffrey Lou Guray, and Dave Holtz.

14The mean free path of 10 MeV neutrons is approximately 10 cm in water, and the MeV neutrons
are expected to be affected by the water shielding. This disfavored the neutron origin for these high
Fprompt high energy events.
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We received generous help from the Lhoist mining company both in personnel

and in equipment as the detector parts were transported underground. After the

detector was initially set up with help from the mining company, the transport of

equipment and materials, such as liquid argon, was carried out with a pickup truck

owned by Virginia Tech. Fig. 4.27 (right) shows a picture of two storage liquid argon

cryostats on the pickup truck, and a tailgate lift was used to load and unload the

cryostats. Extreme care had to be taken while driving on the unpaved road in the non-

luminated tunnels, where the traffic was dominated by heavy duty mine trucks. The

water shielding was not used in the underground measurements due to transporting

and lifting limitations.

The first 39Ar measurement at KURF took place from June 2011 to July 2011.

The underground argon sample measured was extracted from the Cortez site in 2009,

which was also used in the measurements in Princeton University. Approximately

200 hours of atmospheric argon data and 150 hours of underground argon data were

collected in this campaign.

Electric breakdown in the inner detector chamber was observed when the R11065

PMT was operated at a typical voltage of 1300-1400 V15, so a reduced voltage of

1200 V was used in these measurements. As a result, it was difficult to distinguish

the single photo-electron (SPE) pulses from baseline fluctuations in the waveforms,

and the absolute light yield was not directly measured. Estimations of light yield were

made based on the PMT gain dependence on operation voltages and was cross checked

with the slow component lifetime. The light yield value was approximately 5p.e./keV,

and the degradation rate was measured to be ≤0.5% per day. The compromised light

yield and lifetime (∼1.32µs) values were possibly due to the exposure of the inner

detector components to the dusty mine atmosphere during assembly, and the pumping

/purging time was also limited in the underground operations.

15The problem was possibly due to a faulty high voltage feedthrough. The problem didn’t show
up in the 2012 measurement when the feedthrough was replaced.
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Figure 4.28: The arrival time of muon veto signals relative to the inner PMT trigger time
at KURF. The low muon rate can be seen by comparing to the surface data (Fig. 4.21).

The trigger rate in this measurement was approximately 0.04 Hz in the under-

ground argon runs and 0.6 Hz in the atmospheric argon runs. The valid muon veto

coincidence rate was estimated to be 3.2×10−4 Hz from the spectrum of the muon

arrival time in Fig. 4.28, which was less than one percent of the trigger rate in the

underground argon data. Compared to the muon coincidence rate of 2.4 Hz at sur-

face, the reduction factor was calculated to be ∼7,500, which was consistent with the

independent muon flux measurement (∼10,000). Because of the low muon rate, the

anti-coincidence cut was not applied in the analysis to avoid dead time.

The event rate in the (50, 800) keV energy window was integrated to be 3.7×10−2 Hz

/kg in the underground argon data, and the pulse shape discrimination reduced the

value to 3.3×10−2 Hz/kg. This residual event rate was approximately 50 times lower

than the raw surface rate (1.75 Hz/kg), or ∼8 times lower than the surface rate with

both muon veto cut and PSD cut applied (0.26 Hz/kg). The rate comparison con-

firmed that the residual event were primarily due to sources other than cosmic rays;

otherwise, the event rate would decrease by a similar factor of 7,500-10,000 as the

muon flux rate, instead of ∼50 as observed.

Compared to the underground argon energy spectra measured at surface, the
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Figure 4.29: Left: the energy spectra of atmospheric argon and underground argon taken
at KURF in June 2011; nuclear recoil events were rejected; Right: comparison of the
underground argon spectra taken at surface and underground.

peak structure around 100 keV electron recoil events was significantly reduced. This

peak was attributed to the inelastic scattering of fast neutrons with fluorine in the

PTFE parts, which produced gamma rays at 87.3 keV, 109,9 keV and 197.1 keV. If

the gamma rays lost part of their energy before going into the argon volume (back

scattering), they could produce a very broad peak region as observed. This inelastic

neutron scattering hypothesis was also confirmed with data from an 252Cf neutron

calibration measurement, as will be discussed later in this section.

The residual event rate in the atmospheric argon data after PSD cut was 0.93 Hz/kg

in the same energy window of (50, 800) keV, approximately 0.90 Hz/kg higher than

the underground argon rate. Keep in mind that 89.8% of 39Ar decay events occur in

this energy window with a perfect energy resolution, the rate difference was consis-

tent with the nominal 39Ar activity of ∼1 Bq/kg in atmospheric argon, and the 39Ar

concentration in the underground argon could be 0. However, we didn’t calculate

the 39Ar activity in the underground argon using this method because of the large

uncertainty in the atmospheric argon activity (1 Bq/kg, ∼8%). This method was also

subjected to the uncertainty in the volume of the argon container (0.56 kg, 2-3%),

and the uncertainty in the detector energy resolution (undetermined).

The ratio of the underground argon event rate to the atmospheric argon rate, on
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Figure 4.30: The ratio of the event rate in the underground argon to that in atmospheric
argon for data taken at KURF in June 2011.

the contrary, was robust against these uncertainties, and was used in the 39Ar analysis.

Fig 4.30 shows the ratio of the two energy spectra in different energy regions. The

plot indicated that the best energy window to obtain an 39Ar limit was from 300 to

400 keV. The residual event rate in this energy window was (3.34±0.11) mHz/kg in

the underground argon data, which was (1.71±0.05)% of that in atmospheric argon.

With a conservative assumption that all the residual events in the underground argon

spectrum were due to 39Ar decays, this ratio can be taken as an estimate of the

relative 39Ar activity in underground argon compared to atmospheric. However, the

measured event rate in underground argon was known to include background events,

this estimate must be taken only as a conservative upper limit.

An example of the backgrounds in the 39Ar measurement was an 252Cf neutron

source. At the last day of the measurement, we were informed that a weak 252Cf

neutron source (∼5000n/s) stored in the KURF lab was blamed for inducing back-

grounds in another KURF experiment16. The 252Cf source was stored approximately

45 ft away from the low background detector and was not considered as a signifi-

cant source of background. However, after the 252Cf source was removed from the

16The experiment that reported neutron contamination was ∼10 ft away from the 252Cf source.
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lab, the event rate in the low background detector dropped from 3.3×10−2 Hz/kg to

∼2.6×10−2 Hz/kg in the (50, 800) keV window, and the rate from 300 keV to 400 keV

dropped by ∼40% to 1.9×10−2 Hz/kg. Unfortunately, the detector was scheduled to

shut down, and continuing operations was not a possible option. As a result, only 4

hours of 252Cf-free data were acquired. The energy spectrum is shown in Fig. 4.31

(left), along with the data having the 252Cf contamination.
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Figure 4.31: Left: the comparison of the underground argon data with and without the
252Cf source contamination; Right: the spectrum taken with the 252Cf source ∼2 ft away
from the low background detector, compared to the difference of the electron recoil spectra
at surface and underground.

To study the 252Cf contamination events, we also acquired data with the 252Cf

source very close (∼2 ft) to the low background detector. The neutron induced elec-

tron recoil event spectrum is shown in Fig. 4.31 (right). A prominent peak was ob-

served around 100 keV, which confirmed the hypothesis of inelastic neutron scattering

with 19F in PTFE. High energy electron recoils were also produced by the neutron

source, and they were explained as gamma rays emerging from neutron capture on

various detector components.

We have discussed a similar peak structure in the electron recoil background in

surface measurements, but it was not observed in the underground measurements,

as shown in Fig. 4.29 (right). The difference of the electron recoil spectra measured

at surface and underground is compared to the 252Cf neutron induced spectrum in
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FIg. 4.31. The two spectra have been scaled to have the same rate from 250 keV to

800 keV. The two spectra have almost identical shapes at all energies, which indicates

that a large fraction of the electron recoil backgrounds in surface measurements are

also due to neutrons. The ∼100 keV energy peak is slightly smaller in the 252Cf

data, possibly due to a less significant fast neutron component in the 252Cf neutrons

compared to cosmogenic neutrons.

Energy/keV
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

p
r
o
m
p
t

F

0

0.2

0.4

0.6

0.8

1

1.2

1

10

210

310

Energy/keV
0 10 20 30 40 50 60 70 80 90 100

p
r
o
m
p
t

F
0

0.2

0.4

0.6

0.8

1

1.2

1

10

210

Figure 4.32: The Fprompt and energy distribution of the atmospheric argon data taken at
KURF in June 2011; the insert figure shows the distribution below 100 keV.

Although the high Fprompt backgrounds have been rejected by the pulse shape

discrimination method, it is important to compare the rate at surface and under-

ground to understand their origin. The Fprompt distribution of the atmospheric

argon data in the KURF measurement is shown in Fig 4.32, where two peaks are

observed in the top Fprompt band. The first one, with a rate of ∼2×10−3 Hz/kg, had

an apparent energy of 1500 keVee at Fprompt∼ 0.71. The energy can be corrected

to ∼1750 keVee if we assumed an unbiased Fprompt value of 0.75. The second peak,

with a rate of ∼6×10−3 Hz/kg, has a apparent energy of 2600 keVee at a Fprompt

value of 0.62, which can be corrected to 3950 keVee at Fprompt∼0.75.

The overall rate of these high Fprompt events decreased by a factor of ∼25 in the

underground measurements compared to the surface measurements. This significant

160



reduction indicated that theses events may be related to cosmic rays. The rate reduc-

tion factor of ∼25 compared to that of the muons (7,500-10,000), however, required

other production mechanisms than cosmic rays to exist underground. We comment

that remaining cosmic muons tend to have higher average energies at deeper loca-

tions, and thus have higher neutron yields [171], but this correction was not expected

to explain the dramatic difference between the muon reduction factor of ∼10,000 and

the high Fprompt events reduction factor of ∼25.

The origin of these high energy, high Fprompt events is still not known, and we will

summarize all that we have learned. These events did not arrive in time coincidence

(5µs window) with muon veto signals, but got significantly reduced in underground

measurements. They are possibly due to cosmogenic neutral particles like neutrons,

and the rate is close to that of the inelastic neutron scattering with PTFE in surface

measurements. However, these events didn’t get significantly reduced by 1 ft of water

shielding, and were not efficiently produced by 252Cf neutrons. If they rise from

neutron induced nuclear recoils, the nuclear quenching effect and kinematics would

require the original neutrons to have high flux with &100 MeV energy, and it couldn’t

explain the prominent peak structure. Another possibility is neutron induced alphas

or protons, but the interaction cross section doesn’t seem to explain the rate. In

addition, sources other than cosmic rays may exist because the event rate doesn’t

scale down with the muon flux in the underground measurements.

We comment that these events were also observed in another liquid argon detector

operated in Princeton in 2013. The high Fprompt event rate per unit mass was

a few times lower than that in the low background detector, but can be taken as

consistent given the different detector configurations and shielding. This detector

had two PMTs, both of which detected such high Fprompt events with comparable

signal amplitude; this excluded the possibility of PMT/electronics effects as sources

of such signals. An AmBe neutron source used in the calibration might have produced
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events in this window, but the result was inconclusive due to low statistics.

4.4.3 Measurement at KURF - 2012

Following the 2011 measurement at KURF, the low background was upgraded again

in the hope of further reducing background and improving light collection.The mod-

ifications were made based on the background analysis of the 2011 data, as will be

discussed in Sec. 4.5.1.

1. A new PMT model R11065-10 was made available by Hamamatsu, which had

a lower radioactivity level than R11065. However, the PMT was found to spark

in argon gas, and a cryogenic epoxy coating with unknown radioactivity was

used to to fix the problem.

2. We modified the detector’s high voltage feedthrough by adding mylar films and

epoxy to enhance its high voltage performance; it was tested to work in pure

argon gas up to 2000 V. We also switched to a negative high voltage PMT base,

which worked in argon gas and had a low radioactivity.

3. We replaced the highly crystalline PTFE argon container with a Spectralon cell

with an aspect ratio of height:diameter≈1:1 r to improve the light collection.

This measurement campaign began in July 2012 and ended in August 2012. Ap-

proximately 40 kg·hr of data were collected for both atmospheric argon and under-

ground argon. The underground argon sample used was a ∼0.4 kg sample from a

batch of ∼100 kg that was extracted from the Cortez site in 2011 and was processed

by a distillation column at Fermilab. This batch of underground argon was to be

used in the DarkSide-50 dark matter detector, which was going to be the first dark

matter detector utilizing low 39Ar-activity argon and an active neutron veto.

As suggested by the 2011 data, the muon veto system was not used in this mea-

surement, and we confirmed with the KURF lab administrative that no artificial

162



neutron sources existed in the lab area. The R11065-10 PMT was operated stably at

a voltage of 1400 V, which yielded clean single photoelectron pulses. The light yield

was measured to be ∼ 5.4p.e./keV in the atmospheric argon run and ∼20% lower in

the underground argon run17. The measured slow component lifetime value ranged

between ∼1.2-1.35µs.
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Figure 4.33: Comparison of the underground argon spectrum measured in 2012 with that
in 2011; the rates have been corrected by sensitive masses.

The recorded underground argon spectrum from this measurement is shown in

Fig 4.33, compared to that of the 2011 measurement. The two spectra were very

similar both in shape and in rate. A slight rate decrease was observed around 110 keV

in the 2012 data, possibly due to the removal of the 252Cf neutron source. However,

the event rate in the 2012 measurement was higher than that of 2011 measurement

in energy regions higher than 200 keV.

The residual event rate in the underground argon after pulse shape discrimination

was 3.7×10−2 Hz/kg in the (50, 800) keV energy window, and 3.9×10−3 Hz/kg in the

(300, 400) keV energy window, compared to the 2011 values of 3.3×10−2 Hz/kg and

3.3×10−3 Hz/kg respectively. Due to the slightly different spectral shape, we chose a

different energy window of 280-380 keV for a rate analysis. A conservative 39Ar limit

17The underground argon processed by the distillation column had a nominal purity of 99.9%,
and we purified this gas for a few cycles before the light yield reached this value.
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of 2.0% could be obtained by comparing the event rate in the underground argon and

atmospheric argon, assuming all residual events in the underground argon were 39Ar

decays. Again, the detector backgrounds were ignored and thus the result must be

taken as a conservative upper limit.
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Figure 4.34: Left: the event rate from 300 keV to 800 keV in the 2011 measurement; Right:
the event rate in the same energy window in the 2012 measurement.

The origin of the additional electron recoil background in the 2012 measurement

was not identified, but the background event rate was found to decrease with time.

The event rate between 300 and 800 keV was found to decrease by ∼30% in 70 hours

according to a linear fit, as illustrated in Fig. 4.34. The 2011 rate in the same

energy window, also shown in Fig. 4.34, was statistically stable; the time dependence

was .8% in 160 hours. If we assume the decrease of event rate was due to radon

contamination, the 39Ar limit obtained from rate comparison could be reduced to

∼1%. However, no conclusion has been made due to the low statistics.

In addition to the contamination in electron recoil events, the high Fprompt event

rate also increased compared to 2011 data. Fig. 4.35 shows the Fprompt distribution

for the atmospheric argon data taken in the 2012 measurement, which had a similar

structure to that of the 2011 data (Fig. 4.32). The digitizer saturation effect was

observed at lower energies compared to the 2011 measurement because of the higher

PMT voltage (higher gain) used. The event rate at the first high Fprompt peak was
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estimated to be ∼1.5×10−2 Hz/kg, and the second had a rate of ∼4×10−3 Hz/kg. The

total event rate was approximately 2 times higher than that of the 2011 measurement,

which had a rate of ∼2×10−3 Hz/kg and ∼6×10−3 Hz/kg respectively.
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Figure 4.35: The Fprompt and energy distribution of the atmospheric argon data taken in
2012; the insert figure shows the distribution below 100 keV.

Similar to the electron recoil events, the rate of these high Fprompt events also

decreased with time, by approximately 50% over 70 hours, as shown in Fig. 4.36.

The rate of these events was relatively stable in the 2011 measurement and also in

the surface measurements. The atmospheric argon rate in the 2012 data was ∼30%

lower than that in the underground argon, but had a similar decreasing trend18.

The decreasing rate in both high and low Fprompt event was unlikely to be due

to hardware problems because the rates of decreasing were different. In addition,

the atmospheric argon data had a stable 39Ar rate though the high Fprompt event

rate was decreasing. This observation suggested that radon and its progeny could

be one source of these events, as alpha particles are good candidates to these high

Fprompt events. However, it is unlikely for the underground argon to have a similar

radon content with the atmospheric argon; or if the radon emerged from the inner

detector parts, they had to be recharged to the same level between the atmospheric

18The high Fprompt event rates in underground and atmospheric argon were very similar in the
surface measurements and in the 2011 measurements.
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and underground argon measurements.
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Figure 4.36: Left: the high Fprompt event rate above 1000 keVee in the 2011 underground
argon measurement; Right: the event rate in the 2012 underground argon measurement.

The insert figure of Fig. 4.35 shows the Fprompt distribution for energies below

100 keV, where there is a group of events around Fprompt∼1, which was not observed

in the 2011 measurement (Fig. 4.32). The Fprompt∼1 events are usually attributed to

Cherenkov radiation of charged particles in the quartz window of the PMT, and other

possibilities include scintillation signals in the WLS and PMT after pulses resulted

by ionization of residual gas in the PMT case. But none of these possibilities have

been identified. The event rate was estimated to be 1-2×10−2 Hz in ∼0.42 kg of liquid

argon.

Despite of the various unknown backgrounds in the 2012 measurement, we con-

firmed the low 39Ar activity in the batch-processed underground argon to be used in

the DarkSide-50 dark matter detector. The DarkSide-50 detector is expected to yield

the ultimate 39Ar content measurement in this batch.

4.5 39Ar Analysis

We have shown that a conservative 39Ar limit of ∼2% can be obtained by comparing

the underground argon spectrum with the atmospheric one and assuming that all the
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residual events in the underground argon were due to 39Ar decays. However, various

backgrounds were known to exist in the detector, as indicated by the presence of

events outside the 39Ar energy window. A more stringent limit on the 39Ar activity

in underground argon can be obtained by evaluating the background radioactivity and

subtracting their contributions from the observed events rate. The data from the 2011

measurement were used in this analysis because of its consistently low background

rate. The event rate in the following discussion will not be scaled by argon mass

(∼0.56 kg) to avoid additional uncertainties in the volume calculation.

4.5.1 External Background Study

The first background source considered in this study is the 252Cf neutron source. The

electron recoil event rate in the low background detector was observed to drop by 20-

40% in different energy windows after the source was removed from KURF lab, but

only 4 hours of 252Cf-free data were acquired. The 39Ar sensitivity from the 252Cf-free

data was limited by statistics. For example, only 15 events were observed in the 300-

400 keV energy window, which could be translated to an event rate of 1.06±0.27 Hz (or

∼1.9±0.51 Hz/kg). The statistical uncertainty could be reduced to∼7% by expanding

the analysis window to (50, 800) keV, but we would lose the sensitivity from spectral

shapes. Therefore, we estimated the electron recoil background in the 300-400 keV

window induced by the 252Cf source using a combined analysis technique to reduce

the uncertainties.

The neutron contamination spectrum, defined as the electron recoil energy spec-

trum produced by the 252Cf source at its storage location (∼45 ft away from the de-

tector), was obtained by subtracting the 252Cf-free data from the 252Cf-contaminated

data. Due to the low statistics of the 252Cf-free data set, these events were grouped in

100 keV bins, and only data from 50 keV to 950 keV were considered. Fig. 4.37 shows

this subtracted neutron contamination spectrum along with the neutron calibration
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Figure 4.37: Left: Comparison of the neutron contamination spectrum (252Cf source ∼45 ft)
and the neutron calibration spectrum (252Cf source ∼2 ft), the latter has been scaled to
match the rate of the former; Right: event rate comparison between the two neutron spectra
in corresponding energy bins; the 2 bins below 250 keV were excluded from the fit.

spectrum, defined as the electron recoil spectrum induced by the 252Cf neutron source

when it was placed ∼2 ft away from the detector. The two spectra agreed reasonably

above 250 keV, but deviated significantly at lower energies. As discussed in Fig. 4.31,

inelastic scattering between fast neutrons and 19F nuclei in PTFE lead to emission of

gamma rays around 100 keV and 200 keV, while thermal neutron capture on various

detector components produced high energy gamma rays and were responsible for the

continuous electron recoil spectrum. As a result, when the 252Cf neutron source was

very close to the low background detector the neutrons had a large fast component

and produced a significant peak around 100 keV via inelastic scatterings.

If the high statistics neutron calibration spectrum can serve as the reference shape

for the neutron contamination events above 250 keV, the neutron contamination rate

in a small energy window [x, y] can be calculated by scaling from the rate in a large

window [X, Y].

Rcon([x, y]) = Rcon([X, Y ])
Rcal([x, y])

Rcal([X, Y ])

The contamination rate in the energy window of [250, 950] keV is:

Rcon([250, 950] keV ) = ((6.78± 0.11)− (4.24± 0.55))mHz = (2.54± 0.56)mHz
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And the contamination rate in the [300,400] keV window can be estimated as:

Rcon([300, 400] keV ) = (2.54± 0.56)
231± 15.2

769± 27.7
= (0.78± 0.18)mHz

An alternative method is to determine the scaling factor between the two spectra

and then scale down the calibration neutron rate in the region of interest to estimate

the contamination rate.

Rcon([x, y]) = Rcal([x, y])
Rcon([X, Y ])

Rcal([X, Y ])

The scaling factor Rcon([X, Y ])/Rcal([X, Y ]) could be estimated using both spectral

shapes and event rates. The event rates in the corresponding energy windows of both

spectra are shown in Fig. 4.37 (right), and a scaling factor (2.27×10−2±4.54×10−3)

was returned by a fit. The scaling factor indicated that the 252Cf source produced

∼50 times more capture gamma rays in its calibration position (∼2 ft away) than that

at its storage position (∼45 ft away). A solid angle estimation predicted a neutron

flux difference of ∼500 times, but the high neutron flux was expected to have a small

thermal component at the calibration position and this may explain the difference.

Using this scaling factor, a neutron contamination rate of (0.82 ± 0.17) mHz was

obtained in the energy window of 300-400 keV.

The neutron contamination rate estimated from the two approaches were con-

sistent, and we chose the second one in the analysis because it took advantage of

the spectral shapes and had smaller uncertainties. After the 252Cf contamination

events were subtracted from the underground argon data in the energy window of

(300,400) keV, the residual rate was (1.05 ± 0.18) mHz. The value was very close to

the rate of (1.06 ± 0.27) mHz directly measured in the 252Cf-free data set but the

uncertainty level was improved.
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Decay Measurement PMT Base Cu
Chain Point (mBq) (mBq) (mBq/kg)
232Th 228Ra 6 ± 1 41±2.8 -

228Th 6 ± 1 45±4.7 -
238U 234Th 190 ± 40 25 ± 3.7 -

234mPa 80 ± 40 < 149 -
226Ra 18 ± 1.2 32 ± 1.9 -

235U 235U 8 ± 2 1.4 ± 0.4 -
40K 40K 79 ± 10 65 ± 9.3 -

60Co 60Co 8.8 ± 0.8 < 1.2 2.1 ± 0.19
57Co 57Co - - 1.8 ± 0.4
58Co 58Co - - 1.7 ± 0.09
56Co 56Co - - 0.2 ± 0.03

Table 4.2: The radioactivity values used in the background analysis; the copper values were
the saturated cosmogenic activities at Gran Sasso (need to be scaled to reflect the sea level
condition); primordial radioactivity in the copper was not included.

Other detector backgrounds considered in this analysis included the radioactiv-

ity of the R11065 PMT and the high voltage divider board, and cosmogenic ac-

tivities in the copper shielding. All radioactivity measurements were made using

low-background, high-purity germanium detectors at the Low Background Counting

Facility [172] of the Gran Sasso National Laboratory (LNGS). The parts measured

were not the specific units used in the low background detector, but units of the same

model19. The measurement values, as summarized in Tab. 4.2, were taken in the

Geant4-based simulation to predict the background rate in the detector volume.

In addition to the uncertainties in the measured radioactivity and the statistical

uncertainty in the simulation, we also included uncertainties from other sources. A

25% uncertainty was suggested by the authors who made the measurements to account

for the distribution of radioactivity inside the PMT. When the measurement was

made the location of radioactivity in the PMT case was not known and an uniform

19The PMTs used in the radioactivity measurement were 3 Hamamatsu R11065 units, and we
took the average radioactivity values in our analysis; the PMT board components measured were
purchased from CryoCircuits, and the same batch was used to build the low background detector
PMT board; we didn’t have a dedicated copper measurement, but assume a similar activity to that
reported in Ref. [153].
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distribution was assumed. The copper sample measured by the authors of Ref. [153]

was exposed to the cosmic rays at LNGS (altitude 985 m above sea level), and the

activities were scaled down by a factor of 2.1 to reflect the lower cosmic ray flux at

sea level. The copper used in the low background detector shielding was stored at

surface in Princeton for at least 4 years before moving underground, while the nuclide

60Co has a live time of 5.3 years (the longest in the table), so an equilibrium may not

may not have been reached. Therefore, a 25% uncertainty was included to account

for the uncertainties in the copper exposure history, the variations in the cosmic ray

flux with latitude, and the (small) overburdens covering our copper during exposure.

Additionally, we include a 5% uncertainty to account for approximations made in the

Monte Carlo geometry for all radioactivity simulations.

With all uncertainties discussed included, the Monte Carlo simulation predicted a

background rate of (0.29±0.08) mHz from the PMT, (0.07±0.02) mHz from the PMT

base, and (0.36±0.11) mHz from the copper shielding. The values are summarized

in Tab. 4.3, which summed up to ∼70% of the background after the 252Cf contami-

nation was subtracted. We note that the primordial radioactivity in copper and the

radioactivity in the PTFE parts were not included in this analysis because they were

not measured. These levels were typically low, and vary from sample to sample. This

fact added to the conservativeness of the 39Ar result.

Source 252Cf PMT Base Copper
Rate (mHz) 0.82± 0.17 0.29± 0.08 0.07± 0.02 0.36± 0.11

Table 4.3: The expected background rate in 300 - 400 keVee from different sources.

Another background is electron recoil events induced by neutrons via inelastic

scattering and capture gamma ray emissions. Neutrons can be produced at under-

ground locations by cosmic rays or (α, n) reactions, but were not measured directly in
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KURF. If the high energy (>1000 keVee) events in the high Fprompt band in Fig. 4.24

and Fig. 4.32 gave an estimate of the neutron flux, the residual neutron rate in the

KURF lab was ∼25 times lower than that at surface. If we further assume that the

difference between the underground electron recoil spectrum and the surface mea-

surements (with muon veto cut, shown in Fig. 4.31) were exclusively due to neutrons,

it can be used to esimate the electron recoil event rate induced by residual neutrons

at KURF. A rough estimation yielded a value of ∼0.35 Hz, which might explain the

event rate unexplained by Tab. 4.3, but we didn’t include this background in the

analysis because of the unknown uncertainties.

4.5.2 Radioactivity in the Argon Sample

While the external detector backgrounds were expected to be identical in the atmo-

spheric argon measurements and in the underground argon measurement, radioactiv-

ity in the measured argon samples might be different. The most important radioac-

tivity for the 39Ar analysis was 85Kr and also possible 39Ar produced by cosmic rays

when the underground argon was stored at surface.

Krypton is also a noble gas, next to argon in the noble family. Krypton presents

in air at a much lower concentration of ∼1ppm by volume, compared to ∼1% for

argon. The boiling point of krypton is 115.8 K, 28.5 K higher than that of argon

(87.3 K). In commercially produced argon from liquid air distillation, the relative

krypton concentration can be reduced by orders of magnitude, but may still present

at small concentrations because of their similar physical and chemical properties.

The krypton isotope 85Kr is a beta emitter with an endpoint energy of 687 keV,

very close to that of 39Ar (565 keV).

85Kr →85 Rb + e− + νe
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Figure 4.38: The normalized 85Kr spectrum compared with the normalized 39Ar spectrum.

85Kr is mainly produced by fission processes of uranium and plutonium. When a

heavy atom splits, it usually produces two large fission fragments and a few neutrons.

85Kr can be produced in such processes with a fission yield of about 0.3%. Because of

its short half life of 11 years, the presence of 85Kr in the atmosphere was believed to

be negligible before the nuclear era, and its current concentration in air is primarily

attributed to anthropogenic sources. It is estimated that up to mega-curies of 85Kr was

released into the atmosphere each year after World War Two, and its concentration

in the atmosphere is at the level of 1 Bq/m3. Note the radioactivity of 39Ar in air is

at the level of 0.01 Bq/m3.

Due to the similar spectrum shape of 85Kr and 39Ar, krypton in argon could be

mistaken as 39Ar signals. As a result, its presence in the underground argon sample

could artificially lift the estimated 39Ar level, while its presence in the atmospheric

argon reference sample would lead to a falsely large 39Ar depletion. The krypton level

in the high purity atmospheric argon was measured by the manufacturer (Airgas East)

to be less than 40 ppb, below the apparatus’s detection limit. At this level of krypton

and a typical 85Kr/Kr ratio of 15 ppt [116], the 85Kr decay rate in the reference sample

was less than 1.8% of the 39Ar decay rate. We included a systematic uncertainty to

account for this potential background because we assumed all the difference in the
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atmospheric and the underground argon spectrum was due to 39Ar decays. As for the

underground argon sample, the level of krypton was expected to be extremely low

because no efficient underground krypton production mechanism was known20. In

any case, 85Kr in the underground argon sample would be conservatively considered

as 39Ar in the analysis.

Another potential background in the underground argon sample was 39Ar pro-

duced by neutron activation during storage time. The specific underground argon

sample used in the 2011 measurement was extracted and processed in 2009, and be-

fore being taken underground for the measurement it had been exposed to cosmic

rays at the Earth’s surface for 2-3 years, which was approximately 1% of its half life.

Considering the approximate equilibrium of 39Ar concentration in the atmosphere

(production rate ≈ decay rate), the 39Ar content produced in the underground argon

sample would have been ∼1% if the neutron flux at surface were the same as that in

the atmosphere.

Fortunately, however, the cosmogenic neutron flux at the Earth’s surface is a few

orders of magnitude lower than the average value in the atmosphere [173], which

suggested that 39Ar production in the underground argon sample during storage time

would be much smaller than the previously estimated value of 1%. A calculation

using the COSMO code [174] confirmed that the equilibrium 39Ar activity in argon

stored on surface is only 1.7 mBq/kg, approximately 3 orders of magnitude smaller

than the atmospheric value of 1 Bq/kg. So after three years of surface exposure the

39Ar activity will be at the level of a few percent of 1 mBq/kg, well below the expected

detection sensitivity of this experiment.

20The isotope 85Kr can be produced in fissions, but its rate may be suppressed by the short half
life and low fission yield, similar to the case of atmospheric concentration before nuclear age.
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4.5.3 39Ar Limits with Background Subtracted

To evaluate the 39Ar concentration in the underground argon sample, we subtracted

the identified backgrounds from both the underground argon data and the atmo-

spheric argon data, and assumed that the residual events originated from 39Ar decays

in the underground argon and in the atmospheric argon. Only the backgrounds from

known sources were subtracted, as summarized in Tab. 4.3, while the radioactivity

from the PTFE parts and the primordial radioactivity in the copper shielding, and

also the residual neutron backgrounds were not included. We comment that if certain

background content remains in the data after the subtraction, it would adds to the

conservativeness of the analysis.

Rate(mHz), (300, 400) keV
Atmospheric Ar (AAr) 108.78± 0.39
Underground Ar (UAr) 1.87± 0.06
Estimated Background 1.54± 0.23

85Kr in AAr < 1.83
AAr, Background Subtracted 107.2± 1.9
UAr, Background Subtracted 0.32± 0.23

Table 4.4: A summary of the background subtraction analysis. The upper limit of 85Kr rate
in the atmospheric argon is used as its uncertainty. To convert these rates into activities
per unit mass, an argon mass of 0.56 ±0.03 kg can be used.

After the backgrounds were subtracted, an event rate of (0.32 ± 0.23) mHz re-

mained in the energy window of 300-400 keV in the underground argon, compared to

a rate of (107.2 ± 1.9) mHz in the atmospheric argon, as summarized in Tab. 4.4.

The ratio of the two rates can be interpreted as the relative 39Ar concentration in the

two argon samples. A 95% C.L. upper limit of 0.65% on the relative 39Ar activity in

the underground argon was derived, which implies a reduction factor of ∼150 in the

39Ar activity in the 2009 underground argon sample compared to the atmospheric.

The summarized background spectrum from identified sources is compared with

the measured spectrum in Fig. 4.39. The backgrounds account for approximately
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Figure 4.39: The expected background spectra from the identified background sources com-
pared to the observed spectrum; we used the 252Cf neutron calibration spectrum in place
of the neutron contamination spectrum, and this is responsible for the excess of summed
background over the observed spectrum around 100 keV.

80% of the residual event rate in the underground argon data above 250 keV, and

the spectral shape closely resembles the observation. Because the 252Cf neutron cal-

ibration spectrum is used in place of the very low statistics neutron contamination

spectrum, an excess of events can be observed in the summed background spectrum

around 100 keV. As has been discussed, this feature is due to the inelastic scattering

between high energy neutrons and the 19F nuclei in PTFE. The general agreement

between the expected background spectrum and the observed spectrum confirmed

the validity of this background analysis.
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Chapter 5

Discussion on the low-39Ar Argon

We developed a low background liquid argon detector to measure the 39Ar activity

in argon extracted from underground sources. The background rate in the detector

was <4 mHz/kg in the 300-400 keVee energy range when operated in the KURF un-

derground laboratory. We report no observation of 39Ar in argon gas extracted from

the Doe Canyon CO2 field in Cortez, Colorado, and set an upper limit of 0.65% on

the 39Ar activity relative to atmospheric argon. This limit is approximately 10 times

lower than the best earlier results [121] and, to the best of our knowledge, demon-

strates the highest sensitivity to 39Ar in argon yet obtained. We note if this argon gas

originates from the Earth’s mantle, the 39Ar concentration could be as low as ∼0.1%

of atmospheric value. We will investigate the implication of this low-39Ar argon in

direct dark matter search experiments, and also discuss its potential application in

coherent neutrino scattering detectors. Preliminary results have been presented in

conference talks [175,176], and a paper draft can be found in Ref. [177].

5.1 Implication for Dark Matter Experiments

This 39Ar measurement result represents an important milestone in argon-based direct

dark matter searches. The extraordinarily low 39Ar activity will substantially lower
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the background rate in argon-based dark matter detectors if this underground argon

is used. This could enable two phase argon Time Projection Chambers (TPCs) to

operate without significant 39Ar induced pile-up at multi-ton scales, and improve

argon detectors’ sensitivity to WIMP-nucleus interactions at a given exposure. It

also has potential capability in the detection of low mass WIMPs.

We will focus on the 39Ar electron backgrounds in this analysis, though elec-

tron recoil backgrounds may also be produced by cosmic rays, environmental gamma

rays, and detector radioactivity in an argon-based dark matter detector. These back-

grounds can be efficiently suppressed by operating the detector in an appropriate

underground location, implementing adequate (passive and active) shielding and

choosing radio-pure material to construct the detector. The prevalent gamma ray

backgrounds may have multiple-site interactions and are usually concentrated close

to the detector surfaces, so the rate may get further reduced in the analysis. Indeed,

a Geant4 Monte Carlo simulation of the DarkSide-50 detector, which uses ∼50 kg of

underground argon as its detecting medium, confirms the 39Ar electrons as the most

important source of residual electron recoil backgrounds; the 39Ar rate is estimated

to be comparable to all other major background sources combined. It is worth noting

as the the detector size increases in future experiments, the surface-to-volume ratio,

and thus the external background rate per unit target mass, will decrease, while the

39Ar background will become more important.

5.1.1 Pulse Shape Discrimination in Argon

Although the 39Ar decay rate is many orders of magnitude higher than the expected

WIMP rate in argon-based experiments, it may get sufficiently rejected by the scintil-

lation pulse shape discrimination (PSD) method to allow sensitive WIMP detection.

Therefore, the efficiency of the PSD method has to be carefully studied before a

valid dark matter analysis can be carried out. In this work we will use the statistical
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Fprompt model in Ref. [167] to study the energy dependence of the PSD method and

its effect on direct WIMP detection experiments.
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Figure 5.1: The Fprompt values for nuclear recoil events and for electron recoil events
measured by Ref. [167]; the energy unit is in electron equivalent energy and a correction
factor of 0.29 needs to be applied to obtain the nuclear recoil energy. The black curves are
the analytical functions used in this analysis.

As discussed in Sec. 2.1, electron recoils and nuclear recoils have different fractions

of prompt scintillation light, thus the parameter Fprompt can be used to discriminate

between the two groups of events. As illustrated in Fig. 5.1, nuclear recoils, with high

ionization densities, have larger Fprompt values than electron recoils. As the energy

goes down the Fprompt separation between the two group of events gets smaller.

This is usually explained by the changes of ionization energy density at low energy

(the value is expected to increase for electron recoils and to decrease for nuclear

recoils), but statistical effects may also play a role, as will be discussed. Due to the

converging Fprompt values and the decreasing photon statistics at low energies, the

PSD discrimination power would deteriorate.

The photon numbers of the prompt scintillation and the late scintillation are

modeled as independent Gaussian distributions in Ref. [167]; the mean and width

are denoted as µp, µl and σp, σl respectively. In simple Poisson statistics, µp = (µp +

µl)f̂p = µtf̂p, µl = µt(1 − f̂p), σ2
p = µp and σ2

l = µl. But in experiments, additional

179



uncertainties (noise) also add to the spread of these Gaussian distributions.

σ2
p = µp + σ2

p,add

σ2
l = µl + σ2

l,add (5.1)

The additional uncertainties may come from the finite width of the PMT’s single

photon response, the waveform integration algorithm, or electronics noise. Most of

these uncertainty sources may be significantly reduced for low energy events in large

dark matter detectors with many PMTs, where photon occupancy at each PMT is

low and single photon counting becomes possible.

The distribution of the Fprompt values can be calculated as the ratio of two corre-

lated Gaussian distributions: G(µp, σp) for the prompt light and G(µp+µl,
√
σ2
p + σ2

l )

for the total light. An approximate formulation of the distribution function is given

by Ref. [167] as1:

gfp(x) =
σ2
l µpx+ σ2

pµl(1− x)√
2π[σ2

l x
2 + σ2

p(1− x)2]3/2
exp

{
− [µlx− µp(1− x)]2

2[σ2
l x

2 + σ2
p(1− x)2]

}
(5.2)

which was reported to agree well with the exact form in the authors’ original work.

So this approximate formula is used in this analysis.

The authors of Ref. [167] fit the measured Fprompt distributions of the electron

recoil data and nuclear recoil data to the Fprompt distribution function, and used the

fit functions to estimate the probability for an electron recoil event to pass the mean

nuclear recoil value (∼50% acceptance). This probability is defined as the electron

recoil contamination (ERC), and its energy dependence is shown in Fig. 5.2(left).

The fit to Eq. 5.2 also provided estimates of the free parameters; the variances

σ2
p, σ

2
l were found to be ∼1.3 and ∼2.2 times higher than the Poisson statistical

1We note the formulae in Ref. [167] and Ref. [102] both have typos. The formula presented here
were calculated from the original paper (Ref. [178]) and were tested with simulations.
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TABLE III. Estimated mean values of f p vs energy, where ξ =
90 ns. The main sources of uncertainty are systematic, stemming
from voltage effects and differences in the measured signals between
the two PMTs.

Energy (keVee) ˆf p, electronic ˆf p, nuclear

5–6 0.391 ± 0.012 0.566 ± 0.018
6–7 0.376 ± 0.011 0.595 ± 0.018
7–8 0.361 ± 0.011 0.607 ± 0.019
8–9 0.349 ± 0.011 0.625 ± 0.019

9–10 0.339 ± 0.010 0.638 ± 0.020
10–11 0.334 ± 0.010 0.640 ± 0.020
11–12 0.328 ± 0.010 0.649 ± 0.020
12–13 0.322 ± 0.010 0.663 ± 0.020
13–14 0.319 ± 0.010 0.658 ± 0.020
14–15 0.314 ± 0.009 0.675 ± 0.020
15–16 0.311 ± 0.009 0.683 ± 0.021
16–17 0.309 ± 0.009 0.678 ± 0.021
17–18 0.304 ± 0.009 0.685 ± 0.021
18–19 0.302 ± 0.009 0.682 ± 0.021
19–20 0.299 ± 0.009 0.684 ± 0.021
20–21 0.297 ± 0.009 0.690 ± 0.021
21–22 0.295 ± 0.009 0.695 ± 0.021
22–23 0.292 ± 0.009 0.699 ± 0.021
23–24 0.290 ± 0.009 0.690 ± 0.021
24–25 0.288 ± 0.009 0.688 ± 0.021
25–26 0.289 ± 0.009 0.695 ± 0.021
26–27 0.288 ± 0.009 0.696 ± 0.021
27–28 0.285 ± 0.009 0.696 ± 0.021
28–29 0.284 ± 0.009 0.701 ± 0.021
29–30 0.283 ± 0.009 0.708 ± 0.021
30–31 0.281 ± 0.009 0.701 ± 0.021
31–32 0.282 ± 0.009 0.689 ± 0.021

of interest, and that value is used for the analysis presented in
this paper.

For energy bins of width 1 keVee between 5 and 32 keVee,
we form histograms of the electronic and nuclear recoil
f p statistics. To estimate the expected value of f p , ˆf p , we
fit a Gaussian function to the empirical distributions. In
Table III and Fig. 8, we present the estimated mean f p for both
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FIG. 8. (Color online) Estimated mean f p vs energy for both
event classes, where ξ = 90 ns.

classes of events in the energy range of interest. We estimate the
systematic uncertainty on the values in Table III to be 3%. This
uncertainty estimate comes from changing the PMT voltage by
− 75 V and from variations in the measured signals between the
two PMTs. The mean values of the f p distributions for the two
event classes are closer at low energies than at high energies,
possibly because dE/dx for nuclear recoils decreases at low
energies while it increases for electronic recoils. Therefore, the
PSD improves at higher energies both because of increased
photoelectron statistics and because of increased separation
between the mean f p values.

We estimate the ERC as the number of tagged electronic
recoil events with f p > ˆf p, nuclear divided by the total number
of electronic recoil events, where ˆf p, nuclear is the estimated
mean f p for nuclear recoils of that energy. This restriction sets
a nuclear recoil acceptance level of approximately 50%. Since
the shielding, coincidence, and timing cuts do not eliminate all
neutron backgrounds in the detector, a background estimation
Nbg is made by measuring the rate of background neutrons
R bgn and assuming that the background is dominated by these
neutrons hitting in accidental coincidence with γ rays (R γ ) in
the liquid scintillator during the time allowed by the time-of-
flight cut:

Nbg = R bgn × R γ × TOF × Ta, (9)

where Ta is the acquisition time of the data. To enable
comparison with the measured ERC, we divide Nbg for each
energy bin by the total number of electronic recoil events in
that bin.

Figure 9 shows the ERC observed using the prompt fraction
method. We also plot the background estimation, two PSD
projections based on the statistical model described below,
and the ERC observed by applying a multibin method of PSD
described in the next section. We convert the energy axis in
Fig. 9 to keV of nuclear recoil energy (keVr) from keVee by
dividing all electron equivalent energies by a constant nuclear
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FIG. 9. (Color online) Measured electronic recoil contamination
obtained by using the prompt fraction method and the multibin
method. Also shown are the background estimation and model
predictions described in the text. We include a model with the
additional noise set to 0 for comparison. No contamination events
above 69 keVr were observed by use of either method. The energy
axis has been scaled from keVee to keVr by use of a constant nuclear
recoil scintillation efficiency of 0.29 as discussed in the text.
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Figure 5.2: Left: the electron recoil contamination (ERC) probability reported in Ref. [167];
the result of the multi-bin method is incorrect in this figure but doesn’t affect our analysis;
Right: the ERC probability calculated in this work.

predictions µp, µl respectively. Because the authors didn’t report the µp, µl values de-

termined by the fit, we used that obtained by simple Gaussian fits (shown in Fig. 5.1);

the factors 1.3 and 2.2 were also used to reflect the contribution from noise. The ERC

probability we calculated (right of Fig. 5.2) generally agrees with the original work,

but the values in some regions are slightly higher, possibly due to the differences in

the µp, µl and σ2
p, σ

2
l values. We also present the ERC probability at a higher light

yield value of 7 p.e./keVee compared to 4.85 p.e./keVee in Ref. [167]. This is a typical

light yield value of the DarkSide experiment2, and should be achievable in other argon

detectors. The ERC rate calculated at 7 p.e./keVee is noticeably better than that at

4.85 p.e./keVee, and will be used in this analysis.

However, the above model (Eq. 5.2) doesn’t consider the spread of the observed

energy. Due to statistical and systematical fluctuations, the observed event energy

estimated from photon numbers could be higher or lower than the deposited energy.

We have ignored this energy spread and applied a uniform Fprompt cut (the 50%

nuclear recoil acceptance cut is a function of energy) in calculating the ERC rate. So

Monte Carlo simulation was used to evaluate this effect.

2DarkSide has achieved an electron recoil light yield of ∼9 p.e./keV at null drift field [100], and
the value may drop by half when an electric field is applied; the nuclear recoil light yield is not
expected to significantly vary with the field.
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Fig. 5.3 (left) shows the mean Fprompt distribution of simulated electron recoil

events (with noise) at an energy deposition of 10 keVee. The Fprompt mean takes the

simulated value of 0.34 at the observed energy of 10 keVee, but the value is slightly

higher at lower observed energy and lower at higher observed energy. This was found

to be a result of the non-Poisson variances in the prompt/late photon numbers. Sim-

ulations revealed that the Fprompt values stayed approximately flat with respect to

observed energies when σ2
p,l = µp,l. In the case of σ2

p/µp < σ2
l /µl, as is in the case of

electron recoils (σ2
p/µp ∼ 1.3, σ2

l /µl ∼ 2.2), the Fprompt values have a trend shown

in Fig. 5.3, and the curve flips about the expected Fprompt value for σ2
p/µp > σ2

l /µl.

For a continuous energy spectrum, the positive and negative Fprompt offsets may

cancel out and result in a flat (but broader) Fprompt distribution. This compen-

sation scheme breaks down in the vicinity of 0 because there are no events from

negative energy deposition to balance out the Fprompt offsets induced by positive

energy events. This effect may be responsible for part of the rising Fprompt values

for low energy electron recoils, and might also partially explain the dropping nuclear

recoil Fprompt if σ2
p/µp > σ2

l /µl were met.
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Figure 5.3: Left: the Fprompt distribution of simulated electron recoil events at an energy
deposition 10 keVee; Right: The simulated ERC rate compared to the analytical model
(Eq. 5.2); note that the energy scale is the deposited energy, and the leakage events are
mostly observed at lower energies. In both plots we assume a light yield of 7 p.e./keVee.

Fprompt prefers to take a larger value for observed energies below the energy
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deposition, and the Fprompt cut that defines 50% nuclear recoils acceptance drops

at low energy, so a higher than predicted ERC rate can result, as illustrated in

Fig. 5.3 (right). However, since the observed energy of the leakage events are mostly

below the deposited energy, this ERC curve needs to be shifted to lower energies in

an experiment, with the offset value of the shift determined by the electron recoil

spectrum. The analytical model result in Fig. 5.2 could also carry a smaller offset,

which may explain the better than predicted PSD power observed in Fig. 5.2 (left).

To sum up, the argon PSD efficiency depends on a variety of experimental param-

eters such as the light yield, the electronic noise level and the background spectral

shape; the background rejection power is expected to vary from experiment to ex-

periment. We note that the DarkSide experiment has predicted a better background

rejection power using this Fprompt model by reducing the electronic noise [179], and

alternative PSD methods have been shown to yield better discrimination powers [167].

However, we will stick to the simple analytical PSD model in this illustrative analysis

and restrict to the 39Ar electron background.

5.1.2 Event pile-up in Two Phase Argon TPCs

A two phase argon TPC such as the DarkSide detector, collects both the scintillation

and ionization signals induced by WIMP-nucleus collisions. On the one hand, the two

phase operation enables the TPCs to gain background rejection power in addition to

the PSD. For example, the ionization signals carry information of the event positions

(the x-y position is indicated by the projection of the ionization signal and the z

position can be estimated by the drift time), and help reject the surface related

backgrounds. In addition, the scintillation-to-ionization ratio can help distinguish

nuclear recoil events from electron recoil backgrounds, and combining the scintillation

and ionization signals can provide a better estimate of the event energy.

On the other hand, the two phase scheme can cause serious pile-up problems
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in large argon TPCs. In a typical liquid argon TPC, the ionization electrons are

drifted by an electric field towards the gas phase and get detected. The height of a

cylindrical liquid argon detector with 1 ton volume is approximately 97 cm at a unit

diameter-to-height ratio3; this corresponds to a maximum drift time of ∼500µs at

a typical drift velocity of a few mm/µs for ∼keV/cm drift field [113]. Considering

the ∼1 Bq/kg 39Ar activity in atmospheric argon, approximately 50% of the 500µs

data acquisition windows would contain at least one 39Ar decay event. This pile-up

effect poses serious challenges to the experiments. For example, uncertainties may

be brought in during the process of pairing up ionization and scintillation signals, so

the background rejection power from scintillation-to-ionization comparison may be

compromised. If these events occur very close in time, resolving their energies and

positions is also difficult. As a result, a large fraction of the TPCs’ operation time

would be effectively dead at 1 ton scale.

39Ar Levels MAr, 50% D.T. TPC height drift time
atmospheric 1 ton 1.0 m 500µs

5% atmospheric 10 ton 2.1 m 1000µs
0.65% atmospheric 45 ton 3.4 m 1700µs
0.1% atmospheric 180 ton 5.5 m 2700µs

Table 5.1: The estimated mass of two phase argon TPCs that have .50% dead time from
39Ar. An equal diameter-height ratio and an electron drift velocity of 2 mm/µs are used.

However, it is usually believed that multi-ton detectors are required to scan the

predicted parameter space of WIMP candidates. A seemingly possible solution is to

build a short TPC that has a smaller drift time, but this method is only expected to

suppress pileup effect by factors of a few. In addition, such a design will have a larger

surface area and require more PMTs, which could make the experiment more costly

and induce more backgrounds.

3The aspect ratio of equal diameter and height gives the minimum surface area at a given cylin-
drical volume, and the surface is usually responsible for a large fraction of the backgrounds.
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This pile-up problem can be mitigated by using argon with a low 39Ar activity.

Taking the 1 ton cylindrical argon TPC as example, the probability for an 39Ar de-

cay to appear in the 500 µs drift window is only ≤0.3% for the underground argon

(≤0.65% 39Ar compared to the atmospheric). If we assume 39Ar is the only back-

ground in an argon detector, we can calculate the TPC mass that gives .50% dead

time for different 39Ar levels; this will give us an illustration of the effects of 39Ar.

Denote d and h as the diameter and height of the TPC, v as the typical electron drift

velocity, ρ as the liquid argon density of 1.4 g/cm3, and R as the 39Ar activity relative

to the atmospheric value, we will have the equation

h

v

πd2h

4
ρ

1Bq

1kg
R = 50%

The TPC mass limits are calculated for different 39Ar activities, as summarized in

Tab. 5.1. The usage of underground argon can increase the maximum size of argon

TPCs from ∼1 ton to at least 45 tons. We note that the actual 39Ar activity in the

underground argon could be as low as 0.1% atmospheric, and this would further

increase the mass limit to 180 tons.

Fig. 5.4 shows the expected WIMP sensitivity of argon TPCs (1 year exposure)

with 39Ar concentrations and sizes that are listed in Tab. 5.1. We have applied a dead

time of 50% that includes some contributions from backgrounds other than 39Ar (The

∼50% time loss in the above discussion only applies to the maximum drift time, while

most events have much smaller drift time values.). Besides the exposure, the dark

matter sensitivity calculation also requires an estimate of the energy threshold values

in the WIMP search, which will be discussed in detail in Sec. 5.1.3. We comment

that we used a conservative PSD efficiency function and left out the scintillation-to-

ionization discrimination power in this calculation; so the result is conservative and

only serves illustration purposes. The WIMP parameter spaces predicted by a few

185



WIMP Mass/GeV
210 310 410

2
/
c
m

nσ

-4810

-4710

-4610

-4510

-4410

-4310

-4210

-4110

-4010

-3910

-3810
Atm. Ar, 1Bq/kg, 1ton

Und. Ar, 0.0065Bq/kg, 45ton

Und. Ar, 0.001Bq/kg, 182ton

Figure 5.4: The expected WIMP sensitivity of a argon TPC (1 year exposure) with
39Ar concentration and size values as summarized in Tab. 5.1. The contours show the
LHC-constrained WIMP parameter spaces predicted by various theories: phenomenological
MSSM [180](pink), and cMSSM [181,182] (purple and green).

supersymmetric theories (restrained by LHC results) are also shown.

5.1.3 Improved WIMP sensitivity in Argon Detectors

Besides increasing the maximum possible size of argon TPCs, the use of underground

argon can also increase the WIMP sensitivity of argon detectors (both two phase and

single phase) at a given exposure. Single phase argon scintillation detectors don’t

have serious pile-up problems until the active mass reaches ∼100 ton4, but they can

also benefit from a low WIMP detection energy threshold that is made possible by

the low 39Ar electron recoil background rate.

Tab. 5.2 summarizes the estimated energy threshold in an argon scintillation de-

tector that yields .0.1 misidentified 39Ar event in 1 ton·yr exposure. For a Poisson

distribution with an expected event rate of .0.1, the probability of observing 0 events

is & e−0.1 ≈90%, and we take this rate limit as an assumption for null result. In the

calculations, we first multiplied the 39Ar electron spectrum with the PSD rejection ef-

4We have assumed a data acquisition window at the level of ∼10µs.
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ficiency at 50% nuclear recoil acceptance (Fig. 5.3), and then integrated the resultant

function over different energy regions to get the expected rate. We comment that

the PSD power is very high at high energies that the misidentified event rate doesn’t

significantly change for 39Ar levels different by a few orders of magnitude, and the

effect is only significant at low energies. Lower electron recoil background rate can

enable the detector to take a lower energy threshold and thus increase its capability

of detecting WIMP interactions.

Eth w/ noise from Ref. [167] Eth stat. only
39Ar Levels Eee Enr Eee Enr
atmospheric 24.3 keV 83.8 keV 13.5 keV 46.6 keV

5% atmospheric 20.9 keV 72.0 keV 12.0 keV 41.4 keV
0.65% atmospheric 18.7 keV 64.5 keV 11.0 keV 37.9 keV
0.1% atmospheric 16.7 keV 57.6 keV 10.1 keV 34.8 keV

Table 5.2: The estimated energy threshold in an argon detector that yields .0.1 misiden-
tified 39Ar event in 1 ton·yr exposure. The nuclear recoil acceptance is set to be ∼50%.

The dark matter sensitivity of a null-result experiment is usually represented with

a 90% exclusion curve. This curve gives the combination of WIMP-nucleon interaction

cross section and WIMP mass to yield the expected 90% upper limit of the WIMP

interaction rate. For example, if 0 event is observed, the 90% upper limit of WIMP

interaction rate is estimated to be 2.3 from Poisson statistics. In other words, for

a Poisson distribution P (k, λ) with an expected event rate of λ, the probability to

observe one or more events P (k > 0, λ) = 1−e−λ is greater than 90% for λ > 2.3. If a

finite event number is observed and the background level in the experiment is known,

the Feldman-Cousins method can be used to calculate the classical (from frequentist’s

view instead of Baysian) confidence interval/limits [183]. We used the micrOMEGAs

software [184] to calculate the WIMP interaction rates.

Fig. 5.5 shows the projected sensitivities of an argon-based dark matter detector in
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Figure 5.5: The estimated WIMP dark matter sensitivity of an argon detector with 1 ton·yr
exposure (50% acceptance). The 39Ar level in the underground argon is assumed to be the
upper limit value of 0.65% and the expected 39Ar level is 0.1%. We assume no observation
of WIMPs events above the energy thresholds listed in Tab. 5.2.

1 ton·yr exposure assuming no observation of WIMP events. We show the sensitivity

curves for atmospheric argon, for the underground argon with an 39Ar limit of 0.65%

atmospheric, and for the expected 0.1% 39Ar level in the underground argon; the

differences are resulted from the different energy threshold values as listed in Tab. 5.2.

For heavy WIMP (&100 GeV), the projected sensitivity using the underground argon

(0.65% 39Ar compared to atmospheric) is approximately 2 time better than that using

atmospheric argon. This corresponds to an increase of the WIMP interaction rate

by ∼2 with the lower energy threshold. As for low mass WIMPs below 100 GeV,

the improvement is more prominent (∼50 times increase in sensitivity for 30 GeV

WIMPs) because light WIMPs only induce nuclear recoil events at low energies, and

the lowered energy threshold makes the detection of such events possible.

We also show the sensitivity curve using underground argon but excluding the

additional noise in the PSD analysis. This may be achieved in large dark matter

detectors where many PMTs are installed so single photon counting method can

be used in low energy events. As a result the uncertainties from the PMT’s single
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photoelectron pulse spread and from the waveform baseline noise can be eliminated.

This would increase the underground argon detector’s sensitivity by a factor of ∼2-3

for heavy WIMPs and up to ∼100 for lighter WIMPs.

We comment that the sensitivity prediction presented in Fig. 5.5 is to illustrate the

effects of different 39Ar activities, and the real WIMP sensitivity of an argon detector

depends on many experimental parameters. For example, the microClean experiment

has achieved a PSD power a few times better than the simple Fprompt method with

the multi-bin method [167]. The DarkSide-10 experiment also significantly improved

the Fprompt discrimination efficiency by reducing the electronic noise and defining

an energy-dependent nuclear recoil acceptance [179]. This improvement enables the

DarkSide-50 detector to expect an energy threshold as low as 20 keV nuclear recoil

energy (with a low nuclear recoil acceptance <5%) using the underground argon

(assuming its current upper limit). The DarkSide-50 experiment is expected to have

a dark matter sensitivity of 1×10−45 cm2 for 100 GeV WIMPs in 100 kg·yr exposure,

1/10 of that assumed in this analysis.

5.1.4 Argon in Light WIMP Detections

Several experiments including DAMA [38], CoGeNT [44, 45], CRESSTII [56] and

CDMSII [52] have reported possible signals of light WIMP (∼10 GeV) interactions

at the cross section level of 10−42 − 10−39 cm2. Argon detectors, however, are usually

considered as insensitive to light WIMPs. For example, the argon nuclear recoil

energy from collision with ∼10 GeV WIMPs is expected to be .20 keV, while few

argon detectors can achieve such a low threshold. As illustrated in Fig. 5.5, even

for detectors using the underground argon with ∼150 times less 39Ar activity, the

detection of light WIMPs is still unlikely at the cross section of 10−40 cm2.

The limitation of argon-based detectors in low mass WMP detection rises from the

requirement of zero background, and thus may be avoided if backgrounds are allowed.
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Light WIMPs are expected to have a high flux, and the interactions mostly have low

energy transfers, so the signal rate at low energies may be significant compared to

the residual background rate. In this scenario, interactions of light WIMPs can be

identified by comparing the expected background event rate with what is observed, or

by a rate modulation analysis like that of DAMA and CoGeNT. In this sense, argon

may be used in the search for light WIMPs and provide an independent test of the

existing WIMP claims.
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Figure 5.6: Left: The expected argon nuclear recoil energy spectrum induced by 8.6 GeV
WIMPs at a nucleon scattering cross section of 1.9× 10−41 cm2, compared to the expected
39Ar rate. We have assumed a quenching factor of 0.29 for nuclear recoils relative to electron
recoils; Right: the integrated light WIMP signal rate above a certain energy threshold.

Fig. 5.6 (left) shows the expected argon nuclear recoil spectrum induced by 8.6 GeV

WIMPs at a spin-independent WIMP-nucleon scattering cross section of 1.9×10−41 cm2.

The 39Ar background spectra at different 39Ar concentration levels are also shown,

where we have used a quenching factor of 0.29 to convert the 39Ar electron recoil

energy to equivalent nuclear recoil energy. We don’t discriminate between nuclear

recoil events and electron recoil events in this analysis, which makes the result con-

servative. As can be seen, the expected WIMP interaction events are overwhelmed

by the 39Ar electrons in atmospheric argon even at the lowest energy, but the rate

is significantly higher than that of 39Ar in underground argon (assuming an 39Ar ac-

tivity at the upper limit of 0.65%) below 3 keV. The overall WIMP event rate below
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10 keV is calculated to be comparable to that of the total 39Ar rate (∼3/kg/day) in

underground argon. If the actual 39Ar activity in the underground argon is ∼0.1% of

the atmospheric value, the WIMP events would dominate the 39Ar background up to

∼8 keV and allow a larger WIMP search window.

Therefore, the underground argon may be used in the detection of light WIMPs

if the rate of other electron recoil backgrounds can be suppressed to below that of

39Ar. Actually argon has its advantages over germanium and xenon in light WIMP

detection because argon nuclei can pick up more kinetic energy from collisions with

light WIMPs. The challenges in such experiments are the suppression of electron

recoil backgrounds and the estimation of nuclear recoil energy at very low energy

scales. The former is believed to be achievable in a radio-pure detector like DarkSide-

50; Monte Carlo simulations have shown that 39Ar is the dominant source of residual

electron recoil backgrounds in DarkSide-50, which is equipped with a high efficiency

scintillator veto. As for the latter, an argon nuclear recoil experiment (DarkSide-

SCENE) is ongoing at the Norte Dame University using a neutron beam, and may

shed light on the argon quenching factors at very low energies.

5.2 Potential Application in CNS Detection

The underground argon also has its potential application in fields other than direct

dark matter detections. The possibility of detecting very low energy nuclear recoils

with low-39Ar argon opens the possibility of detecting Coherent Neutrino Scattering

(CNS) with argon. The CNS process, which has long been predicted by the Standard

Model of particle physics, can test standard and non-standard neutrino interaction

models, but has not been observed.

A neutrino of any flavor can scatter off a nucleus via neutral current interaction

and transfer part of its energy to the nucleus. The maximum nuclear recoil energy is
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2k2/(MT + 2k), or approximately 2k2/MT for relatively low neutrino energy, where k

is the incident neutrino energy. Typical recoil energy varies from keV to tens of keV

depending on the target mass and the neutrino energy. At such a low energy transfer,

all the nucleons in the nucleus interact with the neutrino coherently, as in the case of

low energy WIMP-nucleus interactions. The coherent interaction cross section for a

spin-less nucleus like argon is calculated to be [185,186]:

dσ

dE
=

G2
F

2π

(N − (1− 4 sin2 θW )Z)2

4
F 2(2MTE)MT

(
2− MTE

k2

)

σ ∼ 0.4× 10−44N2(
k

MeV
)2cm2

〈E〉 =
1

3
Emax
r ≈ 716

k/MeV

A
eV (5.3)

where GF is the Fermi coupling constant, θW is the weak mixing angle, N and Z

are the neutron number and proton number of the target nucleus, MT is the target

nucleus mass, and F is the nuclear form factor at momentum transfer 2MTE. The

coherent condition is largely satisfied for neutrino energies up to 50 MeV.

Typical CNS interaction cross sections are at the level of ∼ 10−39 cm2, significantly

larger than that of the charged current interactions such as inverse beta decay of

proton (∼ 10−40 cm2) and elastic scattering with electrons (∼ 10−43 cm2) in the same

neutrino energy region [185]. If the cross section and the nuclear recoil spectrum of

CNS can be accurately measured, it will provide useful information about the weak

mixing angle, the neutrino magnetic moment, and other neutrino physics beyond the

Standard Model. Since the interaction is blind to neutrino flavors, it measures the

total neutrino flux, and can constrain neutrino mixing parameters and also sterile

neutrinos physics by combining with charged current interaction measurements. This

process is also proposed to monitor nuclear reactor operations.

The CNS interaction rate for stopped-pion neutrinos5 with a few target nuclei

5This neutrino source includes 29.9 MeV νµ from π+ decay, and ν̄µνe neutrinos at the energy of
tens of MeV level from µ+ decays.
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including argon is calculated in Ref. [185]. Assuming a neutrino flux of ∼ 1 ×

107 ν/s/cm2, the expected CNS rate from the 29.9 MeV νµ is approximately 7,000

/ton/yr in argon, and the rate above an energy threshold of 20 keV is ∼2,000/ton/yr.

At the same neutrino flux, the ν̄µ νe neutrinos contribute a higher rate of 18,000

/ton/yr, or 9,000 /ton/yr above 20 keV. This event rate and energy threshold are

expected to be within the reach of modern low background detectors, if a low energy

threshold and a low background are achieved.

Ref. [186] proposes a two phase liquid argon TPC aiming to detect CNS from

reactor neutrinos. Because of the low neutrino energy from reactors, the average

energy of CNS nuclear recoil events is very low, approximately 200 eV. No efficient

scintillation signals can be observed at this energy level, and the detector is designed

to collect the ionized electrons by drifting the electrons with an electric field and

detecting them in a gas phase. Assuming a neutrino flux of ∼ 6× 1012 ν/s/cm2, the

expected CNS rate is 56 /kg/day, 29% of which are expected to produce at least one

ionized electron based on a Monte Carlo simulation. The fraction can be increased

to 36% if the 1% of xenon doping is added to the argon volume.

Fig. 5.7 shows the Monte Carlo simulated CNS nuclear recoil spectrum induced by

a reactor neutrino flux of ∼ 6× 1012 ν/s/cm2 in argon. The gamma ray backgrounds

are sampled from certain levels of U, Th, K contents in 20 cm of concrete wall, and

the neutron background is assumed to be ∼ 105 /m2/s with an 1/E spectral shape

from thermal energy up to 20 MeV. It can be seen from the figure that with adequate

shielding (2 cm of lead and 10 cm of borated polyethylene) the gamma ray and neutron

background can be suppressed to several times lower than the CNS rate, but the 39Ar

background overwhelms the CNS signal if atmospheric argon is used.

Nevertheless, if the underground argon is used in this experiment, the 39Ar back-

ground rate will be greatly reduced and bring the overall background rate below the

expected CNS rate. The authors have built a prototype argon TPC with 140 g of
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Fig. 6. Monte Carlo simulation of gamma and neutron induced detector
backgrounds. Characteristic gammas (E > 50 keV) were sourced isotropically
within a 20 cm thick concrete wall surrounding the argon detector. The concrete
had U/Th/K activities of 104/47/533 mBq/cm respectively. With regard to
neutrons, an isotropic source with flux � 10 m s (detector site depth
= 20 mwe), and a 1=E spectrum from thermal energies up to 20 MeV was
used in the simulation. A reduction of the external backgrounds by � 100 is
achieved with a layered shield of 2 cm of lead (inner) and 10 cm of borated
polyethylene (outer). A reactor neutrino flux of 6�10 cm s is assumed.

IV. CALIBRATION

The detector could be calibrated for example by fast neu-
tron elastic scattering [5] or by thermal neutron capture
[3], [6]. The latter is well suited for producing sub-keV re-
coil energies in argon. The Ar Ar reaction has a

MeV, which is released into two characteristic
gamma rays ( MeV, MeV) with
a branching ratio of . The first gamma gives a recoil

eV, while the second one could be
used for tagging the recoil.

V. BACKGROUNDS

Low energy (few primary electrons) events may be caused
by (1) small angle Compton recoils from internal and external
gamma radioactivity, (2) internal low-energy beta activity, and
(3) nuclear recoils arising from neutron scattering or capture.
The neutrons may come from ambient radioactivity present in
nearby material, or from muon interactions with surrounding
rock and detector materials. The cosmic muons themselves
have energy deposits keV and can be vetoed. Backgrounds
due to external gamma/neutron activity can be readily reduced
by lead/polyethylene shielding and operating the detector at a
shallow underground site near the reactor. The strongest internal
radioactivity is from the beta decay of Ar ( , end
point keV). The measured Ar activity is Bq/kg
in natural argon [26], [27]. The Coulomb corrected electron
spectrum, , is approximately constant

for low electron energies [28]. Here is the Fermi func-
tion, is the charge number of the daughter nucleus, and
is the statistical factor of beta decay. Using this expression, we
estimate a differential beta activity of mBq keV kg at
the low energy end. Fig. 6 shows the estimated background
rates in a bare detector and for a dual-shield configuration.
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Figure 5.7: The simulated CNS nuclear recoil spectrum from reactor neutrinos compared to
that of various backgrounds [186]. The gamma ray backgrounds are assumed to originate
from 20 cm of concrete wall with certain U/Th/K contents, and the neutron backgrounds
used have a 1/E spectrum from thermal energy up to 20 MeV.

active mass, and have successfully observed single electron ionization signals [187].

A 10 kg detector has been proposed, which will be installed close to a nuclear power

plant in an attempt to detect CNS signals. The authors have expressed interests in

our underground argon, but no implementation plan has been made yet.

It is worth noting that CNS events can be an irreducible background to WIMP

dark matter experiments. The flux of ambient neutrinos including solar neutrinos,

atmospheric neutrinos, geo-neutrinos and reactor neutrinos, is estimated to be at the

level of ∼ 1010 ν/s/cm2 [188]. Most of them are populated at low energies (<1 MeV)

and don’t produce nuclear recoil events above 1 keV in medium atomic number ele-

ments. The solar 8B neutrinos, on the contrary, may extend beyond 10 MeV energy

and have a high flux of ∼ 106 ν/s/cm2; they can be a serious background to dark mat-

ter experiments. The potential CNS nuclear recoil backgrounds have been studied

by a few authors [188, 189], and tens of CNS nuclear recoils are expected in 1 ton·yr
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exposure if keV level energy thresholds are achieved6. As for argon-based WIMP de-

tectors, the relatively high energy thresholds of &20 keV used in current experiments

cut off most of the neutrino contamination, but as the detection technology continues

improving, the ultimate sensitivity will be restricted by the neutrino backgrounds.

5.3 Discussion on Argon Isotopes

The electron capture decay of 40K is primarily responsible for the terrestrial produc-

tion of the stable argon isotope 40Ar. The importance of this process can be seen

from the large 40Ar/36Ar ratio of 295.5 in the atmosphere compared to the solar value

of 3×10−4 [115]. The total 40Ar produced since the Earth’s accretion can be calcu-

lated based on the estimated K concentration in the bulk Earth; approximately 50%

of the radiogenic 40Ar is found in the Earth’s atmosphere, with the rest remaining

underground [115].

The radioactive argon isotope 39Ar is mainly produced in the atmosphere by cos-

mogenic neutrons: 40Ar(n, 2n)39Ar. The interaction cross section is most significant

for neutron energy higher than 10 MeV. 39Ar has a half life of 269 yr, and decays by

emitting electrons up to 565 keV energy. The presence of 39Ar poses a serious problem

to direct dark matter detection experiments that use atmospheric argon as the target

material. A reasonable approach to solve the 39Ar problem is to seek underground

sources of argon that are shielded from cosmic rays. Note that neutrons may also be

produced deep underground by fission and (α, n) processes, but fortunately the radio-

genic neutrons usually have energies lower than 10 MeV. Combining the low neutron

flux with the low mass fraction of 40Ar in the bulk Earth, the 40Ar(n, 2n)39Ar process

is negligible underground.

However, alternative 39Ar production processes, including negative muon capture

6The contamination from reactor neutrinos depends on the relative locations of the reactors and
the detectors, and the readers are referred to Ref [190] for such an example analysis.
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and (n, p) process on 39K, as well as (n, α) reaction on 42Ca, can be significant. Neg-

ative muon capture on 39K is reported to dominate the 39Ar production at shallow

underground sites (<1,800 m.w.e.), while the muon induced neutron production rate

is lower by approximately 2 orders of magnitude over all depths [117]. The muon

capture production decreases quickly at large depth, where the 39K(n, p)39Ar pro-

cess takes over. The 42Ca(n α)39Ar process is a subdominant production channel

because of its relatively high energy threshold compared to the 39K(n, p)39Ar pro-

cess. Ref. [117] calculated the 39Ar and 40Ar production rate at different depth for

typical rock composition. The results show that the 39Ar/40Ar ratio in argon from

deep underground sources can be similar to, or 1-2 orders of magnitude lower than,

the atmospheric ratio, depending on the rock porosity and the argon diffusion and

transportation properties. At shallow depths, the 39Ar/40Ar ratio can be a few orders

of magnitude higher than the atmospheric value, primarily due to the production by

negative muon capture on 39K.

The prediction of the 39Ar activity in underground argon gets more complicated

if we consider the argon recycled from the atmosphere to underground by dissolving

in ground water. As a result, large uncertainties are observed for the 39Ar/40Ar ratio

measured in underground argon samples. Relative 39Ar concentrations ranging from

20 times lower to 16 time higher than the atmospheric value have been reported [110,

116]. The rock type is also found to play an important role in affecting the 39Ar/40Ar

ratio, with granite typically having a high 39Ar production rate.

The Earth’s mantle, on the contrary, has a U and Th concentration 2-3 orders

of magnitude lower than that of the crust. The neutron flux from (α, n) process

and thus the 39K(n, p)39Ar production rate can be greatly reduced. As a result, the

39Ar concentration in the mantle is expected to be much lower than that in the crust.

Argon gas samples have been extracted from the middle ocean ridge basalts (MORB),

which were derived by partial melting of the upper mantle, but no 39Ar measurements
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have been reported. A study of the isotope ratios of rare gases extracted in the CO2

gas fields in the US southwest indicated that these gases may be derived from the

Earth’s upper mantle, exhibiting consistent relative isotope abundances with MORB

gases [124–126]. Our underground argon is extracted from the same area, so it may

also have a mantle origin, which might explain the extraordinarily low 39Ar activity.

It is worth noting that the 40Ar concentration in the Earth’s mantle calculated

from the MORB 3He/40Ar ratio and the derived MORB 3He concentration couldn’t

account for the total 40Ar amount underground. This indicates that there may be

an 40Ar reservoir in the deep mantle [115]. If this is the situation, we can expect a

steady flow of 40Ar continuously from the mantle, which will be beneficial to many

argon-based experiments. We comment that our early effort of extracting argon from

the Bravo Dome CO2 gas fields in Bueyeros, NM was discarded because of a rise in

the 39Ar concentration. This is explained by possible leaks of air into the gas well as

the well pressure decreases.

The stable argon ratio 40Ar/36Ar of 13,300 in our underground argon gas is con-

sistent with the values measured with the MORB mantle gases, which range from

300 to 40,000 [191, 192]. No significant production of 36Ar in the Earth’s mantle is

known, and its existence is explained as either recycled air, an accretionary signature,

or a combination of the two [115]. So the large variability of the 40Ar/36Ar ratio in

the MORB gases may reflect a mixing between the mantle argon and atmospheric

argon. We note that Ref. [115] mentions that argon gas with a dominating crustal

signature can also have a high 40Ar/36Ar at the level of 10,000, but the crustal argon

measurements by Ref. [116] all have 40Ar/36Ar ratios around 300.

By contrast, the argon from the National Helium Reserve [121] has a measured

40Ar/36Ar ratio of 1,640, between atmospheric and mantle values. The low 39Ar limit

compared to expected levels from the crust [116, 118], and the intermediate value of

the 40Ar/36Ar ratio may suggest that the source of the gas is deeper than the crust.
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However, the argon from the National Helium Reserve was separated from natural

gas that is expected to be biotic, and therefore crustal in origin. We note that noble

gases in crustal fluids can show a mantle signature, particularly in regions that may

be undergoing tectonic extension [193], but alternative hypotheses also exists for the

origin of natural gas [194].

Besides 39Ar and 40Ar, other isotopes of argon include 36Ar, 37Ar, 38Ar, 41Ar and

42Ar, of which 36Ar, 38Ar and 40Ar are stable. Most of these argon isotopes are

produced by muon spallation or neutron induced reactions on K, Ca, Cl isotopes as

well as 40Ar, while some of them such as 38Ar and 42Ar can also be produced by alpha

particle interactions on the same elements. Of the radioactive isotopes, 37Ar and 41Ar

are short lived (35 days for 37Ar and 110 min for 41Ar), and are usually not considered

as serious backgrounds for underground experiments. The relatively long lived 42Ar

decays to 42K by emitting electrons up to 600 keV with a half life of 33 years, and

the subsequent 42K decay produces electrons with an endpoint of 3.5 MeV. The 42Ar

abundance has been reported to be lower than 6× 10−21 [195], which corresponds to

a negligible decay rate at the level of ∼ 1× 10−4 Bq/kg.
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Appendix A

Surface Background Study

Direct WIMP dark matter detection experiments search for low energy nuclear re-

coil events as possible evidences for WIMP interactions. Various backgrounds such

as elastic neutron collisions and surface alpha activities, however, can also produce

nuclear recoils; the former has been discussed in Sec. 2.4.2, while the latter has not

been addressed. Radon progeny can attach to the surfaces of detector components;

when an alpha decay occurs the daughter nucleus can gain a recoil energy up to a

few hundred keV and mimic a WIMP signal. This background has to be efficiently

suppressed in a dark matter detector to allow sensitive WIMP detection.

A.1 Surface Alpha Decay Backgrounds

Radon is naturally present in air at an activity of tens of Bq/m3. Daughter nuclides

of radon decays are usually ionized at production, so they can attach to various

surfaces due to static charges. Radon may also emanate from the decays of U and

Th impurities in bulk materials and rise to the surface. The surface alpha activity

due to radon daughters can be a few Bq/m2 at normal conditions [196]1, and may be

1Ref. [196] reported values at the level of 100-200 Bq/m2, but the investigated samples were
exposed to air with hundred times higher radon concentrations (1-3 kBq/m3) than normal values.
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suppressed down to less than 10α/m2/day in low background experiments that are

constructed in radon-free environments [197].
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Figure A.1: Illustration of the possible configurations of surface alpha activities.

Wavelength shifting chemicals are commonly used in argon scintillation detectors

to convert argon scintillation photons from UV to the visible range, so alpha emitters

may exist at both the reflector surfaces and the wavelength shifter (WLS) surfaces,

as illustrated in Fig. A.1. Configuration (a) is the most dangerous background in

a dark matter detector because the recoiled nucleus hits the liquid argon volume

directly. Take the prevalent surface background 210Po (∼5.3 MeV alpha energy, 138

days half life) as an example, the recoil energy of the 206Pb nuclide is estimated to be

∼103 keV, which is right in the WIMP search window of some dark matter detectors.

Even at a suppressed surface activity of ∼10α/m2/day, this surface background rate

would be at the level of 10,000/year in a 1-ton argon detector2, orders of magnitude

higher than the expected WIMP interaction rate. In case (b) the decay alpha hits

liquid argon, and its high energy would lift this event way above typical WIMP

energy windows. Case (c) is similar to case (b) because it is very likely for the alpha

2For a 1 ton LAr detector with unit diameter-to-height ratio, the total surface area is ∼5 m2.
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particles to penetrate the WLS layer and deposit a large kinetic energy in the liquid

argon volume. For example, the 5.3 MeV alpha particles from 210Po decays have

an expected range of ∼4 mg/cm2 in organic chemicals, and can mostly penetrate the

WLS coating at a typical thickness of 0.1-1 mg/cm2 in argon experiments. In addition,

the alpha energy deposition in the WLS would also produce photons3 and adds to

the argon scintillation. Case (d) is unlikely to be a background because nuclear recoil

scintillations in WLSs are usually heavily quenched and could fall below the energy

threshold of WIMP experiments. In two-phase TPCs, case (d) events can also be

rejected because no ionization signals exist in liquid argon.

Nuclear recoil backgrounds due to surface alpha activities may be mitigated using

a few techniques. One approach is to install a charge intercept ring near the TPC

anode to block the ionization signals from surface backgrounds and reject the associ-

ated scintillation signals. Similarly if event positions can be estimated in a detector,

software position cuts can be applied to reject the surface events. In this study we

will investigate a new method to reject surface nuclear recoils using the concurrent

alpha scintillation signals in the WLS. The photons produced by alphas can add to

the nuclear recoil signal and may lift the overall energy of this background event to

above the WIMP energy window; if the alpha scintillation in the WLS has a dis-

tinctively different waveform from that of nuclear recoils in liquid argon, pulse shape

discrimination methods can also be used to reject the surface backgrounds.

A.2 WLS Scintillation

Since the focus of this study is to use the alpha scintillation signals in the WLSs

to reject the nuclear recoil backgrounds due to surface activities, the scintillation

properties of the commonly used WLSs have to be thoroughly studied. We will discuss

3We note that the scintillation yield of organic scintillators is a few times lower than that of liquid
argon, and alpha scintillation is highly quenched.
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the alpha-induced scintillation in TPB and PTP WLSs both at room temperature

and at cryogenic temperatures using a needle 210Po alpha source.

A.2.1 Room Temperature Measurements

The alpha source used in thes measurements is a 210Po needle source. The eye of the

needle has a gold surface, and the 210Po nuclides (from a 210Po solution) adhere to

the gold. During the measurements this needle source was pressed slightly against a

WLS (TPB or PTP) layer that was coated onto a glass slide, as illustrated in Fig. A.2;

the two pieces were clamped together using Spectralon fixture. The scintillation from

this “light source” was collected using a Hamamatsu R11065 photomultiplier tube

(PMT) and a Spectralon cell was used to enhance reflections.

28	
  

Quartz	
  

WLS	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  Alpha	
  

Air	
  
210Po	
  Needle	
  Source	
  

Figure A.2: The alpha-in-WLS scintillation measurement at room temperature.

As the 210Po nuclides decay, approximately half of the emitted alpha particles hit

the WLS and make scintillation light. Alphas mostly undergo small angle scattering in

the WLS and have near-straight paths. The minimum path length is the thickness of

the WLS coating, which would lead to a low energy spectral cutoff. Actually because

a large fraction of the alpha particles have path lengths close to this minimum, a

prominent peak can be observed in the low energy region, as illustrated in Fig. A.3.

The alphas with larger incident angles would produce more photons, up to a high

energy cutoff that corresponds to the full alpha energy deposition in the WLS.
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Figure A.3: The scintillation spectra of 210Po alpha particles in WLSs at room temperature;
Left: 329µg/cm2 TPB; Right: 373µg/cm2 PTP.

The thickness of the WLS coatings used in the measurements were 329µg/cm2

for TPB and 373µg/cm2 for PTP. In the TPB measurement (Fig. A.3 left), ap-

proximately 120 photoelectrons were observed at the low energy peak, and about

1150 photoelectrons are observed at the high energy cutoff; the numbers of pho-

tons in the PTP measurements (Fig. A.3 right) were ∼180 and ∼1850 for the two

peaks respectively. The energy depositions of the 5.3 MeV 210Po alpha particles in

the TPB and PTP layers are estimated to be 290 keV and 330 keV respectively.

Therefore, the relative scintillation efficiency of TPB and PTP is calculated to be

(120p.e./290keV)/(180p.e./330keV)∼0.76 for normal incident alphas (the low energy

peak) and (1150p.e./5.3MeV)/(1850/5.3MeV)∼0.64 for the full alpha energy deposi-

tion (the high energy cutoff). We comment that the WLS thickness values may not

be accurate and large uncertainties may exist in the calculations.

The efficiency of organic scintillators under alpha excitations is known to be

quenched relative to electron excitations, and the quenching factor depends on the

alpha energy. This is the reason why the full alpha energy peak produced only ∼10

times more photons than the normal incident alpha peak4 instead of the energy ratio

of ∼5.3 MeV/300 keV∼18. The alpha quenching factors for TPB and PTP are not

4Alphas with large incident angles have to travel relatively long distances in air before hitting
the WLSs, so the observed “full” energy peak is lower than the true value.
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known, but we may use the empirical quenching formula for the Borexino scintilla-

tor [198] as an estimate.

Qα(E) = 20.3− 1.3
E

MeV
(A.1)

Eq. A.1 describes the overall quenching effects of an alpha particle as it gradually

loses kinetic energy and makes scintillation light in the Borexino scintillator, so it in-

cludes the contribution of the quenched alpha scintillation at different alpha energies.

The differential quenching factor for a small energy loss ∆E at the alpha energy E

can be derived as:

Qd
α(E) =

∆E
E+∆E

Qα(E+∆E)
− E

Qα(E)

=
1

20.3

(
20.3− 1.3

E

MeV

)2

(A.2)

The differential quenching factor for the 210Po alphas Qd
α(5 - 5.3 MeV) is estimated to

be ∼9.1, but the value increases as the alpha energy decreases, so an overall quenching

factor Qα(5.3 MeV)∼13.4 is resulted. In this case the observed scintillation energy of

the full alpha energy 5.3 MeV/Qα(5.3 MeV) is only∼11.6 times higher than that of the

minimum energy deposition of ∼300 keV/Qd
α(5 - 5.3 MeV), approximately consistent

with the observed value of ∼10. Uncertainties in this estimation may rise from the

inappropriate quenching function and the alpha energy loss in air.

To sum up, 210Po alphas can produce a minimum of 100-200 photoelectrons in 300-

400µg/cm2 of TPB or PTP at room temperature. If the same result can be obtained

for surface alpha events in a liquid argon detector, the alpha scintillation photons

may be interpreted as an equivalent nuclear recoil energy (in argon) of ∼50-100 keV

if we assume an argon light yield of 6-7 p.e./keVee and a nuclear quenching factor of

0.25-0.3. Combining with the ∼100 keV 206Pb nuclear recoil energy in liquid argon

from a surface 210Po decay, the total (equivalent) energy of this surface event would

be &150-200 keV. Since WIMP induced nuclear recoils are expected to concentrate in
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low energy regions, such surface backgrounds may be efficiently rejected by choosing

an appropriate WIMP energy window.

A.2.2 Cryogenic Measurements

The above measurements have been made at room temperatures, but argon-based

dark matter detectors are usually operated at cryogenic conditions; it is not necessary

for the WLS scintillation efficiency to stay the same, so cryogenic alpha scintillation

measurements are necessary to investigate the surface background rejection possibil-

ity. The same system described in Sec. A.2.1 was cooled down to liquid nitrogen

temperature using the low background liquid argon detector described in Ch. 3. The

detector chamber was filled with nitrogen gas during the measurements.
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Figure A.4: The Fprompt distribution and scintillation spectra of TPB; Left: room temper-
ature measurement; Right: liquid nitrogen temperature measurements. The lower Fprompt
events are attributed to TPB scintillations.

Because the PTFE cell of the low background detector was coated with PTP,

it was lined with 3M ESR film in the TPB measurement to avoid possible light

adsorption effects. The measured Fprompt distribution and the scintillation spectra

at room temperature and liquid nitrogen temperature are shown in Fig. A.4; the

Fprompt parameter is defined as the fraction of scintillation photons within 100 ns

of the trigger time and the events in the lower Fprompt band are attributed to
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alpha scintillations 5. The low energy normal incident peak and the high energy full

energy cutoff were observed at ∼70 p.e. and ∼600 p.e. respectively at liquid nitrogen

temperatures, which were approximately half of the values at room temperature. In

addition, the Fprompt value of the alpha-induced TPB scintillation increased from

∼0.4 at room temperature to ∼0.6 at cryogenic temperature. We note this Fprompt

observation may be in contradiction to that reported in Ref. [199].

Although we attributed the observed decrease of TPB scintillation photon number

to a drop of TPB scintillation efficiency at cryogenic temperatures, it might also be

caused by changes in the reflector. PTFE is estimated to contract by approximately

2-3% from room temperature to liquid nitrogen temperature, and this contraction

may produce wrinkles in the 3M film and cause the light collection efficiency to drop.

However, this effect may not be able to make ∼50% difference because 3M film has

almost perfect reflection for TPB emission light, and it does not explain the increase

of the Fprompt values of the scintillation signals at low temperatures.
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Figure A.5: The Fprompt distribution and scintillation spectra of PTP; Left: room tem-
perature measurement; Right: liquid nitrogen temperature measurements.

To the contrary of TPB, the alpha scintillation in PTP was enhanced at cryogenic

temperatures. The normal incident peak and the full energy cutoff increased from

∼80 p.e. and ∼780 p.e. at room temperature to ∼140 p.e. and ∼1150 p.e. at liquid

5The higher Fprompt events are blamed as backgrounds; the energy scale and Fprompt values

are observed to change with with environmental conditions (surrounding gas specie, pressure, etc),
but they do not vanish when the system was operated in vacuum.
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nitrogen temperature. We comment that the photon numbers at room temperature

were less than that reported in Sec. A.2.1 due to the light collection in the PTFE cell:

the light collection efficiency at the bottom of the cell is only ∼50% of that at the

top6, as studied in Sec. 4.2.2. The changes in the Fprompt distributions in the PTP

measurements were also to the opposite of the TPB measurements: the Fprompt

values decreased from ∼0.7 to ∼0.5 at liquid nitrogen temperature.

A brief comparison between TPB and PTP can be made based on the above

measurements. 1) The scintillation efficiency of TPB is approximately 70% of that

of PTP at room temperature. 2) The TPB scintillation efficiency was observed to

drop by a factor of ∼2 at cryogenic temperatures while that of PTP was observed to

increase by a factor of ∼2. This makes the TPB scintillation efficiency only ∼20%

of PTP at cryogenic temperatures. 3) The scintillation waveform of TPB light has a

low Fprompt value at room temperature, but at cryogenic temperatures it approaches

the nuclear recoil waveforms in liquid argon; the PTP scintillation, to the contrary,

has a high Fprompt value at room temperature but shifts to low Fprompt values at

cryogenic temperatures. Therefore, the WLS PTP is expected to yield more surface

background rejection power than TPB both by producing copious alpha scintillation

light and by altering the nuclear recoil scintillation waveform.

A.3 Surface Background Measurements

Based on the above analysis, in situ measurements were attempted to validate the

possibility of rejecting surface backgrounds by taking advantage of the alpha scintil-

lation in the WLS. Since 210Po is the most prevalent surface radioactivity, an ideal

experiment would collect 210Po onto the surface of WLS coatings and measure the

alpha decay signals inside a liquid argon detector. Such surface 210Po activities can

6This measurement indicates that the light collection efficiency at the bottom of the PTFE cell
is ∼80/180 of that in a Spectralon cell.
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be obtained by exposing a WLS layer to radon gas, but it may take a very long time

for 210Po to accumulate due to its long half life (∼138 days); the equilibrium rate is

also suppressed by the long lifetime of 210Pb (22 yr). In addition, the 210Po decay rate

will very low and ultra-low background measurements are required.
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Figure A.6: The radon decay chains; only the significant decay channels are shown [198].

The difficulties with the surface 210Po scheme may be avoided by using the nuclide

214Po. The precursors of 214Po have half lives of 20-30 minutes (27 min for 214Pb and

20 min for 214Bi) and it allows 214Po to build up within a few hours of exposure to

radon gas. This lifetime value, meanwhile, may provide several hours of work time

before the 214Po rate dies away. For example, a ∼ 106 Bq 222Rn source is available

at Princeton University, and if a fraction of the 214Pb and 214Bi can be collected, the

surface alpha rate would drop to the level of 1 Hz in ∼10 hours. More importantly, the

short lifetime of 214Po (164µs) opens the possibility of using 214Bi-214Po coincidence

to reduce the background rate in the measurements.

A.3.1 Radon Collection

Most radon daughters are positively charged at formation and thus can be collected

onto negatively charged surfaces [200]. A radon collection system, as illustrated in
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Fig. A.7, was constructed to collect radon daughters onto the WLS coatings using high

voltages. The system was operated in a radioactive fume hood at negative pressures.

222Rn 
+ 

Argon 

226Ra 
Source 

Argon 
Gas 

Charcoal 
Trap 

LN2 

WLS Coated 
Slide 

High Voltage 

Collec?on 
Chamber 
Grounded 

Vacuum 
Pump 

Source Inlet 

Source Outlet 

Figure A.7: The radon collection system used to collect radon daughters onto the surface of
WLSs. Argon is used to push radon gas to flow from the source to the collection chamber,
where a high voltage is applied to facilitate radon daughter collection. The residual radon
gas can be recovered into a charcoal trap.

The 222Rn gas in this system is supplied by a dry powder 226Ra source (Pylon

RN-1025). Argon gas is used to push the emanated radon to flow from the source

capsule into the collection chamber that has been evacuated using a vacuum pump.

A high voltage (1000 V) is applied to the metal plate that supports the WLS coated

quartz slide to facilitate the deposition of the radon daughters. The collection process

usually lasts 2-3 hours for the 214Pb and 214Bi contents to build up to equilibrium

levels. After the collection process completes, the residual radon and argon gas in

the chamber is recovered into a liquid nitrogen-cooled charcoal trap to minimize the

radioactivity released into the environment. The recovered radon gas can be refilled

into the chamber for subsequent collections.

A few radon deposition tests were made with this system to study the 214Po

collection efficiency. Fig. A.8 shows the measured alpha scintillation rate on a WLS
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Figure A.8: The alpha decay rate on the WLS coating after radon collection.

sample after radon collection. This rate was calculated on the WLS scintillation

events produced by normal incident alphas, so it only reflects a portion of the overall

214Po decay rate. The half life of the decay rate was fitted to be ∼27 min, consistent

with that of the 214Pb nuclide. Since it took approximately 7-8 hours for the 214Po

alpha event rate to drop to the background level, useful data may be acquired for the

surface background study if the WLS slide and the detector could be assembled and

prepared for data taking within 5-6 hours.

A.3.2 Bi-Po Coincidence Measurements

The low background liquid argon detector was used in the surface background mea-

surements. To reduce the system preparation time after radon collection, a special

operating procedure was developed. The low background detector was first pumped

down for a few days to remove the gas impurities, and as soon as the radon collection

process was completed the detector chamber was filled with high purity argon gas and

was opened briefly for a quick assembly of the radon-deposited, WLS-coated quartz

slide into the scintillation cell. Then the detector was closed, pumped down for 1-2

hours, cooled down to liquid argon temperature in 1-2 hours, and filled with high
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purity argon in another ∼1 hour. Usually data acquisition started 5-6 hours after the

radon collection and reasonable argon purities was obtained.

Because of the short lifetime of 218Po and the long lifetime of 210Pb, the observed

radon daughter events ∼6 hours after radon collection were mostly 214Pb, 214Bi and

214Po decays. The beta decay of 214Bi and the alpha decay of 214Po occur very close

in time (half life ∼164µs), so time coincidence method can be used to select the

214Po alpha events for the surface backgrounds study. Based on the difference in the

scintillation waveforms, the recorded events were divided into gamma-like events (low

Fprompt value) and alpha-like events (high Fprompt value); if an alpha-like event

occurred within 1 ms after a gamma ray-like event, the two events were assumed to

be a valid 214Bi-214Po coincidence. The time intervals between the coincidence pairs

were fitted to an exponential with a half life value around 160µs.
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Figure A.9: The surface 214Po alpha decay event energy spectrum in the TPB measurement
(left) and in the PTP measurement (right).

The WLS chemicals TPB and PTP were both investigated in this study. The

energy spectrum of the 214Po alpha events in the TPB measurement is shown in

Fig. A.9 (left). Two peaks were observed and were attributed to the configurations (a)

and (b) in in Fig. A.1 respectively. The low energy peak around ∼80 p.e. includes the

contributions from the alpha scintillation in the TPB coating and from the associated

nuclear recoil scintillation in liquid argon. The minimum energy deposition of the
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214Po alphas (7.7 MeV) in 329µg/cm2 of TPB was estimated to be ∼220 keV with

a differential quenching factor of ∼5.35(Eq. A.2). Compared to the cryogenic TPB

measurement results in Sec. A.2.2 (∼70 p.e. for ∼290 keV energy deposition at ∼ 9.1

quenching), it can be estimated that approximately 40 photoelectrons were produced

by the alphas7 and the other 40 p.e. could be attributed to the recoil 210Pb nucleus

(∼146 keV). As for the PTP measurement (Fig. A.9 right), the low energy peak

appears at ∼250 p.e.. The alpha energy deposition was estimated to be ∼250 keV

with a similar differential quenching factor of ∼5.35; scaled from the cryogenic PTP

measurement results of ∼140 p.e. for ∼330 keV energy at a differential quenching

factor of ∼9.1, ∼180 p.e. were expected from the alphas. The rest of the photons

(∼70) were attributed to the recoiled 210Pb nucleus.

The volume-averaged light yield values for electron recoils in the two measure-

ments were estimated to be ∼5.3 p.e./keV based on 137Cs calibrations; if we assume

a relative scintillation efficiency of ∼25-29% for nuclear recoils, ∼200 p.e. could be

expected from the ∼146 keV 210Pb nucleus. However, only ∼40-70 p.e. were associ-

ated with the nuclear recoil signals. The discrepancy may be partially explained by

the poor light collection efficiency at the bottom of the low background detector cell,

and the photon collection efficiency in the TPB measurement may also be affected

by the PTP coating on the PTFE cell. But other factors such as the thickness of

the WLS coating and the quenching factors also carry large uncertainties, so more

accurate measurements have to be made to clarify the observed results.

The Fprompt distributions of the 214Bi-214Po coincidence events in the TPB and

PTP measurements are shown in Fig. A.10. Events in the high Fprompt band are

attributed to the surface alpha events, and the Fprompt values drop at high energies

due to the saturation of the digitizer by the large prompt pulses. The full alpha energy

peaks (including small contribution from the nuclear recoil scintillation in WLS) are

7A light collection efficiency of ∼5/9 is applied, which is estimated from the PTP measurements
(∼180 p.e. in a Spectralon cell compared to ∼80 at the bottom of the low background detector cell).
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Figure A.10: The Fprompt distribution of the 214Bi-214Po coincidence events in the TPB
measurement (left) and in the PTP measurement (right).

observed at ∼13,000 p.e., which may be corrected to ∼25,000 if we assume a no-

saturation Fprompt value of ∼0.78. The expected photon number produced by alpha

scintillation in liquid argon is approximately 35,000 at a light yield of ∼4.6 p.e./keV

(7/8 of that of electron recoils), and the lower observation may be explained by the

light loss at the bottom of the cell and possible non-linear effects in the PMT and

in the readout electronics. But since the alpha scintillation in liquid argon is so

prominent they can be unambiguously identified and used to estimate the rate of

surface alpha background activities.

A.3.3 Summary

Despite of the possible inconsistencies, PTP seems to be more efficient than TPB in

producing scintillation photons under alpha excitation at cryogenic conditions, and

thus has a higher chance to lift the surface nuclear recoil backgrounds to above WIMP

search energy windows. In addition, the scintillation waveforms of PTP have smaller

prompt components than TPB, which make them more distinguishable from pure

nuclear recoil events. For example, the Fprompt value of the surface contamination

events in the TPB measurement was found at ∼0.67, while it was ∼0.61 for the PTP

8A lower PMT voltage was used in one measurement and showed a slightly saturated Fprompt
value of ∼0.65, so we assume the no-saturation Fprompt value to be ∼0.7.
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measurement. We remind the readers that the Fprompt value of nuclear recoil events

in liquid argon has a high value around ∼0.7-0.8.
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Figure A.11: The transmittance of a ∼150 Å ITO coating, and its effect on the PTP emission
light. The ITO transmittance was measured by the Evaporated Coatings Inc.

However, we comment that the application of PTP in argon scintillation experi-

ments has not been as well studied as that of TPB. Since TPB is currently widely used,

the detector setup of some experiments may disfavor the use of PTP. For example,

the DEAP experiment uses acrylic light guides, which allow TPB light to go through

but may partially block the shorter-wavelength PTP light; for similar reasons PTP

may not be an option for an experiment using the 3M ESR film as the reflector. The

DarkSide experiment uses a transparent conducting material Indium-Tin-Oxide that

has a decreasing transmittance at short wavelengths on the cathode/anode plates, so

PTP is not preferred in this design. Fig. A.11 shows the transmittance of ∼150 Å ITO

to near-UV light, and it reduces the PTP light output by ∼25% on average, which is

approximately twice higher than that of TPB. But if a grid-coating ITO layer at the

same thickness is feasible, the loss of PTP light can be reduced to ∼1.2% for 5% ITO

coverage or ∼2.3% for 10% ITO coverage, which may make the use of PTP possible

in the DarkSide detector.
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Appendix B

Evaporation Procedures

The following list is the developed operating procedure of the Princeton vacuum

evaporation system that has been described in Sec. 3.1.1.

1. Preparations before Operating the System.

• Gather the necessary parts: wavelength shifter chemicals, nitrile gloves,

Kimwipe paper towels, argon/nitrogen gas bottle, liquid nitrogen, etc.

• Clean the reflector parts to be evaporated; sand the surface if needed.

• Weigh the parts and measure the dimensions (for thickness calculation).

2. Opening the Evaporator Chamber (assume there is a previous evaporation).

• Check the pressure in the evaporator chamber (use the mechanical gauge

beside the shutter valve and TC2). You may open the evaporation chamber

only when the pressure is about 1 atm; in the case of (partial) vacuum you

may risk lifting the whole system, or breaking the lifting hoist.

• Make sure the cold finger is warm, otherwise moisture would condense on

it when open to air. Make sure there is no more liquid nitrogen in the cold

finger; wait for a few hours after it is empty.
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• Lift the bell jar with the pulley chain by 1-2 feet; use caution and keep the

cover balanced when lifting.

• Put on latex gloves, and take the metal plate out of the chamber; use

caution when tilting/flipping the plate so that the parts mounted on the

plate, if any, do not fall off.

• Weigh the coated parts if possible and calculate the coating thickness

(later); store the coated parts properly.

• Mount the new parts to be evaporated on the metal plate using appropriate

fixtures; double check the orientation of the parts.

• Refill the crucible with wavelength shifter chemical; if a different chemical

is to be used, clean the crucible with methanol and dry it before filling.

• Check the remaining lifetime of the thickness monitor crystal.

• Mount the metal plate onto the rods inside the chamber, and check the

positioning of the thickness monitor.

• Close the evaporation chamber carefully and make sure the o-ring is in

place; put vacuum grease on the o-ring if it is dry.

3. Pumping Down the Evaporation Chamber.

• Power on the pump station if it is not already on.

• Check the shutter valve to make sure it is widely open; check the valves to

the gas filling line.

• Turn on the pump by pressing the button “Start/Stop Reset”, and check

the chamber pressure on TC2.

• After the pressure drops below 1×10−3 torr, check if the turbo pump is at

its full speed (56k rpm).
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• Start the emission gauge by pressing the button “Chan” 5 times until it

says “TC2 BA2” and then hit “Emis”.

• Wait until the chamber pressure reaches 3×10−6 torr; it usually takes about

2 hrs if theres no leak.

• Pour liquid nitrogen into the cold finger; be careful, it may spill out!

• The chamber pressure should drop to 5-6×10−7 torr in about 10 min; main-

tain the liquid nitrogen level in the cold finger.

4. Start the Evaporation Process.

• Close the shutter to block the crucible (close all the way and back for a few

turns, so it doesn’t isolate the volume close to the pressure gauge incase it

outgases/leaks slightly.)

• Power on the thickness monitor, the temperature controller, and the heater

if they are not already on.

• Turn on the cooling water to the heater and to the thickness monitor;

check the water valves at the wall to make sure water is flowing.

• Set the temperature to the desired values (∼200C for TPB and ∼150C

for PTP); Raise the temperature set point value slowly to avoid large

overshoot.

• After the temperature reaches the desired value, wait for 30 seconds, zero

the thickness monitor and open the shutter valve all the way.

• Watch the deposition rate and the cumulated thickness on the thickness

monitor; estimate the actual rate/thickness with the calibrated conversion

factors; raise the temperature slightly if the rate is too low.

• Record the evaporation conditions: chamber pressure, crucible tempera-

ture, average deposition rate, total deposited thickness, duration of evap-
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oration, etc.

• Keep an eye on the chamber pressure; add more liquid nitrogen to the cold

finger if necessary.

• Close the shutter valve all the way when the thickness monitor reading

reaches the desired value.

• Lower the set point temperature on the heater controller to 0C.

• Turn off the emission gauge.

• Turn off the turbo pump.

• Turn off cooling water when the temperature drops to room temperature.

• Wait for 10-20 min for the trubo pump to slow down, then you can slightly

open up the valve connecting the turbo pump and the gas bottle to let a

little argon/nitrogen in and further slow down the turbo pump. Only let

gas into the chamber if under tight schedule, and use caution to make sure

the turbo pump is not damaged.

• After the turbo stops, fill more argon/nitrogen into the chamber; open the

shutter slightly to monitor the pressure with the mechanical gauge.

• Close the valve to stop the flow when the pressure reaches 1 atm; DO NOT

over-pressurize the chamber, otherwise it may pop!

• Wait for a few hours for the cold finger to warm up.

5. Consult Item 2 on opening the evaporator chamber.

Note: the approximate conversion factor between the mass thickness value and

the actual thickness is: 1µg/cm2 ≈ 100 Å.

TPB melting point: 196-209C, flash point: ∼253C, boiling point: 495C.

PTP melting point: ∼212C, flash point: ∼207C (sublimes), boiling point: 389C.
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Appendix C

Useful Online Resources

This is a compilation of some online resources that can be useful in research. Note

that some of the websites/softwares are maintained by individuals and may not have

been verified to yield correct results. Use your own best judgement.

Nuclear Data and Decay Radioactivity.

The LBNL Isotopes Project Home Page

http://ie.lbl.gov/

LBNL Isotopes Project - LUNDS Universitet WWW Table of Radioactive Isotopes

http://ie.lbl.gov/toi/

The Berkeley Laboratory Isotopes Project’s Exploring the Table of Isotopes

http://ie.lbl.gov/education/isotopes.htm

The Lund/LBNL Nuclear Data Search

http://nucleardata.nuclear.lu.se/toi/

Periodic Table linked to ToRI data of known isotopes for each element

http://nucleardata.nuclear.lu.se/toi/perchart.htm

National Nuclear Data Center

http://www.nndc.bnl.gov/

NNDC Nuclear Structure and Decay Data
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http://www.nndc.bnl.gov/nudat2/

NNDC Evaluated Nuclear Data File

http://www.nndc.bnl.gov/exfor/endf00.jsp

Interactions of Radiations with Matter.

LBNL X-RAY DATA BOOKLET

http://xdb.lbl.gov/

X-Ray Mass Attenuation Coefficients and Mass Energy-Absorption Coefficients

http://www.nist.gov/pml/data/xraycoef/index.cfm

X-Ray Mass Attenuation Coefficients in Elemental Media

http://physics.nist.gov/PhysRefData/XrayMassCoef/tab3.html

X-Ray Mass Attenuation Coefficients in Compounds and Mixtures

http://physics.nist.gov/PhysRefData/XrayMassCoef/tab4.html

Stopping-Power and Range Tables for Electrons, Protons, and Helium Ions

http://www.nist.gov/pml/data/star/index.cfm

Stopping Powers and Ranges for Protons

http://physics.nist.gov/PhysRefData/Star/Text/PSTAR.html

Stopping Powers and Ranges for Helium Ions

http://physics.nist.gov/PhysRefData/Star/Text/ASTAR.html

Stopping Powers and Ranges for Electrons

http://physics.nist.gov/PhysRefData/Star/Text/ESTAR.html

SRIM Particle Interactions with Matter

http://www.srim.org/

Calculate the energy loss of a charged particle by ionization as it passes through many

kinds of matter.

http://meroli.web.cern.ch/meroli/EnergyLossCalculation.html

Dark Matter Physics Related.
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DArk Matter Network Exclusion Diagram online tool

http://pisrv0.pit.physik.uni-tuebingen.de/darkmatter/index2.html

DAMNED Nuclear Recoil Event Spectra

http://pisrv0.pit.physik.uni-tuebingen.de/darkmatter/spectra/index.php

DAMNED Dark Matter Parameter Limit

http://pisrv0.pit.physik.uni-tuebingen.de/darkmatter/limits/index.php

MicrOMEGAs: a code for the calculation of Dark Matter Properties

http://lapth.cnrs.fr/micromegas/

Sensitivity Plots for Direct Detection of WIMP Dark Matter, UC Berkerley

http://dendera.berkeley.edu/plotter/entryform.html

LUX Dark Matter Online Tools

http://dmtools.brown.edu/

DarkSUSY, a fortran package for supersymmetric dark matter calculations

http://www.fysik.su.se/~edsjo/darksusy/

SuperBayeS, Supersymmetry Parameters Extraction Routines for Bayesian Statistics

http://www.ft.uam.es/personal/rruiz/superbayes/index.php?page=main.html

Material Radioactivity.

the ILIAS database on radio-purity of materials

http://radiopurity.in2p3.fr/

The Conversion factors ppb U, ppb Th, ppm K to Bq/kg

http://radiopurity.in2p3.fr/conversion.html

SOURCES-4C, Calculating Alpha, N, Fission, Delayed Neutron Sources and Spectra

http://www.oecd-nea.org/tools/abstract/detail/ccc-0661

Calculation of the (α, n) neutron yield induced by natural radioactivity in user’s

specified elements or compounds.

http://neutronyield.usd.edu/
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COSMO: a program to estimate spallation radioactivity produced in a pure substance

by exposure to cosmic radiation on the earth.

http://www.cpc.cs.qub.ac.uk/

Atomic and Nuclear Properties of Materials for more than 300 materials

http://pdg.lbl.gov/2012/AtomicNuclearProperties/

Scintillation Physics.

The Liquid Scintillation Spectrometry International Library

http://www.lsc-international.org/library.html

PhotochemCAD, absorption and emission spectra for 150 diverse compounds

http://omlc.ogi.edu/spectra/PhotochemCAD/index.html

General about Physics.

LUNDS University Physics and Web development links

http://www.pixe.lth.se/links/index.asp

Particle Data Group 2012 Review of Particle Physics

http://pdglive.lbl.gov/listings1.brl?exp=Y

Wayne Hu’s Tutorial Page about CMB Cosmology

http://background.uchicago.edu/index.html

Ned Wright’s Cosmology Tutorial

http://www.astro.ucla.edu/~wright/cosmolog.htm

Geant4 Related.

The Geant4 Software Reference Manual

http://geant4.cern.ch/bin/SRM/G4GenDoc.csh?flag=1

Geant4 General Particle Source Users Manual

http://reat.space.qinetiq.com/gps/new_gps_sum_files/gps_sum.htm

CERN Geant4 Webhome
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https://twiki.cern.ch/twiki/bin/view/Geant4/

Miscellaneous.

Computer Physics Communications Program Library

http://www.cpc.cs.qub.ac.uk/

MATPACK Numerical and Graphical Library

http://www.matpack.de/

Wolfram Mathematica Online Integrator

http://integrals.wolfram.com/index.jsp

SPICE, Simulation Program with Integrated Circuit Emphasis

http://bwrcs.eecs.berkeley.edu/Classes/IcBook/SPICE/

A Few Softwares that can Digitize Data from Graphs and Plots

http://getdata-graph-digitizer.com/

http://plotdigitizer.sourceforge.net/

http://digitizer.sourceforge.net/

An Online Tool to Digitize Data from Graph

http://arohatgi.info/WebPlotDigitizer/

Science Journal Title Abbreviations

http://images.webofknowledge.com/WOK46/help/WOS/A_abrvjt.html
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